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SYSTEMS DIVISION
I. Systems Analysis
A. Relativistic Generalization of
Kepler's Equation
L. Efron and H. Lass
In the classical problem of the motion of two bodies
under the influence of their mutual gravitational attrac-
tion one obtains a conic solution which can be described
completely by 6 constants of the motion. The well known
Kepler equation enables one to calculate the coordinates
and velocity components as functions of the time.
A desire to describe the manner in which the classical
orbital elements vary with coordinate time according to
the theory of general relativity leads us to search for a
relativistic generalization of Kepler's equation. The aver-
aging method of Krylov-Bogoliubov will prove useful in
obtaining the generalization of Kepler's equation by
means of the Schwarzschild line element and two first
integrals which arise from this line element.
In the general theory of relativity the line element is
given by the usual notation
ds 2 = gij dx i dx j (1)
with the equations of motion of a particle moving freely
in space time given by the Euler-Lagralage equations for
the variational problem
S _[,_ = 0 (9.)
Since g_j _ kJ _ 1 along a geodesic, the variational equa-
tion may be rewritten
_fr, as = 0 (a)
J
where
1 dx i dx _
L=-Tg" ds ds (4)
For the well-known Schwarzschild line element we
have (Ref. 1)
(2_) (2._.l___-'drZ_rO.d,#z_r2sin_._cle=ds z = c = 1--b_ dt°- - 1- c_r/ (5)
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where r, ff and 0 are spherical spatial coordinates and t
is coordinate-time as opposed to proper-time T which is
defined by dT _ ds/c. The two constants which appear
in the metric are defined by
= GM
c = speed of light
A dot will designate differentiation with respect to s.
The Euler-Lagrange equation for the colatitude angle
indicates that by choosing coordinates such that the
initial conditions are if0 = _r/2 and 4_o= 0 we will have
_'o = 0 and the motion will continue to be planar, as in
the classical two-body problem.
For the coordinates t and 0 we obtain the two well-
known integrals of the motion for the planar problem.
r2 d h
c (6)
(1- c_r) d=k (7)
.From Eq. (5) we obtain
(_._)2=c2(1___2r)_(l_2_-_fdr_2_ cIO 2c2r) \dt) r2(-_)
and substituting for
ds and
dt
do do ds
dt ds dt
from Eqs. (6) and (7) we have
From Eqs. (6) and (7) and initial conditions we obtain
h r° -d-t'o
k- 1- 2__.____ (11)
CZro
With the aid of Eqs. (10) and (11) we can determine h
and k from ro and (dr/dt)o. Having now obtained the two
c_nstants of the motion, we proceed to define several
new parameters.
Let
a-- or _--
2C 2a
n2=_ or _=n_a 3 (12)
2
1 -- e _ --
atL
or h :=a_(1-e _)=n_a "(1-e_);O<e<l
p_ h_t_ _a(l_e 2)
Thus, a, n and e may be expressed in terms of initial
conditions through h and k. In these parameters, Eq. (9)
becomes
-_ r._ [aZe 2- (r--a) _]
n4a 5
+ _ [6a2(1 -- e z) -- 8ar + 6r _ -- ar(1 -- eZ)]
(13)
c'-' (1 _ 2tz_ c.O(1 2_)2k s c'_r] + c"r ] h'_ (1- 2_ 3k._r._, --_.>r] (8)
Expanding and retaining terms to O (1/c z)
which may be rewritten
h _ 2_(3 )t_ ( 12#_ 4#_ 6h'-' )k_r'-' +-7- -U -2 + _ - k_r----r-'+-Y- +-U7 (9)
(dr) `-> 1[_c2 6#_ 12_2 1 h_[ 1 6_.] [ 4_ 4_ l=# +----r c_r_J+-# --' --77 +-_r + c-_---7- + _-T'-'_I (10)
2
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For the case of Newtonian-Keplerian motion, we have
the familiar solution in terms of the eccentric anomaly E.
r = a(1 - e cos E)
and the Kepler equation
nt = E -- e sin E
(14a)
(14b)
with r = rmi,, E = 0 at t = 0. We now assume a solution
of the form
r =a[1-_(E)]
f.nt = E - e [(E) dE
(15a)
(15b)
Eq. (15b) is a relativistic generalization of Kepler's equa-
tion. These give
dr fla2e
f(_) (16)dt- r
Substitution into Eq. (13) yields the differential equation
1 -- e 2 q(1 -- _f)2j = O;/'=/cO
(17)
+ 3n2a2 F1
y'(E) + f(E) c2e L
which is of the form
_<<1
(18)
dE 2dz--L+ f + _g (f,_-_)=0
A first-order solution for [ = [(E) can be obtained by the
method of Krylov-Bogoliubov (Ref. 2). The solution pro-
posed is of the form
rt_
I(E) = p(E) cos 0(E) + _(P) + _ _ (IN(p)cos N0
N=2
+ E y]. fiN(p) sin Nq_ (19)
N=2
dp_
dE 2-= F(p) (20)
E
dap _ 1 + _--_ G(p)dE
Noting that g = g(f) we let
f = p cos 0
and it can then be shown (Ref. 2) that
fo"F(O) = sin 0 g(P cos 0) do
(21)
with
G(p) =f_" cos ¢ g(p cos q,)do
1 f2,,
a(p) -- _Trj ° g(p cos q,) dap
aN(p) -- 7r(N2_l)Jo cos NOg(p cos q,) d4,
__ 1
fiN(p) _N'- 1)J o sin N o g(p cos 0) d4'
(22)
It is readily seen that F(p) and all the fiN'S vanish since
g(p cos ¢) is an even function in O, and hence from Eq. (20)
p = constant. The quantity G(p) is then found to be
1 -- e 2
G = -- 2_ep (1 - e_p2) _/_
which when inserted in Eq. (21) gives
do _ 1 - _e 1 - e 2
dE ( 1 - e_pZ) _/_
I 3n2a _ (1 - e _) 1_( E) = 1 - cZ (1 - e_pZ) 3/2 E (28)
and
I 1 -- e 2 1(i=- 1-- (1-_ef_)3/2
(I N --
1 1 -- e 2
w(N 2-1) cos N o 1-- ( l _ ep cos ¢)2 do
2_"e _ - 1 cos NO ,t.,
•-(N 2 -- 1)Jo ( 1 -- ep cos q,)z -*'r
The integral may be readily evaluated by contour
integration and the result yields
2(1-e _) 1--N(1--e_f)_Fl--(l_pe_p2)_lN
aN = (1 -- eap_)3/2 _r-;- _ L
(24)
The solution for [(E) is then
3n'-a 2 [ 1 - e _
[=pcos_ c'_ 11-- (1--e2p2) _/2
1--e _ _-, l+N(1-e2p2) _
+ 2 (1 - e2p2) _/2 Z_ N 2 - 1
N=2
X I1 - (1 - e2p2)_lN tep cos N o (25)
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where
Integrating gives
----If-- _n2aZ(I- e_)U-- >_7 _1 E (26)
fdE = p 1 + 3n'_a'_ (1 - e 2) sin q_ 3n2a2 1 (1 - e 2)
c'-' (1 - e'-'p2)_/-' c'-'e (1 - e2p'_) 3/'_' E
1 -- e _ iX + N (1 -- e_-p"-)'/_ [1 -- (1 - e'2p") '/_1 N t
+ 2 (! - ,2_:_/_ _T/_T'_ ,_ sin N.¢, (27_
_z, 11 ep " 't', N:2 _" L J
The constant p and the initial value of E may be evaluated by solving Eqs. (15) to satisfy initial conditions. Substitut-
ing these results into Eqs. (15) yields r(E) and t(E), thus permitting us to obtain r(t). The derivative dr/dt may be
obtained through the use of Eq. (16). To terms of order (1/c _) the result is
_.dr_na'-'t[ 3n'-'a'-' (1( e_,_:_/21sin ¢ - _ N__Idt - "--7- ep 1 - --c._, 1- e _) 6n2a '-'C.(1- e_'_ _/'_ _ N(1- e'-') 1 + N (1 - e2p'-') '/_
N=2
_-_ _] sin Nq, (28)
The coefficients 7N = N _ -- 1 e-p
1
-/_, and NTN all tend to zero for large N. However, since NT_- tends to zero very slowly it is preferable to deter-
mine the algebraic sign of dr/dt from the leading term
n_'a"eP [ 1 - 3n"a 2_ (1 - e _) 1 sinF . 3 (-i-_._ j ¢
and obtain -_ from Eq. (13) or Eq. (10).
1
From the condition 2L _-_ 1 and Eqs. (6) and (7), the change of variable u = -- gives
r
-_ = V (k_- 1) + _ u - u_ + -g:,.. (29)
which becomes d2_ + u = _ + 3/_do-' _;. u-' (3o)
The well-known solution to this equation (Ref. 3), which readily exhibits the familiar advance of the perihelion, is
1 1 t E(3_)--'_]I + [(1-_-2e')-- e°" 2(0 "g)l (31)
u - - 1 + e cos 1 0 3_ 1 _ 1
r p c_p _ -E cos -
It is then possible to obtain 0(r) = 0(r[t]) and
dO h 1 2_,
c:r
dt k r z (32)
The magnitude of du/d8 is readily obtained from Eq. (29),
and the quantity dO/dt is always positive.
The spatial quantities r, O, dr/dt and dO/dt may now be
obtained as a function of t. With this, one may proceed
to calculate the partial
Keplerian orbital elements.
So The Mean and Variance for the
Number of Oscillations of
Randomly Selected
Sequences
H. Lass
derivatives of the "constant"
If one obtains a sequence of values x,,x_,...,x_ from a
probability density function, there are various tests to
determine whether the sampling of the data has been
random or not, and whether a trend exists. For example,
if twenty data values have been obtained, one might
4
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designate the ten lowest values by the symbol zero and
the ten highest values by the symbol one; the numbers
xl, x2,'",xzo might yield, for example, the sequence
00 1 00 1 1 1 00 1 0 1 00 11 0 11
It is known that the mean number of runs is tt = 11.
Note that in the above example there are 12 runs which
would lead us to believe that our sample selection has
been fairly random.
The S-test of Kendall is useful for determining trends.
For example, suppose that eight data values have been
obtained, the lowest value being designated by one, the
next lowest by two, etc. Let us suppose, for example, that
we obtain the sequence 4, 3, 5, 7, 2, 1, 6, 8. We consider
now, the number of elements to the right of the first ele-
ment (xl = 4) which are greater than 4 and which are less
than 4 and consider their algebraic difference (4 - 3 = 1).
We do the same for xz = 8, etc., and obtain the sum
S=l+2+l+(-2)+l+2+l=6. A positive value
of S shows a tendency of a monotonic increase in the
sequence of values, whereas a negative value of S shows
a tendency of a monotonic decrease in the sequence
(trends). For example, the sequence 8, 7, 6, 5, 4, 8, 2, 1
yields S = -28, and the sequence obviously decreases
monotonically.
We consider now the following problem. Suppose that
the integers 1, 2, -.-, n-l, n are selected at random
(selecting numbered balls from a bag; designating the
n sample data values x,, xz, ---, x, by replacing the smallest
by the integer one, the next smallest by the integer two,
etc.). Next we count the number of oscillations which
occur in the sequence. For example, consider the sequence
/\/\I\
2,5,1,4,6,3,8,7
Note that there are 5 oscillations. The sequence
has only 3 oscillations, and the sequence
8,7,6,5,4,8,2,1
has no oscillations.
We wish now to determine the mean and the variance
for the number of oscillations. Let
z = f(x. x_,x3) + f(x_,x3,x,) + --. + f(x.__,x._,, x,,)
(1)
with
0 for xk-a < xk < xk+_
f(x_-l, x_, x_._) = 0 for xk-1 > xk > x_, (2)
1 otherwise
From our definition it follows that z represents the
number of oscillations for a given sequence. Further-
more, the expected value of f(xk-_, xk, xk÷_) is 2/3, written
2
E[f(xk_,, xk, x_+_)] =-if, since there are 6 equally likely per-
mutations of xk-_, xk, xk+_, with four of these eases leading
to a value of one for f and two cases leading to a value
of zero for [.
Hence from Eq. (1) it follows that
2 (. -2),
_z = E(z) = X n > 2 (3)
since the expected value of a sum is the sum of the ex-
pected values.
Now we wish to determine E(z'). From Eq. (1) it follows
that
z' = f_(x,,x_,x_) + f_(x_,x_,x,) + ..- + f_(x.__,x._,,x.)
+ 2 [f(x,,x_,x_)f(x_,x_,x,) + .-. + f(=.__,x.-2,x._,)
x f(x.__,x._,, x.)]
+ 2 [f(x,, x2,x_)f(x3,x,, x_)+ ..- + f(x._,, x.__,x.__)
x f(,-_._-.,,_,,.:,_.-.)]
+ 2 [/(x,, x,, x_)/(x,, xs, x_) + --.] (4)
To compute E(z _) we must consider terms of the type
E[f(x,, x_,x_)f(x_,x_,x,)]
E[f(x,, x_,x3)f(x_,x,, _)]
since [(x_, xz, x3) is not independent of _(x2, x_, x,) and
f(x_,_,, xo).
Furthermore, we must compute the number of terms
in the last bracket of Eq. (4) which is given by
K = 2[(n--2)2 -- (n--2) -- 2(n-8) -- 2(n--4)]
_ 1 (n -- 4) (n - 5), n_4 (5)
2
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If we list the 24 permutations of (1, 2, 3, 4), we find that
ten of them yield a value of one, and that the other four-
teen yield value of zero for _(Xl, X2, X3) /(X2, X3, X4), SO that
5
E[f(x__l,x_,x_+_)¢(xk,x_+_,x_+2)]= "i_ (6)
To find E[f(x_, x2, x_) f(x3, x,, xs)] requires a perusal of
the 5! = 120 permutations of (1, 2, 3, 4, 5) and it is found
by inspection that
9
E[f(x__l,x_,x_+_)f(x_+_,x_+2,x_+3)]= _ (7)
Applying these results to Eq. (4) yields
2 In-2/ + 2" In-3/ + 2"E(z2) = -5-
4 (n-4)(n-5)+y
_ 1 (40n z _ 144n + 131), n > 4
90 =
(8)
2
with E(z 2) = 0 for n = 2, E(z 2) = -_- for n -- 3. From
2 = E(z _) _ [E(z)]2, we obtainO'g
2 = 0 for n = 2O"z
= 2/9 for n = 3
= ! (16n-29) for n >-- 4
90
(9)
It is reasonable to expect that
_ z-/_ (10)
Org
is approximately normal, N(0, 1), for n large, since
E(_) -- 0, V(_) = 1, for all n.
The reader should be able to apply the results of
Eqs. (3), (9), (10), to problems involving the sampling of
data (random sampling of a population, trends in the
structure of noise, stock market analysis, etc.).
A second example of a distribution free method is the
following. Consider the sample data (xl, x_, .-., x,) as
previously discussed. Let
w = [(xl, x..,) + [(x.,, x,_) + "'" + f(x,-1, x,) (11)
withf(x,y) -- 1 for y > x,f(x,y) -- - 1 for y < x.
From E[f(x, y)] -- 0 it follows that E(w) = O.
We consider now the variance of w. We have
w_ = f_(x_,x_)+ f_(x_,x3) + ... + f_(x___,x_)
+ 2 [f(xl, _) f(x,, x_)+ ... + f(x_-,,x,__)f(x___,x_)]
+ 2 [f(x. x2)f(x_,x,) + ...] (19.)
One easily shows that
E[f(x. xo)f(x_,_)] = -
E[p(x_, xz)] = 1
and
2 n+l
_=(n-1)-_(n-z)- _ ,n_2
For n large, it is expected that
W
is approximately normal, N(0, 1).
(13)
(14)
C. On a Possible Improvement in
the Lunar Ephemeris Using
Radar Tracking Data
from a Lunar
Orbiter
J. D. Anderson
Tracking data from a lunar orbiter will permit indirect
measurements of the geocentric orbit of the Moon's
center of mass. For the upcoming series of NASA orbiters
this could permit observations over a period of 2 years.
Important information on the ephemeris of the Moon
would seem a likely result of the series. The purpose of
this article is to explore the nature of this information
and to indicate possible methods for correcting the lunar
ephemeris.
1. Geometrical Properties of the Solution
Some insight into the nature of a simultaneous least-
squares solution for the orbital elements of the orbiter
and the Moon can be gained by considering a simple
6
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geometrical situation. Let the orbiter and the Moon re-
volve uniformly in circular orbits about the Moon and
Earth, respectively (Fig. 1). Designate the radius of the
Moon's orbit by r_ and that of the orbiter by r. Restrict
the motion to a plane so that the positions of the Moon
and orbiter are completely specified by the two longitu-
dinal angles # and ff as shown in Fig. 1. The actual angle
between the two orbital planes is nominally about 15 deg
for the Langley lunar orbiter, so planar motion is not a
completely unrealistic assumption.
Y
--ORBITER
y I
Fig. 1. Simplified geometry for observations
of a lunar orbiter
Now neglect the geocentric motion of the radar sta-
tions, and consider observations of geocentric range p
and range-rate /J as a function of time. The effects of
station motion on the solution could be considered sep-
arately as done by Light (SPS 37-33, Vol. IV, pp. 8-17)
for interplanetary missions. However, these admittedly
important effects are neglected here, and, as a result, the
representation of range is derived immediately from
Fig. 1.
p2=r_ +r 2+2r_rcos¢ (1)
where
=, - 0 (2)
The range-rate is obtained by differentiating the expres-
sion for p, given in Eq. (1),
pb = - r,r q;sin_ (3)
Because of the assumption of uniform motion, the angu-
lar rate 9 is constant and the angle ¢ is given by
= ,o + it (4)
Therefore both p and 1i are completely specified as a
function of the time t from some arbitrary epoch. The
unknown constants, which can be determined from the
simplified range and range-rate data considered here,
are the lunar distance r_ and the parameters r, ¢o and
for the orbiter.
Because the Moon's angular rate is known to great
accuracy, a determination of ¢ is equivalent to a deter-
mination of the angular rate 4_of the orbiter. On the other
hand, it is impossible to obtain independent determina-
tious of both _0 and Oo at the epoch from range and
range-rate data. In fact, the reference direction for the
x-axis is established by optical observations of the Moon
against the background of stars. Therefore, the longitude
of the Moon, Oo in this simplified analysis, is assumed
known, and a determination of ¢o relates the angular
position of the orbiter at to to the arbitrary reference
direction defined by 0o. The actual situation of a deter-
mination of the Moon[ mean longitude from topocentrie
data is discussed later in Sect. 3.
The sensitivity of range and range-rate to the four
constants r_, r, ¢o and _ can be investigated in a linear
region by forming differentials in Eqs. (1) and (3).
AP -----_=- I(l + -r[- cos ¢) At( + (-_=c + cos ¢ )
× Ar - r sin ¢ A¢o -- rt sin ¢ A _]
ab-
+
(5)
P q/sin CAr, + _/sin CAr + r_ cos ¢A¢o
For a close lunar satellite, the ratio r/rc is a small quan-
tity on the order of 0.01. Therefore, the principal terms
in Eqs. (5) and (6) can be found by expanding in powers
of r/r_ and then by neglecting all terms of order r/rc or
higher.
=ap tire + cos Car -- r sin q,A¢o - rt sin ¢ Aa/ +
(7)
ak = - _ sin Car - r d cos ¢a¢o
- r(sin, + _t cos_),,_ + (8)
The most apparent property of these approximate equa-
tions is the absence of a Arc term in the range-rate
expression. The orbit of the lunar satellite is determined
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from doppler data alone, but the distance to the Moon is
relatively poorly determined. To obtain a relation be-
tween Arc and A/3 it is necessary to consider second-order
terms in r/ro Then
= - 0 ,.at; -7S sin cos + arc
(9)
The statistical properties of a least-squares solution
for the constants can be approximated by integrals over
an interval of the independent parameter ¢. In particular,
if tracking is assumed over the 4 hours or so for one
revolution of a lunar orbiter, then the interval is simply
0 _< ¢ < Par. For example, by using the coefficient of
Eq. (9), the error _ on the lunar distance can be eval-
uated for a given error a_ in the range-rate data.
a_ L-_-j0 de_ ar (10)
where N is the number of range-rate measurements per
revolution of the orbiter. Of course, the correlation of
the lunar distance with the orbital parameters r, ¢o and
has been neglected in Eq. (10) by assuming, in effect,
that these parameters are known perfectly. This assump-
tion is justified by the relative sizes of the sensitivity
coefficients in Eqs. (8) and (9). Therefore, the expression
for ar_ is easily evaluated by performing the indicated
integration. It is given by
__ 2_/2-____)_" " aS (11)a__ _ N-r/=
This expression for ar_ indicates that the error in the
lunar distance can be reduced to any desired level by
simply increasing the number of independent range-rate
measurements. Of course, in reality, there is some level
at which systematic errors prevent a further improve-
ment. Suppose this level is determined by an error of
5 m in the location of the radar tracking station (Ref. 6,
p. 3 and Ref. 7, p. 5). Then the value of a_/N '/= is at best
equal to 0.0004 m/sec. Using this value for a lunar orbiter
with a 2700-km radius and an angular velocity of 0.00050
sec -_, the limit on the accuracy of the lunar distance from
range-rate or doppler data alone is about 46 km. The
present uncertainty on the mean distance is closer to
±1.0 km (Ref. 8, p. 106). Radar observations of the Moon
have provided this kind of accuracy and the largest con-
tribution to the error has arisen from the necessity of
observing the surface of the Moon instead of its center of
mass. Radar tracking data from an orbiter are free of this
source of error, although, on the other hand, they do not
permit a direct observation of the Moon. However, the
advantages of even an indirect observation of the center
of mass warrants their consideration.
The sensitivity of the range tracking data to the lunar
distance permits an assessment of the potential accuracy
which can be expected in distance determinations of the
Moon's center of mass. It is apparent from Eq. (7) that
the correlation between the distance and the orbital
parameters of the orbiter is extremely weak. Thus the
error ar_ in r¢ is equal to the error ap in range divided by
the square root of the number of range measurements.
If, as in the case of range-rate, the limiting accuracy for
range is assumed equal to the station coordinate error
of 5 m, then the lunar distance can also be measured to
this accuracy by taking enough independent range meas-
urements. This is a significant result, and it should be
valid for the more general topocentric tracking of an
actual orbiter. Of course, for the actual case, the range-
rate data is also important in that it provides an inde-
pendent determination of the orbiter's motion. Conse-
quently, the independence of the measurement of the
lunar distance is more secure.
The conclusion that a precise determination of the
lunar distance can be obtained over a few revolutions of
the orbiter has important implications with respect to
the lunar ephemeris. In effect, two or three measure-
ments of the lunar distance r_ are available every day
that tracking occurs.
The determination of the dimensional orbital elements
of the Moon can be investigated by means of the expres-
sion for the radius r_ in an elliptic orbit
r_ = a_ (1 -- e_ cos E_)
and Kepler's equation
E¢ - e sin E_ = Mo_ + net,
where the time t is again measured from the epoch. The
mean motion n_ for the Moon is assumed known exactly.
It has been determined by many years of optical observa-
tions to ten significant figures (Ref. 8). The sensitivity of r_
to the other constants can be approximated by neglecting
terms of order e_ in the differential coefficients.
Ar_ ---- Aa_ -- a_ cos n_t Ae_ + a_ sin n_t (e_AM0_)
09)
Mention should be made of the interpretation of the
correction e_ txM0_ to the mean anomaly at the epoch.
As is pointed out later in Sect. 3, the mean longitude of
8
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the Moon can be considered known precisely. There-
fore, a determination of the mean anomaly can be con-
sidered equivalent to a determination of the argument of
perigee with respect to the point of zero longitude.
An average of the product of the sensitivity coefllcients
in Eq. (12) over one or more months shows that the three
elements are statistically independent of one another and
that their standard deviations with respect to that of r_
are given by
and
_ = _IN _
If, as before, the accuracy of the lunar distance deter-
mination is limited to 5 m because of systematic station
location errors, then the accuracy of the mean distance
determination is also limited to 5 m because, in effect,
_c/N _ = 5 m. In units of seconds of are this implies a
determination of the sine parallax for the Moon to
±0".'00005. The contribution of the uncertainty in the
mean equatorial radius ae of the Earth has been neglected
in deriving this number, but, as pointed out in Sect. 2, it
is permissible to adopt a value for ae in the construction
of the lunar ephemeris. Again for aJN _ = 5 m, the un-
certainty in e_ and either e_ aMo_ or e¢ a_ is +0':004.This
amounts to an uncertainty in the true longitude of
__+0'.'008.
The conclusion, then, of this simplified analysis is that
with range and range-rate data, the geocentric distance
of the Moon can be determined to 5 m and the position
of the Moon in it._ orbit to about 15 m. The question of
the orientation of the Moon's orbit in space cannot be
discussed without a consideration of the station motion
about the Earth's polar axis.
2. Motion of the Moon
Although theories of the motion of the Moon rely on
complicated transformations of coordinates and approxi-
mate solutions to the equations of motion through the
methods of general perturbations, it is still worthwhile
to discuss the problem in terms of a much simpler formu-
lation in inertial cartesian coordinates. First of all, for
astrodynamic purposes, an ephemeris of the Moon should
be required over only a few years and a numerical in-
tegration of the equations of motion is quite feasible.
Along these lines, Marsden (SPS 37-29, Vol. IV, pp.
61--64) has suggested that numerical integration could be
used effectively in the reduction of the lunar orbiter data.
Secondly, it is possible to gain an insight into the param-
eters that influence the lunar ephemeris by considering
the cartesian system of equations.
With respect to the nature of the motion, it is sufllcient
for the purposes of this article to restrict the equations
to the solar terms only. Because the lunar ephemeris is
expressed in geocentric coordinates, all that is involved
is the relative motion form of the three-body equations
of motion with the Sun as the perturbing body. Of course,
for the proposed numerical integration, additional terms
would have to be included to allow for the attractions
of the planets and the failure of the Earth and Moon to
act like point masses. The solution of the three-body
system is referred to as the main problem in lunar theory,
and additional perturbations caused by planetary and
oblateness effects are treated separately. The three-body
equations of motion are given by
dZr
dt _ G(E + M)--_ + GS ( r_Or_o r nr_'_]
(13)
where G is the universal gravitational constant and E,
M and S represent the masses of the Earth, Moon and
Sun, respectively. The definition of the position vectors
is given in Fig. 2.
__SUN
MOON
EARTH
Fig. 2. Geometry of main problem in lunar theory
Again the goal of looking at these equations of motion
in cartesian coordinates is to gain an understanding of
the basic parameters in the existing lunar theories. Thus
it is necessary to express the equation in the same units
as used in the ephemeris and to express the position vec-
tors in terms of available solar coordinates. Now the
units of time, length and mass used in celestial mechanics
are the ephemeris day, the astronomical unit (a.u.) and
the solar mass, respectively. In lunar theory, another unit
9
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of length is chosen, although there is no fundamental
necessity for abandoning the a.u. However, for conven-
ience in tabulatiing the lunar coordinates, and because
until recently, the lunar parallax was the only available
observation of the Moon's distance, the mean equatorial
radius ae of the Earth has been used as the unit of length.
It should be emphasized, however, that the choice of a
unit fbr the lunar ephemeris is completely arbitrary and
the only important factor is that the new unit be known
as some arbitrary fraction of the a.u. To avoid confusion
with the actual radius of the Earth, which is completely
irrelevant to the dynamics of the problem, call this new
unit the geo-unit as suggested by Herrick (Ref. 9). Also
designate its value in meters by R. Then Eq. (13) in
units of geo-units is
_ , (±y(.r,o
dt 2 R3 (l+/z)-_ + k_ \ R ] \ r_o r'l3'/
(14)
where the constants have been expressed in terms of the
IAU list of primary constants (Ref. 8).
GE ---- geocentric gravitational constant (units: m 3 s-2)
/_ -- ratio of the masses of the Moon and Earth
A = measure of 1 a.u. in meters
k, -- gaussian gravitational constant; adopted value of
0.01720209895 (a.u.3/_/day) defines the a.u.
' can be accom-The expression of the vectors r_o and ri
plished in terms of r in geo-units and r' (a.u.) in astro-
nomical units. For the Sun it is precisely this latter vector
that is available. It should be pointed out that the general
problem would also include a second-order differential
equation for r' (a.u.) to be solved simultaneously with
that for r. However, the small variations in the solution
of Eq. (14), for a reasonable range of variations in the
parameters, can be assumed to exert a negligible effect
on the solar coordinates. Therefore, r' (a.u.) is assumed
known exactly and r_o and r' 1 in geo-units for Eq. (14) are
A 1
= r (15)
r_o _- r' 1 +/_
A
(16)
Now it is clear that the equations of motion representa-
tive of the main problem in lunar theory can be expressed
in functional form as
_-_--f --ffT",/_,-_-;r',r (17)
and therefore, that the solution r can be represented by
the same parameters and a set of six initial conditions
or arbitrary constants.
)r(t) = $ ,/_, _- ; ro, i'o; solar ephem; t
(18)
In Herrick's notation GE/R 3 -- k_, and he recommends
..,I-^ x.^ __, .... a c__ a_, .... 1-- it j
_1_o_ a v,,,u_ uv auuptcu iu, ke to theuum_ geO-uta ust
as the adopted value of k, defines the a.u. Because GE
is a primary constant in the IAU list, it follows that for
an adopted value of k_, R should be a derived constant
2 1/3
equal to R = (GE/ke) . This is the opposite of the
heliocentric case where A is a primary constant and GS
is a derived constant given by GS = k 2, A 3.
In all of this discussion, no mention has been made of
the use of the day, minute or second as the unit of time.
However, any one of these units can be used by accept-
ing the definitions that 1 day = 86400 s and 1 min = 60 s.
Thus Herrick expresses k_ in g.u._/2/min, k, is given in
a.u.3/Z/day, and GE, GM and GS are in m 3 s-2.
3. Differential Correction of the Lunar Ephemeris
The basic problem of interest is to find values for the
parameters defined in Eq. (18) such that the range and
doppler residuals satisfy a least-squares fit to the orbiter
data. Ultimately, this will probably be accomplished by
a numerical integration of the complete equations of
motion for the Moon and the orbiter with a differential
correctio:, on the initial conditions of both. The constants
GE, t, and A will be determined from other data and
probably will not require further correction. However,
in the interim, the plan at JPL is to use the orbiter data
to correct an existing ephemeris as determined from
theory. This is fairly easily implemented within the
framework of existing computer programs which numeri-
cally integrate spacecraft equations of motion and then
differentially correct the six initial conditions and a set of
astronomical constants. Therefore, the proposed pro-
cedure applies corrections to the lunar ephemeris which
in turn affects the range and doppler data through the
resulting variations in the motion of the orbiter. A similar
procedure has been applied to the planetary ephemerides
for space probes to Venus and Mars (Ref. 10).
The preceding section has indicated that, in the ab-
sence of any information on the lunar ephemeris, there
are six arbitrary constants and three astronomical con-
stants which are subject to correction. Also variations in
the solar coordinates affect the lunar ephemeris. In order
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to arrive at a set of parameters for correction in an
existing ephemeris, it is necessary, at least superficially,
to look at the basis of the ephemeris used in the compu-
tations. In the near future it appears that the JPL lunar
ephemeris will be derived from the Brown lunar theory.
Recently, Eekert, Walker and Eckert 1 have improved the
accuracy of the lunar ephemeris as computed from
Brown's theory even beyond that of the Improved Lunar
Ephemeris (Ref. 11). It is this ephemeris that will be used
at JPL and that is considered here for correction with
the orbiter data. It is significant that the IAU values for
the astronomical constants will be included in this
ephemeris. Thus, large corrections to the constants would
not be expected.
The differential correction equations for the lunar
ephemeris are obtained from Brown's tables for the longi-
tude, latitude and sine parallax (Ref. 12). These are given
as sine and cosine expansions with the arguments I and l',
the mean anomalies of the Moon and Sun, F, the mean
argument of latitude for the Moon, and D, the elongation.
In terms of the mean longitudes X and x' for the Moon
and Sun, D----X- X'. The coefficients of the sine and
cosine terms are evaluated from series in certain orbital
elements for the Moon and Sun and a single constant al.
1 a_ 1 -- _, (19)
a_ = 0.9990931420 A 1 +
The mean distance a¢ to the Moon can also be expressed
in terms of the highly accurate sidereal mean motion n_*
a_ = O.9990981420 F GE (1 _ _) ]_/3L n, (20)
Therefore, a_ is given as a combination of the constants
in Sect. 2 and n_. The geo-unit R does not appear in the
tables because no length measurement is involved. What-
ever mean sine parallax is adopted for the tables defines
the mean distance for an adopted value of R. In Brown's
tables, sin ,r_ is given by 3422'57, in the ILE by 3422':54,
and in the recent work of Eckert, Walker and Eckert
they recommend 3422'.'452 as a value derived from the
IAU list of constants. In all cases, the mean equatorial
radius of the Earth is adopted for the value of R.
Fundamental to the corrections proposed here is the
* is known exactly. Then the constantsassumption that n_
which can be varied to differentially correct the Eckert,
Walker and Eckert tables are the Moon's elements e, 7,
F, D and l, the constant al and the Sun's eccentricity e'.
The element y is equal to the sine of the inclination of
the Moon's orbit to the ecliptic.
1Private communication-material to be published.
The Sun's eccentricity is included only as a device to
apply corrections to the lunar ephemeris when the
ephemeris of the Earth is modified by tracking data from
the interplanetary space probes. Also the correction in
a_ is expected to allow for small deviations in the con-
stants as determined from space probes, but it is not
intended for inclusion in the normal equations for the
lunar orbiter data. However, the dependence of the data
on the lunar mass through the central body term in the
orbiter's equations of motion, could produce a correction
to tL. This correction would be applied to al before com-
puting new residuals in the range and doppler data. The
form of the differential correction to a_ can be derived
from Eqs. (19) and (20).
- 3 GE A '-
(21)
The parameters for correction with the orbiter data,
then, are the five elements of the Moon's orbit and the
value of R which gives the mean distance for the adopted
value of the mean sine parallax in the tables. Of course,
it is necessary to satisfy Eq. (20) at all times in order to
maintain the assumption of a perfectly accurate mean
* Clarke (Ref. 13) has written the constraintmotion n_.
between GE, _ and R for a mean parallax of 3422'.'54 as
adopted in the ILE. For a general sin ; the relation is
simply R = a_ sin _ with a_ given by Eq. (20).
A correction of the orbital elements e and y from the
orbiter data is easily interpreted ff one remembers that
they essentially represent arbitrary constants in the lunar
........... u a,,u qakI'10WtSV_I r, [IICtheory, e someaalgles F, / re
discussion. First of all because n* is assumed known
exactly, it follows that the angular rates/_,/) and i can
be held fixed. Thus corrections AF, AD and Al represent
constant phase shifts in the Moon's orbit. However, along
the lines of Sect. 1, it is apparent that there is always one
degree of freedom in phase because radar observations
are not capable of establishing a reference with respect
to the stars. It is feasible, though, to determine the station
time at which the Moon crosses the station's meridian.
This can be accomplished through the effect of station
motion on the radar data from the orbiter. Thus with an
adopted value of the Moon's mean longitude, it follows
that it is feasible to determine the difference between
ephemeris time and the time of the station clock. This dif-
ference can be expressed in units of time with an adopted
mean longitude, or it can be absorbed in a correction to
mean longitude with no modification of an adopted dif-
ference between ephemeris time and station time. The
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latter procedure is chosen here and a correction _D to
the elongation is included. The corrections AF and Al can
be expressed in terms of corrections to the longitude of
the ascending node fl and the longitude of perigee _.
aa = aD - (22)
a_ = ±D - al (28)
The mean longitude of the Sun is not subject to correc-
tion in this proposed formulation.
Table 1. Correction to longitude
Coefficientsof Sines
l l' F D
1 0 0 2
1 0 0 0
1 0 0 --2
2 0 0 0
2 0 0 --2
1 1 0 0
1 1 0 --2
1 --1 0 0
0 1 0 0
0 I 0 --2
1 1 0 0
1 1 0 --2
1 --1 0 0
0 0 0 1
0 0 2 0
Coefficient
191.954
22639.580
-4586.438
1538.042
-423.316
-- 109.804
--206.219
147.878
-- 668.944
-- 165.351
-- 109.804
--206.219
147.878
-- 124.785
- 823.228
Coefficientsof cosines
I l' F D
Difference
Ae/e
Ae'/e'
1 0 0
1 0 0
1 0 0
2 0 0
2 0 0
1 1 0
1 1 0
1 -1 0
0 0 2
0 0 0
1 0 0
1 0 0
0 1 0
0 0 0
2 0 0
1 1 0
0 0 0
2
0
-2
0
-2
O
-2
0
0
2
2
-2
-2
1
-2
-2
0
Coefficient
191.954
22639.580
-4586.438
1538.042
-423.316
-- 109.804
--206.219
147.878
-- 823.228
4739.798
383.908
9172.876
330.702
-- 124.785
423.316
412.438
206264.806
Difference
At
AF
AD
Finally the effects of the corrections on the lunar
ephemeris in longitude ¢, latitude /3 and sine parallax
sin _r can be obtained from Brown's tables. Coefficients
smaller than 100 arc sec in _ and/3 and 1':659 in sin 7r are
not considered when computing the corrections. The
results are given in Table 1 for longitude, Table 2 for
latitude and Table 3 for sine parallax. The tables are
arranged such that the first four columns give the coefl_-
the sine or cosine functions. The coefficients of these
functions are given in the fifth column, and the associated
differentials are given in the sixth column. The coeffi-
cients have been taken from Brown's tables and are
accurate enough for the expected small percentage cor-
rections of 10 -7 or 10 -8 in the elements. Of course,
Eckert's coefficients could easily be substituted in the
tables.
Table 2. Correction to latitude
Coefficientsof Sines
l l' F D
0 0 1 2
0 0 1 0
0 0 1 -2
1 0 1 0
1 0 1 -2
-1 0 1 2
-1 0 1 0
1 0 1 0
1 0 1 -2
--I 0 I 2
1 0 1 0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
1
-I
-I
0
0
0
1
I
-I
-I
0
0
1
-I
Coefficient
117.262
18461.480
-623.658
1010.180
-166.577
199.485
-999.695
1010.180
-166.577
199.485
-999.695
Difference
Ae/e
Coefficientsof cosines
F
1
1
1
I
I
1
1
I
1
1
1
I
I
1
I
D
0
-2
2
0
2
0
-2
0
-2
2
0
2
--2
-2
2
Coefficient
1010.180
-160.577
-199.485
999.695
117.262
18461.480
-623.658
1010.180
-166.577
199.485
-999.695
234.524
1247.316
333.154
398.970
Difference
a!
t_F
AD
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Table 3. Correction to sine parallax
r
0
0
0
0
1
0
Coefficients of cosines
F
0
0
0
0
0
0
D Coettqcient
2 3.0861
0 186.5398
--2 34.3117
0 20.3314
--2 1.9202
1 -- 0.9752
Coefficientsof Sines
Difference I l' F D Coet]]cient
Ae/e 1 0 0 2 -- 3.0861
1 0 0 0 -- 186.5398
1 0 0 --2 --34.3117
2 0 0 0 -- 20.3314
0 0 0 2 --56.4660
1 0 0 2 --6.1722
Ae'/e' 1 0 0 -- 2 68.6234
AaJ a_ 0 1 0 --2 3.8404
Difference
AZ
_D
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II. Scientific Programming
A. Stationary Points and Selected
Solutions in Kepler's
Problem
F..M. Keberle
Given a system of ordinary differential equations
Xl (x,, ---, x.) = _,
• • (1)
X. (xl, -.., x.) = _.
and an arbitrary system of dependent or independent
surfaces
=1 (xl, .-., x.) = 0
• . (_)
_, (x_,..-,x.) = 0 ,
the question may be posed whether the manifold of
solution curves of system (1) contains at least one "selected
curve" which lies simultaneously on all surfaces (2), the
latter not being constants of motion (Ref. 1). If all snlu-
could be answered by inspection, But in the more fire-
quent occurring event of the non-availability of explicit
solutions of system (1), necessary and sufficient condi-
tious to answer the question of the existence of a selected
solution involve the left sides of Eqs. (1) and (2) only and
abstain from using any information regarding solutions
of system (1). In addition to giving a criterion for the
existence of a selected curve, the conditions determine
all possible initial points for an eventual machine inte-
gration of system (1), giving trajectories which lie on all
surfaces (2) simultaneously.
The mentioned conditions are obtained by means of a
transformation algorithm and subsequent application of
a stationarity theorem.
In this note, the process will be illustrated by means of
the simple and known case of Kepler's problem in two
15
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dimensions. Here, the total energy, consisting of kinetic
and potential energy, is a constant of motion; however,
kinetic or potential energy individually will remain
constant only for selected solutions, namely, circular
motions. 1 We, however, will take this last fact to be
unknown, and rather ask ab-initio whether selected solu-
tions exist, for which the potential energy by itself
remains constant; secondly, we will determine the pos-
The four differential equations of the Kepler problem
are assumed to be given in canonical form and polar
coordinates:
mM
mr z
fi_-_ 0
mr _ (3)
Herein p, = m,:, p, = mr_.
The Hamiltonian is given by
1(2---_-P,_+-7- -G--
and the potential energy by
mM
V=--G_
r
Given arbitrary constants a,C, the following surface will
represent the condition for the potential energy to be
constant
z= a_ c = 0. (4)
r
Systems (3), (4) exist for R:
a
Later, use will be made of the convention--_- = r0.
'We thank C. L. Lawson for drawing our attention to this example.
The criterion for the existence of a selected solution of
Eq. (3) which satisfies (4) is obtained by means of the
following transformation algorithm:
v = 0: Replace variable r by y_ = a
r
system equivalent to (3):
-- C, to obtain a new
Yl- 1 p_(yl +C) _
(,_11¢
b_ -- 1 p_ (y_ + C)_ _ G m___M(y_ + C)2
a:_m a 2
(5)
1
am P, (y_ + C) 2 to obtain
a'-'m p_ (y_ + c)2
v = 1: Replace p_ by y2 -
similarly:
Yz--
_9_ = 0
__ 1a"m P_(Y_ + C)2
v = 2: Replace p_ by
7a,m _ P_ (Y_ + C) _ + (yl + C) _
1,y_- a'm _- p_ (y_ + C) _ + (y_ + C)"
to obtain again a system equivalent to Eq. (3):
(6)
alm t a_m" I GM_ = -- (y_+ C)5 Y3 a_
(7)
---(u,+c)' .
The terminal condition of the algorithm consists of the
right side of the last appearing _ not to depend on any
of the original variables r, 4', P- P_. Hence, with Eq. (7) the
present transformation algorithm is terminated.
The necessary and suflqcient condition for the existence
of a selected solution of Eq. (3) compatible with (4) con-
sists in the stability criterion: If y3 = E:_(y,, y2, y._) represents
the last equation of the terminated transformation algo-
rithm, the condition will be:
_%(o,o,o) = o.
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Since E3_0 in the present case, the condition is trivially
satisfied and there exists at least one selected solution.
Furthermore, the initial values of all selected solutions
are given by the conditions:
yl(to) = ¢ky_(to) = cby3(to) = 0, (8)
if(to) = fro with 6o arbitrary.
The transformed differential equations equivalent to
Eq. (8) and giving all solutions of (3), compatible with
(4), are obtained from (7) by setting yl = y2 = Ya = 0
(use will be made of the convention a/C _- ro):
_1 = 0
_2 = 0
_ = 0
1 (GMro), _
This system is partially of stationary form, and this form
is typical also for the general case of Eqs. (1) and (2).
The subsystem of (7), consisting of equations with deriva-
tives of y's only, also contains exelusively y variables and
ean be treated independently from the remaining equa-
tions. For all y_ = 0, the subsystem is of stationary form
and the entire system therefore of partially stationary
form. By means of the above initial conditions, the solu-
tion (in the present Kepler example available explicitly)
is given for to = 0 by:
u_(t) = u2(t) = y3(t) =0
cb(t) = _ (GMro)_t + _o. (9)
In terms of the original variables r, pr, pc, _ all initial values
and all solutions of Eq. (3) and which satisfy (4) are
obtained from (8) and (9), respectively:
r(to) = to, p,(to) = O, p¢(to) = m (GMro) _, if(to) = _o ;
r(t) = ro, pr(t) _ O, p_(t) = m (GMro) _,
1 (GMro)_t + epo.
if(t) = r--_
Indeed, they satisfy the relation
1 (GMro)_,
= ro
obtained from the equation of motion for circular solutions
I) 2
m-- = G -raM
2
ro. r o
with v = ro4;.
Reference
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GUIDANCE AND CONTROL DIVISION
III. Spacecraft Control
A. Strapdown Electrically
Suspended Gyro
Development
T. J. Donlin
A strapdown Electrically Suspended Gyro (ESG), with
a spherical free rotor employing an optical sensing means
to determine spin axis location, is presently under develop-
ment. This ESG is to be an inertial two-axis angular
reference sensor for spacecraft and capsule attitude
control. The ESG will provide inertial reference to the
attitude control system during periods of spacecraft
maneuvering. Present plans being carried out are to com-
plete a development model of the ESG to a breadboard
ESG capable of laboratory evaluation.
The feasibility of a strapdown ESG has been established.
A suspension system capable of low-power operation in a
low-g environment has been developed. A means of auto-
matieally starting the ESG in space has been established.
A partial breadboard gyro was built. This effort was
reported in SPS 37-36, Vol. IV, pp. 51--54.
The current effort has the following objectives: (1) Com-
plete the fabrication of a breadboard gyro. (2) Conduct
laboratory evaluation of the ESG. (8) Develop automatic
gyro starting circuitry. (4) Design, build, and check out
two consoles for operating the ESG. (5) Design, build,
and check out one data processor for obtaining and
recording data from two ESG's. (6) Develop and check out
the necessary computer programs for the data processing.
1. ESG Fabrication
To complete the breadboard gyro fabrication (Fig. 1)
required the following changes:
a. A third optical picko_ was added for determining
spin axis orientation. During the study phase and bread-
board testing, it was demonstrated that two optical piek-
offs were insufficient to give accurate angular information
on the position of the spin axis of the rotor when one
pickoff was looking at the rotor in the rotor polar region.
A third pickoff was necessary to give an accurate rotor
spin axis angular position for any region of rotor readout.
b. The getter-/on pump was incorporated into the gyro
package. During the breadboard testing, a vacuum pump-
ing system external to the ESG was used. This facilitated
the breadboard phase as the laboratory vacuum pumping
system was available. The ion pump was added to free
19
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Fig. 1. Breadboard electrically suspended gyro 
the ESG from dependence on an external pumping 
system. The getter-ion pump added to the strapdown 
ESG is the same as the pump used in another ESG design. 
c. Larger rotor spin coils and rotor damping coils were 
substituted. During the breadboard phase, it was demon- 
strated that better control of rotor spinup and spin-axis 
wobble damping was required. The new larger coils were 
designed to give better performance with less power and 
to cause less heating of the gyro. The less heating would 
allow the gyro to temperature-stabilize more rapidly. 
d.  A mounting reference was added on the case of the 
gyro. This mounting reference was necessary so that the 
location of the optical pickoffs of the ESG is accurately 
known and can be positioned in a desired manner with 
inertial coordinates. The means used are two flat mirrors, 
each in line with, and normal to, a pickoff axis and on the 
opposite side of the gyro from the pickoff. Two mirror 
surfaces are at right angles to each other and are enough 
to accurately position the ESG as the third pickoff is 
orthogonal to both mirrors. 
20 
e. The readout pickofis are ;used to start a timing 
sequence. The pickoffs detect a change in the light being 
reflected from the rotor when the readout line on the 
rotor passes through the light. If a given level of voltage 
out of the pickoff is required to start the timing, then the 
time detected would be dependent upon the change in 
the level of light reflected. That is, a lower level of light 
change would take the same time as a high-level 
light change. The time to reach the trigger for a low- 
level light change would be longer than the time to reach 
the trigger for the high-level light change. A height- 
insensitive trigger was incorporated into the readout 
electronics to minimize this source of error. The height- 
insensitive trigger was shown to always trigger when half 
of the pickoff final level was reached. 
f. Placing the readout rotor pattern on the rotor 
surface. For accurate readout, the pattern lines must 
have a uniform width and sharply defined edges. Of the 
various methods that have been tried, a sand-blast tech- 
nique has proved to be the most advantageous. It requires 
considerable skill and practice on the part of the indi- 
vidual performing the patterning to mark the pattern 
properly. 
2. Laboratory Evaluation Testing 
Checkout of the rotor suspension system has not shown 
any significant problems existing. Spinup checks have 
shown that the spinup rate is 25 revolutions per second 
per minute (rps/min). This compares with the anticipated 
rate of 20 rps/min. Upon completion of the evaluation 
testing, a drift stability and repeatability test program 
will be run. Following this, a vibration and shock stability 
drift test will be conducted. The ESG evaluation is now 
being performed on the suspension capabiIity and the 
readout accuracy (Fig. 2). 
The suspension testing was conducted in two parts with 
a different level of electric field strength supporting the 
rotor for each part of the testing. One level of electric 
field strength was sufficient to keep the rotor from striking 
the electrodes in a 15-g level of vibration. The second 
electric field strength was of sufficient level to prevent 
striking in a 3-g level of vibration. Table 1 gives some of 
the preliminary results of this testing. 
In addition, the spinup time for the levitated rotor was 
25 rps/min from 0 to 200 rps. The rotor wobbles on the 
spin axis as a result of spinup. At low rotor speeds (50 rps) 
and low damping current (0.8 amp), damping the rotor 
wobble takes 2 to 2.5 hr. At higher operating rotor speeds 
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Measurement 
Time to levitate rotor, mr 
Power, watts 
Rotor sag 
Channel X ,  pin./g 
Cnannei i’, pin.jg 
Chonnel Z, pin./g 
Gyro copacitancer 
Channel X ,  pf 
Channel Y, pf 
Chonnel Z, pf 
I 
15 9 
50 
24.3 
15.8 
17.9 
18.5 
208 
223 
212 
3. Automutic Stuff Developmenf 
Alignment accuracy, arc sec 
Fig. 2. Suspension electronics for ESG 
6 26 
(200 to 250 r p s )  and 1 amp of damping current, damping 
of rotor wobble should approach 1 hr. 
Readout evaluation is being conducted on pickoff signal 
tests, pickoff alignment and rotor pattern calibration. 
Preliminary results of these tests are shown in Table 2. 
The calibration of the readout pattern will be conducted 
using a microscope to make measurements between the 
pattern lines at 1-deg intervals. 
Table 1. Gyro rotor electric suspension test results 
Vibration level 1 
1 0 4  
95 
210 
220 I 
215 I 
Table 2. Gyro rotor readout evaluation results 
I ? 
Measurement X-Pickoff 
Output amplitude, V 
Signal-to-noise ratio 
With rotor noise 
Without rotor noise 
4:l 
7:l 
Y-Pickoff 
12:l 
20:l 
2-Pickoff I 
Evaluation 
in 
progress 
Automatic start capability of the ESG required the 
solution of the upside-down rotor position. The ESG rotor 
has a preferred spin axis, but it can spin up with either 
pole in the so-called up position. The readout system used 
to measure the location of the spin axis, detects the trailing 
edge of the pattern line to start its time sequence. If the 
readout compensation is set for one direction of readout 
crossing the pattern line, the opposite direction of crossing 
can present errors. These errors are caused by difference 
in width of the line and difference in line edge definition. 
Automatic start circuitry to accomplish a single direction 
of pattern movement under the pickoff would be cumber- 
some, of questionable reliability, and difEcult to imple- 
ment. All pattern lines heretofore had sharp definition on 
only one edge. Starting the ESG required manual opera- 
tion of a skilled nature to accomplish the desired rotor 
pole upside-up position. 
The rotor patterning procedure was changed to take 
two passes in opposite directions of the line to get good 
definition on both edges and control the width of the line. 
The two passes overlapped each other from 50% near the 
pole region end of the line to 37% at the equator. When 
this was accomplished, automatic start of the ESG was 
possible. The automatic start has the following features. 
(1) The starting system provides its own time reference 
from an integral counter; command intervals for 
start are as long as 1.5 hr. 
(2) Complete manual override and control of the auto- 
matic starting system is provided to facilitate check 
and test of the system. 
(3) A failsafe operation has been selected; this is to 
prevent power interruptions or momentary relay 
closures having an adverse effect on the ESG. 
(4) An internal interlock prevents the application of 
spin power to the ESG until the suspension systems 
are operating properly. 
2 1  
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(5 )  After the ESG is started, the automatic starting 
system is disengaged and turned off. 
The automatic start system performs its function by 
issuing commands to the control console. 
4. Control Console 
The control console (Fig. 3) for the ESG provides power 
for rotor suspension, pickoff lamps, and rotor damping. 
The functions the console performs are rotor spinup and 
damping, vacuum control and vacuum indication, de- 
gaussing of the ESG, and interface with the automatic 
start. The control console has meter indication of all its 
control power and control functions. The control console 
also provides the three gyro pickoff output voltages to the 
data processor. This effort is for two identical consoles. 
Both are complete and checked out. 
Fig. 3. Control console for ESG 
22 
5. Data Processor 
The data processor records test data for two ESGs by 
scanning and routing ESG performance data to a paper 
tape punch. A typed page copy of the data is produced 
immediately by a Flexowriter. The punch-paper tape is 
used for computer operation, and the Flexowriter gives 
information for realtime plotting of data during a gyro 
run and an indication if marginal gyro operation exists. 
The data processor can handle two strapdown ESGs. The 
data processor consists of two 100-Mc counters, two 
panels of logic and logic control circuitry, a precision 
frequency standard, a digital voltmeter, a tape punch, a 
Flexowriter, and two panels of power supplies. The design 
and build of the data processor is complete. The check- 
out of the data processor is being completed. 
6. Computer Edit and Transformation Programs 
The use of a computer is necessary to take the gyro 
output and analyze it for ESG performance. The com- 
puter to be used is the Honeywell H-1800, and seven 
computer programs are under development to accomplish 
the ESG performance analysis. Four of the programs 
edit and transform the data for performance analysis, 
as follows: 
a. Data recode and preliminary edit. This program 
accepts the data from the test station data processor and 
puts it out in alphanumeric code. This program also 
monitors the data for errors in general format. The errors 
are flagged for the next program. 
b. Edit and preliminary calculations. This program 
deletes data points that have errors in format. It also edits 
the counter data and deletes those data points whose 
information does not satisfy logical criteria. Spin axis 
direction cosines in pickoff axis coordinates are calculated, 
and the output is in a convenient form. Compensation 
for pattern errors will be done in this program. 
c. Inertial space transformation. This program trans- 
forms the pickoff axis coordinates to gyro case axis CO- 
ordinates and then to inertial axis coordinates. If errors 
between the pickoff axis coordinates and the case axis 
coordinates exist compensation will be accomplished in 
this transformation. 
d.  Znertial space edit. This program enables the manual 
deletion of any unwanted points from the inertial space 
data. Events which are obviously bad because of readout 
scatter are deleted and not submitted to the performance 
programs. 
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7. Computer Performance Analysis Programs
Three programs perform the performance analysis of
the ESG data prepared by the edit and transformation
programs. Each of these programs is designed to accept
the inertial data as prepared by the edit and transfor-
mation programs.
a. ESC Math model program. This program will fit the
data to a general mass unbalance and electric torque
model in a least-squares sense over a specified portion of
the data. This model is then removed from the data of an
entire run and the residual error is printed out.
b. Mass unbalance compensation and perfornmnce
program. This is a many-option program. It can accept
the inertial space data or the output of the ESG Math
model program. For outputs from this program, any or all
of the following can be chosen: (1) Comparison of ESG
drift with requirements. (2) Compensate for mass un-
balance. (3) Compare mass unbalance with requirements.
(4) Compare the data to a time-dependent function model
so that a prediction of gyro performance based on this
comparison can be made. (5) Perform an analysis of
variance on the data.
c. Inert/a/space s/mu/at/on. This program is a data
simulation program which will be used to eheck out and
determine the capabilities of the data reduction. It is
essentially the inverse of the ESG Math model program.
These programs, with some modification, can be run on
the IBM 7094 computer. The programs are complete and
checked out with simulated gyro data. Complete checkout
with gyro drift test day will be conducted when gyro
laboratory evaluation is complete.
B. Antenna Pointing Study
G. E. Fleischer
1. Introduction
The characteristic limitations of a preprogrammed high-
gain antenna pointing system are of primary interest in
this study. In particular, single degree-of-freedom antenna
positioning represents the simplest but most mission and
trajectory dependent type of pointing system. The dis-
cussion which follows will describe a single-axis system
in terms of axis orientation, programmed approximations,
and the effect of attitude control limit cycles. This is a
continuation of the study described in SPS 37_7, Vol. IV,
pp. 51-54.
2. Optimum Hinge Axis Location
The antenna's rotational axis, sometimes called the
hinge axis, should be positioned in such a way that the
resulting pointing errors are minimized. The criterion
chosen for optimizing hinge axis location was that of
minimizing the maximum pointing error over the entire
period of interest.
Fig. 4 illustrates the spacecraft-centered cone-clock co-
ordinate system within a unit sphere. The unit Earth-
pointing vector traces a trajectory on the sphere surface
as a function of time. The optimizing procedure then
consists of enclosing that trajectory within two parallel
planes, each of which are perpendicular to the hinge
axis, such that the shortest surface are length subtended
by the planes is minimized. The locus of all antenna unit
feed vector end points will be the circle lecated midway
(in are length) between the parallel planes on the sphere's
surface.
Essentially a two-dimensional optimization of the
parameters, 01 and 02, the computational routine is indi-
cated in the flow diagram of Fig. 5. Having positioned
the hinge axis in the described optimum sense, a con-
tinuons function, O,(t), may be readily generated repre-
senting the best hinge angle (in the sense of pointing
accuracy) at each instant of time along the trajectory.
As an example of the process described above, a 512-day
mission to the vicinity of Jupiter was chosen for possible
application of a preprogrammed, single degree-of-freedom
pointing system. The trajectory's cone-clock plot is given
in Fig. 6. Data tabulated from this curve at 10-day inter-
vals and beginning at 100 days provided the input
required for computing the optimum hinge axis location.
Fig. 7 shows the resulting O,(t) (for minimum pointing
error), and the corresponding pointing error OE(t) is shown
in Fig. 8. The optimized OE(t) curve will always exhibit
at least two equal peaks due to the equalizing effect of
minimizing the maximum pointing error.
The fact that 0E exceeded 2 deg for an appreciable time
was a direct result of requiring high-gain antenna use
beginning at 100 days from launch. Assuming this can be
relaxed to 180 days, either by improved low-gain antenna
characteristics or the use of intermediate gain antennas,
23
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Fig. 4. Spacecraft-centered cone-clock coordinates
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Fig. 6. Earth coordinates from a 512-day Jupiter
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Fig. 8. Best pointing error for 512-day Jupiter mission
pointing accuracy is considerably improved. Also, for-
getting the optimum hinge axis location for a moment, one
might choose a clock angle of 104 deg (or 284 deg) as
representing the centerline of clock variations and there-
fore a good location for the antenna's rotational plane.
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z /
klJ
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_I = 14.0 de9
82 = 90.0 deg
_' = 90.0 deg
1
0 1(30 200 300 400 500
TIME, days
Fig. 9. Hinge angle for 512-day Jupiter mission,
no optimization
60O
The above assumptions could easily have been made
as a result of design compromises, and their effect on
#,(t) and #E(t) are given in Figs. 9 and 10.
1.0
"o
o
ne
O
0.5
bd
(.9
Z
I--
Z
n
/
150 200 250 300 350 400 450 500 550
TIME, d0ys
Fig. 10. Best pointing error for non-optimized hinge axis
3. Stored Pointing Programs
Having located the hinge axis, the problem remains of
providing a reasonably accurate approximating function
for O,(t) that can be stored in digital form. The stored
function should program the antenna positioning device
to very nearly the desired hinge angle throughout the
mission.
Fig. 11 shows the effects on pointing error from a
stepped approximation to the hinge angle profile of Fig. 9.
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Fig. 11. Pointing error for various stepped programs
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Assuming that the error from a 2-deg step is acceptable, ze
although it triples the ideal error levels of .Fig. 10, 25 time
values and their corresponding step polarities must be
generated by the pointing program. The stepped approxi-
mation is centered about the /gH(t) curve such that the
maximum deviation from the curve does not exceed
one-half the step size. _'_
....... _ _ jL.,,_AA=_iJo _ =AIux_ _,FxLt_,lWJttL a_J_JIU,_.llllttl.lUll LU
Fig. 9 in the form of connected line segments, the resu]tant
error curves are presented in Figs. 12 to 14. Here, only
8 or 4 segments can provide an improvement over the
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TIME, days
Fig. 12. Pointing error for line segment program with
four segments
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Fig. 13. Pointing error far line segment program with
three segments
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Fig. 14. Pointing error for line segment program with
two segments
25-step pointing program. Of course, each segment must
be stored in the form of both a starting time and slope
value, still a bargain. The implementation of the line
segment program will require antenna servo actuator
stepping along the preselected slopes. However, these
steps could be quite small (0.01 to 0.1 deg) and thus have
a negligible effect on pointing error. The error curves of
Figs. 12 to 14 are based on a near optimum placement
of the line segments, i.e., optimum in the sense of mini-
mizing the maximum deviation from the Bn(t) curve of
Fig. 9.
4. Pointing Errors Due to Attitude Misalignments
Spacecraft attitude control system imperfections as
characterized by limit cycling, sensor null offsets, and
amplifier offsets may contribute significantly to the total
open-loop antenna pointing system error. The extent of
these error contributions are analyzed briefly below.
Referring to Fig. 15, successive rotations az, B2, and B_
may be made about the Z, X, and Y reference axes, repre-
senting spacecraft roll, pitch, and yaw turns, respectively.
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by linearizing the equations using small angle approxi-
mation the result becomes:
[A] "_= --#1 1 2
G -- G
_-I _" = 81 1 --#2 /93
"" _ Y -- @3 82 1 y3
// YAW
/_// sin_ = Irx _1
x _/x_
The angle between the original and rotated vector is
Fig. 15. Rotation about spacecraft reference axes
If the components of a unit vector fixed in the co-
ordinate frame, X3-Y3-Z3, are given by_a_, 1/3, y_, then its
components in the old frame are given by:
o= [(_" 73 - 7 "_3)_+ (y "113- 11"_)_
+ (11-_ - _. 113)2]_
Then, for:
0_ = + ODB
= [A]-I
113
P3
73
_2 = -- ODB
03 = ODB
113= 0.707
y = -- 1.4 4 0os
11= 0.707 --0.707 0OB
/_ = 0.707 +0.707 0OS
where #3 = 0.707
[A] = transformation matrix
[A] = IF °11
Lsin O_ 0 cos 8_ j
Ii° °1cos 0., sin 02
-- sin 0., cos 0.,
E OSOlsmolo Sin 01 cos 010
Since the angles 01, 02 and 03 are presumed quite small
(< 1 deg), the rotations are essentially independent and
73:0
of',--, _ #_ + 75%_+ (11/h- p113)_
= y2 + (0.70711 -- 0.707 #)2
= 2 0_B + (0.5 -- 0.5 0OB -- 0.5 -- 0.5 0DB)2
= 9.oh, + o_,B= 3 o_
Therefore, ff the roll position is at its maximum within
the deadband and the pitch and yaw are at their maxi-
mum deadband limits but with opposite signs, an antenna
pointing vector with the given desired direction (0.707,
0.707, 0) will actually be in error by (30_B) _'. Fig. 16
shows the maximum pointing errors which can occur
with symmetrical limit cycle in pitch, yaw, and roll, all
of width = 2 #oB, for various pointing directions. Sensor
null offsets will add proportionately to the error ff they
are in the worst direction.
29
JPL SPACE PROGRAMS SUMMARY NO. 37-38, VOL. IV
SUN
•v/-28oa Z
DEADBANDS
A / \ N 4oo,,
/ _i-\---l--A-.fz°L\
\ /lblPOSSIBLE EARTH
J POINTING
VECTORS
(O) MAXIMUM POINTING ERRORS
DUE TO PITCH, YAW, ROLL
Fig. 16. Maximum pointing errors with symmetrical
limit cycles
5. Future Work
An examination of two degree-of-freedom antenna
positioning will be performed to determine possible
"best" axis locations and to obtain some indication of the
increased complexity of pointing programs for various
mission trajectories.
Also of extreme interest is the possibility of using Sun
sensor error signals to correct the antenna pointing pro-
gram for attitude limit cycling as described above. The
coordinate transformations required for pointing correc-
tions should be obtained. Of some interest also would be
the development of a stochastic model to describe atti-
tude limit cycling activity, especially in the presence of
solar torque imbalance.
C. An Application of Sequential
Least-Squares Estimation to a
Soft-Landing Capsule
E. H. Kopf
1. Introduction
A recent study was concerned with the soft landing of
a capsule on the surface of Mars. During the course of
this study, the engineers made a motion-in-a-plane simu-
lation and determined a suitable guidance law which
would allow the vehicle to make a propulsive descent
and land upright at zero velocity. Referring to Fig. 17,
the geometry of the simulation can be seen. The guid-
ance law was developed under the assumption that an
attitude control system will be on board which will keep
the capsule's velocity vector aligned with the negative
1 1 • • .1 •" 11 -1 •
oouy z-axis, wlatnemat_cauy mls law is expressed as
1) 2
a = + g (I)
N
C3
b
z
ENGINES=
SURFACE
y
o
\
\_LANT RANGE, r
\
\
\
RANGE, X
Fig. 17. Capsule soft landing geometry
where g is the acceleration of gravity (Mars), r the slant
range (along the negative body z-axis), v the velocity
magnitude relative to Mars, and a the desired portion of
vehicle axial acceleration along the positive body z-axis
due to the retro-engines' thrust and aerodyrlamic drag
forces.
Fig. 18 shows a mechanization of this guidance equa-
tion using a radar similar to the RADVS system used on
Surveyor. As shown here, the RADVS measures r and v
and using a small special-purpose computer the desired
acceleration component, ac, is commanded. This is com-
pared to feedback produced by an axial accelerometer,
and the error is fed through an integrator to the engines'
throttling system. In this way there is automatic compen-
sation for the effect due to aerodynamic forces.
The problem with which this article is concerned came
about when it was determined that a RADVS type system
would be affected by noise errors and that some filtering
or estimation would probably be necessary.
30
JPL SPACE PROGRAMS SUMMARY NO. 37-38, VOL. IV
RANGE IRADAR
DOPPLER I
VELOCITY
SENSOR
"RADVS =
SYSTEM
I
!r
I
I
I
I
I v
I
I
I
ACCELERATION
COMPUTER
oc = v2 -I-g
2r
A
oc +_
AERODYNAMIC
FORCES
INTEGRATOR H ENGINE
__K DYNAMICS
S CAPSULE _ o
DYNAMICS
±
M
AXIAL
ACCELEROMETER
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2. Sequential Least-Squares Estimation
In the fol]o_L,lg discussion, only the scalar casewill be
considered; however, it is only a formality to generalize
to the vector case for nth order systems.
The original formulation of sequential least-squares
estimation (Ref. 1) considered the following problem:
The output of a system described by
= g (t, x) (2)
is available to the engineer only in a form which is
corrupted by noise and measurement errors, as shown in
Fig. 19, where
y = x + e (3)
R
INPUT SYSTEM
4-
Fig. 19. System output corrupted by noise and
measurement errors
In this situation it is assumed that any input is known
exactly, thus allowing Eq. (2) to completely represent the
system. If it is known that e has zero mean, then a logical
method for determining an estimate for x would be to
seek a solution to Eq. (2) which best fits the observed
output, y, in some sense. The fit with which we are
concerned here is a least-squares fit (see Fig. 20).
A mathematical solution to this problem was found,
and experience with the resulting estimator indicated the
SOLUTIONS
TO Eq. (2)
_EOPTIMAL SOLUTION TO Eq. (2)
WHICH MINIMIZES foT(¥ - x) 2 df
D TRAJECTORY, .y
0 r
Fig. 20. Least-squares fit to measured trajectory data
need for some improvements. The problems arose from
,1_^ tn.._ _t.n. ;_ ;o o_n Lm..rv_ihlo, to determine the exactUl_ lat_t ulat xL L .. ..........
mathematical model for a given system, and even ff the
model is known accurately there are often unknown
disturbance inputs which make the system deviate from
its model.
One answer to these problems was provided by Sridhar
and Detchmendy (Ref. 2) who proposed the following:
If the system can be described by
= g (t,x) + b(t,x)u (4)
where u either represents the unknown inputs or is a
factor representing unknown dynamics, then a least-
squares estimation may be performed. This is true even ff
only a nonlinear function of x may be observed.
y = h(t,x) + e (5)
where e is again the noise and errors.
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Consider ff one found a u(t) and a solution to Eq. (4)
over the interval [0,T] which minimized
t
I = [(y -- h(t,x)) 2 + a(t) uZ(t) dt] (6)
where a(t) is a weighting factor, a(t) G 0, determined by
the engineer.
At first this performance functional may appear strange.
The term (y-h(t,x)) 2 obviously tends to produce a least-
squares fit to the observed data, but the inclusion of the
u 2 term may not be immediately clear. The reason u was
included is that, if b(t,x) were not zero for any finite
interval within [0,T], a u(t) could be found to make
y- h(t,x)_==O. This is equivalent to saying that our dynami-
cal model is useless and that y is the best estimate for
h(t,x).
Hopefully for any particular problem, the actual u(t)
will be small in magnitude and a good estimate will be
one for which the u(t) determined will remain small
throughout [0,T] and act to improve the fit. This is
guaranteed by the form of I with the magnitude control
resting in the selection of a(t). This selection is the place
where engineering judgment enters, for if a(t) is large in
magnitude the optimal u(t) will tend to be small, and
vice versa.
Estimators based upon this principle have been con-
structed and in general have performed excellently. Even
in cases where the dynamics and inputs are known with
good accuracy, inclusion of a small u(t) often improves
performance. For linear equations and linear observations
the estimator is similar to the Kalman filter, and various
parameters have statistical interpretations.
3. Determining the Estimator Equations
The problem may be stated: Find the function u(t) on
the interval [0,T] which minimizes
when
fTI = [(y-h(t,x)) 2 +_aKt) uZ(t)] dt (7)
3c = g(t,x) + b(t,x) u(t) (8)
for which the initial and terminal conditions on x(t) are
free.
The first approach is to introduce the Lagrange multi-
plier, X(t), and eliminate u(t) through Pontryagin's maxi-
mum principle.
H = (y-h) = + au + xg + xbu (9)
Minimizing
--_-_ [ =0 (10)It =_t$
1
u* - _,b (11)2a
where u* is the extremal u(t). Also note that the argu-
ments have been dropped where they are clear in order
to streamline the notation.
In the following development it will be assumed that the
extremal input u* is the actual optimal input and that
the solutions to the canonic equations yield optimal tra-
jectories even though these are only necessary conditions.
The extremal H is
H* = (y-h) 2 + )tg - --_--h2b 2 (12)
and the corresponding canonic equations are
1
;c= g(t,x) - -_ xb 2(t,x)
_ _H*
_X
1 X_ bb_
= 2h, (y-h) - Xg_ + --_
(13)
(14)
where
_h
h_ = -_-x' etc,
with transversality yielding
,_(0) = ,_(T) = 0 (15)
At this point we are faced with the unpleasant task of
solving a nonlinear two-point boundary value problem.
Since this problem is posed just for one interval, [0,T], it
would tend toward non-sequential solutions. Perhaps one
can now forget the estimation for a moment and view
Eqs. (13), (14), and (15) as just describing a boundary
value problem.
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As Bellman has pointed out, one can often find solutions
by imbedding the problem at hand in a more general
class. Consider the more general problem where
Jc = g -- --_ xb z (16)
1 X2 bb, (17)
= 2h_ (y-h) - xg_ +
x(O) = 0 (18)
X(r) = c (19)
where c is free, and r _ 0 is any time. We note that the
solution we seek is for r --- T and c = 0.
Let x(t) be a solution to Eqs. (16) and (17), and let
R = X(r). Note that, assuming uniqueness, when c and r
are fixed at certain values X(t) is completely determined
and thus one should write R(r,c).
Consider a time greater than r by a small amount A > 0.
Since
x(r) = c
X(r+a) ----c + ;,(r)a + 0(a2) (20)
Assuming the existence of the partial derivatives
R(r+A, c+Ac) = R(r,c) + R_ A + Rc a c + - - -
= R(r,c) + n_ a + nc _(r)a + 0(a2)
(21)
However, R(r,c) is the value X(r) satisfying Eq. (16)
n(r+a, c+ac) = a(r,c) + ;(r)a + o(a_) (23)
Equating (21) and (22)
i% + Rc_(r) = i(r) + 0(a_)
A
taking the limit as A---_0
a_ + ac _(r) - _(r) =- 0
(23)
(24)
Substituting
a, + R_ F2h_(r,R) (y-h (r,R)) - cgt( r,a )
L.
1 bz(r,R )_ 1 c2b(r,R) b_(r,R) - g(r,R) +_c =0
(25)
The solution of Eq. (25) yields R(r,c) which is the
optimal estimate when c--0 for the time r. An approxi-
mate solution to Eq. (25) is of the form
n(r,c) = _(r) - e(r) c (26)
Eq. (26) is substituted into (25) and each function of R
is replaced by its Taylor's series expansion about _. For
example
h(z,R) ^ ^= h(r,x-ec) = h(r,x) - h_(r,_c)Pc + O(c_)
(27)
This yields
dr ^ [dP--- g(r,'i) - 2eh,(r,_) (y-h(r,x)) +
p2 A A 2
-- h_(r,x)(y-h (t,x) + h_ (r,x))
1 b2(r,x)] c + O(c z) = 0- o g_(r,_)e - -_
(28)
Because c hopefully is very small an approximate solution
would be found by letting
d_
d---f= g(t_ + 2eh,(y-h) (29)
de
2/'_(h_.(v-h) - h_) + 2eg, + _2_---b_ (30)dr
Since r _ 0 is any time the approximate solution can syn-
chronize with the real-time observations, y(t), by solving
Eqs. (29) and (30) by an integration which follows real
time
x -- g(t,x) + 2Ph_(y(t)-h(r,x)) (31)
lb_ (32)P = 2P_[h,,(y(t)-h(t,_)) -- h_] - 2eg_ + 2a
Experimental results have been good using these equa-
tions as an estimation system even though the initial
conditions on P and _ are not known, although it is
obvious that P should be positive. Usually there is swift
convergence of _ to the desired least-squares estimation.
In the general case, _ is an N vector and P is a real sym-
metric N × N matrix.
4. Applications of the Technique
The equations of motion for the retro-landing problem
give rise to the following equations involving the slant
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range, r, and velocity, v, the measured quantities which
go into the acceleration calculation (1).
= - v - r (ctn 0) 0 (33)
t;=- --a+gsinO (34)
= "vcos0 (g- 2asin0) (35)
Applying the least-squares estimation would yield an
estimator consisting of 9 simultaneous differential equa-
tions of first order. This high-order system coupled with
the fact that trigonometric functions are needed would
require more digital computational capability than could
possibly be on board. Thus it was decided to attempt
simplification of the dynamics before applying the esti-
mation theory.
The simplification was done in the following way. First,
Eq. (35) was eliminated and the terms involving 0 in (33)
and (34) were replaced by unknowns. This produced
= -v-rul (36)
_) = - a + gu2 (37)
The performance criterion was selected as
I = (vm--v) 2 + Ql(r,,-r) 2 + Q_u_ + Q3u_]dt
(38)
Here the in subscript refers to measured quantities. Figs.
21 and 22 show a typical simulated descent from 10,000 ft.
The measured values of slant range and velocity were
obtained by intentionally corrupting the true values.
Fig. 22 shows a typical measured velocity.
Since the values of slant range were about 10 times the
magnitude of the velocity, the Q1 was set at 0.1 to place
approximately equal weighting upon the errors; Q= and
Q3 were first set very large, and the estimator was tried.
Fig. 23 shows the resulting velocity traces. Note that since
Q2 was large, uz had to remain small and the approximate
dynamics were obeyed. Unfortunately these were not as
accurate as had been hoped.
The Qz and Q_ were now reduced until the best esti-
mation was obtained. This velocity trace is shown in
Fig. 24. (Fig. 25 shows the resulting acceleration levels.)
At this point it was obvious that the approximate
dynamics were not good enough. It was also noted here
that regardless of the entry conditions the acceleration
desired was almost constant even though v and r changed
drastically. Because of this, another set of approximate
dynamics was assumed. Consider the desired acceleration
to be determined by
a,s
where u is small. A noisy measurement upon a may be
had from:
2
t9 m
am _-_
2rm
coupled with the dynamics
_=-u
For the index
+ g (39)
(40)
TI = [(am--a) 2 +au _] dt (41)
The estimator is determined as before to be
4',
a = 2P (am--_) (42)
1 (43)p= - 9e- +
where _ is the estimate. The _ equation and the simple
Rieatti equation for P can be discretized as
A _
an+ 1 -- aN
-- 2Ps¢ (aMN--'aN) (44)A
or
^ = (1--2PN±) _N + 2PNa a,N (45)aN+_
and
A
PN+_ = (1--2PNa) P_. + -_- (46)
where _i is the time interval between the Nth and N -t- 1st
sample. Substituting CN=2PNti yields
^ (1--CN) ^ + CNa.N (47)aN+I : aN
Cz++, = (1--CN)CN + h2/a (48)
Further simplifying Eq. (48) by replacing (1--CN) by a
constant 7 yield
^ (49)au+l = (1-Cu)_N + CN a.N
CN+_ = "yCN + aVa (50)
The final estimator equation.
For this estimator, ,/is set about 0.98, a = 0.2, and a_/a
about 0.1 and with Co = 1. The resulting estimator per-
formance is shown in Fig. 26.
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5. Conclusion
Sequential least-squares estimation is a powerful tool and, in the case of Eqs.
(49) and (50), led through approximations to a mechanizable estimator with good
performance. In general, it appears that in order to build realizable estimators
for practical problems, the P equations will always have to be simplied; however,
very little work has been done in this area.
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IV. Spacecraft Power
A. Low-Voltage Conversion
Development
R. A. Booth
1. Introduction
The purpose of this task is to design and fabricate
several types of low input voltage converters. The con-
verters will accept between 2 and 3 V DC at the input
terminals and provide output power levels ranging up to
50 watts.
2. Circuit Design
The proposed low input voltage converter (Fig. 1) will
use low saturation voltage type of transistors as switches.
As many as three such transistors may be used in parallel.
A separate saturable reactor is used for timing. To avoid
the power loss associated with a DC-bias start circuit, a
blocking oscillator is used for this purpose.
This converter differs from the standard "two-
transformer" square-wave circuit in two ways: (1) The
feedback to the transistors is obtained from a current
transformer and is therefore proportional to the load cur-
rent rather than the supply voltage, and (2) the switching
of the transistors (timing) is initiated by the saturation of
a reactor in series with windings of the output and base
feedback transformers, rather than by the saturation of
the base feedback transformer. The first difference results
in the transistor drive power being proportional to the
load current, thereby maintaining high efficiency even at
light loads. The second difference is necessitated by the
use of current feedback. The timing must then be accom-
plished by an element external to the base feedback
transformer. If saturation of the feedback transformer
were used to initiate switching, the frequency of the con-
verter would vary with load current and the power
transformer design could not be optimized because of
the varying flux density.
The output of the blocking oscillator starting circuit is
in the form of rectangular voltage pulses. These pulses
are fed to the base of the transistor on one side of the
power converter, providing positive starting. When the
converter starts, a voltage is derived from a winding on
the output transformer which biases the starting circuit
JPL SPACE PROGRAMS SUMMARY NO. 37-38, VOL. IV
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Fig. 1. Low-voltage converter block diagram
in a way to prevent further generation of these pulses.
This additional circuitry prevents the starting circuit
from unbalancing the power converter.
I
lQ3 AND 0 4 MAY REPRESENT
PARALLEL COMBINATIONS OF
UP TO 3 TRANSISTORS EACH
Fig. 2. Low-voltage converter circuit diagram
3. Present Status
At the present time, four converter designs have been
completed and analyzed for "worst-case" conditions. The
complete circuit of one design is shown in Fig. 2. This
design has been fabricated and partially tested. Modifi-
cations were incorporated to improve efficiency and load
regulation and reduce size and weight.
B. Baffery Charger
Development
R. A. Booth
1. Introduction
The purpose of this task is to design and fabricate a
battery charger for use by a spacecraft power system.
This device will differ from the existing Mariner IV
battery charger in that each cell of the spacecraft battery
will be charged independently from a current-limited
constant potential source. This feature is highly desirable
and has the advantage of producing a greater uniformity
in the state of charge of the cells for a given charging
time and input power.
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2. Circuit Design
The proposed battery charger is a power conditioning
device which operates as a voltage-regulated current-
limited power supply, furnishing controlled power to
charge the spacecraft battery. The power input to the
battery charger is unregulated DC from the spacecraft
primary power bus. Provision is made within the battery
charger to limit the power input from the primary sm_rco
to 20 watts. A schematic diagram of the proposed battery
charger is shown in Fig. 3. As seen in the schematic, un-
regulated DC input voltage from the primary system bus
is applied to the switching regulator portion of the bat-
tery charger. The regulator is a series switching type of
variable duty cycle regulator. It accepts the 36 to 50 V
DC input voltage swing of the primary bus and delivers
a regulated output voltage of 28 V DC ±1_%. The output
of the series regulator is fed directly to the main inverter
and current-overload sensing circuit.
The overload sense circuit develops a voltage propor-
tional to load current for load current values beyond a
preset value. This voltage is fed back to the switching
regulator and limits output current and hence input
power. Each square-wave output of the inverter is recti-
fied, and the unfiltered DC is used to charge each cell of
the spacecraft battery.
Because of the low voltage developed, synchronous
....... ,_,_ are u_u to increase e_ciency.
Included in the battery charger is a low-power regu-
lated and isolated 5-V bias supply. This supply is needed
for starting the 28-V switched regulator in addition to
providing a bias voltage which permits more efficient
operation. It consists of a series dissipative regulator
which powers a DC-to-DC converter which in turn
develops the 5 V. When the output of the 28-V switching
regulator reaches its nominal value (i.e., it has started)
the 28-V is fed back to power the 5-V DC-to-DC con-
verter, replacing the dissipative regulator and eliminating
its losses.
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Fig. 3. Battery charger block diagram
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3. Present Status
Using the specific requirements shown in Table 1, a
design has been completed and analyzed for "worst-case"
conditions. The complete circuit is shown in Fig. 4. The
design has been fabricated, and tests have been performed
using resistive loading on all o_ the outputs. Separate
load regulation and efficiency tests on the 28-V switching
re__alator and inverter have also been pe_o..'Tn_-_ (using
resistive loads) and are now being analyzed.
Table 1. Specific requirements for battery charger
Solar panel voltage ......................... 36 to 50 V DC
Allocated solar panel power ................... 20 watts max
Battery voltage (per cell) ................ 1.43 to 1.96 V DC
Battery cell charge current .................... 1.0 amp, max
Number of cells ...................................... 18
Battery charger output power ...................... 12 watts
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V. Guidance and Control Research
A. Charge Transport Through a
Non-neutral Plasma
K. Shimoda
1. Introduction
A theoretical analysis of the transport of current-
_S_ 1i¢1 }_............. _ aP. el___cL-___'Pallyneutral .nlasma was re-
ported previously (S/'S 37-36, Vol. IV, p. 68). Recently,
the analysis was extended to a non-neutral plasma such
as would exist in the transition region between a neutral
plasma and a sheath adjacent to an electrode. In this
analysis, the divergences of positive particle flow and of
negative particle flow are set equal to each other so that
there are no sources nor sinks of net current density.
Furthermore, each divergence is assumed to be propor-
tionate to the electron density. The results showed that
the electron density is a harmonic function satisfying a
well-known diffusion equation (Ref. 1). The excess charge
density, which is the difference between positive and
negative charge densities, satisfies another equation in-
dependent of the former.
2. Theory
Based upon assumptions similar to those in SPS 37-36
for a weakly ionized plasma, the basic particle flow equa-
finn can be written as follows (see Table 1 for defin/tions
of terms):
F+ ----t,.jEn+ - D+ Vn+ (1)
r'_ = - /,._IBm - D_ Vn-. (9.)
Table 1. Definitions
r+
F_--
/L---
E=
D+ m_
D-----"
Da --_
z_._
T------
7"+--
vector ion flow density; particles/mLsec
vector electron flow density; particles/m_-sec
ion mobility; mZ/sec-volt
electron mobility; m'/see-volt
vector electric field intensity; volt/m
ion volume density; partieles/m s
electron volume density; particles/m s
ion diffusion constant; m_/sec
electron diffusion constant; m_/sec
electron charge; 1.6 × 10-19coulomb
dielectric constant of vacuum; 8.55 X 10-_ farad/m
ambipolar diffusion constant; mS/sec
proportionality constant in Eq. (5); particles/see
electron temperature; deg Kelvin
ion temperature; deg Kelvin
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Since the plasma is not neutral, a new variable n is intro-
duced as the excess charge density. Thus we can write,
n+-n_=n. (3)
Therefore, the self-consistent electric field must satisfy
Gauss" equation:
_7 E e• =--n. (4)
E0
Assuming a source term proportional to the electron
density n_ one obtains
V'F+ = V" F_ = zn_ (5)
where z is a proportionality constant. Eq. (5) is justifiable
only if the particles are generated as pairs by one-step
impact ionization processes caused by collisions between
eleetrons and neutral atoms in the plasma. Combining
the above equations, one obtains the following set of
equations:
en'-' D+
E- Vn + V_n = 0 (6)
Eo /_+
2;
V2n_ + _ n_ = 0. (7)
The solution of the diffusion equation (7) is a harmonic
function. In the one-dimensional ease, it reduces to
I(z/l ["1n_=nlexp j _ x +n_exp -Jk, Da] x ,
(s)
where nl and n_ are integration constants to be deter-
mined from the boundary conditions. Eliminating E from
(6) by (4), the following equation is obtained:
er-- ( n;ln-_,, Ln.-d.-_x_ - 3 -_x
- Tx = o.
(9)
In order for the nonlinear differential equation (9) to be
solved numerically, a pair of dimensionless variables,
fl and y, is introduced. They are defined as follows:
a __x (10)
-- L
where L is the Debye length determined from the charge
density N at x = 0.
Hence,
( ,okrV"
L=\e._N]"
Also, we define/3 by:
(11)
n (12)#a_y.=
Furthermore, a temperature ratio a is defined by
T_
ct a_ (13)
T+ '
Finally, Eq. (9) can be normalized to yield,
[_ d_ { a_y7 - [{ d_ y { a:,f3'_d_]
_B P "-_y.., - 3 \ dy ] ] L\ ¢l - \ dy_ l-_y =o.
(14)
A computer solution for Eq. (12) is now being sought.
3. Discussion
The successful separation of electron density, n_, and
excess charge density n, is a step which is very valuable
in solving the problem of a charge transport through a
non-neutral plasma. The electron density is readily ob-
tainable as a harmonic solution. This solution also holds
for the case where there is no excess charge density
(n = 0), and it is a plausible result. Eq. (14) does not
show any undesirable behavior near the origin where
the normalized excess charge density fl together with its
derivatives is likely to become zero.
B. The Electro-Optic Effect in
Crystals
A. R. Johnston
1. Introduction
The study of the electro-optic effect in crystals using
techniques described in SPS 37-36, Vol. IV, are now be-
ing extended to CuC1. The previous work with single-
crystal barium titanate, which also has been described
in the open literature (Refs. 2 and 3), involved a different
crystal class than CuC1, so that a new analysis must be
made to relate the electro-optic "r" constants to a meas-
ured change in index for a specified geometry. This
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analysis will be presented below. Although others have
solved the problem (Refs. 4 and 5), the results of a gen-
eral analysis for the CuC1 structure have not been given
in the literature.
In preparing a suitable crystal specimen for study, it
is sometimes not convenient to cut it on one of the special
orientations for which the analysis is simple, such as if
the field is along [100], [110], or [111], because, in doing
so, the size of the available specimen would be greatly
reduced. The alternative is to use an arbitrary orienta-
tion, and go through a somewhat more complicated
analysis in order to relate the observed retardation to
the r constants.
Since the cubic CuC1 structure is optically isotropic,
for a geometry where the electric field is applied per-
pendicular to the direction of the light beam, one would
suspect that the response would be similar to that in a
Kerr cell. This is not the case, however, as the induced
axes in general lie at some angle to the E-field. The
orientation of the induced axes of the index ellipsoid, and
their relative lengths are discussed in Sect. 2.
In Sect. 3, below, the orientation of the axes and the
relation between the induced birefringence and the
electro-optic constant, r,1, is discussed, for the two-
dimensional problem created when a wave-normal direc-
tion is specified.
2. The Index Ellipsoid
The conventional index ellipsoid construction will be
used in the following discussion.
x _- y2 z 2 2 xz xy
--_+--_+-2--_+2Y_2+ +2 r---_--1n x n 2 n a 7"4 7"5z
(1)
where x, y, z are orthogonal coordinates, and the nz
parameters specify the shape and orientation of the ellip-
soid. If the xyz system is a principal axis system, so that
the last three terms on the left disappear, then nl, n2,
and na are the principal refractive indices of the medium.
If a specific wave-normal direction is given, a perpen-
dicular pair of axes and two wave velocities are associated
with this direction. The pair of axes define the two planes
of polarization which are propagated in the medium. Any
incident plane wave is resolved by the crystal into these
two plane-polarized waves, each traveling with its own
velocity, c/n_ and c/nb. The applications of birefring-
ence, induced or natural, depend on the phase difference
developed between the two waves (Ref. 6). The lengths
of the principal axes of the elliptical intersection of a
plane normal to the specified wave normal and passing
through the origin, with the ellipsoid Eq. (1), give the
two indices of refraction. Their azimuthal orientation
around the wave normal gives the birefa-ingent axes
mentioned previously. This subject is discussed in detail
by Nye (Ref. 7).
The constants r_i specify the perturbation to the index
ellipsoid produced by an electric field E s. According to
the conventional treatment,
A (-h-T) = r_jE,. (2)
The usual summation over repeated indices is intended.
CuC1 belongs to a piezoelectric cubic crystal class, with
point group 43m. Its lattice is like that of diamond, but
with each Cu surrounded with four C1 in tetrahedral
symmetry, and vice versa. This structure has only one
independent electro-optic coefficient, namely r41 --- rs2
--- r_3. Therefore, for CuC1 subjected to an applied elec-
tric field, the index ellipsoid becomes
1 2 y2
(x + + z _-) + 2 r,_E_yz + 2 r,_E_xz
+ 2 r,_Ezxy = 1. (3)
It will be more convenient to use the equivalent three-
index notation:
Bijxix¢ = 1 i,j = 1 -- 3 (4)
instead of Eq. (1); so:
= (5)
The substitution of I for i i gives the normal contracted
form (Ref. 7).
The effect of the applied field can be visualized by
finding the principal axes of the ellipsoid Eq. (4) per-
turbed according to (2). Mathematically, this is an eigen-
value problem, solved by finding the transformation (a
coordinate rotation), which will put the matrix B_j in
diagonal form. For an earlier discussion of this approach,
see SPS 37-26, Vol. IV, p. 56. If we let
(n,j - -- 0, (6)
there will be three eigenvalues B _ and three associated
eigenvectors )t_. which can satisfy the equation. The
eigenvectors are orthogonal, and together specify the
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principal axis system of B_j in the original x, y, z-coordi,
nate system. The eigenvalues B _ give the three principal
indices nr.
1
B" - r = a, b, c (7)2
n r
Eq. (6) can be written out as
r41Ez Bo - B _ r41Ez h_ = 0
\r41E v r_,E_ Bo - B r X_
(8)
A common factor r, iEo can be taken out without alter-
ing the solutions to Eq. (8), resulting in a new equation:
ba A" ),_ = 0
b2 bl A_
(9)
where now
Bo -- Br
a t -- (10)
r41Eo
E0 is the magnitude of the applied field, and bl -- EJEo;
b2 = E_/Eo; b3 -- EJEo are direction cosines of the
applied field.
The secular equation from which the A" are deter-
mined is
(A*)3-A*+2blbzb3 =0. (11)
If/_is normal to atleast one of the x, y, z-coordinate
axes, blb2b3 =0, and
If E is along [111],
Aa=l
Ab=O
A* = --1.
1
bl = bz = ba -
a" = Ab - i
2
A c-
These two cases are enough to illustrate the behavior
of the axes of the ellipsoid as a function of field direction.
The eigenvectors are obtained by substituting the
proper value for A" in (9) and solving. Omitting the
algebra, the result is shown in Fig. 1. In this figure,
_, _b, _ are the positive directions along the principal
axes of the index ellipsoid.
The first three sketches follow the induced optical
axes as the field direction is moved from the < 100> di-
rection to the <110> direction in the xy plane. The _b
axis, originally along x, rotates in the opposite direction,
but by the same amount as E is rotated, going from
<100> to <110>. _b stays in the xy plane, while A_
and Y,¢ remain at 45 deg from the z-axis.
If the rotation is continued so that E is along <010_,
Xb has turned to <0i0>, but this is equivalent to the
situation at the start since the positive sense for the
vectors _,_ is ambiguous. The fourth (d) sketch in Fig. 1
is for E along <111>. Here Y,_and yb are degenerate, so
their orientation around the X¢ direction is arbitrary. A
comparison of Figs. l(c) and l(d) suggests that yc moves
to meet ff_ as the latter rotates from <110> to <111>.
3. The Two-Dimensional Solution
The following approach is used in the two-dimensional
problem existing when both the field direction and light-
wave normal are specified. In the following, the light
direction is assumed to be perpendicular to the field, but
a fairly straightforward extension of the analysis could
remove this restriction. In practice it is more convenient
to use a transverse field, because the light does not have
to pass through the electrodes.
An orthogonal coordinate system will first be defined,
using the unit vectors if, b, _, as shown in Fig. 2. /5 is the
direction of the light-wave normal, b is the direction of
the electric field, and ff is b ×/7. Since the field and light
directions are assumed to be perpendicular, b" _ = 0.
The crystallographic x,y,z-coordinate system in which
the rzj constants are given, and in which the index ellipsoid
is given, will be used.
The birefringent axes are defined as the principal axes
of the central section of the index ellipsoid in the plane of
and b. If the vector £ is one of these axes, then the point
x_xzx3 must lie on the ellipsoid, and a change dx in the
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Fig. 2. Orthogonal coordinate system
ff-b plane must be normal to _, since an ellipse and one of
its two principal axes intersect at right angles.
For these conditions to hold simultaneously, the follow-
ing equations must be satisfied.
B_ sx_xs = 1 (4)
xi dxi = 0 (12)
pi xi = 0 (13)
pl dxl = O. (14)
The geometrical conditions (12), (13), (14) can be elimi-
nated by expressing _, dx in terms of the previously defined
vectors _-, b.
and
Let
= Xo (ad + fib) (15)
dx = (dxo) (/3ff - ab). (16)
a and/3 are direction cosines; Xo is the magnitude of _ and
dxo the magnitude of dx.
If O is the angle between 5 and b, then
sin 8 = a
cos 0 =/3.
In component form, Eq. (15) becomes
x, = Xo (aa, + flbi) (17)
together with two similar equations.
If these expressions for xi and dx_ are inserted into the
differentiated form of the index ellipsoid, an expression of
the following form results:
M sin 20 -- N cos 20 = 0. (18)
M and N are algebraic functions of the ai and bi, and 0 is
the required angular orientation of the birefringent axis _.
If
N
sin 20 - (M" + N2) '/_ (19)
Eq. (18) will be satisfied. The correct quadrant for 20
may be established by noting that
M
cos 20 - (M 2 + N.,),/2 . (20)
Actually, there are two solutions, #a and Oh,90 deg apart,
corresponding to positive and negative values for the
radical.
To determine the magnitude of the birefringence, let
the two possible _ vectors be X-aand k-band, as before, since
x_, Xb must be normal,
_a = x_0 (aft + fib) (21)
--  tS). (22)
a and /3 can now be specified in terms of 0_ from the
previous result. Inserting (21) into (4), one obtains
Box_o + 2 X_o r4_Eo S_ = 1. (23)
Where S_ is again an algebraic combination of the com-
ponents of ff and b,
1
x 2 = (24)
_o Bo + 2 r4_EoS_
Converting x_0 to the index of refraction for the "a" polari-
zation, n_; and B0 to 1/n_o, the unperturbed index, one
obtains,
2
n o
: (25)
n_° 1 + 2 r41noEo S_ "
Similarly
2
n o
n'b° = 1 + 2 r,,n_E,, Sb " (26)
Taking the difference (25)-(26), and assuming
Into - nbo I < < no,
nSo
a. = -5-  ,,Eo [2 - So)] (27)
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where
an = n.o - nbo (28)
or, replacing 2 (Sb -- Sa) with k,
ng
an = T k r,1 Eo. (29)
When the sums S_ and Sb are evaluated, one obtains
k = 2 (M 2 + N2) _ . (30)
M and N are the same quantities which appeared in the
solution for 0=:
M = (alazb3 + aza3bx + a3alb2 -- 3b_bzb3) (31)
N = -2 (alb2b_ + a2b3bx + a3b_b2) (32)
and again, as found before,
sin 2Oa -
N
(M z + N2) v= • (19)
The constant k is a factor by which the actual induced
birefringence will vary from the "normal" magnitude
1
A. = ._n,, r_lEo;
the magnitude of k can vary from 0 to 2. However,
if E and _ are chosen at random, small values of k, indi-
cating a small induced retardation for a given field, are
possible. The induced axes will not in general be aligned
with the applied field direction, as they would be in a
Kerr cell, but they do not rotate as a function of the
magnitude of the field.
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ENGINEERING MECHANICS DIVISION
VI. Materials
A. Effect of Sterilization Pro-
cedures on the Optical and
Mechanical Properties of
Spacecraft Temperature-
Control "'--' LrlnlSlle$
W. M. Hall and D. Kohors-t
A program has been completed for measuring the
effects of JPL sterilization procedures on the optical
and mechanical properties of the following spacecraft
temperature-control finishes: S13, ARF-2 and PV100 white
paints; Cat-a-lac fiat black paint; and three metallic sur-
faces, buffed aluminum, vacuum-deposited aluminum and
gold plate.
The work was undertaken because of the distinct pos-
sibility that decontamination and/or sterilization treat-
ments planned for use on Voyager could cause changes
to occur in the absorptance or emittanee of these finishes,
and in the ease of paints, a lowering of the ultraviolet
stability. In addition, there was concern that the adhesion
and flexibility of paints and plated finishes would be
degraded.
The program consisted of exposing samples to an ethyl-
ene oxide-Freon environment, a thermal environment, and
a combination of both. Then, tests were performed before
and after exposure to obtain comparative data. All finishes
were tested for changes in solar absorptanee and normal
emittanee; in addition, the paints were tested for these
same properties after ultraviolet exposure. Also, all fin-
ishes except polished aluminum were evaluated for coat-
ing adhesion and flexibility. Measurements of adhesion
and flexibility were made at JPL; the optical measure-
ments and ultraviolet exposures were done under contract
by Hughes Aircraft Co.
1. Optical Measurements
The samples evaluated for optical properties were ex-
posed to the following decontamination and sterilization
treatments:
(1) 12_ ethylene oxide--88_ Freon 12 mixture for 24 hr
at 20°C, followed by 24 hr at 40°C.
(2) 145°C for 3 cycles of 36-hr duration in dry nitrogen.
(3) A combination of (1), followed by (2) above.
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A comparison of optical data showed that metallic sur-
faces and the black paint were unaffected by the steriliza-
tion and decontamination processes, both in absorptance
and emittance change and in ultraviolet stability. The
white paint surfaces were affected to differing extents in
solar absorpta_ce, although their normal emittance prop-
erties were unchanged. ARF-2 white paint proved the
most stable, showing little change in absorptance and
nnh, ol;.h_ _k .... 1, " ' " iity" ulLravlolet stabi S-i3 white
paint showed no change in absorptance but the ultraviolet
stability of the unexposed control sample and the sample
exposed to ethylene oxide were substantially degraded.
Samples given the 145°C treatment were only slightly
changed. This apparent anomaly probably resulted from
a poorly cured coating which was further cured to a stable
condition by thermal exposure. PV-100 white paint
showed only slight change in absorptance after ethylene
oxide and thermal exposure and its resistance to ultra-
violet exposure was unchanged. Detailed results of this
work are reported in a Hughes Aircraft Co. report, "Study
of the Effect of JPL Sterilization Techniques on Thermal
Control Surfaces," JPL Reorder No. 65-1039.
2. Mechanical Measurements
Mechanical properties measurements (coating flexibility
and adhesion) were performed on 1½-in.-wide, %-in.-thick
aluminum strips. Flexibility was measured by bending
the samples around a 1-in. diameter mandrel until crack-
ing occurred. Adhesion was measured by pressing
pressure-sensitive adhesive-backed tape onto the coating
over two parallel lines scribed through the coating and
removing the tape with a vigorous action. The amount
of coating material removed by the tape determined the
adhesion of the coating. A qualitative adhesion test was
also made by scraping the surface with a razor blade and
noting the way in which the coating separated from the
substrate.
The exposure environments used for these tests differed
somewhat from the optical tests described earlier. The
changes were made to ascertain the difference in effect
between the most and the least severe treatment being
proposed at the time of these tests. The treatments used
were:
(1) 135°C for 3 cycles of 36-hr duration in dry nitrogen.
(2) 149°C for 3 cycles of 36-hr duration in dry nitrogen.
(3) 12_ ethylene oxide-88_ Freon 19. mixture for 24 hr
at 20°F, followed by (1) above.
(4) 12_ ethylene oxide-88_ Freon 12 mixture for 9.4 hr
at 40°C, followed by (2) above.
In general, the test results for both flexibility and adhe-
sion showed no, or little, effect from any of the exposure
treatmeaats. However, there was enough scatter in the
test results to preclude making conclusive statements on
some coatings. Only the ARF-2 coating consistently
showed a significant reduction in flexibility and adhesion
after exposure to each of the treatments. Cat-a-lac black
had somewhat lower flexibility after exposure to either of
the thermal treatments. All other coatings were essentially
unchanged.
3. Conclusions
It is concluded that ethylene oxide decontamination and
thermal sterilization do produce slight changes in the
optical and mechanical properties of some temperature-
control finishes, but the extent of these changes is not
suflqcient to preclude their use on a sterilized spacecraft.
B. Nonmagnetic Interconnect
Material for Welded
Modules
V. F. Lardenoit
Because of its magnetic properties, the use of nickel as
an interconnect in welded electronic assemblies has caused
concern on spacecraft that carry magnetometer experi-
ments. Consequently, a program was initiated by the JPL
Electro-Mechanical Engineering Support Section 357 to
develop 3. nonmagnetic interconnect material that would
be interchangeable with nickel from the standpoint of
weld joint reliability, packaging design, and processing.
I. Program Plan
The selection and evaluation of potential nonmagnetic
interconnect materials is being carried out by JPL Mate-
rials Section 351 and Section 357 as follows:
Through a literature search, the properties available
for a given candidate interconnect material are obtained.
Emphasis is placed on electrical resistivity, thermal con-
ductivity, and melting point since these are critical to the
resistance welding process. In addition, the metallurgical
characteristics of the material are investigated to establish
compatibility with commonly used part-lead materials.
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From the compiled properties, the Weldability Index is
calculated from W = R/kT, where R, k, and T are resis-
tivity, thermal conductivity, and melting temperature,
respectively. This calculated value and the critical prop-
erties are compared to those of Grade A nickel. The alloys
which closely match the properties of nickel and which
exhibit a weldability index equal to nickel are considered
for further evaluation. This is to allow a direct substitu-
tion of 0.010 × 0.031 nonmagnetic ribbon for Grade A
nickel. Based on this comparison and the expected metal-
lurgical compatibility with part-leads, specific alloys are
selected.
Evaluation consists of welding the selected material
to three separate groups of part-lead materials, testing
and comparing to results obtained with nickel ribbon.
Potential interconnect materials which appear promising
after evaluation in the first group are then evaluated in
the next group, and so forth. The specific leads for each
group are:
Group 1. Gold-plated Kovar
Gold-plated or tinned copper (2 wire sizes)
A lap weld of the selected material to itself
Group 2.
Group 3.
Copper
Dumet (2 sizes)
Gold-plated nickel (2 sizes)
Nickel
Copperweld
Silver
Tantalum
Tinned Kovar
Molybdenum
Tungsten
Platinum
Alloy 42
Weld schedules are developed and repeatability and po-
larity influences are determined by testing each intercon-
nect/part-lead combination. Testing consists of pull-tests
(torsion-shear for interconnect/part-lead weldments, and
tensile-peel for lap welds) and metallurgical examination
of the weld joints.
2. Status Summary
Previous progress reports on this program appear in
SPS 37-33 and 37-37, Vol. IV. To date, a series of com-
mereially available copper alloys has been investigated.
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Alloy 90 (11.55 Ni, balance Cu) appears to be the most
outstanding of those investigated, but tends to develop
embrittled weld zones with some lead materials. Also, of
the pure metals reviewed and investigated, palladium
showed promise. Consequently, alloys of palladium have
been reviewed with Ag-Pd and Cu-Pd appearing the
best, as determined from data taken from the literature
referenced in this report. The following discussion pre-
_Pe I"_o C ,.,l_-_ ^_J L1-_ _'t1_ • . 1 _ - , :
........... u,_L,_auu ute u.liuys selectea tor lnvestlgati0n.
a. Silver--palladium. Fig. I shows the resistivity, thermal
conductivity, and melting temperature of the silver-pal-
ladium system as obtained from Refs. 1-6; Fig. 2 presents
Weldability Index as calculated from these properties.
The arrow in Fig. 2 indicates the minimum level of weld-
ability desired (equivalent to nickel). It should be noted
that the thermal eonduetivities obtained for this system
were extrapolated from low-temperature data (Refs. 1, 2,
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Fig. 2. Weldability Index (R/kD, normalized against
Grade A nickel, for the Ag-Pd system
and 4), thus the Weldability Indexes are approximate
values. No obvious difficulties are apparent from the
standpoint of metallurgical compatibility with component
lead materials since palladium alloys readily with these
metals (Refs. 7 and 8).
As may be seen in Fig. 1, specific alloys of the silver-
e,,u,,uium system which exmmt propertaes approximating
those of Grade A nickel cover the ranges of 20--30 Pd and
70-100 Pd. The alloys containing greater amounts of pal-
ladium (70-100_) appear to possess a better combination
of properties as well as a high Weldability Index (Fig. 2).
Also, the higher palladium-content alloys appear to be
more compatible with existing lead materials since silver
does not alloy with certain component lead materials (an
example being nickel), yet palladium does. Because the
thermal conductivity data used were best estimates from
available information, it was decided that alloys covering
a range of palladium content will be evaluated by test.
Consequently, alloys containing 70, 80, and 90_ palladium
are presently being procured.
b. Copper--palladium. Applicable properties from Refs.
3--6 and 9, and the calculated Weldability Index for the
copper-palladium system appear in Figs. 3 and 4, respec-
tively. Again, difficulty was encountered in obtainLng
thermal conductivity data, the curve shown being con-
strueted from only a few data points. The copper-pal-
ladium system appears to be compatible with existing
lead materials since palladium alloys readily with many
of the metals, as does copper (Refs. 7 and 8). Conse-
quently, this system should be investigated since the
properties obtained from the referenced literature show
the Cu-Pd system to be promising.
From Fig. 3, those alloys exhibiting a combination of
physical properties which make them attractive for this
application are in the ranges of 20-30 and 80-100_ pal-
ladium, as evidenced by the proximity of their properties
to those of nickel. Because the thermal conductivity data
may be in error, thus causing the calculated Weldability
Index (Fig. 4) to also be in error, the alloys selected should
cover a broad range. As an initial investigation, alloys
containing palladium in the 15-30_ range and one con-
taining 90_ palladium will be evaluated.
It should be noted that order-disorder transformations
occur in the Cu-Pd system between 15--70_ Pd; however,
the rapid cooling rate of the resistance weldment should
not allow this reaction to occur.
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Fig. 3. Thermal conductivity, resistivity, and melting temperature for the Cu-Pd system
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C. Carbon and Graphite
Research
D. B. Fischbach
1. High-Temperature Tensile Behavior of Pyrolytic
Carbons
A detailed study is being made of certain aspects of the
tensile deformation of pyrolytic carbons as part of a con-
tinuing program of investigation of the high-temperature
mechanical behavior of carbons and graphite. The equip-
ment being used was originally developed to obtain engi-
neering data on conventional coke-pitch graphite. Current
interest in the mechanisms of deformation of pyrolytic
carbons has required the development of improved tech-
niques and apparatus.
The high-temperature tensile test apparatus has been
modified to facilitate the handling of fragile specimens
and to improve the quality and scope of data. A load-
train assembly jig, a specimen holder clamp, and an
altered lower furnace-closure assembly decrease the pos-
sibility of damaging the specimen in handling, before
and after the test. Changes in the strain recording system
have redue.eA ooise a_n.d Lmproved recorder response.
Operation at constant high sensitivity over a broad elonga-
tion range has been provided by replacing the range
attenuator network with a simple zero-shift circuit. The
modified apparatus has been tested in several high-
temperature runs and has given satisfactory results. A
pronounced anelastic recovery, attributed to the carbon
pull-rods and coke-pitch graphite specimen holders, has
been observed on unloading to a small residual alignment
stress at high temperatures after tensile deformation.
Although this effect would greatly complicate stress-
relaxation experiments, it is not expected to seriously
affect normal tensile "constant" strain rate and creep
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Fig. 5. Dependence of yield stress and static Young's
modulus parallel to the substrate on tensile elongation
at 2765°C. Pyrolytic carbon Lot 23603
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tests. Some further apparatus improvements are being
considered, and similar modifications are planned for the
tensile creep apparatus.
Using the modified apparatus, an as-deposited, sub-
strate nucleated pyrolytic carbon sample has been de-
formed parallel to the substrate to a recorded elongation
of 40_ at 2765°C at a nominal strain rate of 2 )< 10 -4 sec -1.
At intervals of approximate 5_ recorded elongation, the
sample was unloaded then reloaded to determine the
static Young's modulus (initial slope of the stress-strain
curve) and the yield stress (stress at which deviation
from Hooke's Law becomes apparent). Several corrections
were applied to the recorded data before determining the
yield stress and the modulus. Elongation values were
corrected for deformation of the specimen holders. The
reloading stress and strain values were corrected for the
reduction in area and the increase in gage length, respec-
tively, that resulted from the total plastic deformation
which had occurred prior to each reloading. The results,
obtained on a single sample, are shown in Fig. 5. Both the
modulus and the yield stress increase rapidly during the
initial 10--15_g elongation (first stage of deformation) and
level off at higher elongations (second stage of deforma-
tion). These results are qualitatively similar to modulus
and fracture-stress data obtained earlier (Refs. 10--12) by
hot working prescribed amounts at 2760°C and retesting
at lower temperatures, using a separate specimen for each
test point. The increase in modulus, yield, and fracture
stress with tensile elongation is attributed primarily to
the marked increase in basal plane preferred orientation
texture which accompanies deformation. At the end of
the first stage, the basal planes of all the crystallites are
aligned closely parallel to the stress axis (Refs. 13 and
14; SPS 37-27, Vol. IV, p. 29; SPS 37-33, Vol. IV, p. 75).
The static Young's modulus values observed here are
surprisingly low. Earlier static and dynamic modulus
measurements at room temperature (Refs. 11 and 12)
gave values approximately an order of magnitude larger.
The present low values may result in part from errors
in strain measurement at high temperatures. Within ex-
perimental precision, Hooke's Law was obeyed up to
reloading strains of 0.3--0.55g. However, the temperature
dependence of the modulus may account for a substantial
portion of the decrease. Very little information is avail-
able on the variation of the modulus with temperature
at very high temperatures in well-oriented graphites.
Further measurements, using the cyclic tensile test tech-
nique, are planned in order to explore the temperature
dependence of the modulus above 2000°C, as a function
of hot work, annealing, etc.
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VII. Applied Mechanics
A. Thermal Joint Conductance
J. A. Hultberg
The effect of a variable thermal interface conductance
for a cylindrical region with a particular geometry has
been discussed by T. J. Lardner in SPS 37-19, Vol. IV,
pp. 83--84 and in personal eommunieation. A. M. Clausing
and B. T. Chao (Refs. 1 and 2) have also investigated the
effect of a geometric constriction. The present invesUga-
tion combines the constant temperature boundary con-
ditions used by Clausing and Chao with the radially
variable thermal interface conductance used by Lardner.
This problem is of interest because it combines an inter-
face conductance distribution resulting from bolt-type
pressure distributions with the isothermal boundary
conditions for which the results may be conveniently
represented in a nondimensional form. The isothermal
boundary condition is found in a number of spacecraft
joints and is an important portion of the more general
class of spacecraft joints which have an external or
radiation boundary condition.
The geometry and dimensions of the cylindrical region
are shown in Fig. 1.
z
INTERFACE
+-//2 j,-- T: CONSTANT
/,,
INSULATED
BOUNDARY
- -//2 _ T= CONSTANT
Fig. 1. Geometry of a circular region with
an interface
The steady state heat conduction equation for constant
properties is (Ref. 3):
_T I aT _2 T
V _T = 0 or, _r--7 + r_r + _ = 0 (1)
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where T is the temperature and r and z are coordinates
defined by Fig. 1. The boundary conditions are:
at z = + 1/2, T (r, + 1/2) = constant (2)
at z = - 1/2, T (r, - 1/2) = constant (3)
aT(a, z)
at r = a, Jr - 0 (4)
The variable interface conductance takes place in a
region at the interface (z = ___8). It is assumed that the
thickness of this region is small in comparison to the
length (1 > > 8). Thus, the linear variation of conduc-
tance has the form:
h= h0[1-c(r)] (5)
where C is the slope of the linear variation. The boundary
condition along the interface is:
az = ha 1 - C [T(r, -a) - T(r, +a)] (6)
The relative importance of the interface conductance
is indicated by the Blot modulus (hl/k) where k is the
material conductivity and where the average value of the
interface conductance is given by:
-- -a-7 h (r) r dr (7)
For small values of the Biot modulus the iaaterface con-
ductance is controlling, and for large values the interface
conductance is negligible. For the interface conductance
distribution given by Eq. (5), the average interface con-
ductance is:
h=ho 1-5C , 0_C_1 (8)
The results may be presented in nondimensional form
by extending the methods in Refs. 1 and 2. Thus, the
dimensionless resistance which is an indication of the
deviation of the heat flow lines from straight lines is given
by:
R* = kTra r T (r, + 1/2) - T (r, - l/2)
k qtotal
( l 1)1 Al
- =a
(9)
In this equation, the first term in the bracket is the
total resistance, and the other term represents the re-
sistance with a uniform joint conductance [i.e., C = 0 in
Eq. (5)]. Al is the effective additional length that is neces-
sary to add, due to the nonlinearity of the heat flow lines
caused by the nonuniform interface conductance.
The governing equations were solved numeric_l!y on an
IBM 7094 computer for values of hl/k of 0.1, 1.0, 2.0, 5.0,
and 10.0 for various values of l/a and the resulting dimen-
sionless resistances versus l/a are shown in Fig. 2. Typical
temperature distributions for the upper and lower inter-
faces for values of h//a for a particular value of I/a are
0:
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Fig. 3. Interface temperatures for I/a = 0.2 and C -----1.0
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shown in Fig. 3. A typical temperature distribution for a
particular value of hl/k and l/a is shown in Fig. 4.
Figs. 3 and 4 show the expected result that the tem-
perature difference across the joint is less where the
metal-to-metal pressure (and, hence the interface con-
ductance) is higher. This is recognized as the case in
spacecraft joints where the majority of heat transferred
in a metal-to-metal joint takes place near the bolts.
In carrying out engineering calculations, the effective
conductance (Kerr) of a joint with a linearly varying inter-
face conductance would be given by:
(lO)
It can.be seen when k/_l < < I and R* aft < < 1 that Eq.
(10) approaches the usual formulation for conductance
without an interface.
_.o z/._ = I.o
I ___
0.6 FACE --
_1_ o.4. z/P = 0.5 LOWERINTERFACE--
0.2 _ _ _ _
O. 166 __
o 02 04 os 08 ,o ,2
r/o
Fig. 4. Temperature distribution for h|/k = 1.0,
I/a = 0.2, ond C = 1.0
1.4
Future work includes investigations for different values
of the parameter C in Eq. (5) and interface conductance
distributions of a form different from those which may be
generated by Eq. (5).
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ENVIRONMENTAL SIMULATION DIVISION
VIII. Aerodynamic Facilities
A. Wind Tunnels
H. Holway, R. Prislin, R. Passamaneck, and B. Walker
1. Spinup Device for Nonplanar Free-Flight
Testing, ,. ,.lw°r °._ _. Prislin
The development of a spinup device, which could be
attached to the current pneumatic launch gun, was first
attempted during Test 20-619 in the 20-in. Supersonic
Wind Tunnel. At that time only partial success was
achieved; however, the test results suggested improve-
ments which were incorporated in the design and tested
recently during Test 20-625.
The spinup head attaches to the end of the launch
gun shaft, replacing the conventional model support
used for planar studies. The rotating portion is supported
between two miniature precision bearings and is driven
by regulated gas pressure, similarly to an air motor. The
model support (Fig. 1) is a new design, employing
stepped sections for more rigid purchase within the
model during rotation. To measure the rotational veloc-
ity of the model before launch, two M-nickel magnets
were placed 180 deg apart on the circumference of the
rotating head and a pickup was placed in their field.
m, - ;_: - _ .... . .... e_._librat__l against aI nc EI_IAIHI'I_ _'avc *_axa[ua ,zrara
stroboscopic tachometer. The assembly is capable of
angular velocities from 2000 to 20,000 rpm, and rigidly
supports the models at prelaunch angles of pitch from
0 to 30 deg. Fig. 2 shows the spinup assembly in pre-
launch position and the insert shows the shaft partially
extended.
Data accumulated from this phase of the test were
recorded in high-speed half-frame 35-mm Fastax movies,
planar view. Nine flights were made. Variables were:
angle of pitch from 10 to 30 deg, and spin rate from
2000 to 9000 rpm. Fig. 3 is a flight sequence at 1O-frame
or 0.002-see intervals showing nonplanar motion (the
model is pitching, rolling, and yawing). Roll rate was
also recorded on the film by marking the model forebody
with one long (white) stripe and one short stripe placed
180 deg apart. Fig. 4 shows one complete revolution (in
this case, the rate was 7894 rpm).
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Fig. I. Spinup device for gas-operated launch gun
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Fig. 3. Flight sequence at 0.002-sec intervals 
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Fig. 3. Flight sequence at 0.002-sec intervals (cont'd) 
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Fig, 4. Flight sequence showing one complete revolution 
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The second phase of Test 20-625 was to further develop 
the technique of nonplanar viewing of spinning models 
in free flight, using a full-frame 35-mm Fastax camera 
and the split-beam optical system as described in 
SPS 3737, Vol. IV, p. 100. The two sets of front surfaced 
mirrors as installed in the light path are shown in 
Figs. 5 and 6. Sample frames from the resulting film 
are shown in the sequence pictures in Fig. 7. 
In addition to the spinner, an air jet was placed in the 
flight path of the models just upstream of the release 
point from the gun shaft, as shown in Fig. 8. This was 
intended to insure that the models would, in fact, be 
deflected in yaw sufficiently to guarantee extreme non- 
planar motion. Examination of the films (Fig. 7) indicates 
that the expected free-flight angular motion was achieved. 
Future improvements to this technique will include: 
(1) high-quality optical flats with rigid supports and 
positive adjustments for alignment and, (2) relocation 
of the pneumatic launch gun assembly to project the 
models through the center of the viewing rhombus. 
2. Calculation of the Shock layer for an Axially 
Symmetric Body in a Reading Gas in 
Thermodynamic €quilibrium by a 
Direct Method, R. Parsomaneck 
Belotserkovskii‘s original analysis of this problem dealt 
with the nonlinearity of the gas properties in the shock 
layer. He divided the layer into N strips and applied 
Dorodnitsyn’s integral method to the equations of motion, 
which resulted in 3N ordinary differential and N-1 
algebraic equations. Belotserkovskii found that the im- 
provement of the three-strip case over the two-strip case 
was small and the improvement of four or more strip 
cases over the three-strip case was negligible. 
S. T. Chu (Ref. 1) praposed a method where the results 
of Belotserkovskii’s work could be incorporated into the 
computational process. Chu fitted a third-degree poly- 
nomial to the gas properties in the shock layer and used 
a coordinate system where one coordinate is measured 
along the body and the other is measured normal to 
the body (Fig. 9). It then becomes possible to integrate 
the equations of motion across the shock layer in a 
Fig. 5. Mirror on north side Fig. 6. Mirror on south side 
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Fig. 8. Air jet probe upstream of release point 
Fig. 9. Coordinate system 
manner similar to the Pohlhausen method of integrating 
across a boundary layer. This procedure reduces the 
system of equations to three nonlinear differential equa- 
tions of which two are second order. The main difficulty 
in this method arises in the evaluation of the boundary 
conditions at the shock wave. They are not known func- 
tions and therefore have to be iterated within the shock 
layer calculation. 
The solution of a given problem involves matching the 
sonic point on the body with a singularity that exists 
in one of the second-order differential equations. This 
is accomplished by iterating the stand-off distance until 
a match is obtained, within the desired degree of 
accuracy. The properties in the shock layer are calculated 
after the correct stand-off distance is found by use of 
the third-degree polynomials that were used originally 
to formulate the problem. 
After the basic method of calculation is established, 
there exist many useful extensions. The streamlines may 
be traced in order to establish the time history of a 
particle of gas. The method could also be extended to 
include a nonequilibrium gas, dissociation, and ioniza- 
tion such as might be encountered during entry into an 
atmosphere. 
3. Voyager Configuration Study, B.  Wolter 
Wind tunnel Tests 20-622 and 21-192, were performed 
recently to obtain static aerodynamic coefficients of 
several Voyager entry configurations, based on the 60- 
deg half-angle cone design. A six-component internal 
strain gage balance was used to measure normal and 
chord forces and pitching moments. The center-of- 
pressure positions along the longitudinal axis of the 
body were calculated and base pressure measurements 
were made on several of the models. 
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Test 20-622 was conducted in the 20-in. Supersonic
Wind Tunnel at Mach numbers of 2.2, 3.0, and 4.0 and
Reynolds numbers/in, from 0.05 X 106 to 0.37 X 106. In
the 21-in. Hypersonic Wind Tunnel, Test 21-192 was
conducted at Mach numbers 6.0 and 9.5 and Reynolds
numbers/in, from 0.02 X 106 to 0.28 X 106. The data
were taken at a constant rate while the angle of attack
varied from -1 to 28 deg.
The models tested are shown in Figs. 10-12. In order
to make a parametric study, several model shapes were
generated by varying the cone half-angle, edge radius,
and nose radius. The cone half-angles of the models
were 56, 60, and 65 deg with a nose radius of 0.10 and
0.15 diameters. Edge radii of 0, 0.05, and 0.10 diameters
were tested. Of special interest is configuration B42X
(Fig. 12) which has the same dimensions as B42, except
that the base intersects the edge radius at the point of
maximum diameter. The 19 resulting models were tested
at each Mach number. Fig. 13 shows one of the models
installed in the Hypersonic Wind Tunnel.
The force and moment data were reduced to dimen-
sionless coefficients, using the nose of the body as the
moment refor_.......... .........,,_l _lg. i4). The data were re-
duced to stability axes coefficients, as well as body axes
coefficients, using a reference area and length of 12.56
in. 2 and 4.0 in., respectively.
A sample of the data obtained at Mach number 3.0
is presented in Figs. 15-17. The plots show results from
four configurations at the same Reynolds number and
indicate the aerodynamic effect of varying edge radii. A
report which will present all data obtained in these
tests is in preparation.
4
65 dec 60 dec
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ALL DIMENSIONS IN INCHES, UNLESS OTHERWISE NOTED
CONFIGURATION /? A B CONFIGURATION R
C41 0.4.0 0.4-42 0.891 B41 0,40
C61 0,60 0.662 0,871 B61 0.60
"--_ B _ SHARP
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• o
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_ --0.125 (TYP)
-- ',-- 0.625 (TYP)
a
0
0
0
A B CONFIGURATION R ,4 B
0.462 1.095 A41 0.4.0 0,4.85 1,266
0,692 1,065 A61 0,60 0,724. 1,225
Fig. 10. Sharp-edge models
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C42 0.2 0A 0.442 1,199 0,181
C62 0.2 0.6 0.662 1.179 0,181
C43 0.4 0.4 0,442 1,509 0,363
C63 0.4 0,6 0.662 1.489 0,363
B62 0.6 0,692
B45 0,4 0.462
B65 0,6 0,692
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o
. 0
='---0,125
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1,670 0,=346
1,640 0.546
Fig. 11. Rounded-edge models
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Fig. 12. Configuration B42X model 
Fig. 13. Model installation in 21 -in. Hypersonic Wind Tunnel 
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IX. Environmental and Dynamic Testing
A. Spectrum Shaping of
High-Intensity Sound
C. Hayes and M. Lamers
I ne Environmental a,d ,.,y,,_ .......... e, ..........
JPL is presently performing a research task to investigate
and determine ways of shaping the spectrum of high-
intensity sound. This article describes the purpose of the
task and the approach being used. Future reports will
present results of the effort.
The capability to shape the spectrum of high-intensity
sound is necessary in the environmental testing of space-
craft systems for both single environment (acoustic) and
combined environment (acoustic and vibration) condi-
tions. These environments are present in the vicinity of
the entire launch vehicle. They are generated by the
motors during the lift-off phase and by aerodynamic
loadings and the motors during the ascent phase and, in
particular, during the transonic period.
One of the difficulties encountered in acoustic simu-
lation is the inherent low frequency power roll-off of
present-day sound generators. At present, there are
development contracts under the supervision of the
Manned Spacecraft Center, Marshall Space Flight Center,
Norair Division of Northrop Corporation, and WADC
to develop high-intensity sound generators with broader
frequency response characteristics. All of these develop-
ment studies involve the sound generator only.
The unique approach being investigated at JPL eom=
pensates for the generator phenomenon (low frequency
roll-off) by peaking the low frequency response of the
rest of the acoustic system. The Environmental and
Dynamic Testing Laboratory is investigating three areas
(shown in Fig. 1), both analytically and experimentally,
which have not been completely understood in the field
of acoustics.
1. Acoustic Horn Design
A mathematical analysis of hyperbolic horns has been
completed and, to obtain theoretical frequency response
data for such horns, a digital computer program has
been written.
To verify the mathematical analysis, two hyperbolic
horns were designed and are presently being fabricated.
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I. HORN DESIGN_L _
2. NONLINEAR RESPONSE OF
TRANSMITTING(AIR) MEDIUM I
I
3. SOUND ABSORPTION I
PROPERTIES OF
CHAMBER SURFACES'--_ I
Fig. 1. Three areas being investigated in JPL
acoustic research task
Each of the horus has a resonant response (theoretical)
just above the lower cut-off frequency. A low frequency
sound generator, designed and built to drive these horns,
is presently being tested.
When the horns are available, tests will be performed
on them and the empirical data obtained will be com-
pared with the original analytical computer data.
Studies will then be made of hyperbolic horns with
other design parameters. Computer techniques will
analyze these horus before fabrication begins.
2. Nonlinear Effects of High-Intensity Sound
It has been predicted, and verified experimentally, that
at very high-intensity levels, the transmitting medium
(air) responds nonlinearly to an acoustic signal, resulting
in the generation of harmonics. The addition of these
harmonics to a broad-band acoustic spectrum can greatly
alter the resulting acoustic spectrum. A report has been
written by staff members of the Environmental Testing
Laboratory, describing this phenomenon and predicting
the nature of the generated harmonics. To demonstrate
these effects, some preliminary experiments have been
performed, using the JPL 2-in. diameter high-intensity
plane wave acoustic tube. Extensive experiments are
planned to accurately determine the role these nonlinear
effects can have in shaping noise spectrums.
3. Spectrum Shaping Using Absorber Materiais
When acoustic noise is confined in an enclosure, as in
reverberant field or progressive wave test chambers, the
acoustic absorbent properties of the surfaces of the en-
closure greatly affect the resulting acoustic spectrums.
Specially selected materials, which have particular and
absorbent properties (as a function of frequency), may
be placed on these surfaces to produce a shaping effect
on the resulting spectrums.
Preliminary studies have been performed at JPL to
verify this technique. Materials, such as celotex, horse-
hair, polyurethane foam and spun glass insulation, etc.,
were used. The tests indicated that this technique can
produce significant changes in the acoustic spectrum.
Further, more extensive work is planned which will
"calibrate" usable materials for use in shaping acoustic
noise spectrums.
This additional shaping capability, along with the
present technique of electrical shaping, will facilitate
more accurate, and therefore, much more meaningful,
fundamental studies in combined acoustics and vibra-
tion testing.
Succeeding articles will describe the specialized analy-
sis performed, and the equipment designed and built for
this task. In particular, the next SPS report will describe
the low frequency generator system: its design and fabri-
cation, the mathematical analysis needed for its use, and
some of the problems encountered in checking out the
entire generator system, prior to use in Phases I and II
of the task.
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PROPULSION DIVISION
X. Solid Propellant Engineering
A. Applications Technology
Satellite Motor Development
R. G. Anderson
1. Introduction
In January 1968 the Jet Propulsion Laboratory initi-
ated a development program to provide a solid propellant
apogee rocket motor for a second-generation Syncom
satellite. This program, under the management of the
Goddard Space Flight Center, was designated Advanced
Syncom. It was to result in a spin-stabilized, active re-
peater communications satellite weighing about 750 lb,
operating at synchronous altitude (22,800 mi) which
would handle voice communications, teletype, and mono-
chrome and color television signals.
In January 1964 Advanced Syncom communication
program was redirected to include a number of experi-
mental instruments in addition to the original com-
mtmieation instruments. This expanded program is the
Applications Technology Satellite (ATS) program and
will result in a general-purpose satellite capable of oper-
ation at synchronous altitude with experimental instru-
ments in the areas of meteorology, eommunieations,
radiation, na;-:gafion, gravi_ _o-radient _tabilization, and
various engineering experiments. For those satellites to
be placed in synchronous orbit, JPL will provide a solid
propellant rocket motor to provide the final required
velocity increment at the apogee of the elliptical transfer
orbit. This rocket motor is designated the JPL SR-2_-I
(steel chamber) or JPL SR-28-8 (titanium chamber) rocket
motor. It is presently intended that only the JPL SR-28-8
unit will be delivered for flight use.
Previous reports of progress on the development of this
motor have been published in SPS 37-20 to 37-83, Vol. V
and SPS 37-34 to 37-87, Vol. IV.
2. Program Status Summary
The motor development program calls for static firing
of 4 heavywall motors and 25 flightweight motors, in-
cluding 2 with flight design titanium chambers, prior to
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conducting a nine-motor qualification program. To date,
the 4 heavywall motors plus 20 flightweight motors have
been static-fired, 4 of which were under simulated high-
altitude conditions at Arnold Engineering Development
Center (AEDC) Tullahoma, Tennessee. All of the flight-
weight motors tested to date have been with Type 410
chromium steel chambers with the exception of Dev.
G-8T and G-9T, which used titanium chambers.
The three storage rounds, cast during September 1965,
are presently in storage. These units will be removed
after 6 me of storage (March 1966), and at that time they
will receive critical visual and physical inspections. Dur-
ing this reporting time period all 9 of the qualification
units (Q-1T through Q-9T) have been cast. The casting
schedule was initiated on January 6, 1966 and completed
on March 3, 1966.
3. ATS Right Motor Preparation
All flight motor chambers and nozzles have been re-
ceived at JPL and a preliminary nozzle and chamber
alignment has been performed. All nozzles have had the
nozzle entrance diaphragm installed and a pressure seal
check has been completed.
The nozzle-chamber combinations were evaluated and
chosen so that the deviation of any one combination
weight is a minimum from the average value of all com-
binations. The nozzle-chamber assignments, component
weights and combination weights have been listed in
Table 1. The deviation of any combination weight was
not more than 0.1 lb. Motor balancing and measurement
Of o_rll _,_;I-',, l'_t '_ _.l
.............. uu ,,omem of inertia remain to be
performed before each unit is east.
4. ATS Qualification Motors
On March 3, 1966 the last qualification motor was
cast in preparation for tests at AEDC in July of this year.
Of the nine motors cast for this purpose, eight of these
motors will be fired while spinning at 100 rpm. The eight
motors will be divided into two groups, and the first
group will be tested following a 40°F temperature con-
ditioning period. The second group will be tested follow-
ing a ll0°F temperature conditioning period. The ninth
motor will remain in reserve to be tested only ff during
any of the first tests the objectives are not completed.
Presently the nine qualification motors are being put
through various environmental tests and dimensional
checks. A schedule is presented in Table 2 which gives
the tests and checks that have been completed to this
date.
5. Static Test of Dev. E-3T
During the second week of May 1966, Dev. E-ST will
be statically fired at AEDC in test cell J-5 for a combina-
tion apogee motor-spacecraft test. The apogee motor-
spacecraft assembly will be mounted on a soft test stand
to evaluate the vibrational inputs to the spacecraft. Of
primary importance during the test will be the evalua-
tion of thermal inputs to the spacecraft as a result of
the apogee motor firing. Approximately 80 thermocouples
will be attached to the motor and spacecraft to measure
the temperatures at these locations. In addition, the com-
plete safe and arm system will be evaluated during this
test if, before the Dev. E-ST test date, a successful full-
_1 ,.
uurauon test of only the closure portion can be per-
formed at Edwards Test Station.
Table 1. ATS flight motor inert weights
Chamber,
nozzle
assignment
T-15, F-45
T-16, F-40
T-17, F-46
T-19, F-33
T-21, F-48
T-22, F-47
T-23, F-49
Chamber
weight,
Eb
23.91
23.71
23.83
23.75
24.62
24.34
24.20
Insulation
weight,
Ib
12.49
12.70
12.47
12.48
12.33
12.39
12.31
Nozzle
plus
diaphragm
we_ht,
Ib
37.80
37.70
37.87
37.98
37.19
37.43
37.67
Insulated
chamber,
nozzle
combination
weight, Ib
74.20
74.1 !
74.17
74.21
74.14
74.16
74.18
6. Static Test of Dev. I-1
During the first two weeks of April 1966 the test of
Dev. I-1 will be conducted. The test results will be used
primarily to evaluate the mechanical compafibil ty of the
closure portion of the safe and arm device built by the
Harry Diamond Laboratory with the apogee motor, and
to determine the ability of the device to withstand the
heat loads encountered during a full-duration motor fir-
ing. Thermocouples will be installed on the safe and
arm hardware to assist in evaluating the temperature
loads to which the hardware will be subjected during
and immediately following the test. The safe and arm
hardware will provide two special pressure taps which
will allow the igniter basket pressure and the motor
chamber pressure to be measured throughout the test.
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Table 2. Pretest schedule for ATS qualification motors
Motor development code
Propellant cast
Postcast X-roy inspection
Environmental tests
Temperature cycle
Booster acceleration
Booster vibration
Operations following all environments
X-roy inspection
Speclal propellant groin alignment
Motor assembly alignment
CG and moment of inertia determination
Preshipment operations
Visual inspection
Alignment inspection
Motor pressure test
a Test has been complehKI.
Test not to be performed.
Q-l• Q-2T Q-3T Q-4T Q-5T Q-6T Q-TT Q-8T Q-9T
S b
Following the test, the device will be disassembled
and inspected for any damage. The evaluation of the
test hardware during this test will be used to decide the
use of the safe and arm device on the Dev. E-3T test at
AEDC.
B. Thermal Properties of
Hydrazinium Diperchlorate
F. A. Anderson
A study of the thermal stability and some of the thermal
properties of hydrazinium diperchlorate (HP2) have been
completed. This study included the melting and decom-
position temperatures, the effects of moisture on these
temperatures, and the determination of the heat of for-
mation AHs2_8oc. The interpretation of the differential
scanning eolorimeter thermogram and the heat of forma-
tion determination will be discussed here. The effects of
moisture on the properties of HP2 will be discussed in a
future report.
1. Differential Scanning Calorimeter Studies
Some preliminary studies of the thermal properties of
HP2, using a scanning calorimeter, were discussed in
SPS _7-33, Vol. V. It was reported that a Perkin-Elmer
differential scanning calorimeter, Model DSC-1, was
being used. A typical thermogram was also included.
Fig. 1 shows another typical thermogram of a nomimtlly
97% pure sample of HP2. Sufficient supporting data have
been obtained to allow essentially a complete interpreta-
tion of the HP2 thermogram. A temperature scan rate of
10°C/min was used for most of these studies.
A crystal phase change accompanied by the release of
water of crystallization within the HP2 crystal occurs at
90°C (363°K). This phase change accounts for the first
small endotherm appearing in the thermogram. (Fig. 1).
This phase change can be observed very clearly through
a hot-stage microscope. A color motion picture has been
taken through a microscope using polarized light during
the entire heating cycle, from room temperature through
the melting temperature. The temperature at which the
phase change occurs, accompanied by the release of a
liquid, as well as the observed melting point, agrees with
the temperatures indicated on the thermogram. The sec-
ond small endotherm, occurring at approximately 127°C
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Fig. 1. HP: thermogram
(400°K) indicates the melting of the monoperchlorate
salt in the sample. The sample contained nominally 3%
of hydrazinium monoperchlorate (HP). This melting
point has been confirmed by determining the melting
temperature of specially prepared HP. Melting of the
HP2 occurs at approximately 197°C (470°K) and is fol-
lowed by a large exotherm. In SPS 37-33, Vol. V, it was
speculated that this first exotherm indicated the release
of one mole of perchloric acid from the HPz molecule.
This has later been proved to be the case. Samples of
HP2 have been heated at 202°C under vacuum and the
material being released during this indicated exotherm
collected in a cold trap at liquid Nz temperature. Analyses
of both the condensate collected and the residue have
shown the condensate to be perchloric acid and the
residue to be hydrazinium monoperchlorate. IR traces of
the condensate show no evidence of hydrazine, or frag-
ments of it; only the acid H:_O ÷ CIO,- peaks are observed.
Wet analyses agree with the IR analyses. The calculated
loss in weight that HP2 would undergo in releasing one
mole of acid yielding the monosah is 43.12%. The ex-
perimental loss in weight found during these tests was
43.34%. The total molar heat release accompanying this
first exotherm has also been measured by calorimetry and
found to be approximately 21 kcal/mole. The following
reaction, therefore, defines this first exotherm:
N2H_(C10,)2 _202°C N2HsC10, + HC10, - 21 kcal
The second exotherm is the result of the final and
complete decomposition of the salt. The temperature at
which the final exotherm begins, as well as the point at
which it reaches a peak, appears to be affected some-
what by differences in the trace amounts of moisture
present. Therefore, these temperatures may vary a few
degrees from sample to sample. However, the tempera-
tures indicated for this final exotherm in Fig. 1 is typical
of an average sample tested.
2. Heat of Formation of HP2
The heat of formation AHI298oc of HP2 was deter-
mined by the Dynamic Science Corporation under a
contract with JPL. The heat of combustion with hydrogen
of several samples was measured, and the heat of forma-
tion was determined from these measurements.
Assuming pure hydrazinium diperchlorate, the follow-
ing equation would be used to calculate the heat of
formation:
N2H_(HC10,).., + 6H__---)N_(g) + 2HCl(aq) + 8H_O(1) + An
(1)
However, the samples of HP2 (ignoring trace amounts
of other materials) used for this determination were by
analysis, nominally, as follows:
Hydrazinium diperchlorate 95.77%
Hydrazinium monoperchlorate 4.23%
On this basis Eq. (1) becomes
N:H,(HC10,)a.9_ + 5.72H_ ---) N_(g) + 1.93HCl(aq)
+ 7.72H20(1) + AH
(2)
The above equation is correct if the reaction goes to
completion as shown, and if all products are in the physi-
cal state as noted, i.e., nitrogen as gas, hydrogen chloride
as aqueous, and water as liquid.
Initial tests were run to establish whether or not the
reaction was going to completion. The first run, using a
nickel cup and iron ignition wire in the calorimeter, left
a voluminous green residue as evidence of chemical re-
action with the nickel. A platinum cup and platinum wire
were substituted, and no further visible evidence of either
reaction or incomplete combustion were observed. To
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hLrther check for complete reaction, gas samples were
taken from several test runs after reaction was complete.
These samples were analyzed for nitrogen oxides by mass
spectral analysis. None were found; therefore, it was
assumed that reaction was complete. The mass-spectral
traces did, however, reveal the presence of hydrogen
chloride in the vapor phase. This was further substantiated
by titration of the HC1 solution from the calorimeter
bomb. In all cases, the titration indicated that the HC1
was not all aqueous. Thus, the final equation for calcu-
lation of the heat of formation must take the form:
N2H, (HC10,)1._3+ 5.72 H2--,N2(g)+1.93 x HC1 (aq)
+ 1.93(1-x)HCl(g) + 7.72 H20(1) ÷ _J4
(3)
where x is the percent HC1 in solution.
The importance of making this correction can be seen
from the relative heats of formation of the gaseous and
aqueous hydrogen chloride listed below. Based upon the
knowledge gained in these experiments, three valid com-
bustion runs were conducted. The _nal results are tabu-
lated in Table 3.
HCI(g) AHI = -- 21.97 kcal/mole
HCl(aq) M-Is = --39.52 kcal/mole
Table 3. Heat of formation of HP_
Parameter Run No.
Heat of combustion,
kcol/mole
Heat of formation,
kcal/mole
(uncorrected for HCI)
Percent HCI aqueous
(from titration)
Heat of formation
kcal/mole
(correctedas in Eq. [3])
Average heat of formation
1 2
527.6 526.1
--76.1 --77.6
85 82
--71.0 --71.5
3
526.9
--76.8
--71.4 kcal/mole"
The calculated heats of formation for hydrazinium diperchlorate
were based upon the following values for heats of formation of
hydrogen chloride and water:
HCI (g) A H! m --21.97 kcal/mole
HCI (aq) /_ H; = --39.52 kcal/mole
H2O (I) /_ Ht _ --68.32 kcal/mole
aThe Thlokol Chemical Corporation has calculated a value of --72.2 kcal/mole
for the heat of formation of HP2.
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Xl. Polymer Research
A. Processing of Polymers and
Poly(benzene) by Isostatic
(Hydrostatic) Pressing
G. K. Ostrum, D. D. Lawson, and J. D. Ingham
Poly(benzenes) have attracted considerable attention
because of their high temperature stability and high
radiation resistance. However, with the exception of the
lower members of the series, such as biphenyl, the ter-
phenyls, and quaterphenyls, these polymers are also
characterized by their extreme insolubility in common
solvents. This insolubility, in addition to their high melting
temperatures, prevents fabrication by the usual polymer
techniques and thus constitutes a major limitation in
their use. Recently we have adapted isostatic (hydrostatic)
pressing, 1a technique well known in the ceramic and pow-
der metallurgy fields, to the fabrication of poly(benzenes).
Preliminary results indicate that poly(benzenes) can now
be successfully fabricated in a variety of shapes and sizes
for use where high temperature and radiation resistance
and inherent lubricity of the poly(benzenes) are desirable
properties.
xWe prefer the term "isostatic pressing," since it connotes more
clearly the uniformity of the compacting pressure which is the
major feature of the process.
The method of isostatic pressing depends on the ability
of a pressurized liquid to transmit multidirectional com-
pacting pressure evenly on all surfaces of a flexible mold
enclosed in a pressure vessel. Isostatic pressing thus offers
the unique advantage of applying uniform pressure simul-
taneously from all directions and therefore has tremen-
dous potential for processing polymeric materials with
unique, desirable, and/or improved mechanical properties.
The procedure used for isostatic pressing is illustrated
in Figs. l(a), (b), (c) and (d), and a typical apparatus in
.Figs. 2 to 5. The powdered polymer (premixed with any
additives) is placed in a flexible plastic or rubber mold
[Fig. l(a)]. The mold, which is formed to support the
powder in the desired shape (with allowances being made
for shrinkage), is uniformly filled on a vibrating support.
It is then sealed to prevent entrance of the hydrostatic
fluid and evacuated to reduce the number of voids
created during filling, shown in Fig. l(b). The sample is
then ready for pressing [Fig. l(c)]. The mold is placed
in the isostatic press chamber (Figs. 2, 5) and the desired
pressure slowly applied and held for a specified time
period. The rubber mold clings tightly to the fabricated
item [Fig. l(d)] and is easily peeled back.
Five basic parameters determine the results obtained
by this process: the binder (if any), the powder, the void
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Fig. 1.  Technique for isostatic pressing with minimum inclusion of air Io) before evacuation (b) final evacuation 
(c) prepared mold (d) after pressing 
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content of the powder, the compacting pressure and the
pressure application rate, and the dwell period (length of
time the maximum applied pressure is maintained).
The binder requirement and the size and uniformity
of the powder depend on the nature of the material being
used. The elimination of voids is especially important,
since entrapped air may cause stress cracking or other
damage to the fabricated part after release of the compact-
ing pressure. Complete removal of air also helps maintain
straightness of the mold, gives more uniform compaction,
eliminates sagging of the mold when in a horizontal
position, causes the mold to cling tightly to the compresed
part after pressure release, and reduces the compression
ratio. Once the compression ratio is known, it then becomes
possible to fabricate intricate parts within tolerances of
desired dimensions without further machining. The ap-
plied compacting pressure may range from 5,000 to
100,000 psi or higher, again dependent on the material,
and to a lesser degree, on the desired properties of the
finished product. If the maximum pressure is reached too
quickly and the dwell time is too short, a soft cere may
result. The dwell time is important, since some materials
may require time to ensure maximum cempaetion. Vent-
ing can be rapid, provided that entrapped air is negligible.
In addition to the characteristic of applying even multi-
directional forces as indicated above, this technique offers
several other advantages. The following advantages have
been realized by isostatie pressing in the ceramic and
powder metallurgy industries and are expected to apply
to some extent, to the isostatic pressing of polymers:
(1) Uniform strength in all directions regardless of the
size of the compacted item_ This allows fabrication
of large parts where the cost of equipment for dry
pressing would be prohibitive.
(2) Uniform compaction regardless of the complexity of
the outer contour of the product. Hence, isostatie
pressing allows direct preparation of shapes un-
obtainable by mechanical pressing, being limited
only by the designing of the tooling.
(3) Minimization of voids and air pockets with con-
comitant uniform densities, as well as reduction of
internal stress concentrations usually formed in other
methods of forming. Hence, there is less tendency
for cracking and/or warping.
(4) Uniform compaction regardless of the length-to-
diameter ratio, since there is negligible friction to
produce pressure gradients as in conventional dry
pressing. The length-to-diameter ratio in conven-
tional uniaxial mechanical pressing is limited to
about 1.5:1.
(5) Low tooling cost because of the use of rubber and
plastic molds. Since the process can be made essen-
tially automatic, highly skilled operators are not
required.
(6) Safe pressing of hazardous, exotic, or expensive
materials with minimum scrap losses.
Items (1) to (4) provide the greatest potential areas
of improvements for the application of isostatic pressing
to the fabrication of intractable polymers.
It should be pointed out that, in certain cases, isostatic
pressing may also have certain advantages for processing
more tractable polymers for unique configurations such
as advanced expulsion bladders or complex piece parts.
Preliminary results obtained in our laboratory show
that isostatic pressing can be applied to the fabrication
of highly insoluble friable polymers, such as the poly-
(benzenes), which ordinarily cannot be fabricated except
by the application of high pressure and heat.
Finely powdered poly(benzene) has been successfully
compacted by isostatic pressing at room temperature,
using a pressure of 100,000 psi. The physical and mechan-
ical properties of the resulting samples are summarized in
Tables 1--8 and .Fig. 6. Electrical properties are shown
in Table 4. Although the hard, dense material which
results has tensile properties less than those which might
be desirable, r.ne" protauctl ' ua_'....... ex_,_,_"...... -._.,,_o_,L:--a"l"""and
its properties are more than adequate for some applica-
tions. The chemical inertness of this material is indicated
Table 1. Mechanical properties of poly(benzene)
isostatically pressed to 100,000 psi at room temperature
with a dwell time of 2 rain
Mechanical property Results Method
Hardness, Shore D
Specific gravity, 22"C
Compressive strength
modulus
Tensile strength
elongation
modulus
Coefficient of linear
expansion
75 (avg)
1.240 (avg)
9050 psi (avg)
0.304 X 10 e psi (avg)
2060 psi (avg)
10.8% (avg)
22,200 psi (avg)
3X 10 4
ASTM D1706
ASTM D792
ASTM D695
ASTM D1708,
modified
ASTM D696,
modified
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Table 2. Chemical analysis a of poly(benzene) before
and after isostatic pressing at 100,000 psi
with dwell time of 2 min
Sample
Poly(benzene)
!;_;tatlcally pressed
poly(benzene)
93.86
93.99
93.51
93.64
5.42
5.36
5.50
5.44
CI
Trace )
Trace _
0.17 _
0.24 =
=Analyses by 5pang Microanalytical Laboratory, Ann Arbor, Michigan.
b 0.48o,_ ash
c No ash
Table 3. Compatibility of isostatically pressed
poly(benzene) with monomethyl hydrazine, 310°F
for four days, under nitrogen at 810 psi
Characteristics Before After
Weight increase -- 0.26%
Hardness, Shore D 75 74
Appearance -- No change
by its resistance to monomethyl hydrazine at 310°F for
four days (Table 3). The data in Fig. 6 show that there
are no density gradients along an isostatically pressed
rod of poly(benzene). The hardness of the end pieces of
the rod appears to be slightly greater than that of the
center pieces. Altering the processing conditions by
heating while pressing or increasing the dwell time may
eliminate this minor hardness gradient.
Studies presently under way in our laboratory are
designed to: (1) determine optimum conditions for iso-
static pressing of poly(benzenes); (2) determine the
gradation of mechanical properties as a function of pro-
cessing conditions; (3) determine the effect of added
binders, plasticizers, etc.; (4) determine the effect of
Table 4. Electrical properties a of isostatically
pressed poly(benzene)
Sample
number
Thickness,
in.
0.051
0.060
0.063
0.068
0.069
0.073
0.083
Dielectric
strength,
v/rail
740
620
740
690
690
640
600
Volume
resistivity,
ohm-cm
1.1 X 10"
1.9 X 101°
2.6 X 10 ,5
3.2 X 10 ,5
2.5 X 10 _s
2.4 X 1015
2.8 X 1015
Surface
resistivity,
ohms
1.4 X 10 le
3.7 X 1015
1.3 X 10 le
7.9 X 10 s5
1.2 X 10 _6
2.8 X 10 _s
7.4 X 10 _
Average 0.067 675 2.4 X 1015 8.7 X 101_
aASTM D256
P
N
(M
I-- 1.25
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>.-
I.-
1.24
n,-
(.9
¢J 1.23
h
0
UJ
_ 1.22
1.21
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1.26
0 I 2 3
/
/
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Fig. 6. Hardness and specific gravity distribution
of isostatically pressed poly(benzene)
heating during pressing; and (5) further examine the
potential utility for numerous practical applications of
other polymer systems.
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Xll. Propulsion Research and Advanced Concepts
A. Liquid MHD Power
Conversion
D. Eiiiott, D. Cerini, L. Hays, and E. Weinberg
The long lifetimes required of electric-propulsion
power plants make cycles without rotating components
attractive. Such a cycle under investigation at JPL is the
liquid-metal magnetohydrodynamic system shown sche-
matically in Fig. 1. In this cycle a fluid, such as cesium,
circulates in the vapor loop and causes a liquid metal,
such as lithium, to circulate through an MHD generator
in the liquid loop. The cesium leaves the radiator (or
radiator-loop condenser) as condensate, flows through an
electromagnetic pump and regenerative heat exchanger
to the nozzle, vaporizes on contact with the lithium,
atomizes and accelerates the lithium in the nozzle, sep-
arates from the lithium in the separator, and returns to
the radiator through the regenerative heat exchanger.
The lithium leaves the separator at high velocity (typi-
cally, 500 h/see), decelerates through the production of
electric power on the MHD generator, and leaves the
generator with sufllcient velocity (typically 300 h/see) to
return through a diffuser to the reactor (or reactor-loop
heat exchanger) where the lithium is reheated.
Experiments have begun on AC power generation, and
a lithium loop is in operation for evaluating erosion re-
sistance of refractory materials at 2000°F. A 70°F NaK-
nitrogen conversion system is under construction.
VAPOR LOOP
REGENERATIVEHEAT EXCHANGER
I-in
LIQUID LOOP
Fig. 1. Liquid MHD power conversion system
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1. AC Generator
The stator blocks for the second 5-kw generator were
wound, using thicker insulation than before, and a new
inlet nozzle and exit block were cast from epoxy resin.
Testing of the second generator is scheduled for May.
Following the empty-channel AC tests, in which over-
heating and distortion of the slot plugs and nylon blocks
had occurred, the first generator was reassembled with
epoxy resin replacing the slot plugs and filling the gaps
between the stator blocks and nylon blocks. After these
repairs, excitation was applied at 25 amp/phase, and the
search coil spanning the upstream half of the generator
showed 1870-gauss peak field instead of the 1860 gauss
previously measured, indicating shorting of some coil
turns. The generator was installed in the NaK system, and
NaK was supplied at pressures and flow rates up to
800 psi and 13 lb/sec, respectively, with no damage to
the generator. Above 800 psi, NaK leaked into the hous-
ing at i to 2 lb/sec. Excitation was applied at 900 cps and
25 amp/phase while the NaK flow rate was 4 lb/sec
(5-kw output requires 1200 cps, 115 amp/phase, and
15 lb/sec). The search coil then read only 800 gauss peak
field, indicating further shorting of coils. The currents
were adjusted for equal field contribution from each
phase at the search coil position, but the required Phase A
current was 50 amp with only 25-amp B and C currents,
indicating major shorting of Phase A coils and little pos-
sibility of a uniform traveling wave. A pumping effect of
1 to 4 psi (10 to 11 psi pressure drop with excitation and
12 to 14 psi without) was observed, compared with
2.5-psi theoretical for the 1000-gauss field indicated by
search coil.
The mineral-oil cooling circuit, AC exciter, NaK feed
system, and instrumentation all operated properly, and
no changes are needed for the second test series.
2. NaK-Nitrogen Conversion System
Analysis of the 50-kw generator was completed. The
predicted performance of the traveling wave region is
ll2-kw fluid input power, 19-kw friction loss, 12-kw
fluid ohmic heating loss, 24-kw winding power, 57-kw
output power, and 50% efficiency. With 40 turns per coil
the output at these conditions is 600 v/phase (6 phases)
at 575 cps. Capacitor current is 90 amp/phase and
load current is 16 amp/phase.
The major uncertainty is in the compensating-pole
loss. With 80 vanes the calculated eddy-current loss
would extract 18 kw from the fluid. Vane tests with water
and nitrogen are scheduled for August to determine the
vane friction.
3. High-Temperature Tests
Operation of the lithium erosion test loop described in
SPS 37-35, Vol. IV was initiated..Fig. 2 shows the final
installation prior to testing. The purpose of the loop is to
investigate the effects of high-velocity impingement of
liquid lithium on possible seParator materials. The test
materials initially placed in the loop are Cb-l%Zr,
W-2%ThO_, TaC, TiC, and ZrC. The specimens were
fabricated in the form of wedges and mounted down-
stream of a pair of flow nozzles as shown in Fig. 3. The
jets of lithium from the nozzles impinge at an included
angle of 60 deg to form lithium droplets, which strike
the wedges. The lithium feed pressure is provided by a
helical induction electromagnetic pump. Design condi-
tions are a velocity of 250 ft/sec and a temperature of
2000°F. A schematic of the test loop is shown in Fig. 4.
The loop was operated for 45 hr, until a leak in a
vacuum chamber fitting required a shutdown. During the
run a maximum lithium temperature of 1700°F was
attained at a maximum flow rate of approximately
7.2 gal/min, corresponding to a lithium jet velocity of
115 ft/sec.
Fig. 5 is a photograph of the test section, pump inlet
line and vacuum line during operation. The 7.2 gal/min
was determined from the pressure drop across the flow
nozzle, assuming single-phase liquid flow, and this value
compares reasonably well with the electromagnetic flow-
meter indication of 5.6 gal/min, based on calculated
flowmeter voltage versus flow. The exact value of flow
rate is uncertain, due to the possibility of argon entrain-
ment in the lithium. Oscillations in the pressure and flow
readings of 5 to 10% were observed. The pump pressure
was half of the predicted value, indicating that the loop
may have been incompletely filled with lithium and was
operating with periodic entrainment of argon in the pump
inlet line. Fig. 6 shows typical oscillations of pressure
observed during operation. In addition to the slow vari-
ation, several rapid changes in pressure can also be seen.
A surface oxide layer on the loop was produced by the
leak. The layer can be removed by grit-blasting with
alumina power, since preliminary inspection shows it to
be less than a mil in thickness. The leak was caused by
local overheating of a copper gasket, and modifications
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Fig. 2. lithium erosion test facility 
FLOW NOZZLE (0.1095-in. D) 
TARGON AND VACUUM LINE PRESSURE TAPS-,, 
EROSION SPECIMENS in L
L 
NORMAL LITHIUM LEVEL 
PUMP INLET LINE UP 
Fig. 3. Schematic of lithium erosion test section 
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Fig. 6. Lithium loop pressures as a function of time
are being made to provide adequate cooling for that area.
Changes will also be made to ensure a complete lithium
fill during the next test, so that pump performance can
be accurately evaluated.
B. 50-kwe Nuclear System
Cycle Comparison
J. P. Davis
Previous mission studies at JPL (Refs. 1 and 2) have
shown that a nuclear-powered electric propulsion system
in the specific weight range of 40 to 60 lb/kwe and
104 full-power hours operating life, delivering 50 kwe to
an ion engine, is a system of high potential interest for un-
manned spacecraft application. The achievement of this
specific weight range at this relatively low power level
in a realistic design is rather uncertain. A study has been
recently initiated to analyze the potential of nuclear
systems to attain this goal. In particular, it is desired to
compare the various nuclear cycle concepts as applied
to this power range with regard to reactor, shielding,
conversion machinery, radiator, and power conditioning
requirements. The initial phases of this study are reported
herein.
The major difficulty in attempting to compare various
cycle concepts, i.e., Rankine, Brayton, or thermionic, lies
in the formulation of a "consistent" set of basic limita-
tions for fuel, structure, rotating machinery., etc., and
equivalent core fuels and geometric arrangement to the
maximum extent possible. It is extremely ditficult to
make meaningful weight comparisons among various
cycles, even on a relative basis, from the many detailed
studies reported in the literature. Invariably, the choices
of fuel, core geometry, temperature limitations, armor
criteria, design conservatism, and general state-of-the-art
optimism or pessimism, totally cloud relative design
comparisons.
The study, which is just beginning, will be by no
means detailed or sophisticated. What is hoped to be
accomplished, however, is a useful relative comparison
between the basic conversion cycles at 50 kwe, using a
consistent set of design constraints. The real design lim-
itations are unknown at this time and will probably
remain unknown for a long time to come. For the present,
values have been selected based on equivalent exten-
sions of current technology. The cycles selected are in
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their most elementary useful form, except that in the
Rankine cycle core boiling is not permitted, and in
the Brayton cycle a high degree of recuperation is re-
quired to make it at all competitive. The Rankine cycle
is two-loop and the Brayton and thermionie cycles are
single-loop. A separate radiator loop could be added to
any of the cycles at some weight penalty (not identical
for all cycles).
The basic design constraints imposed are as follows:
(i)Nuclear fuel. Porous ventable UC-ZrC alloy fuel
with maximum temperatures capability of 3400°F
for < 1 atom % burnup.
(9,)Fuel clad. When required (thermionic and Bray-
ton cycles), tungsten with maximum temperature
capability of 3400°F for 1% creep in 104 hr at
2 X 103 psi mechanical stress.
(3) Structural material. When required (Brayton cycle),
TZC with maximum temperature capability of
2500°F for 1% creep in 10' hr at 5X 103 psi
mechanical stress.
(4) Alkali metal turbine. 1900°F temperature limit at
turbine inlet.
(5) Gas turbine. 2500°F temperature limit at turbine
inlet.
(6) Radiator. Materials of minimum weight consistent
with radiator temperatures for each cycle.
In addition to the three basic cycles a low-temperature
NaK-stainless steel thermionic system is being investigated
which offers potentially lower cost for ground test and
development at some weight penalty. For this system the
maximum stainless steel temperature is 1400°F.
Listed in Tables 1 and 2 are the first estimates of cycle
parameters for 50-kwe-conditioned net electric power
delivered to an electric propulsion device. The cycles have
been preliminarily optimized for minimum radiator area.
Table 1. Cycle temperatures
Cycle
Brayton
Rankine
Thermionic
Thermionic 8S
Coolant
Argon
Lithium
(primary)
Potassium
(secondary)
Lithium
NaK-78
Reactor Reactor Radiator Radiator
outlet inlet inlet outlet
temper- temper- tempera- tempera-
ture, OF ature, °F ture, °F ture, °F
2500 1650 1030 410
2050 1950 1200 1200
1750 1700 1750 1700
1350 1200 1350 1200
C. Minimum-Weight Radiator
Systems for 50-kwe Nuclear
System Cycles
J. Volkoff
For a preliminary comparison study of the 50-kwe net
power nuclear system cycles discussed in the preceding
article, various minimum-weight heat-rejection radiator
systems have been determined. The cycles studied are
the Brayton, Rankine, thermionic (1725°F), and ther-
mionic (1275°F) cycles. The design parameters used for
each cycle are listed in Tables 3 and 4.
Cycle
Brayton
Rankine
Thermionlc
Thermonic SS
Table 2. Cycle efficiencies _ and heat leads (50-kwe net electric)
11(Mechanical )
0.85 turbine,
0.80 compressor
0.75 turbine
0.80 (20% diode failure)
0.80 (20°/. diode failure)
"q( Cycle
including
mechanical )
0.260
0.211
0.096
0.105
(Alternator)
0.9
0.9
m
"1/( Condition-
ing )
0.90
0.90
0.85
0.85
_(Hotel) _(Net)
0.95 0.200
0.95 0.162
0.95 0.078
0.90 0.080
Core
Fission,
transport,
kw kw
250 250
308 308
645 582
621 556
Radiator
dump,
kw
185
243
582
556
i
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Table3. Radiator system design parameters
Cycles
_ra_n
Rankine
Thermionic (17250F)
Thermionic (12750F)
Coolant
Argon
NaK-78"
Li
NaK-78
Heat
rejection,
kw
185
243
582
556
Radiator coolant
temperatures, °F
Inlet Outlet
1030 410
1250 1150
1750 1700
1350 1200
aNoK-78 was used m the working fluid In the pmliminan/ radiator design study
because the computer program presently cknigns a reactor system which uses a
slngle*phase coolant.
Table 4. Radiator system materials
Cycle
Broyton
Rankine
Thermionic ( 17250F
Thermionic ( i 275°F)
System
symbol
AI
Be
CbBe
CbAI
CbCu
CbBe
Cb
CbCu
SSBe
55Cu
Radiator materials
Tube
Armor Fin
liner
Aluminum
Beryllium
Columbium
Columbium
Columblum
Columbium
Columbium
Columbium
Stainless
steel
Stainless
steel
Aluminum
Beryllium
Columbium
Columbium
Copper
Beryllium
Columbium
Copper
Beryllium
Copper
Aluminum
Beryllium
Beryllium
Aluminum
Copper
Beryllium
Columbium
Copper
Beryllium
Copper
SUPPLY
HEADER
ARMOR
FIN
I
PANEL ELEMENT
A--A
RETURN
HEADER
\PANELJ'
Fig. 7. Two-panel configuration for a radiator
system
for a near-Earth orbital mission. The tube element is
designed so that its configuration results in a minimum
weight for a given tube inside diameter. This may also be
described as that configuration which rejects the maxi-
mum heat per unit weight. The net hemispherical emit-
tance for the radiating surfaces was assumed to be 0.90.
The design of the radiator system was determined by
using the JPL computer program number M091 (Ref. 4).
1. Description
The two heat-rejection radiator systems selected for
each cycle may each be described as a two-panel system
shown by Fig. 7. This system incorporates a supply
header, adjacent radiator panels composed of finned-tube
elements, and return headers. The headers and tubes
have armor designed to provide the probability of no
penetration damage P_0_ specified in Figs. 8 to 11. The
meteoroid environment for a Jupiter orbital mission (833
days) is used (Ref. 3). The armor protection requirement
for this mission is estimated to be 0.43 of that required
2. Results
The radiator systems for each cycle employ materials
as specified in Table 3. The results for the radiator sys-
tems for each cycle are shown in Figs. 8 to 11 as total
systems weight W as a [unction of total system fluid
pressure drop txP for various probabilities of no mete-
oroidal penetration damage and material combinations.
The coolant weight in the radiator system was not in-
cluded in these results, since it is nearly constant for all
the systems for each cycle. The coolant inventory, coolant
pump system, support elements, and controls were also
not included in this preliminary phase of the study.
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D. Launch Vehicles for Use With
Solar-Electric Propulsion
Spacecraft
R. Womock
1. Introduction
Studies during the past year to determine the feasibility
of a solar-powered electric propulsion spacecraft concept
have resulted in the following conclusions:
(1) Solar-array configurations for providing up to
50 kwe power and having specific weights of less
than 50 lb/kwe are potentially achievable, based on
presently available components and existing engi-
neering technology (Ref. 5).
(2) Solar electric propulsion spacecraft (SEPS) are con-
ceptually possible, and SEPS missions are poten-
tially more attractive than all-chemical spacecraft
missions on both a performance and cost effective-
ness basis (Ref. 6).
Further studies are now in progress to refine the mission
analyses, evaluate the detailed engineering problem areas,
and consider the many possible means of mechanization
of spacecraft subsystems.
The mission studies which are being made are based on
the use of particular launch vehicles under consideration.
This article summarizes the SEPS capabilities of the
selected vehicles.
2. Mission Constraints
Results of preliminary analyses of solar-electric propul-
sion missions indicate that for the range of missions which
appear desirable, maximum power levels of 5 to 74 kwe
and maximum SEPS specific power of 4 w/lb of space-
craft at these power levels are required. Maximum total
SEPS weight over the range of 1,200 to 20,000 lb is there-
fore indicated.
Large-area solar arrays are required to meet the above
power constraints (estimated to be 500 to 7400 ft z total
area). As a result, launch vehicle selection is strongly
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influenced by the payload envelope available for these
large-area arrays. This envelope must not impose such
requirements that severe structural modifications to the
launch vehicle itself are necessary.
Four launch vehicles selected to meet the above solar
array envelope requirements with the mission payload
constraints are summarized in Table 5. Brief descriptions
of these four vehicles, as well as more detailed perform-
ante information, are presented in the next section. For
each launch vehicle, gross payload We as a function of the
vis-viva injection energy Ca is presented
where
We is the total spacecraft mass, including spacecraft
adapter requirements (support structure, sep-
aration joint, and associated equipment)
and
Ca is twice the orbital energy per unit mass,
(kin/see) 2
Table 5. Performance of selected launch vehicles
(Earth escape)
Vehicle
SLV-3A/Ageno
SLV-3C / Ceataur
Titan III-E
Saturn lB/$fiP$
(Saturn IB/Zero Stage)
Delivered
weight, Ib
1,240
2,825
6,400
20,000
Shroud
Mariner IV
Modified OAO
Modified basic
Voyager-type
Maximum
expected
SEPS power,
kwo
5
12
25
ETR launch at a 90-deg launch azimuth into an initial
100-nm parking orbit is assumed throughout, except that
for the Saturn IB/Zero Stage (vehicle configuration com-
posed of a Saturn IB vehicle with four strap-on solid
rocket motors) no parking orbit is possible, because its
second stage (S-IVB) presently has no restart capability.
Therefore, direct injection of payloads to escape is neees-
sa W in using this vehicle. A restartable S-IVB stage is in
development, but its performance is not accurately speci-
fied at this time.
3. Performance Estimates of Selected
Launch Vehicles
a. Atlas SLY_3A/Agena_ The Atlas SLV-3A/Agena is
the smallest of the launch vehicles selected, to be used
for the lower powered SEPS missions, viz., those requiring
up to approximately 5 kwe.
The first stage of this vehicle, the SLV-3A, is an uprated
standardized version of the 10-ft-D Atlas SLV-3, tapering
in the forward section to a 5 ft-D mating ring, and de-
signed primarily for use with the Agena upper stage.
Total SLV-3A tank length is 117 in. longer than that of
SLV-3, increasing useable propellants by approximately
48,000 lb. Modifications to the MA-5 engine system have
increased booster engine thrust from 165,000 to 168,000 lb
and sustainer engine thrust from 57,000 to 58,000 lb. Perti-
nent data for the SLV-3A and Agena stages are tabulated
in Ref. 7.
Estimated performance of the SLV-3A/Agena launch
vehicle is illustrated in Fig. 12. For launch other than due
East, a payload decrement of approximately 20 to 30 lb
can be assumed.
Performance is based upon use of the Mariner IV
shroud, as shown in Fig. 13. Total shroud weight is ap-
proximately 340 lb. Shroud ejection is assumed to occur
t_
O
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2- GROSS PAYLOADS INCLUDE SPACECRAFT
ADAPTERS
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Fig. 12. Payload capabilities of selected launch
vehicles for use with solar-electric
propulsion spacecraft
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Fig. 13. Solar-powered electric propulsion spacecraft in Mariner IV Atlas/Agena shroud
sometime between SLV-3A burnout and Agena ignition.
Dead weight/payload tradeoff ratio is assumed to be
approximately 10/1.
b. Atlas SLV-3C/Centaur. The Atlas SLV-3C/Centaur
is selected as the launch vehicle to provide the capability
to launch the next larger family of SEPS spacecraft be-
yond the capability of the SLV-3A/Agena. Maximum
power levels up to 12 kwe can be accommodated with
this vehicle.
The first stage of this vehicle, the SLV-3C, is the up-
rated standardized version of the constant 10-ft-D Atlas
LV-3C used to launch the Centaur upperstage. The
SLV-3C tank length is 51 in. longer than the LV-3C,
increasing useable propellants by approximately 21,000 lb.
Modifications of the MA-5 booster and sustainer engines
are the same as for the SLV-3A. Pertinent data for the
SLV-3C and Centaur are presented in Ref. 7.
Estimated SLV-3C/Centaur performance for use with
SEPS is shown in Fig. 12. For launch into other than due
East a payload decrement of approximately 40 lb can be
assumed. Utilization of a 90-nm parking orbit would allow
a payload increase of approximately 20 lb, while a ll0-nm
parking orbit would result in a decrement of 20 lb.
The performance of this vehicle is based upon the use
of a modified OAO shroud as illustrated in Fig. 14. Total
fairing is approximately 1850 lb, excluding any aerody-
namic coating required for reduction of aerodynamic
heating. It is assumed that the shroud is ejected at about
300,000 ft altitude, and that the dead weight/payload
ratio is approximately 10/1. Weight differential for the
cylindrical section of the shroud is about 5.4 ]b/in.
SOLAR ARRAY L 165 in.
(1200 ft2) "--_ _-- I --_L
Fig. 14. Modified OAO fairing for Atlas SLV-3C/Centaur launch vehicle
--F
10.26-ft D
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c. Titan III-E. The Titan III-E is selected for use with
SEPS having power requirements greater than 12 kwe.
Maximum capability is assumed to be approximately
25 kwe, based on the constraints discussed below.
This vehicle is similar to the Titan HI-C (for a descrip-
tion of Titan III-C see Ref. 8), the difference being that
seven-segment 120-in. solid strap-on motors (termed the
"Zero-Stage') are used instead of the five-segment motors
used in Titan IH-C. Estimated thrust from the zero-stage
is about 3.0 X 10_ lb. Estimated thrust from the other
three stages are 522,000 lb from Stage 1, 101,000 lb from
Stage 2, and 16,000 lb from Stage 3 (transtage). A 15:1
expansion ratio of first-stage engines is assumed. Basic
vehicle diameter is 10 ft.
Estimated performance of the Titan III-E for use with
SEPS is shown in Fig. 12. For launch other than due
East, approximately a 40-1b decrement can be assumed.
The shroud utilized for SEPS is 13 ft in diameter to
allow for a "hammerhead" payload envelope, as shown in
Fig. 15. This size envelope, which is needed in order to
stow the solar arrays for a 25-1cwe SEPS, is assumed to be
reasonable and should not cause significant structural
modifications of the hunch vehicle. Since verification
testing of a large diameter shroud for Titan has not yet
been completed by the development agency, a total decre-
ment of 1100 lb (believed to be conservative) from the
capability of the Titan HI-E with the basic 10-ft shroud
has been assumed.
The interface attachment between the launch vehicle
and spacecraft is a 10-ft-D circular ring containing holes
for bolt attachment and shear pin ties. Due to the develop-
mental nature of this launch vehicle, detailed parametric
information is unavailable.
d. Saturn IB (SEPS). Development of a launch vehicle
based on the Saturn IB is not programmed at this early
date, but is required for a number of the SEPS missions.
As indicated earlier in this article, Earth-escape pay-
loads up to approximately 20,000 lb may be desired for
advanced SEPS missions. A spacecraft power level of
74 kwe requires a large-diameter shroud, typical of the
Saturn-class vehicles, in order that the large-area solar
arrays may be packaged.
A proposed launch vehicle which appears to meet the
advanced SEPS requirements is a minimum configura-
tion of the Saturn IB/Zero Stage. The Saturn IB consists
of an S-IB stage having a thrust of about 1.6 X 10_ lb and
an S-IVB stage having a thrust of about 200,000 lb (vat).
The diameter of the last stage is 260 in. It should be under-
stood that this vehicle is used only as example of the type
useful for the advanced mission. To allow for potential con-
siderations of alternate vehicles, the designation Saturn IB
(SEPS) is a more general classification of the vehicle.
Estimated performance of the Saturn IB (SEPS) is
shown in Fig. 12. A Voyager-type nose fairing having a
7-ft cylindrical extension (Fig. 16) has been assumed in
the performance. Total fairing weight is estimated at
3000 lb, excluding any external coatings which might be
provided to reduce aerodynamic heating. Shroud ejection
is assumed to occur at 350,000 ft altitude, with a dead
weight payload tradeoff ratio estimated at 10/1.
SOLAR ARRAY
2500
!
L.
! i
IO-ft D
15-ft D
Fig. 15. Solar-powered electric propulsion spacecraft in hammerhead Titan III-E shroud
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Fig. 16. Solar-powered electric propulsion spacecraft in extended Saturn IB shroud
E. Investigation of an Application
of the Method of Extension to
the Point Kinetics Equations
in Reactor Theory
H. Gronroos
1. Introduction
A range of physical phenomena have a "boundary
layer" type of behavior in which the state variable
abruptly changes value near the boundaries of its confine-
ment. In the analytical formulation of such phenomena,
the highest order derivative in the independent variable
is multiplied by a small parameter. Higher order differ-
ential equations can be reduced to a system of first-order
equations and thus often simplified.
Even if the system of equations under consideration
can be solved exactly, it may be convenient to look for
accurate approximate solutions. Typical examples arise
in formulations for analog or digital computer applica-
tion. Other cases arise in hand calculations made to
determine the general behavior and to develop an under-
standing of the situation. Usually, and in particular if
the equations are nonlinear, solutions cannot be found
analytically.
If the system equations contain a small parameter, it
seems natural to look for approximate solutions by direct
expansion, i.e.,
x(t) = xo(t) + _ xl(t) + E2 x2(t) + "" (1)
x(t) = state variable
t = independent variable
= small parameter
The expansion [Eq. (1)] is substituted into the expres-
sion for the state variable and terms of equal power in E
are equated. In many cases this method fails to give a
uniform expansion, i.e., the higher order terms eventually
overpower the lower order ones. Thus an approximation
including the first and second term of the expansion
[Eq. (1)] may be valid only in a small domain, and that
domain is not necessarily of main interest.
G. Sandri has presented an expansion method, called
the "method of extension," that makes an expansion in a
small parameter uniform and also allows the initial con-
ditions to be satisfied (Refs. 9-12). Ref. 12 contains a
simple explanation of the method.
In this note the method of extension is applied to the
point kinetic equations in reactor theory. The listed
references should be consulted for a detailed account of
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the mathematical background. The aim here is merely to
present an application and to show how this develop-
ment ties in with previously formulated approximations.
The considerations below are part of an extended
analog computer study of thermionic reactor transients.
In space powerplant applications such a reactor operates
in the fast neutron energy regime, and therefore the
prompt neutron generation time is very short--of the
order of 10 -5 to 10 -7 sec. This introduces considerable
difficulties in scaling the analog computer, since the rime
region of interest in the study of overall plant charac-
teristics is of the order of seconds. An approximation is
needed that is accurate on this time scale and which
properly accounts for the initial behavior. The approxi-
marion that, under normal operating conditions, accom-
plishes this is known as the "prompt jump approximation."
It fails, however, ff prompt criticality is reached, and, in
general, gives poor results for larger positive (but less
than prompt critical) reactivity insertions. The method of
extension offers an analytical technique that, in principle,
leads to a single expression bridging the various domains
of interest without having to match the expansions (viz.,
method of asymptotic expansion [Ref. 13]).
2. The Point Kinetics Equations
The point kinetics equations are in the prompt genera-
tion time formulation and for the source-free case (Refs.
14, 15):
bn( t.____) 6
= n(t) + _, Xi c,(t) (2)
_4t i _
u_, i=i
_c,(t) _ fli n(t)
_t A* - -- )t, c,(t) ; i = 1,.-., 6, (3)
where
n(t) = neutron density
p(t) = reactivity
ci = delayed neutron precursor density in group i
)t_ = decay constant for group i delayed neutron pre-
cursors
fl_ = fraction of group i delayed neutron precursors
bern at fission
= total fraction of delayed neutron precursors
born at fission
= prompt neutron generation time
t = time variable
The boundary conditions are for delayed criticality
and for normalized neutron density
and
n(O) = 1 (4)
_c_(0)
_t -- 0. (5)
These equations imply separability of the space and
time variables. This is an acceptable approximation for
an operating small fast reactor.
The solutions for a moderate positive and negative step
reactivity input at time t = 0 are shown in Fig. 17 for two
time scales on the abscissa. The prompt jump character
of the resolutions is evident. In general, setting the time
derivative equal to zero in expression [Eq. (21)] implies
that the neutron density instantaneously follows re-
activity variations. Thus one is immediately led to an
estimate of the prompt jump
_(+0) _ 1
n(-- O) [ 1 ¥_ p( + 0)_+]'
p(+o)+ > o
p(+0)_<0. (6)
1.4
>_ 1.2
Z
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Fig. 17. Illustration of prompt jump character of neutron
flux change after a step reactivity input
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D
For step reactivity inputs, the solution to the system
Eqs. (2) and (3) is readily found. It is of the form (Ref. 14):
n(t) = 2 A, e'. t (7)
The general behavior of the solution after the prompt
jump follows an exponential curve corresponding to the
largest algebraic root for the characteristic determinant.
Solutions to kinetic equations cannot be found for
time-varying reactivities. Various methods have been
developed to find approximate solutions, all of them
directly or indirectly making use of the smallness of the
prompt generation time A*. The calculations are cumber-
some, and computerized evaluations are customary. But,
as mentioned, practical considerations in computer appli-
cations still require an advance knowledge of what kind
of solutions are to be expected. This makes analytical
estimates necessary, which, in turn, usually simplify the
programming.
distributional product P(t) • N(t) exists by the require-
ment that at least N(t) is a regular distribution (Ref. 16).
The derivative O/Ot must be replaced by the distribu-
tional derivative. This does not, in this case, change the
form of Eqs. (5) and (6). Considering reactivity changes
at t = 0, Op/_t becomes
[_e/ot] + [e(t+0)- e(t-0)]. 8(t)
= Po" 8(t) for Po step, (14)
= OP/Ot for p(+0) = 0. (15)
The final form of the governing equations is
0N
A --_ = [P(t) -- lJN(t) + _ X, Cs(t),
S=I
(16)
0Ci
_t -- as N(t) -- As C,(t). (17)
3. Extension of the Kinetics Equations
It is convenient to adopt, instead of Eqs. (2) and (3), a
formulation relating the state variables p(t) and ci(t) to
the parameters B and A*. Define
p(t)/B-_- p(t) (8)
= reactivity in $ units,
A*/B -- A, (9)
6
BJ3 _ a_ _ _ a_ = 1, (10)
i=l
A c,(t) ------c_ (t). (11)
This gives the following equations:
A On(t)Ot = [p(t)- 1]n(t) + As c', (t),
i=1
(12)
Oc_ (t) = a, n(t) -- X, c; (t). (13)
_t
Let N(t), C_(t) and e(t) be the distributions equal to
n(t), c_(t) and p(t), respectively, for t_>0 and equal to
n(-0), c_(-0) and p(-0), respectively, for t<0. The
The boundary condition [Eq. (4) and (5)] imply on
t=0:
N(0) = 1, (18)
0N(0) _ p(0) initial slope on t = 0 ff
0t A P(0)¢0 (reactivity step), (19)
Cs(0) = as/xs, (20)
_cs(o) _.
_t v (zl)
P(t) = 0 for t < 0. (22)
4. Extension of the Time Variable
Define a time variable
T(s) -- t (23)
dependent on a parameter s in some, as yet, unspecified
manner. This will be what Sandri (Ref. 12) calls the
"superclock" variable. It will have the property of making
the original set of equations as function of T(s) coincide
with the set corresponding to the extended state variables
(the induction theorem). This device must be applied
here instead of a direct extension of the time variable t,
since the reactivity is not given explicitly.
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The definition [Eq. (28)] leads to the following set of
equations:
A ON(T) {as -- [P(T) -- 1IN(T) i=, ) as
- C,'--" aT
aC,(T) _--- {a, N(T) -- A, (I"))-_sas
(24)
(25)
Extend the domain {s} and call t,, the variables that
parametrize the extension of {s}. The extended space is
thus the M-tuplet
t = {to, tl, ts,-'-, tx} (26)
with the requirement that along the trajectories
t, = t,(s) (27)
the original dependent variables N(t), Ci(t) and P(t) are
recovered.
After some experimentation one finds that it is conven-
ient to choose the following trajectories for the extended
{s}:
to = s,t, = As, t2 = A2s,...,t, = A's. (28)
The specific form of T = T(s),_T = T (to, tl, "", t.) is left
open.
N(T) and Ci(T) are expanded in powers of A thus:
N(.T) = No(T) + A_N,(T) + A s_N2(T) + -.-, (29)
_C,(T) = _C,o(_.) + A C,I(T) + A s C,2(T) + .--.
(SO)
Again, since P(T) is not given explicitly, ._T is not
expanded. The boundary eonditiom are:
(81)_N [r(0, o,..., o)] = 1,
ac_, [_r(o,o,..., o)] = o.
aT
The derivative becomes on the trajectory
:
"_8 trajectory k=O k=O\ate dS/trajectory = _ As
(82)
(88)
Substitution of the above development into the expres-
sions for the state variables gives the following:
a A2 a )+A-_+ -_+.-. (_No+A_NI+A2_N2+ ...)
= {[_P(T) -- 1]. [No + A-NI + A2N2 +'"]
+Ex'[_C,o+AC-+A _C,,+-'' aT +A a_T aTi=, - - " at, +A2-_2 + "'"
a A2 a )+A-_ + -_+.-. (_C,o+A_C,I+AS_C,2+...)
= {a, [_No + AN_, + A 2_N2 +"']
). Ja_T__TA .2aT }
- X, [_C,o + A_C. + Az_C,, + ""] [ to atx _- a _- + ..- ,
N(0) = 1
a_c,(o)/aZ= 0
(34)
(_)
(86)
Two choices were made: the extension [Eq. (26)] and the
trajectories [Eq. (28)]. The particular selections made
were governed by experience and the need to find expan-
sions with a simpler dependence on A than that of the
original equation. The known smallness of A motivated
expansion in the powers of A.
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5. Solving the Extended Equations
The next step is to solve Eqs. (34) and (35). This is done
in the usual manner by equating terms in equal powers
of A.
The truncation of the expansion depends, of course, on
the particular objective in mind.
6. Order A °
Taking the zeroth order terms in A in the system
Eqs. (34) and (35) yields:
0 = [._P(_.T)- 1] _No + X, C,o "_"_'o' (87)
i=1
Oto - a,_No--h,C,o -_-o"
Eq. (38) implies
_C_0 _
- a,_No- h, C,o
i
and from Eq. (37) follows
1:1 + E _o(rv) 8(T-T,),
--No= _P(_T)- 1 , - - -
(88)
(39)
(40)
where the ...T/s are the times when P(T,) -- 1. Eqs. (39) and
(40) give the prompt jump approximation alluded to in
Section 2. Restricting the solutions of No and C_o to the
trajectories [Eq. (28)] gives directly this approximation
expressed in ordinary time t. With the substitution of
Eq. (40) into Eq. (89) this becomes
6
{ EhJ[ c'°]-_ -- a, j=lp(t)- 1 + _-_v_o(t,) 8(t--tO
- h, [C,o], i= 11"",6. (41)
The coefficients 3o are determined from the initial con-
ditions.
The coefficient matrix A(t) for the system [Eq. (41)] is
not self-commutative, i.e.,
A(tl) " A(t2) =/=A(tz) " A(tl) . (42)
Therefore (Ref. 17), there is no solution of the form (in
matrix notation)
[Co] = e B(t). _ _o(tv) e -'(t') , (43)
where
f A(t) O(t) = B(t) (44)
One observes that were it not for the term h_ [Cio] on
the right-hand side of Eq. (41), the coefficient matrix
would be self-commutative. Solutions in form of succes-
sive corrections to the solution obtained using the self-
commutative part only are easily developed (Ref. 17,
pp. 180 to 181). This analysis leads to solutions of the form
[Co(t)] -- e "°(t) Q(t) (45)
The details will not be investigated here.
7. Order A'
The first order terms in A in the system Eqs. (34) and
(35) give:
_t -- _tl [._P(T) -- 1] _No + hi Cio
i:1
+ _ [_.P(T) -- i] N 1 _- h,_ C'i, 1 ,
i:1
(46)
}_tl + _to -- _tl aiNo-X_Cio
+ -_oto {ai -N1-- hi Cil} •
(47)
The results from the zeroth order calculation reduce
immediately this system to
O_No o
_T - [_.P(_T)-- 1] -N1 + _ /_i 6'1:* (48)
0C, _ a_ Ni - h_ Cix. (49)
O_T - -
Restriction to the trajectories Eq. (28) gives, after re-
arranging,
6
{ _ hj [C,1] _[No] 1I--x] -- a, -- :P(t) l 1 _t " P(t) -- 1
+ _ _//x (t,) 8 (t--t0} -- hi [C,1] ,
y
(5o)
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6
Z_, [c,,]
[n,] - ':' _[No]. 1
e(t) - 1 _t e(t) - 1
+ _'. _11 (t,) S (t--t,), (51)
where _/_ is determined by the initial conditions and
_[No]/_t is obtained from the zeroth order calculation.
In this way one can go on taking into account higher
orders of A.
8. Uniformity
So far nothing has been said about the uniformity of the
expansions [Eqs. (29) and (30)] with the obtained solutions
for N,, and C_,. This did not enter in the above, because
the partial derivatives _T_/_t, were not explicitly formu-
lated. The same results were therefore obtained as ff into
the original system of Eqs. (16) and (17), the expansions
N(t) = No(t) + A Nit) + A ZNz(t) + --., (52)
c,(t) = C,o(t) + A C,(t) + A_C,_(t) + --.,
i = 1, ..., 6, (58)
had been substituted directly. If the _T/_t, derivatives
are retained, differential equations in terms of the t,_'s
are obtained. Each order of A then leads to integration
constants that are a function of the parameters t_. Uni-
formity follows from requiring the correction terms to be
small compared to the leading terms.
To illustrate this, consider again Eqs. '_"' a_ad ,no, _t,lt--
the zeroth order development. Assume, furthermore, for
simplicity that_P(T.) < 1 for all T and that [_e/ot] = _e/_t
as in Eq. (15). From Eq. (54)
[P(T)-- 1]_No+ . X,_,0 _=0 (54)
one may also deduce
_T
= O. T = T(tl, t2,'"). (55)
_to ' - --
This leads to
= C f _ -- ,
_C,o/_to = 0 ; C,o -_o (t_, t2 ") (56)
The order A' Eqs. (46) and (47) now become
-- _ [P(T)--I] + LA'C'° , (57)
i=1
_tl + _to _t, a_No-X_C_0 . (58)
The solution to Eq. (57) is
6
x, Cio
_No= _o (t,,t_,-")ea'°-_, t_'r'-,l'° ,=1 -
P(T.) - 1
Using Eqs. (59) and (56), Eq. (58) for C_, yields
fl_I'P(T)-I]to
eOt_
C,1 = ai No" _P(T) -- 1 + C',1 (tl, t2,'")
_C;o , or _C'o
_z ,=1 + _,_C,o__77+ ____._
- a_ _tl P(T)- 1
If C_1 is to be small for large to, one must require
6
a, _t"_ P(_T)--I +x'C_°_ + _tl
(5o)
° to •
(60)
(61)
Restriction of Eqs. (59) and (61) to the trajectories then
gives
6
Z _,[C,o]
[No] = _o(t) e¢# t_'t - '=' (02)
e(t) - 1
and
x,[C,o]
_[C_o] _ _=,
a, -- )q [C,o] • (68)
_t e(t) - 1
A correction term, _o(t)e% (t)'t, has been introduced
into the original prompt jump approximation solution
[Eq. (40)]. The analytical form of _o(t) and to(t) did not
develop from the calculations. _0(0)_ together with the
integration constants from the solution of Eq. (68),can be
determined from the initial conditions in Eqs. (18) and
(21). When this is done, it is found that _/o(0) = 0 and
thus the prompt jump approximation solution [Eq. (40)]
is again obtained.
To find an equation identifying to(t) and _o(t), the order
A z equations must be developed. Carrying out the calcu-
lations and requiring uniformity leads to
_T
8_T/o_tl+ [-£(T.) -- 1) _1.o • _ + _t'-_ "
6
% _ a, A,
i=l
P(.T) -- 1
=0
(64)
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°
and
From Eq. (64) follows
_tl {_ [P(_T)-1] } =0. (es)
I ;( 1 _'a'Xi._ l_/o = _//' (tz, t3, ...).exp [P(_T) -- 1] + ,=1 d_T (66)
and from Eq. (65) is obtained
8T_ Tl(t_,t3, "..)
e_(!- (67)
However, T1 (tz, t3, "") cannot be obtained from the order
A z development. Furthermore, the initial conditions imply
_/'(0) = O, and the governing equations for the integra-
tion functions become increasingly complex to determine.
9. Conclusions
It was shown that the lowest order in this "method of
extension" formulation yields the prompt jump approxi-
mation. Higher order approximations reduce to the equiv-
alent of expansion in powers of the prompt generation time.
The calculations were undertaken in the hope of finding
some new formulations and approximate solutions that
would simplify the use of the general neutron kinetics
equations. No formulation was found that would be
simpler than earlier developed ones. The time-varying
reactivity introduces the main difficulty. Solutions for a
reactivity step Po, are more easily found, but this case
can be solved exactly.
In summation, the foregoing development does not, as
far as computational considerations are concerned, yield
any advantages. Selection of other trajectories and exten-
sions were tried but did not yield the desired simplicity.
However, in some special problems in reactor kinetic
theory, interesting results have been obtained. These and
other developments will be reported separately.
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XIII. Liq 
A. Gas Side Boundary 
Phenomena 
R. W. Rowley 
id Prop 
7 .  Introduction 
Nonuniformities in the local thermal/chemical environ- 
ment in an operating liquid rocket engine frequently re- 
sult in local erosion of thrust chamber walls. Such erosion 
has been termed “injector streaking,” since it stems from 
the manner in which the propellants are injected into the 
combustion chamber. The Gas Side Boundary Phenomena 
Project is investigating the effects of the nonuniform fluid 
flow produced by a typical injector element on local heat 
transfer and on erosion at the wall of a thrust chamber. 
The long-range objective of this effort is to allow the cor- 
relation of injection system parameters with thrust cham- 
ber heat transfer. However, the more immediate goal is 
the identification of the physical/chemical processes in 
spray combustion systems which influence the local en- 
vironment at the boundary. The most recent summary of 
work on this effort is contained in Ref. 1. 
The apparatus currently being used is a greatly simpli- 
fied rocket engine combustion chamber; i.e., a rocket 
engine from which the nozzle has been eliminated (Fig. 1). 
lsion 
I 
Fig. 1. Enclosed spray combustiqn device 
The chamber is square in cross section and has approxi- 
mately 100 times the cross-sectional area of a flight-type 
rocket engine of comparable flow rate. The combustor 
operates at atmospheric pressure and uses a single unlike- 
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impinging-doublet injector element. Propellants are
inhibited-white-fuming nitric acid and methanol, a system
which is not hypergolic under normal conditions. Ignition
is achieved with a glow-coil igniter. All tests reported here
were conducted with a total propellant flow rate of 1.42
Ib/sec at the stoichiometric mixture ratio of 2.36. Further
details of the apparatus are supplied in Ref. 1.
Heat transfer measurements have been made in
the spray, using a flat-faced probe. Thermocouples on the
probe allow calculation of local heat transfer rates by
means of a transient conduction analysis. The probe and
its use are also described in Ref. 1.
2. Results
Heat transfer tests have been conducted during which
the flat-faced probe was oriented along and perpendicular
to the resultant momentum line of the spray (which cor-
responds in this case to the axial centerline of the com-
bustor). The center of the probe was thus exposed to
stagnation flow conditions. The probe was located in the
combustor at the desired position prior to a test and re-
mained fixed during the 6-sec duration of the test. Fig. 2
shows local heat transfer rates obtained in this manner
at a time 2 sec after the start of the test and as a function
of distance downstream of the injector impingement point.
Heat transfer from both the burning spray (ignited) and
the nonburning spray (unignited) are presented. In the
latter case, which was produced by not energizing the
igniter, the spray was heated only by liquid phase reac-
tions between fuel and oxidizer. Also shown is the local
spray mass flow r_te, 0s determined by substituting non-
reactive fluids for the propellants and sampling the spray
produced.
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These results indicate a dependence of local heat trans-
fer rate on local spray flow rate. However, as suggested 7_
by Fig. 3, this dependence is not well enough defined to
support a correlation based on mass flux alone, particularly ,.-J
in the case of the unignited spray. Although the heat flux
in the burning spray can be shown to be weakly propor- x"'
tional to mass flux, other properties of the spray probably ,_-J
O
influence heat transfer significantly, o
The transient conduction technique provides a meas-
ment of heat flux as a function of increasing probe surface
temperature. Fig. 4 shows representative test data for
various probe locations in the burning spray. If the curves
for positions closest to the injector impingement point are
extrapolated to a heat flux of zero (as suggested by the
dashed portions), a driving temperatttre of 180 to 190°F is
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indicated. This temperature is much lower than the cal-
culated equilibrium gas temperature and indicates that
at these locations at least, heat transfer is controlled by
unconsumed droplets impinging on the probe. High-speed
motion pictures taken during tests with the probe at the
29-in. position show large numbers of drops impinging on
the face. Enough unconsumed droplets exist at this loca-
tion to suggest that at positions close to the impingement
point and at low wall temperatures, a continuous liquid
film may be present on the surface of the probe. It is
worth noting that phenomena similar to that shown in
Fig. 4 have been observed in rocket engine heat transfer
tests. Ref. 2 presents data (Fig. 8 of Ref. 2) which can be
extrapolated to show a driving temperature of approxi-
mately the saturation temperature of the fuel (hydrazine)
for the chamber pressure at which the test was conducted.
The data presented there were taken in a fuel-rich region,
and mention was made of the possible existence of a
localized liquid film.
Since the heat transfer probe does not reach thermal
equilibrium during the 6-sec tests, a probe having a very
low mass was constructed in order to measure the surface
equilibrium temperature and confirm the driving tempera-
tures mentioned above. The construction of this probe is
shown in Fig. 5. The probe consists of a disk of 0.006-in.
thick stainless steel shimstock, supported by a short length
of %-in. D stainless steel tubing. A thermocouple was at-
tached to the rear surface of the stainless dis k in such a
i
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Fig. 5. Low mass probe
way that the temperature of the disk was measured with
minimum conduction loss through the thermocouple leads.
The temperature recorded by this probe during a typical
test with the burning spray is shown in Fig. 6. The tem-
perature plateau is interpreted to be the result of a liquid
film on the surface of the probe. This plateau was observed
during all tests with the unignited spray and at distances
as far as 41 in. from impingement with the burning spray.
In the unignited spray, the plateau was the steady-state
condition. In the burning spray, the probe remained at a
constant temperature for a period which decreased with
increasing distance from impingement, after which the
temperature rose rapidly, signaling the disintegration of
the liquid film. The mechanism for disintegration was
probably conduction from the tube supporting the disk.
No temperature plateau was observed in the burning
spray at distances beyond 41 in.
The temperature recorded at the plateau is shown in
Fig. 7 for both burning and unignited sprays. Propellant
temperature for these tests was 46 ±3° F, as determined by
ambient conditions. The extrapolated intersection of the
two curves, at a point near the impingement point and a,
temperature of 191°F, gives an indication of the energy
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released by liquid phase reactions during mixing of the
propellant jets. At locations downstream from the im-
pingement point the spray: (1) Cools in the unignited ease
as the result of evaporation, and (2) increases in tempera-
ture when burning, probably due mostly to convective
heating by combustion products. It is not yet known
whether the liquid phase reactions are completed prior
to the formation of droplets or continue during droplet
burning and/or evaporation.
The nitric acid/methanol propellant system was se-
lected for these heat transfer experiments, partly on the
assumption that there would be a lack of vigorous liquid
phase reactions. Such reactions are believed to disrupt
the mixing of unlike-impinging-iets under some condi-
tions (Ref. 3), thus changing the spray characteristics from
those determined with nonreacting fluids. However, the
temperatures measured close to the impingement point
are high enough to suggest that appreciable vaporization
of the low boiling components of the droplets (particularly
methanol and methyl nitrate 1) occur very near impinge-
ment. Should vaporization occur at impingement (i.e., ff
the liquid phase reactions are extremely rapid), gas evo-
lution may disrupt liquid mixing. Thus, the magnitude, ff
any, of this disruption must be determined before the
assumption can be verified that the nonreactive mass and
mixture ratio distributions apply to the nitric acid/meth-
anol system.
Nevertheless, for illustrative purposes, simple energy
balances have been made by using the nonreactive local
mass flow rate along the spray resultant momentum line,
as shown in Fig. 9. These preliminary calculations indicate
that in both burning and unignited sprays, more heat cart
be transferred to the probe under some conditions than
is available in the liquid phase. This is the case primarily
at locations close to the impingement point, despite the
apparent existence of a liquid film on the heat transfer
surface. The physical processes controlling heat transfer
under these conditions thus are similar to those in film
cooling, where energy is transferred from hot gases
through a liquid film to a surface, but the surface tempera-
ture is controlled by the temperature of the liquid phase.
Film cooling analyses may thus prove useful in correlating
data of the type presented here, provided account can be
taken of the impact phenomena which accompany droplet
impingement.
IA chemical analysis performed by S. L. Manatt, Physics Section, Jet
Propulsion Laboratory, determined the products of the liquid phase
reactions to be methyl nitrate and water, with substantial quantifies
of methanol and nitric acid remaining unreacted.
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3. Future Effort
The injector element used in the enclosed combustor is
to be used as the injector in an instrument rocket engine.
Heat transfer to the thrust chamber wall in the same spray
geometry but under high-pressure conditions (100 to 150
psia) will be measured and compared to data obtained at
atmospheric pressure in the enclosed combustor.
Analysis of data obtained to date, using available cor-
relation techniques (including film cooling analyses), will
continue.
B. Combustion Device
Development
R. W. Riebling
1. Introduction
When a jet of liquid from a circular orifice is directed
tangentially against a solid, concave deflector surface, it
spreads to form a thin (0.005 to 0.010 in. thick) liquid sheet
of width w (Fig. 8). Upon leaving the deflectors, the
free sheets spread through an angle/3 before finally break-
ing up into droplets. However, the sheets generally do not
exit tangentially. Rather, the axes of the sheets are de-
flected through a deflection angle 8 away from the tan-
DEFLECTOR
SURFACE
B_'_--TANGENT TO
SHEET AXIS_._ DEFLECTORSURFACE
i!
III
II
SHEET
AXIS
Fig. 8. Schematic representation of a deflector
gents to the deflector surfaces, as shown schematically
in Fig. 8. This angle 8 will be termed the deflection angle
in this article. It results from the turning of the entire
stream due to viscous effects (velocity gradient in the
boundary layer) as it leaves the deflector. It should not be
confused with the deflector angle O, which has been
machined into the deflector. The net angular change in
direction of the stream away from its original axis is there-
fore the deflector angle O less the deflection angle 8.
Injector elements incorporating this effect have been
under development at JPL for some time, because they
offer certain advantages over the more conventional
impinging-jet varieties. They were described earlier (SPS
37-31, Vol. IV, p. 203, and SPS 37-35, Vol. IV, p. 152). An
applied research program is currently under way to de-
termine the manner in which the dimensions and spatial
orientation of such propellant sheets, as well as the
velocity and mass distribution within them, vary with
deflector geometry, injection velocity, and propellant
physical properties. Such information is necessary to the
design of all injector elements based on the thin sheet
concept.
Some preliminary experimental results concerning sheet
dimensions and orientation were presented in SPS 37-37,
Vol. IV, along with a description of the apparatus and
procedures. In this report, the results of additional sheet-
dimension experiments are given, as well as some pre-
liminary velocity distribution data.
2. Sheet Dimensions and Orientation
Empirical correlations for the width of the flowing
sheet as it leaves the deflector were reported in SPS 37-37,
Vol. IV for water and trichlorethylene at injection veloci-
ties from 50 to 129 ft/sec. All these width correlations had
the general form
w (1 + eV)do do
in which b _ 1.0 and e <<1.0. (A table containing defini-
tions of terms used in this section appears at end of article.)
It was therefore inferred that the sheet width depended
primarily on orifice diameter do and deflector geometry;
velocity effects were found to be of second order. Subse-
quently, additional experiments were conducted at injec-
tion velocities between 80 and 187 ft/sec with a third
liquid (n-hexane), to assure that the inert simulants cov-
ered the whole spectrum of physical properties repre-
sentative of current state-of-the-art liquid propellants.
The properties of all three simulants are summarized for
convenience in Table 1. When log w/do was plotted versus
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Table 1. Physical properties of propellant simulants
DQmsity, Viscosity, Surface tension
Liquid Ibm/fi e Ibm/ft-sec X 104 Ibf/fl X 10 z
Water
Trichlorethylene
n-Hexane a
62.4
90.5
43.3
_T, ommerc|al grade. Data are Laboratory
6.7
3.7
2.4
measurements.
5.0
2.0
1.5
log R/do for hexane, an equation of the form of Eq. (1)
again resulted. More important, however, was the dis-
covery that the effects of the deflector angle_ 0 could be
normalized out by plotting w/do versus h/do, instead of
R/do. (h/do, the overhang parameter, was introduced in
SIS 37-,37, Vol. IV. h = R (1 - cos 0) and represents the
transverse distance to which the deflector protrudes into
the otherwise unperturbed stream.)
The results of treating the data in this manner are
typified by the plot of Fig. 9, which shows how w/d,
varies with h/do at constant velocity for n-hexane. Similar
plots were obtained for all three liquids over the entire
range of velocities studied. In each ease it was found that
w (h_ °-5
do - A \cZo/
where 5.6 < A < 6.ft.
The factor of proportionality A in Eq. (2) appeared to
increase slightly with injection velocity for water and
trichlorethylene (a threefold increase in V caused about
a 10% increase in A for both liquids). No change in A
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Fig. 9. Typical variation of ratio of sheet width to
orifice diameter with deflector overhang
ratio for a single liquid at constant
injection velocity
with velocity could be found for n-hexane. Further, no
simple correlation was found between A and the liquid
physical properties (density, viscosity, and surface ten-
sion), taken either singly or in combination. The variations
of A with velocity and physical properties appeared al-
most random, and in no case were very large. This sug-
gested that a single, generalized equation which neglected
the second-order velocity and physical properties effects
might satisfactorily correlate the sheet width data for these
three liquids (and perhaps for all liquids).
Sheet-width data for all three fluids over a wide range
of velocities are superimposed in Fig. 10. These data repre-
sent the combined results of about 190 experiments. The
equation of the best-fit line of Fig. 10 is
w= 5.s (a)
which may be arranged algebraically to
w=5.Sv'riito (4)
Although the points of Fig. 10 are spread within a band,
the scatter of all these data points taken together is only
slightly greater than that in each of the individual plots,
such as Fig. 9, from which _Fig. 10 was prepared by super-
position. Thus the spread shown in Fig. 10 results pri-
marily from a corresponding spread in the raw data, rather
than from any appreciable errors introduced as a result
8 -- CONDITIONS:
0.02 < do < 0.04 in.
0.1 _ R S 0.7 in.
15 < O < 45 deg --4--
2
I0 I
8 W /_- -
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_o mo°
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Fig. 10. Ratio of sheet width to orifice diameter as a
function of the deflector overhang
for three liquids
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of neglecting the effects of injection velocity and/or phys- i i z
ical properties of the liquid. This spread in the raw data
is somewhat greater than would be expected, based on io8
the estimated accuracy of the experimental measurements >z
alone, and is attributed to a random variation of the sheet
properties with time. The straight line on Fig. 10 therefore _, _0,
represents the time-averaged values of w/do. The time
variance of sheet properties is presently being studied,
and will be reported in greater detail in SPS 37-39, Vol. IV.
Thus it appears that sheet width is a function only of
orifice diameter and deflector overhang. Velocity effects
are at most second-order over the range investigated, and
no significant physical properties effects were discernible,
even though the simulants employed spanned the wide
range of properties given in Table 1.
Early correlations for water and trichlorethylene sheet
spreading angles were presented in SPS 37-37, Vol. IV.
The presently accepted versions, incorporating only slight
refinements, are given here. For water, it was found that
(R)fl ---- 104.5 [1 + (1.52 × 10 -3) V] - 30.7 In _ (5)
whereas the equation for trichlorethylene was
/3 -- 108 [1 + (1.52)< 10 -3) V] - 30.7 In doo (6)
Examination of the more recent n-hexane data yielded
similar results:
(R)/3= 110.5 [1 +(1.52 ×10 -3)V] - 30.7 In doo (7)
It is seen that all three equations are of the form
(R)= 3'[1 + •v] - k in (8)
and that all three are identical, except for the value of 3'.
3' was found to vary with the surface tension of the liquid
employed, as shown in Fig. 11. Thus, the sheet spreading
angle depends upon deflector geometry, injection velocity,
and a physical property of the working fluid. Deflector
geometry exerts by far the greatest influence on the
spreading angle, the effects of velocity and surface tension
being only of second-order, although not necessarily
negligible. Eqs. (5), (6), and (7) correlate the experimental
data to within about -+-10 deg, and may be used to
predict spreading angle for the three inert simulants
investigated. For other simulants or propellants, the
spreading angle may be estimated from Eq. (8), using
I00
0
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HI EXANE
HYLENE
2
SURFACE TENSION o', Ib/ft x I0 3
WATER
Fig. 11. Effect of liquid surface tension on
the value of 3' in Eq. (8)
k -- 30.7 °, • = 1.52 )< 10 -3 sec/ft, and 3; from Fig. 11.
Again, these correlations are for the time-averaged values
of the spreading angle.
As an indication of the relative magnitudes of the geom-
etry and velocity/properties effects in Eq. (8), spreading
angle data for all three liquids (the results of 190 flow tests)
are superimposed without regard to velocity or physical
properties in Fig. 12. The major influence is seen to be
that of R/do (as already pointed out), the effects of the
velocity and property terms being to spread the data into
a wider band in this representation. The equation of this
generalized curve is
fl --- 120 - 30.7 In _-_o ) (9)
Eq. (9) might be used for rapid estimates or for approxi-
mate calculations when exact values of injection velocity
and surface tension are not available.
Finally, this same technique of considering data for all
three liquids simultaneously was applied to the deflection
angle 8. As shown in Fig. 13, where 8 is plotted against
the overhang parameter, the effects of injection velocity
and deflector angle, ff present at all, are not very strong
and cannot be isolated. Thus it appears that the deflection
angle, too, is influenced primarily by geometrical factors; it
is virtually independent of velocity or physical properties.
No simple power-law type correlation was found for 8,
owing to its unique variation with h/do. 8 is very large
(on the order of 15 to 25 deg) when h/do is less than about
0.5; it decreases rapidly with increasing h/do until a mini-
mum is reached somewhere between h/do values of about
2 and 6. Further increases in h/do seem to yield slight
increases in 8.
When h/do = 0, the circular jet is unperturbed and
hence cannot turn (8 -- 0). Thus, the curve for very small
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Fig. 12. Effect of deflector geometry on sheet spreading angle for water, trichlorethylene,
and n-hexane, 50 __ V < 137 ft/sec
h/do must be similar to the dashed line shown in Fig. 18,
passing through a maximum in the vicinity of h/do = 0.25.
Examination of the many high-speed spray photographs
indicates that unless h/do _ 0.75, true sheets do not form.
The deflectors serve mainly to change drastically the
direction of what remains an essentially round jet. The
appearance of the deflected streams under these condi-
tions was illustrated in SPS ;37.37, Vol. IV (designated
Region A). The foregoing data were obtained with orifice
length-to-diameter Lo/do ratios between 6 and 12. It is
recognized that in order to assure fully developed tur-
bulent flow, with its characteristic hydraulic reproduci-
bility, Lo/do ratios as high as 100 or 200 may be necessary.
The effect of orifice Lo/do is presently being investigated,
and results will be reported in SPS 37--39, Vol. IV. The
lower values of Lo/do, however, are typical of drilled
holes in current state-of-the-art injector technology.
3. Sheet Velocity and Mass Disfribution
Experiments are currently in progress to measure quan-
titatively the velocity and mass distribution within indi-
vidual, free-flowing sheets. Velocity head is being mea-
sured by traversing the width of the sheets at a distance
of 0.15 hi. _ - ,_-_ ^.1_ _hellU/-l-I tllV _;u_e Of rla_cql-nr wlth a eanillarv
tube probe connected to a sensitive manometer. At each
station along the width of the sheet, its thickness is also
probed to make sure that the maximum velocity head at
that station is measured. Mass distribution will be ascer-
tained by probing in a similar manner with a device
which collects and measures the local mass flow of liquid
at small intervals along the width of the sheet. This effort
is not yet complete, and formal data reduction is still under
way. However, certain preliminary velocity head results
are available, which indicate the general trend of the intra-
sheet velocity profile.
A typical velocity head profile is shown in Fig. 14. The
velocity head is distributed symmetrically about the sheet
centerline, and has a sharp central peak with a well-defined
maximum. The bell shape is perturbed (to a greater or
lesser degree, depending on geometry) only by two smaller
side peaks coinciding with the edge ribs previously noted
(SPS 37-37, Vol. IV). This basic shape does not change,
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Fig. 13. Deflection angle a versus overhang ratio for three liquids
regardless of how long or short the deflector is made rela-
tive to the orifice diameter, within the range 0 < L/do < 80.
However, at constant injection velocity and orifice diam-
eter, the peak velocity head within the sheet decreases
as L/do and 8 increase, as shown in Fig. 15.
These results indicate that the velocity distribution
within a flowing sheet remains qualitatively the same as
that within the round jet from which it was formed. This is
not surprising, as the deflector serves merely to flatten the
jet and change its direction. The decrease in velocity head
(dynamic pressure) evident in Fig. 15 is a measure of the
increasing dissipation of stream energy in the form of
viscous losses as the deflector arc-lengths become larger.
The effect of 0 is still being explored.
4. Tentative Conclusions
When a round jet of liquid from an orifice is directed
tangentially against a solid concave cylindrical deflector
surface, a thin flowing sheet will leave the deflector when
the overhang parameter (h/do) is greater than about 0.75.
Below this critical value of h/do, true sheets do not form;
the deflectors serve only to drastically change the direction
of what remains an essentially round jet. The critical h/do
value seems to be independent of liquid physical prop-
erties and injection velocities over a wide range of
both. At values of h/do above the critical, true sheets are
formed. However, the larger the deflector arc-length
becomes relative to the orifice diameter, the more energy
is lost through viscous effects, so that ultimately a point is
reached (L/do _ 18 for water, higher for liquids of lower
surface tension) at which so much stream inertia has been
lost that surface forces predominate, and the sheets
quickly degenerate into ligaments and ribs.
Clearly, any energy lost in this manner on the deflectors
is not available for propellant atomization or liquid phase
mixing in an impinging-sheet injector. The deflectors must,
therefore, be made as short as practicable while keeping
h/do > 0.75. Sheet geometry and orientation may then be
predicted in terms of deflector and orifice geometry within
these constraints by use of the empirical correlations given
by Eqs. (4) and (8) and Fig. 18. Taken as a whole, those
correlations suggest that for many liquid propellants,
injected and deflected at velocities commonly used in
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rocket engine applications (50 to 140 ft/sec), the resultant
sheet dimensions and spatial orientation depend, for all
practical purposes, only on orifice diameter and deflector
geometry, and are wholly predictable through the use of
•, , .... t ........ L--- ,rl. _ 1. _t- ,,r i_[11(3 l'elatiUl_lSlllp_ _:_¢tVCIlli_l_, lxar_ ,=,.,. v. =..,°n"s cant
physical properties effects implies that a deflector designed
for one particular liquid propellant would produce indi-
vidual, flowing sheets of identical dimensions ff flowed
with any other propellants. The second-order nature of
the velocity effects implies that a deflector designed for
one particular injection velocity could be throttled by as
much as about 3:1 without causing any appreciable
changes in the dimensions or direction of the resultant
individual free-sheets. This implies a relative insensitivity
of combustion efficiency to velocity variations at constant
de{lector geometry. See SPS 37.35, Vol. IV, p. 153 for hot-
firing confirmation of this contention.
_UND JET WITHO_ DEFLECTOR
_-8= 15 deg
WATER FLOWING THROUGH 0.018 in.-D ORIFICE
AT CONSTANT INJECTION VELOCITY
I 1 I I I
4 8 t2 16 20
.._ =45 --
C
RATIO OF DEFLECTOR ARC LENGTH TO ORIFICE DIAMETER L/do,
DIMENSIONLESS
Fig. 15. Effect of deflector geometry on peak velocity
head in free-flowing sheet
24 28 32
5. Future Studies
Future effort will be devoted to completion of the
current mass and velocity distribution experiments, fol-
lowed by nonreactive spray studies to measure mass and
mixture ratio distribution and relative drop size effects
within the spray of unlike impinging sheets. These will
then be related to the properties of single sheets and to the
hot-firing performance of this type of element.
Deiinition oi terms
do orifice diameter, in.
h deflector overhang, in.
O=R
L deflector are length, in.; L -- 180
R deflector radius, in.
V injection velocity, f-t/see
w sheet width upon leaving deflector, in.
0 deflector angle, deg
/3 spreading angle, deg
8 deflection angle, deg
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SPACE SCIENCES DIVISION
XlV. Space Instruments
A. Beam-Chopping Techniques
With Storage Camera Tubes
L. R. Mailing
1. Introduction
The Mariner television camera developed a signal from
the photostorage surface using a beam-chopping tech-
nique. This greatly simplified the problem of remote
camera-head operation and also permitted the first stage
of the preamplifier to be a transistor rather than a vacuum
tube, as in the Ranger cameras. The correct interpretation
of beam chopping is as a sampling process and, from this
viewpoint, the chopping action is analyzed in this con-
tribution. Further, it will be shown that this type of
sampling not only provides significant advantages in
camera technology, but also should prove of value in
the associated disciplines of telemetering and tape record-
ing of video signals.
2. Chopping Process
The chopping or sampling process is illustrated in
Fig. 1. The camera tube represents a constant current
source that generates a signal across a load impedance
R_ that is shunted by a capacitance C, the sum of the
target and stray capacities. Stored on the signal plate is
a charge image that corresponds to the illumination
pattern of the optical image. Following exposure, charge
equilibrium is restored, element by element, with dee-
trons supplied by the scanning beam. The G1 potential
is optimally adjusted to provide the required electron
density in the beam. A square-wave generator, inserted
in the cathode return lead, cuts the beam off at periodic
intervals. Thus, the signal derived from the signal plate
is chopped at the frequency of the square-wave generator.
The x, y scanning process is considered to generate
a complex spectrum that covers a frequency band from
DC to a frequency fc with the output signal expressed
as a function of time, i(t). A picture element AA is
defined having a scanning time At, where At is related
to fc by f_ = 1/2 at. The Nyquist sampling frequency
2f_ = 1 At. Beam chopping must be performed at a
sampling frequency f, _ 2fc in accordance with sam-
piing theory. The sampling-time interval, tl, is a percent-
age of the sampling period tz = l/f,. For square-wave
chopping, tl = t2/2. Three cases of beam sampling are of
interest, f, > 2f_ with first tx = t2/2 and then tl < t2/2
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Fig. !. Beam chopping with camera tube
corresponding to square-wave and pulse operation, and,
thirdly, with f, = 2fl and tl = t_/2 or square-wave chop-
ping at the Nyquist frequency.
Continuous scanning of the photo storage target gen-
erates a signal current i_ = dq/dt, the ratio of the stored
charge to the time spent scanning the element. An
illumination ramp represents a step function change in
the charge pattern that produces Ai, = AQ/At, where
AQ is the charge difference between adjacent elements.
For an RC load, the transform voltage developed by the
signal current step
1 1/C
e (s) = (1)
s (s + 1/RC)
from which
e (t) = i, RL (1 -- e-t/'e). (2)
A maximum transfer of energy to the electronic circuitry
is realized when the time constant RC = At/2.3 cor-
responding to 90_ response. However, because of rise-
time degradation caused by a finite beam diameter and
the need to optimize the S/N, generally At > RC > At 2.3.
The txA element may be sampled one or more times
by the beam-chopping action. As ntl < At, where n = the
number of samples/AA element, the time available for
discharging the AA element is reduced. To compensate
for this, the electron beam density is raised by readjust-
ment of G1. The more intense beam produces, at the
camera output, a signal =, > i,, where _ is the peak
current achieved during the beam on-time. However,
because of the restraints imposed by Eq. (2), RL must
be reduced to accommodate the faster rise time of the
beam-chopping pulses. Hence, the magnitude of the
output signal e (t) tends to remain unaffected.
Thus, in the generalized case, the output of the camera
tube cannot be increased by decreasing the element
discharge time with the aid of beam chopping. As will
be discussed later, the main advantages of beam chopping
are to be found in the instrument mechanization and
in specialized, extremely slow-scan systems.
3. Analysis of Chopping Process
Accurate photometry is directly related to the DC
component of the camera signal. Preservation of the DC
component for a slow-scan camera implies exceedingly
long amplifier time constants combined with DC restora-
tion. One of the aims of beam chopping is to simplify
the slow-scan problem by moving the spectrum into a
higher frequency region. The spectral relationships so
established become of interest and will be considered
for the three cases of interest.
Case 1. [, > 2fl, tl = t_/2, as in the Mariner camera
system. The camera signal i (t) is sampled by the square-
wave signal S (t). The resultant sampled output signal
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f* (t) = i (t) S (t). Fourier transformation of f* (t) produces
F* (=), a periodic spectrum in terms of frequency. In this
case f* (t) is expressed:
f* (t) = i(t) [_ + _ sin(../9)
.=, n./_ cos no. t]. (3)
The product i(t) cos n=,t corresponds to amplitude
modulation where the spectrum consists of a central
carrier =, surrounded by upper and lower sidebands
created by i (t), as illustrated in Fig. 2. The components
of major interest for camera system implementation are
shown bracketed with the ideal filter. Neglect of the
higher square-wave components by this selection pro-
duces a power loss to the output signal, Pzo,s = (_-2/8)
-1 = 0.8 db. A tuned circuit at the preamplifier input
resonated at fs with C provides the filtering action. A
detector must follow later to extract the video component
from the AM signal.
The advantage of this method is that the spectrum
is moved into a much higher frequency region that
permits RF operation. This not only eliminates 1/_ tran-
sistor noise but much of the incidental spacecraft noise.
Optimized RF transformer coupling permits a precise
match into a low impedance, low noise transistor pre-
amplifier. The resultant narrow-band operation requires
special consideration of the tuning stability between the
chopper oscillator and the tuned input stage.
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Case 2. [, > 2[c, tl < < t2. As above, the sampled out-
put signal spectrum [* (t) = i (t) S (t), but with S (t) now
a periodic pulse. For this case:
f*(t) : i(t)tx/te[1 + 2
#=1
× n_ t,/tz cos _ . (4)
The sine function controls the amplitude of the spectral
components of the cosine function. As previously, the
function i (t) encloses each spectral line with positive
and negative sidebands. The spectral relationships ob-
tained are illustrated in Fig. 3. The portion of the
spectrum that is of greater interest for camera mechani-
zation is enclosed by the ideal filter.
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Fig. 3. Spectral characteristics produced by beam pulsing
Because of the greatly increased bandwidth, the pulsed
beam finds its best application to those cases where the
scan rates are extremely slow and an extremely high
value for RL is di_cult to realize. The impedance loss
is thus much less at the faster rise time and e (t) from
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Eq. (2) is correspondingly enhanced. Such is the case
with the Nimbus camera which utilizes beam pulsing
at a frame period of 200 sec. Beam pulsing permits a
more useful signal to be achieved at the camera output.
Case 3. f8 = 2fc, tl = tJ2, square-wave chopping at
the Nyquist frequency as illustrated in Fig. 4(a). f* (t)
--- i (t) S (t) where S (t) as a square wave is expanded by
a Fourier series expansion:
f* (t) -- i (t) [½ + 2/7r (sin _t + 1/_sin 3 _0,t + ---)].
The ideal filter will extract the term of interest, sin _,t
with an 0.8-db loss. The resultant signal will be an AC
wave at frequency [_ = 2fc that will be AM-modulated
by i (t), as shown in Fig. 4(b) for an AC complex signal.
The spectral characteristics are shown in Fig. 5.
This third signal corresponds closely to a pulse-code
modulated (PCM) encoded video signal. As with PCM,
because of the random relationship of edges to the
sampling period, there is a random loss of vertical resolu-
tion; and, as with PCM, the random loss may be resolved
by assuming that the Kell factor operates in both hori-
zontal and vertical directions. Although transformer
coupling, as used in the first case, is no longer practical
at the lower frequency 2fc, the introduction of field-
effect transistors permits the required high-to-low imped-
ance transformation. With the transformer eliminated,
the problem of tuning stability is greatly lessened.
4. Summary
The technique of beam chopping with storage camera
tubes has been analyzed for those cases of interest. It
is shown that although beam chopping produces a higher
peak-signal output, the gain cannot generally be realized
except at extreme low-scan rates because of stray _capaci-
(o) CHOPPED VIDEO SIGNAL
(b) FILTERED AC WAVE
Fig. 4. Nyquist square-wave sampling and
filtered AC component
/ /IDEAL FILTER
-f_ f_ e, 3f,
fs-fc fs+fc 3e,-f_ 5fs+ fc
Fig. 5. Spectral characteristics with Nyquist chopping
tance. The advantages of beam chopping are most to
be sought in enhancement of video-signal processing
techniques. In particular, square-wave beam chopping
at the Nyquist frequency promises significant advantages
in camera signal instrumentation. Laboratory tests con-
ducted in this area have demonstrated the possibilities,
and it is hoped that results can be published in a sub-
sequent report.
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XV. Space Instruments Systems
A. Data Automation Equipment
l'_,_,,,.-l_r_m_nf
R. H. Nixon
This report describes data automation equipment
(DAE) development activities that have been in progress
from FY'64 to date. The general objective of this long-
range program has been to develop an improved capa-
bility in the area of discrete component logic circuits,
logic design, system applications, and circuit and systems
packaging techniques.
The scope of specific development activities that have
been accomplished, or are currently in progress, is sum-
marized as follows:
Circuit design and development
(1) The design of a family of discrete component logic
circuits using worst-case computer design tech-
niques has been accomplished.
(2) For these circuits, a failure mode analysis has been
completed, and detailed screening test procedures
have been developed.
(3) A breadboarding capability has been developed for
the logic circuits, using JPL-designed plug-in cards,
fabricated to flight circuit specifications.
Logic
(1)
(2)
techniques and systems applications
Studies in the application of analytical techniques
to the logic design of a DAE have been conducted.
The studies include the use of nonweight'ed codes
and synchronous logic.
The fabrication of a breadboard DAE system
demonstrating the use of logic circuits and logic
design techniques has been completed. The sys-
tem demonstrates the handling of high-rate data
from a representative scanning instrument, such as
an ultraviolet (UV) spectrometer. The system
includes buffering and storage techniques.
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Circuit and system packaging techniques
(1) An in-house development effort has been conducted
on a standarized packaging technique for discrete
component logic circuits. An approach has been
developed which is conservative, yet overcomes
deficiencies of previously used systems. The sys-
tem is welded cordwood and is designed to mini-
mize m_l,lo inf_ronnn'_'÷;'_S by L..-1,:h ..... :r-'_................... • vz. ouzzuJtll_ a UI.IIILy
capability into each module.
(2) A contract has been let to further develop the
module and system packaging techniques, based
on the JPL design. Objectives include the develop-
ment of design constraints, process controls, man-
agement techniques, and demonstration of the
application of screening test procedures previously
mentioned. The design to be implemented is that
of the UV spectrometer DAE breadboard system.
I. Circuit Design and Development
A contract was let in FY'64 to the Missile and Space
Division of the General Electric Co. (G.E.) for the design
and analysis of a digital logic family using worst-case and
digital computer design techniques. The type of circuits
to be designed and the components to be used were
completely specified by JPL. The design constraints given
to G.E. are listed below.
(1) Design two logic elements: four-transistor reset,
set, trigger (RST) flip-flop; nand gate with expand-
able input capabilities.
(2) Use JPL-preferred or high reliability components
as specified by JPL.
(3) Worst-case design to include power supply varia-
tions of +__15%and temperature limits of -10 and
+80oC.
(4) 500-ke maximum clock rate.
(5) Minimum fan-out of ten from each logic element.
(6) Power consumption to be restricted to approxi-
mately 10 mw for the flip-flop and approximately
5 mw for the nand gate at a supply voltage of + 5 v.
G.E. performed the worst-case design, using the
Autonetics Recomp II computer and the SPARC pro-
gram (a mathematical program which cycles the circuit
through all of the ranges of parameters in the steady state
DC condition) for the DC analysis. Also used was a
hand-calculated charge control analysis of the dynamic
portions.
The performance of the contract was satisfactory. The
worst-case design was accomplished within the con-
straints imposed by JPL. In addition to meeting the
assigned JPL requirements, a lower power flip-flop oper-
ating at clock rates up to 65 kc was specified. This flip-
flop is identical to the 500-kc flip-flop, except that four
resistor values are changed.
Figs. 1 and 2 show the final nand gate and flip-flop
designs; Fig. 3 tabulates their operating characteristics.
Details of the design and the results obtained can be
found in the G.E. final report (Ref. 1).
 lgK
CRI CR4
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NODE
CRI, CR2, CR3:FD643
CR4, CR5:FD306
5 v
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7.5K
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CR5 i R3OK_
ivl
GROUND
-3v
QI
2N914
Fig. 1. Expandable nand gate
In order to complete the logic family it was necessary
to design a compatible power driver circuit. At the con-
clusion of the G.E. contract, a hand-calculated worst-
case design of such a power driver was undertaken by
JPL Section 324 engineers. The design constraints im-
posed were:
(1) All component types would be similar to the high
reliability parts used in the other logic circuits.
(2) Logic levels were to be compatible with the pre-
viously designed flip-flops and nand gate circuits.
(3) Minimum power consumption.
(4) Drive capability: 30 ma (40 loads), plus 1000 pf.
(5) Input gating capability and noninverting output
characteristics.
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I I39.2K lOOK 39.2K
ALL DIODES: FD643
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Fig. 2. 500-kc flip-flop
FLIP-FLOP FLIP-FLOP
MAXIMUM TYPICAL FAN-OUT FAN-IN LOAD LOAD NOISE
FREQUENCY, kc POWER, mw (ENABLE) (TRIGGER) iMMUNiTY, v
NAND GATE 500 5.2 (0) 9 9 - - • 0.5
6.1 (i)
FLIP-FLOP 500 11.2 9 - 0.5 2.5 > 0.5
FLIP-FLOP 65 7.1 9 - 0,25 I > 0.5
I. THE  I/AND GATE INPUT IS CONSIDERED A UNIT LOAD
2. VCC : 5 v
Fig. 3. Digital logic family circuit specifications
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The final power driver design is shown in Fig. 4. Two
versions of the power driver are available by simply
altering the resistance value of one of the resistors. The
circuit characteristics are:
PAl: Drive: 15 ma (20 loads), and 500 pf
Power: 10 mw
PA2: Drive: 30 ma (40 loads), and 1000 pf
Power: 15 mw
Details of the power driver design and analysis are avail-
able in JPL engineering notebooks.
The logic family, consisting of the RST flip-flop, nand
gate, and power driver, was subjected to further analysis
with a contract to the Mesa Scientific Corp. in March
1965. Objectives of the contract were to:
(1) Perform a failure mode analysis of the JPL logic
family and develop a failure mode matrix for each
of the three circuits. The function of the failure
mode matrix is to relate component parameter
degradation and component catastrophic failures
to circuit performance.
(2) Develop detailed screening test procedures for the
three JPL logic circuits in order to define operat-
ing margins for the circuits as they relate to the
circuit functional specifications, and to detect the
most common failure modes, including degrada-
tions and catastrophic failures.
The Mesa Scientific Corp. engineers utilized results of
the L,.J_. study in performing the iauure invde aua_ysls.
There were some areas, however, that needed further
analysis and more accurate data. To obtain the additional
data, a dynamic and static computer analysis was con-
ducted using an IBM 7094 computer and the JPL TAG 1
(transient analysis generator) program. The over-all fail-
ure mode analysis effort was broken into seven tasks,
listed below.
Failure mode identification. During this task, a study
of failure modes and mechanisms in semiconductors and
'TAG generates a Fortran program which will perform a nonlinear
transient, or DC analysis of a given electrical network. Given the
nodal description of the electrical network, TAG will generate a
set of algebraic and differential equations which can be solved
numerically on a digital computer.
INPUTS {!
RI 8.25K
CRI CR4 CR5
CR2 FD306
I I
CICR3
L_ 47 pf
R2
NODE (
UNLESS OTHERWISE SPECIFIED"
ALL TRANSISTORS ARE 2N914
ALL DIODES ARE FD643
R3
R4: R 0 SL
4.7,5 K : CR6 /_
FD%b6 1 k_
R5/6.2K
1
20 pf
Q2
TYPE R4
R6 6.2K
Q4
0 OUTPUT
12.1K
GROUND
PAl 6.81K
PA2 322K
Fig. 4. Power driver, types PAl and 2
130
°t
JPL SPACE PROGRAMS SUMMARY NO. 37-3B, VOL. IV
other discrete component parts was conducted. Specif-
ically, the failure modes for the components used in the
logic circuits were identified and tabulated.
Component model validation. The component models
used in the computer transient and DC analysis were
validated as part of this task. The approach taken was
to first determine the component parameters by calcula-
tion, measurements, or manufacturer's data, and then to
calculate the performance of the components. The calcu-
lated results were compared with the device character-
istics, as actually measured in the laboratory. Agreement
of calculated and measured performance constituted
validation.
Generation of circuit [unctional specifications. This
task developed a set of eight functional specifications
completely characterizing the performance of each of
the logic circuits. The nominal and worst-case perform-
ante was determined for each of the functional specifica-
tions. The screening test procedures were written, based
on the functional specifications and nominal and worst-
case performance.
Circuit model validation. This task is similar to the
component model validation except that it is conducted
at the circuit level. Components used in the component
model validation were used in the circuits that determined
the measured performance. Validated component models
were used in the computer analysis program to arrive at
a calculated performance which could be compared with
the measured performance.
Component deviation sensitivity and .... ".......
A computer analysis was conducted to determine the
sensitivity of the functional specifications to variations
in each component. Then, computed for each component
was the deviation limit that can be allowed without fail-
ing the functional specifications.
Failure mode tabulation. From the results of com-
ponent deviation sensitivity and deviation limits, a fail-
ure mode tabulation was generated. For each functional
specification, the sensitivity of each component to that
specification is listed, as well as the effect of component
degradation which is also listed ff it can cause a failure
in the specification. In addition, the effects of major fail-
ure are discussed.
Screening test procedures. Based primarily on the re-
sults of the circuit functional specifications, a detailed set
of test specifications has been developed for each of the
three logic circuits. For each functional specification,
minimum acceptable limits are established and a detailed
procedure is outlined which describes test equipment,
test methods, and expected results.
The Mesa Scientific Corp. is performing the follow-on
task of writing a Data Application Handbook which will
summarize the results of the original G.E. analysis and
the recent failure mode analysis. The handbook will
supply all the design information needed by a logic
designer in order to design a system using the subject
circuits, and will completely define all logic rules and
design constraints. Application suggestions will be given
which will describe methods for achieving specific func-
tional designs. The results of the failure mode analysis
contract are available from JPL Section 324 files.
2. Logic Techniques and System Applications
Studies in the application of analytical techniques to
the logic design of a DAE system were conducted and
results were designed into a breadboard demonstration
system. The studies included the use of nonweighted
codes (SPS 37-31, Vol. IV, pp. 211-214) and the deriva-
tion of timing and control signals for the breadboard
DAE system (SPS 37.-32, Vol. IV, pp. 188-195). The
fabrication of a breadboard DAE system accomplished
the following:
(1) Provided a vehicle for demonstrating logic design
techniques as they applied to the problems of
handling high rate data from a representative scan-
ning instrument such as an UV spectrometer. A
scanning instrument of this type will accumulate
from 10_ to 107 bits of data during a planetary
flyby, thus requiring buffering and magnetic tape
recorder storage.
(2) Developed breadboarding techniques using the
worst-case designed discrete component logic fam-
ily. The logic circuits were fabricated on small
plug-in cards using flight-quality components and
were used throughout the system. Fig. 5 shows
one of the logic flip-flop cards.
(3) Provided a vehicle for comparing diff6rent logic
families under similar conditions. For instance, the
breadboard system has provisions for replacing the
logic portion of the system with any other system,
through a simple connector arrangement. Thus
other systems, such as integrated circuits or flight-
packaged assemblies, can be compared directly
while operating within the same functional con-
straints. Other applications of the breadboard in-
elude the development of computerized checkout
131
J P L  SPACE PROGRAMS SUMMARY NO. 37-38, VOL. IV 
Fig. 5. Flip-flop logic card 
techniques using a computer such as the PDP-7. 
The breadboard DAE would serve as the data 
handling source with inputs and outputs being 
checked by the computer. 
The breadboard DAE was designed to encode, format, 
and store the data from an UV spectrometer instrument. 
A functional block diagram of the system (Fig. 6) shows 
two instrument analog output channels which have sig- 
nals ranging from 0 to f 6  v. Each signal is encoded at 
the instrument, to a pulse width with an analog-to-pulse 
width converter.2 This pulse width is further encoded 
by the DAE to a 9-bit digital signal, after which it is 
formatted with frame and identification data and sent 
on to the tape recorder by way of the buffer pair. Both 
record and playback are accomplished through the buffer 
pair. Typically, the loading and unloading cycle is alter- 
nated between buffers to accomplish the data flow. The 
is described in S P S  37-27, Vol. IV, pp. 101-107. A com- 
plete description summary of the breadboard UV DAE 
follows: 
Data summary 
Sample rate: 240 words/sec 
Word length: 9 bits 
Block length: 1320 bits 
Block count: 11 bits 
Block identification: 31-bit pseudonoise sequence 
Logic 
Type: Synchronous and asynchronous nand logic. 
Functions: Counter-shift registers and scalers are im- 
plemented with feedback shift registers, resulting in 
use of a buffer pair in this type of data storage system 
R. H., “ ~ ~ - p ~ l ~ ~  ~ ~ ~ l ~ ~ - t ~ p ~ l ~ ~  Width conve,.ter;* Section 
nonweighted coding. 
Circuits: All circuits are worst-case designed discrete 
component types. 324 Memorandum No. 324-9, May 3, 1965. 
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Fig. 6. Block diagram of breadboard ultraviolet spectrometer DAE
Types: Four-transistor flip-flop. Expandable input nand
gate. Noninverting logic amplifier.
Breadboard: Plug-in cards utilizing actual circuits and
flight-qualified components.
Buffers
Type: Mariner C 1320-bit sequential core memory.
Sync rates: Record Playback
Load cycle: 54 kc 650 cps
Unload cycle: 2.6 kc 8_ cps
Tape recorder
Type: Isoelastic reel-to-reel
Tape: ¼-in. Mylar
Packing density: 216 bits/in.
Tape speed: 12 in./sec (record)
3 in./sec (playback)
Recording method: Single-track, self-clocking (Potter
method)
The non-real time timing and data encoding diagram s
shows the basic timing for the non-real time portion of
the system. The breadboard system (Fig. 7) shows the
Mariner C buffer memory and the isoelastie recorder.
3JPL drawing No. J129767
3. Circuit and System Packaging Techniques
Simultaneously with the development of the logic cir-
cuits, a packaging study was made by JPL Divisions 32
and 35. The purpose of the study was to design an op-
timum welded cordwood module for electronic cir_adtry
using discrete components. Some of the constraints for
the so-called =optimum design" are listed.
a. Maximum component count per module cubic inch.
The design trade off here is component density versus
weldability. Weldability is related to the number of se-
quence welds per module, adequate electrode clearance,
number of different weld schedules, etc.
b. Module standardization and flex/bi//ty. A standard
configuration is desired to accommodate different elec-
trical designs without compromising the module design
or the system in which it must ultimately be placed. An
example of standardization is the placement of module
input-output leads at predesignated points irrespective
of the circuit design within the module. An example of
flexibility is the ability to expand the physical size of the
module in a dimension which would not compromise the
standardized features of the module. The flexible dimen-
sion is the primary method of incorporation of different
circuit designs into similar module configurations.
e. Module interconnections within a system. The man-
ner in which a module connects into a system must pro-
vide for reliable interconnect terminals, repairability of
interconnections, ease of module replacement, standard
system layout, and maximum efficiency of space.
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Fig. 7. Ultraviolet spectrometer DAE 
breadboard system 
Some of the early design configurations 
aging study were described in S P S  3732, 
49-56; therefore only the newer and final 
will be described here. 
A module design was evolved that tends 
of the pack- 
VOl. IV, pp. 
configuration 
to satisfy the 
three optimum design constraints listed above. The de- 
sign utilizes a molded header with embedded terminals 
which provide the standard input-output interface to 
the rest of the system modules. An encapsulated flip-flop 
module using the molded header is shown in Fig. 8. The 
header is called wirecon and was designed and developed 
in Division 35. 
The wirecon header creates standardization in terminal 
configuration and in module dimensions. The module is 
allowed to grow in the height dimension only, thus pro- 
Fig. 8. Wirecon module and mating test connector 
viding a degree of flexibility without disturbing other 
module standards. The most important flexibility factor 
is the placement of the components in a plane perpen- 
dicular to the input-output terminals, rather than parallel 
to them. Standardization of all dimensions except height 
allows efficient utilization of space in the system assembly. 
The width of an assembly is determined by the module 
with the greatest height dimension. 
Fig. 9 illustrates the feasibility of using the modules 
in a subassembly. The electrical wiring was based on the 
Mariner C non-real time DAS. The feasibility of the ap- 
proach was clearly demonstrated by the mock-up. 
Division 32 personnel have extended the basic wirecon 
module capability to include a utility function. Instead 
of terminating the header risers within the module, the 
Fig. 9. Wirecon system mock-up 
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risers are allowed to extend approximately 36 in. beyond 
the top of the module (Fig. lo), thus making all input 
and output functions accessible from the top. This accessi- 
bility allows the modules to be preprogrammed to per- 
form a specific function (prior to being assembled into 
the system). To accomplish this, the appropriate input- 
output functions are welded together at the module top. 
For instance, a module containing six gates can be pro- 
grammed to perform a complex logic function, such as 
a shift register stage, with a minimum number of module 
input-output connections. The programming on the top 
of the module eliminates wiring congestion on the termi- 
nal side where system interconnects are being made. 
Preliminary investigations show that only one layer of 
programming should be necessary for most logic func- 
tions. 
To further exercise the utility module concept and to 
develop improved welded cordwood module manufac- 
turing processes and constraints, a contract was awarded 
to Wems Corp., Hawthorne, California, for the develop- 
ment and fabrication of a flight-worthy system employ- 
ing the utility module concept. The objectives of this 
contract are to: 
(1) Design and develop (using the JPL utility module 
concept) the logic portion of the breadboard UV 
DAE using the worst-case designed JPL logic 
circuits. 
(2) Reduce to practice the use of a nonmagnetic 
module interconnect material such as Alloy 90. 
(3 )  Develop and implement a module “design con- 
straint checklist,” based on JPL specifications to 
be imposed upon the module designer. 
(4) Demonstrate the use of a clear embedment system 
for the utility modules. Separate JPL studies are 
to provide inputs to accomplish this task. 
(5) Develop system layout and wiring techniques using 
colored, transparent overlays to define the module 
interconnecting wiring. 
Fig. 10. Wirecon module showing 
programmable risers 
(6) Develop efficient management techniques for moni- 
toring future procurements of a similar nature, e.g., 
exercising the JPL Technical Direction Memoran- 
dum. 
(7) Demonstrate the use of single-layer programming 
of the utility modules. 
(8) Design and implement a module test rack using 
the results of the Mesa Scientific Corp. “Screening 
Test Procedures.” The test console is to use JPL- 
designed test connectors that mate with the wire- 
con header terminals. 
The contract with Wems Corp. is in progress, therefore 
results toward the objectives are not yet available. 
At the conclusion of the contract, the completed sys- 
tem will be subjected to environmental testing similar 
to the Mariner C type approval tests. The breadboard 
UV DAE system will be capable of testing the final sys- 
tem by substituting the assembly for its own internal 
logic. Comparisons can and will be made with other logic 
circuit approaches to the same logic system. 
Reference 
1. ”Digital Logic Family Study,” Final Report, Document No. 64-SD-433 1, General 
Electric Co., Valley Forge Space Technology Center, Philadelphia, Pennsylvania, 
August 1964. 
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XVI. Lunar and Planetary Sciences
A. Flexible-Screw Sampling
Device; Preliminary
Description and
Test Results
D. B. Nash
1. Introduction
The rotating-helix conveyor mechanism, designed by
R. Imus (JPL Section 322) and originally tested and re-
ported on 1 by the Geosampling Task Group, directed by
G. Hotz, has been further tested by the author for its
potential use as the primary component of an integral
sample acquisition and transport device, here called a
flexible-screw sampler. This report describes test com-
ponents and results.
1Hotz, G., O_ce of Space Sciences and Applications-Supporting
Research and Technology, Science Review Meeting Summary, JPL,
May 3-5, 1965, and Semiannual Progress Report, Geosampling
Task Group, January 1-June 30, 1965.
2. Mode of Operation
The device tested is shown in Fig. 1; it consists of a
flexible screw that rotates in a rigid tube. The screw
acquires powder at its acquisition end by the powder
flowing into or being forced (by lateral movement of the
screw) into the exposed screw threads. Transport of the
powder up the tube is produced by forces resulting from
friction developed between the particles and tube wall
when the screw is rotated at sufficient speed (e.g., > 500
rpm); in effect, the particles are "pumped" up the sloping
surface of the screw threads. An open-turn wire coil (akin
to a stretched spring) is used as the screw; the wire has a
square cross section to provide a fiat helical lead surface.
The screw material is beryllium-copper alloy, and the
outer tubing is stainless steel.
It was found that because of the inherent flexibility of
the open-coil screw, the device functions well even though
the tube is bent 90 deg at a radius of 3.7 in. With this
type of mechanism, therefore, the direction of particle
transport can be markedly altered with a single contin-
uous-flow device driven by a single motor.
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DRIVEN END OF DISCHARGE VENT
FLEXIBLE SCREW
SCREW MATERIAL: Be-Cu ALLOY
TUBE MATERIAL; STAINLESS STEEL (O.105-in. ID)
WEIGHTS: SCREW 4.4 g
TUBE 5.3 g
7in.
TRANSPORT TUBE
(RIGID)_
ACQUISITION END
OF SCREW -------_
TEST POWDER
Fig. |. Configuration and dimensions of flexible-screw sampler
"°" IL'*"
_0.4in.
__!L
The function of the device is limited primarily to acqui-
sition and transport of powder. However, it may be made
capable of penetrating into, and pulverizing, fragile con-
solidated rock such as pumice or ash. It will accept and
transport only particles whose diameter is less than the
effective coil spacing of the screw.
3. Performance Test
For the test, the screw was powered by a a_-in, electric
hand drill mounted in a suitable jig. Drive speed was
varied by variac control of the drill power input. The
test material used was basalt powder of four particle-size
ranges: < 37, < 120, 150-200/_, and < 10 mm (rubble).
The test was conducted in room-temperature atmosphere.
The acquisition end of the screw (Fig. 1) was immersed
vertically into powders to a depth of approximately 0.4 in.
For each powder size fraction, the starting time required
to begin discharge at the horizontal discharge vent, and
the discharge rate, were measured as a function of screw
speed, which was varied from 250 to 1500 rpm. Next,
measurements were made of the torque required to turn
the screw while empty and while fully charged with
powders of each particle-size range. Finally, the dis-
charged powders were analyzed by sieving for any change
in particle-size distribution, and visually for contamination
produced during acquisition and transport. The results
are as follows:
a. Acquisition. It became necessary to agitate the
acquisition end of the device in order to facilitate powder
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flow into the screw. This is particularly important in the
fine-grain size fractions where particles do not flow freely
and the screw merely bores a hole in the powder, and
acquisition ceases. With coarse particles, flow can be
maintained without agitation but is somewhat erratic. By
slowly sweeping (by hand) the acquisition end of the
screw back and forth in the powder, good acquisition can
be maintained in all the powders tested• The following
u_tta are ootaaned in this manner.
b. Discharge start time. The time required to start
discharge, once the screw begins turning, is shown in Fig.
2(a) as a function of screw speed and particle size. For a
speed of 1000 rpm, for example, the start time was less
than 25 see for all powders. At a screw speed of 250 rpm,
no pumping action could be achieved in the 150-200/_
fraction; tests at 250 rpm in the other powders were not
conducted. Screw speeds above 1000 rpm do not signifi-
candy lower the start time. Assuming that starting times
vary linearly with effective screw length, the starting
time required can be generalized to 3 sec/in, of travel at
1000 rpm. Since the pitch of the screw is 0•080 in. per
revolution or (at 1000 rpm) 1.33 in./sec, the ratio of
observed particle velocity to pitch rate is 0.33/1.33 = 0.25.
c. Discharge rate. The volume rate of discharge is
shown in Fig. 2(b). The rates vary between 0.1 and 6.0
• 1; .... 1 .... _'.1_
cmZ/min and essentially mcrcasc ,,,,_a,,y wJuJ screw
speed for each particle-size fraction. In general, at a given
speed the rate increases with decreasing particle size; this
reflects the more "fluid" behavior of a mixture of fine
particles in air than that of coarse particles.
EL Discharge mode. The powder emerges from the hori-
zontal discharge vent (Fig. 1) as a steady stream of par-
ticles and, on a surface ½ in. below, forms a conical pile
beneath the vent. When the pile becomes high enough
to contact the edge of the vent and the screw, the par-
tides are carried along the screw to the far side of the
pile and deposited; thus the pile progresses lengthwise
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(b) DISCHARGE RATE VERSUS SPEED FOR VARIOUS POWDERS
FOR 0.095-in. D SCREW
WITH 90-deg BEND
OF 3.7-in. R
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SCREW SPEED, rpm
Fig. 2. Performance data for flexible-screw sampler
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along the exposed portion of the screw until the entire
discharge vent is closed by the pile beneath it. The screw
then carries the incoming powder on to the end of the
transport tube to discharge it there, forming a second
conical pile. Thus, two or more sample containers could
be successively filled by the use of multiple discharge
vents in the transport tube.
e. Torque and corresponding power required. The
static torque required to overcome the turning friction of
the screw is:
Empty
Full (< 37_)
Full (< L_#)
Full (150-200_)
0.2--0.4 in.-oz.
0.4"0.5 in.-oz.
0.4-4).5 in.-oz.
4.2-5.3 in.-oz.
Based on these torque values, the power required to
operate the screw was calculated and is shown in Fig. 3
as a function of screw speed and maximum required
torque. For example, the maximum continuous power
required for a maximum torque of 15 in.-oz, at 1000 rpm
is less than 5.5 w. Considering the effective tube length
of 8.7 in., the required power can be expressed as less
than 0.63 w/in. (i.e., power per transport distance).
t. Particle-size reduction. Changes in particle-size dis-
tribution of the powders occur during transport due to
grinding by the screw action. Before-and-after sieve tests
showed the following changes for two of the test powders:
Original
particle-size
range,/_
_!_
15_2_
Test sieve
size,/_
74
150
Weight ratio of amount passed
to amount retained by sieve
(i.e., fine/coarse)
Before After
transport transport
1.95 2.42
0.12 1.36
These data show, as expected, that considerably more
grinding occurs when transporting coarse particles than
when transporting fine ones.
g. Screw wear. During the above tests, a total running
time of approximately 100 min in basalt powder and
rubble was accumulated on the single Be-Cu screw with-
out failure and little visible wear. There was slight round-
ing of the leading edge of the square cross section wire
and minor abrasion of the outer flat surfaces. Chipping
or gouging of the screw material was not detected, except
for one small chip of Be-Cu found in the transported
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Fig. 3. Approximate power requirements at different
screw speeds for various probable
torque requirements
powder (coarse); this was the only visible sample contam-
ination. No wear of the stainless steel tubing was detected.
4. Summary and Conclusions
A flexible-screw sampler of 0.005-in. diameter and oper-
ating at a screw speed of 1000 rpm can acquire and trans-
port powders with particles ranging up to 0.2 mm in size,
up a tube and around a 90-deg bend at transport rates of
1 to 3 cm3/min and at power requirements of less than
0.63 w/in. travel. Particles of size greater than approxi-
mately 0.1 mm are pulverized by grinding action of the
screw during transport. Screw wear and visible contami-
ration _re negligible for a Be-Cu screw and stainless
steel tube operating in a basalt powder.
A complete flexible-screw sampling unit is now being
constructed for trial operation with the X-ray diffrac-
tometer. It will have a 90-deg bend and will utilize a
screw of the same diameter described previously
(0.095 in.) in order to restrict the maximum particle size
to approximately 0.9 mm. It will have a transport screw
which is 20 in. long, yielding a vertical transport capa-
bility of approximately 15 in. The transport tube will be
swivel-jointed to allow the acquisition end of the tube
to swing downward until it contacts the powder surface
to be sampled; torque exerted on the tube by the drive
motor and by a "helper" spring will drive the acquisition
end into the powder to assure continuous acquisition. A
24-v dc gearmotor will drive the screw at 1125 rpm and
will require approximately 7 w nominal and 15 w maxi-
mum power input. Total weight of the device, including
mounting bracket and wiring, will be approximately 2 lb.
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XVII. Bioscience
A. Soil StudiesmDesert Micro-
flora. Xll. Abundance of
Microflora in Soil Sam-
ples from the Chile
Atacama Desert
R. E. Cameron, D. R. Gensel, and G. B. Blank
1. Introduction
Prior to detection and characterization of possible extra-
terrestrial microorganisms, especially for Mars, preliminary
investigations are being undertaken in various terrestrial
desert areas? Information about terrestrial desert environ-
ments, especially soils, microflora, and their relationships,
can provide useful background information for design and
instrumentation of life detection experiments. For this
purpose, soil samples have been obtained from a number
of desert regions, including the Chile Ataeama Desert,
known to be one of two most arid regions on this planet
(the other is the Tanezrouft, in the Sahara Desert, Ref. 1).
'Cameron, R. E., "Areas for Soil Studies," Unpublished manuscript,
JPL Biology Group, September 13, 1961.
2. Prior Investigations
Samples obtained from the Atacama Desert were col-
lected from a completely barren, extremely arid area near
Uriba, Chile (Fig. 1). 2 By means of aseptic technique,
three samples were taken from approximately the surface
1-cm (No. 290), 1- to 4-cm level (No. 291), and from the 4-
to 12-cm depth (No. 292). 3 The soils were sandy, with
some white, crusty, aggregated salty material evident,
especially with an increase in depth of soil (Fig. 2). The
soil most closely resembles a Solonchak or azonal aridisol
(Ref. 2).
Physical, chemical, and some microbiotic properties of
the soils were presented in SPS 37-35, Vol. IV, pp. 214-222.
Analyses of the samples showed that for all samples the
bulk density was less than 1.0 g/cm 3, porosity was less
than 67.0_, the pH of saturated paste was 7.7, electrical
conductivity of the 1:5 s0il: H20 extract was between
325-2225 × 106 mho/cm at 25°C, and cation exchange
capacity was 2.5 to 5.0 meq/100 g soil, with a significant
_Photographs taken by Father German Saa, Universidad del Norte,
Antofagasta, Chile.
3Soils collected by R. W. Davies, Manager, Mission Definition, JPL
Advanced Studies Section.
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Fig. 1. Barren, eroded, wind-rippled soil and hills 
near Uriba, Chile Atacama Desert 
Fig. 2. White, crusty, powdery and granular gypsum 
in extremely dry, sandy soil at sampling site 
near Uriba, Chile Atacama Desert 
amount of the exchange complex occupied by cations 
Ca++, Na+, Mg“, K+, and anions SO; and C1-. The total 
organic matter content for all three samples was = 0.07%, 
the total C was = 0.10%, and the total N was = 0.01%. 
C content was either organic or inorganic, but N was 
entirely organic. All of the “routine” microbiological de- 
terminations indicated plate count values for aerobic and 
anaerobic bacteria, fungi, and algae which were either 
Table 1. Plate counts on trypticase soy agar 
Aerobes: boderia + actinomycehs/roil 
Psychrophiles 
l+ SOC) l+ 2 0 O C l  Soil No. 
292 
*Not previously reported. 
nil or extremely low (Table l), as compared to values 
obtained for western U.S. desert soils (Ref. 3). However, 
growth obtained in dilution tubes of fluid thioglycollate 
medium indicated the presence of microflora of lo6 to 
1O’/g soil. Direct counts of microorganisms also sub- 
stantiated the presence of a higher abundance of bacteria 
than indicated by plate counts using trypticase soy agar.* 
Further cultures of these soils were attempted by dilu- 
tion plates of a yeast extract/soil extract medium: i t  was 
then shown that higher counts could be obtained for all 
This medium had been previously shown to support 
a substantial growth of indigenous desert soil microflora, 
as well as Bacillus subtilus, following the introduction of 
a small inocculum into soil extract (SPS 37-32, Vol. IV, 
pp. 202-208). Plate counts obtained with trypticase soy 
agar or trypticase soy agar + soil extract for six other soil 
samples from the Atacama Desert near Antofagasta also 
indicated negligible or very low counts.6 
Upon consideration of the extreme aridity of the Chile 
Atacama Desert, the unique properties of the soil samples, 
especially the apparent low abundance of microiiora ob- 
tained by plate counts and relevance of the results to life 
detection experimentation, it was decided that further 
research would be conducted on these soils. This report 
will present results of bacteria + actinomycete abundance 
obtained with selective media, particularly with regard to 
chemoautotrophes. 
3. Materials and Methods 
Portions (1 g) of sieved (7 2 mm), air-dry samples of 
each soil were put in 9 cm3 of water and then placed on 
‘Weston, C. R., Monthly Progress Report, JPL Contract No. 
1951321, Department of Biology, University of Rochester, College 
of Arts and Science, River Campus Station, Rochester, N. Y., 
November 15, 1965. 
’Weston, C. R., Monthly Progress Report, ibid December 15, 1965. 
“Opfell, J., “Effect of Soil Extracts in Medium in Detecting Aerobic 
Microbial Populations in Desert Soils from the State of Antofagasta, 
Chile,” Aeronutronic Division, Ford Motor CO., Newport Beach, 
Calif., July 26, 1965 (unpublished report). 
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a wrist-action shaker for 10 min. Following completion of
the suspension and dispersion of each sample, a 1-cm _
portion of the soil suspension was then diluted serially
by 1/10 and appropriate aliquots pipetted into sterile,
plastic disposable petri dishes. Synthetic, nonsynthetic,
and differential semisolid media were then poured into
each petri dish and the recommended standard procedure
followed for shaking plates to obtain colonies of soil
_icroorganisms (Ref. 4). All incubations were carried out
at room temperature (22°C), except for the carbon nutri-
tion medium (Table 2, No. 3) which was incubated at
35°C. Plate counts were made as soon as colonies were
macroscopically visible or could be distinguished with a
Quebec Colony Counter equipped with a magnifier. For
all cultures, the incubation period was terminated after
30 days, when no increase in colony abundance could be
determined. All incubations were conducted between
January 5 and March 2, 1966.
Most of the media used for this experiment were pre-
pared according to standard procedures, and are recom-
mended for various chemoautotrophic, heterotrophic,
aerobic, anaerobic, and microaerophilic bacteria or
actinomycetes (streptomycetes). The name of each me-
dium and a reference to its preparation and composition
is indicated in Table 3. The composition of media which
are not included in any prior publication are given in
Table 2.
Table 2. Composition of media prepared for Chile soils
Organic nutrition agar (No. 11
Trypticase soy broth 15.0 g
Yeast extract 2.0 g
Agor 1.5.0 g
Soil extract (Mohave soll Ha. 76-1) 400 cm _
Tap water 600 cm 3
pH adjusted with 0.IN NaOH to 7.6
Modified carbon nutrition agar (Refs. 5 and 6) (No. 3)
Unbleached chitin power 10.0 g
KH2PO4 0.2 g
K2HPO4 0.8 g
(NH,)2SO4 0.5 g
Mg50, • 7H20 0.5 g
CaCI= • 2H20 0.01 g
Agor 15.0 g
Micranutrient solution (Ref. 7) 0.5 cm a
Distilled H20 1000 cm '_
pH 7.0
Tap water agar" (No. 71
Neutralized acid soil extract agar (No. 81
Chile soil (appropriate soil No.), 25 g
Extract with 100 cm s of 0.1N H2SO4
Neutralize with 1.ON NaOH to pH 7
Agar 15.U g
Tap H=O, q.s. to 1000 cm s
Neutralized alkaline soil extract agar (No. 9)
Chile soil (appropriate soil No.), 25 g
Extract with 100 cm 3 of 0.1N NaOH
Neutralize with 1.ON H2SO4 to pH 7
Agar 15.0 g
Tap H20, q.s. to 1000 cm 3
Salt agar (No. 10)
5i 26.6 ppm
Ca 54.2 ppm
Fe 0.09 ppm
Mg 15.0 ppm Complex Iron-sulfur agar (No. 12) _
Na -F K 22.8 ppm
CO3 " 0.0 ppm Fe504 • (NH4) 504 " 6H20
HCOs 242 ppm Fe powder, reduced
504" 31.4 ppm Fe2Os
Ci 13.0 ppm Ferric ammonium citrate
F 0.66 ppm (half green; half brown)
PO4 = -- 5 powder
CO= (dissolved) 7.6 ppm No_S=O_
NHs + (free) 0.01 ppm CaCI2
N (organic) 0.15 ppm CoCOs
NO2 0.0 ppm K=HPO4
NOs 0.43 ppm KNOz
Total solids 281 ppm Mg504 " 7H20
Total alkalinity 199 ppm Agar
Total hardness 200 ppm Soil extract (Mohave soil No. 76-11
Agar 15.0 g Micranutrient solution (Ref. 7)
Tap H=O 1000cm 3 Tap H=O
pH 7.8 pH adjusted with 0.1N NaOH to 7.2
CoSO4 0.3 g
NaCI 0.3 g
MgCO3 0.1 g
KNO3 0.1 g
(NH,)_ HPO, 0.1 g
FeCIs 0.01 g
Agar 15.0 g
Micronutrient solution (Ref. 7) 0.5 cm 3
Distilled H_O 1000 cm 3
pH adjusted with 0.1N NaOH to 7.6
0.5 g
2.5 g
2.5 g
5.0 g
5.0 g
5.0 g
0.1 g
0.1 g
0.1g
0.1 g
0.1 g
15.0 g
10.0 cm s
0.5 cmz
1000 cm s
• Avoraao analysis of JPL tap water. Information sunnlled by T. Ackerman, Pur_icotion Supervisor, Watec Dolx=rtment, Pasadona, Callt.
_Supernatant solution filtered through Whatman No. 1 paper.
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Table 3. Abundance of microflora on selective agar media
Soil No.
29O
291
292
290
291
292
290
291
292
29O
291
292
29O
291
292
29O
291
292
29O
291
292
290
291
292
290
291
292
29O
291
292
290
291
292
290
291
292
29O
291
292
290
291
292
29O
291
292
29O
Bactada -t- actinomycutes
X 10/g soil
3.5
35
13
1.5
36
145
7.0
14
4.0
145
10,000
1550
3.5
3.0
4.5
0
0
0
1.5
22
1.5
1230
4100
37,O0O
46
39
6100
355O
235O
13
145
42
5.0
2O
14
64
1150
1340
3.5
48
11
0
0
0
0
Medium No.
(!) Organic nutrition
(2) Thomton's standardized
(3) Modified carbon nutrition
(4) Jensen's streptomycete
(5) Fluid thioglycollate
(6) Fluid thioglycoliuta in
CO_ atmosphere
{7) Tap water
(8) Neutralized acid soil extract
_)) Neutralized alkaline soil
extract
(10) Salts -t- micranutrients
(!1) Starkey's sulfur oxidation
(12) Beiierinck's thiosulfote
oxidation
(13) Van Delden's sulfate reduction
(14) Complex iran-sulfur
(15) Heterotrophic iron oxidation
(16) Leathen's outatmphic iron
oxidation
Medium refemcce
Table 2
Ref. 4, p. 5
Refs. 5, 6; Table 2
Ref. 4, p. 9
Ref. L P. 128
Ref. 8, p. 128
Table 2
Table 2
Table 2
Table 2
Ref. 4, p. 23
Ref. 4, p. 25
Ref. 4, p. 31
Table 2
Ref. 4, p. 39
Ref. 5, p. 533
Microflora group
e
i °
= *
•flu .s v,
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Soil No.
291
292
29O
291
292
29O
291
292
Table 3. Abundance of microflora on selective agar media Icont'd)
Bacteria -}- actinomycetes
X IO/g soil Medium No.
(17) Amrnonification (urea)
(18) Burk's nitrogen fixation
Medium reference
Ref. 4, p. 39
Ref. 4, p. 47
0
0
0.5
0.5
0
5.0
8.0
4.0
[i icrrgr°uPi'O, w m "0 ._0 "*-0 w
.= • o o "_ o.-°.
o D a"_ • • u " -
.,c lZ .,¢ _'
V V V V
VVV V
V V V
V
V
4. Results and Discussion
Variable results were obtained for plate counts of
microorganisms, depending upon the medium, as indi-
cated in Tables 1 and 3. Plate counts ranged from 0 to
3.7 × 105/g soil. It could not be shown that any one of
the three soils contained the highest numbers of colonies,
although for 12 of the 18 media, higher counts were ob-
tained for subsurface soils No. 291 and No. 292, rather
than surface soil No. 290.
The highest counts of microorganisms were obtained for
Jensen's streptomycete agar (No. 4), neutralized acid soil
extract agar (No. 8), salts + micronutrients agar (No. 10),
and Van Delden's sulfate reduction agar (No. 13). Al-
though Jensen's medium is intended primarily for the
promotion of streptomycetes, it also permitted the growth
of a number of hard or soft discrete orange-pink or
opalescent pin-point, discoid, or star-shaped bacterial
colonies. Neutralized acid soil extract agar also contained
mixtures of both bacteria and streptomycetes. Colonies
were primarily discrete opalescent, star-shaped, discoid,
and flrnbriated or lacerated. A number of hard, discrete,
chromogenic (pink or orange), pin-point colonies were
also observed. The salt agar medium, which was syn-
thesized on the basis of available ions in the soils, con-
tained a preponderance of smooth discrete, chromogenic
(pink, orange or light brown), pin-point colonies. This
medium did not promote the growth of streptomycetes.
Van Delden's sulfate reduction agar had a number of
discrete, pin-point or small, smooth, opalescent or chromo-
genie colonies and no streptomycetes.
In general, none of the other growth media provided
as good a response for abundance of organisms, although
the variety of colony characteristics was approximately the
same, with a preponderance of discrete chromogenic
bacterial colonies. However, media with a high percentage
of organics, e.g., medium No. 1, did not contain chromo-
genie colonies. This was also true when trypticase soy
agar was used as a culture medium for these soils. In a
number of cases, colonies appeared on some of the media
but they were not observed in other media. For example,
with Starkey's sulfur oxidation agar there appeared on
the surface of the agar discrete, black, raised, reticulated
and lacerated colonies, along with a variety of the usual
pin-point or small discoid, or star-shaped chromogenic
and opalescent bacterial colonies and a few streptomycetes
(Fig. 3). A microscopic examination of a number of the
colonies from various plates shows that the organisms are
primarily gram negative short bacilli and/or large or small
gram negative cocci.
Agar plates of fluid thioglycollate medium did not give
a good response. This is a broad spectrum medium which
has been used without agar to promote the growth of
many desert soil organisms, including bacteria, streptomy-
eetes, and fungi .7 By the dilution tube method, growth was
previously obtained for all three Chile softs at 10 e to 10r/g
soil using fluid thioglycollate (without agar). As has been
found repeatedly for growth of organisms from desert soils,
more abundant growth is obtained with solution cultures
rather than agar plate cultures. Placing of fluid thiogly-
collate agar plates in a CO2 atmosphere gave negative
results for all three Chile soils. Evidently no significant
_Desert Microflora Program, unpublished remits, 1961 to date, and
Vol. IV of the following issues of SPS: 37-35, pp. 214--222; 37-34,
pp. 19,3-202; 37-32, pp. 212-214 and pp. 196-202.
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numbers of anaerobes are present in these soils, as was
indicated in SPS 37-35, Vol. IV.
Thornton's standardized medium is commonly used for
obtaining a standard plate count of soil bacteria (Ref. 4).
It contains organics (asparagine, mannitol, and soil ex-
tract) and promotes the growth of both heterotrophes and
4-1_ _ _I--'I - .!chemoautotronh_ rtnwever, for u,e _..e sons, it was
L ....... A
not significantly better than an organic medium (No. 1)
or tap water agar (No. 7).
When softs were first investigated for the Desert Micro-
flora Program, a comparison was made between Thornton's
standardized medium and trypticase soy agar for growth
of microflora. It was found that for 28 softs from 5 sites,
comparable results were obtained with the 2 media, or
else counts were 1 dilution lower with Thornton's
standardized medium. Incubation time was longer in
some cases than with trypticase soy agar, which has there-
fore been used to determine the abundance of aerobic
and anaerobic bacteria as well as streptomycetes in
softs obtained from the Valley of 10,000 Smokes, Alaska
(SPS 37-32, Vol. IV, pp. 196--202). In this case a medium
was synthesized, based on properties of the soil and its
external environment, e.g., sulfur fumes, and growth was
obtained with the synthesized medium, whereas results
were nil with trypticase soy agar. It would appear that
for many desert soils trypticase soy agar is adequate, but
where there are no macroplants the climate is extremely
arid and soft properties are not .typical; then a more in-
organic medium should be used for culture purposes.
The salt medium (No. 10), which was synthesized on
the basis of ionic composition of the Chile soils, provided
a substantial increase in a number of colonies obtained,
as compared to a number of the other media (Table 3).
A comparison of this medium with Van Delden's sulfate
agar shows that the sulfate ion is evidently important to
the growth of organisms in Chile soils. This result is also
consistent with the high percentage of granular or powdery
gypsum present in these soils. Neither Starkey's sulfur
oxidation medium (No. 11) nor Beijerinck's thiosulfate
medium (No. 12) provided results as good. A complex
iron sulfur medium (No. 14), which had been synthesized
for Valley of 10,000 Smokes soils, also showed similar
results.
One of the best media for growth, especially for sub-
surface soft No. 292, was a neutralized acid soft extract.
The greatest abundance of organisms, 3.7 × 105/g soft,
was obtained with this medium. The acid extraction pro-
cedure undoubtedly solubilized ions, such as sulfate or
carbonate, which are present. Much lower results were
obtained with the neutralized alkaline soil extract medium
(No. 9).
Iron and nitrogen bacteria are not prevalent in the Chile
.,1
_nll ¢_mpl_c N,TO .... a.t. l_t_-'- - a either.............. grub u, ",*'as Oo_a,,eu for hetero-
trophic or autotrophic iron oxidizers (media No. 15 and
16). A few ammonifiers or nitrogen fixers may be present
(media No. 17 and 18).
Incubation times were generally long, as was found
previously in SPS 37-35, Vol. IV. Colonies either were not
evident or else reliable colony counts could usually not be
obtained for 10 to 20 days. Growth periods were much
faster with the synthesized salt medium and the neutral-
ized acid soil extract medium, and discrete colonies, even
though pin-point types, could be seen in several days. For
most desert soils, such as those investigated in south-
western U.S., incubation times are commonly short,
usually 8 to 48 hr. It has been found that it takes longer
for colonies to be observed on routine culture media when
desert soil properties, or the environment in which they
occur, are not typical, s
5. Concluding Remarks
Abundance of microflora has been investigated for three
soil samples from one site in the Chile Atacama Desert.
Depending upon the nature of the selective medium,
colony counts on agar plates ranged from 0 to 3.7 × 105/g
soft. Four media provided the highest abundance of
bacterial and streptomycete colonies. These were a syn-
thesized salt medium, based on soft ions and salt content
(No. 10), a neutralized acid soil extract made from each
soft (No. 8), Jensen's streptomyeete medium (No. 4), and
Van Delden's sulfate medium (No. 13). Resull3 were con-
sistent with known environmental conditions and soil
properties. Most of the bacterial colonies were discrete,
hard or soft, ehrom0genie or opalescent, pin-point, or
small and star-shaped. A large number of streptomyeetes
was also present, as indicated by growth on some of the
media. Compared to results obtained on southwestern
U.S. desert soils, there were more ehromogenic colonies,
very few heterotrophes, and a much longer incubation
time was necessary before colonies could be observed
and/or counted.
SDesert Mierotlora Program, unpublished results, 1901 to date.
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XVlll. Fluid Physics
A. Preliminary Results of
Experimental Magneto-
Fluid Dynamic Drag
Investigation
G. Yonas
The liquid sodium flow facility (Ref. 1) was designed to
function as a basic research tool in magneto-fluid dynam-
ics (MFD), its role being similar to that of the wind tunnel
in ordinary fluid dynamics. It provides a flow of relatively
high conductivity fluid aligned with an applied magnetic
field, allowing us to study flows over bodies under such
conditions. A considerable amount of theoretical effort
has been directed toward these problems, but the coupled
nonlinear equations which result have forced various
authors to consider less physical but more tractable
approximations. It was desirable to have some experi-
mental basis for a more realistic theory and it was hoped
that a measurement of a gross physical property, such as
the drag, could provide it.
The basic features of the drag balance test section are
shown in Fig. 1. The test bodies were suspended from
tungsten-rhenium wires attached to three aluminum
beams and preset at an angle that maximized the sensi-
tivity to small loads. The wires pass through 0.062-in.
holes into a chamber which is packed with silicone grease.
The grease acts both as a damper for beam oscillations
and to protect the strain gauges attached to one beam.
A full bridge composed of four identical, encapsulated
foil gauges was employed because of the small size of the
gauges and their ability to operate at elevated tempera-
tures. The test section can be broken into two halves at a
point just below the beam chamber to allow for easy
installation and calibration. Calibration was carried out
before and after each run at the operating temperature of
130°C over a range from 1 to 1600 g (force).
Disks and spheres with diameters of 0.250, 0.500 and
0.750 in. have been utilized with either 0.005- or 0.010-in.
suspension wires. The results for a 0.500-in. sphere sus-
pended from 0.010-in. wires are shown in Figs. 2 and 3.
The drag coefficient Co has been calculated using the
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centerline velocity measured in a separate experiment
under the same conditions. The wire drag is calculated
from the existing tabulated values of wire drag coe_cient,
independent of field strength. The questions of effect of
wire size, blockage, and body shape are being studied,
but one preliminary conclusion can be drawn.
The drag c_e_cient is only a function of N = B_¢L/pUo
and appears to have an asymptotic dependence of N_
for N_ t0. Since N does not depend on viscosity, the
experiment suggests an inviscid high N approximation, at
least to describe the flow field near the body. Childress
(Ref. 2) has considered an inviscid MFD problem and
showed that one must include viscosity to obtain a solu-
tion uniformly valid over an unbounded region. A theo-
retical model is being considered which involves an
inviscid near-field and a far-field which includes viscosity.
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B
XlX. Physics
A. A New Mechanism for
Catalyzed Chain
Decomposition
of Ozone
W. B. DeMore
Ozone is particularly susceptible to chain decomposi-
tion. There is evidence of a chain process in the photolysis
of pure 03 (Ref. 1) and also in the photolysis of mixtures
of On with oxidizable species such as H2 and CH4 (Ref. 2).
In the latter cases, 03 and the other component are con-
sumed concurrently. A third type of chain, which is the
subject of this report, is often referred to as a catalyzed
chain decomposition of 03. In this case, a species A is
involved in the chain process but is not itself consumed,
so that the net chain stoichiometry is 03 _ 3/2 05.
Unfortunately the three chain processes often occur
simultaneously, and in much of the experimental work on
these systems the relative contributions of each have not
been resolved. Nevertheless, there does seem to be good
evidence (Refs. 2--6) that OH radicals are able to bring
about a catalyzed decomposition of O3. Norrish and co-
workers (Refs. 2, 5, and 6) have proposed the following
general mechanism:
OH + 03 -_ HO., + 05 (1)
HOz + 03 _ OH + 202 (2)
The source of OH is by the following reaction sequence:
Oa + hv _ 02 + O ('D) (3)
O (1D) + RH-_ OH + R (4)
where RH represents a hydrogen-containing compound
such as Hs, CH,, NH_, or HzO. An important feature of
Reaction (4) is that it is known to produce vibrationally
excited hydroxyl, OH* (Refs. 6 and 7). The energy for
vibrational excitation of OH* is provided by the exotherm-
icity of Reaction (4), which may be as high as 44 kcal/
mole. This amount of energy is sufficient to raise OH* to
the 4th vibrational level, although excitation higher than
v" = 2 has not been observed. However, the role of OH*
is not explicitly delineated in the Norrish mechanism for
the catalyzed chain decomposition.
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A quite different mechanism has been derived by
Kaufman (Ref. 8) on the basis of flow experiments where
H atoms are reacted with O8 (Refs. 8 and 9). Short chains
are observed with approximately 3.5 O8 molecules de-
composed per H atom reacting. The proposed chain is:
initiation:
propagation:
termination:
H + 08 _ OH* + O_ (5)
t OH* + O_--. OH + O + O_ (6)O + OH--. 02 + H (7)
OH* + M--* OH + M (8)
Reactions other than (6) also remove OH* and thus serve
as terminating steps, but these need not be discussed now.
Reaction (5) is exothermic by 77 kcal and is capable of
raising OH* to the 9th vibrational level.
Although each of the above mechanisms accounts
empirically for the observations on the systems from which
they were derived, neither is satisfactory in the general
case. The principal difficulty with the Norrish mechanism
is that the propagation Reaction (1) is too slow (Ref. 8),
and in fact there seems to be no direct evidence that HO2
is actually a product of the reaction. The problem of the
slow reaction could perhaps be overcome by invoking
participation of OH*, but the difficulty then arises that
Reaction (2) cannot reasonably be expected to regenerate
OH* with high efficiency. Thus the role of HO2 as a chain
carrier is quite doubtful.
The Kaufrnan mechanism proposes OH* and H atoms
as chain carriers. The chain propagating step, Reaction (6),
is in effect a collisionally induced thermal decomposition of
Oa. This reaction is energetically improbable for vibra-
tional states of OH* lower than v" = 3, but the initiating
step [Reaction (5)] is known to produce OH* with v" as
high as 9. This mechanism is satisfactory to describe the
flow system results since a large concentration of O atoms
is present and therefore OH is rapidly converted to H by
Reaction (7). The O atoms arise from reactions such as
OH* + OH*--* H20 "at.-O (9)
Under these circumstances there is no difficulty in re-
generating the chain carriers OH* and H. However, in
static experiments, such as those of Norrish and Wayne
(Ref. 2) or the earlier work of Forbes and Heidt (Refs. 3
and 4), Reaction (7) cannot possibly compete to any de-
tectable extent with O-atom loss due to reactions such as
O + O3_ 202 (10)
O + 02 + M->O3 + M (11)
Therefore regeneration of the chain carrier H could not
occur. Another problem is that flash photolysis studies on
mixtures of O8 with H2, CH,, and H_O (Refs. 7 and 10)
have shown no evidence of the formation of OH* with
v"> 2 by Reaction (4). In the case of HzO this is not
surprising since the reaction
O (_D) + H20--* OH + OH (12)
is exothermic by only 28.6 kcal/mole and the v" = 3 state
of OH* requires 29.2 keal/mole. Reaction (6) requires at
least 25 kcal/mole and eaunot be rapid for the v" = 2
state of OH* which carries only 20 kcal/mole of vibrational
energy. The conclusion therefore is that the Kaufman
chain could not be successfully initiated by Reaction (4),
whereas chains are known to exist in systems where this
reaction is the only initial source of OH* radicals.
We now propose a new chain mechanism which avoids
the foregoing difficulties and which (together with the
Kaufman mechanism) explains the observed catalyzed
chain processes under all conditions. Initiation may occur
by either Reaction (4) or (5), depending on the particular
system being studied. Propagation is:
OH* + 03 _ H + 202 (13)
H + O3-_ OH* + O_ (14)
Reaction (13) is endothermic by only 9 kcal/mole and
therefore is feasible even for the v"= 1 state of OH*,
which carries 10.2 kcal/mole of vibrational energy. The
present mechanism differs from that of Kaufrnan in that
• • 1. .1H atoms are proauceo mrecuy :- n^_'_^_ l, q_ an-I l'h#r*=.
Ill JLtg;¢tl..t.JtvLl _v/, _ .....
fore secondary radical-radical reactions are not required to
regenerate the chain carrier H.
The reasonableness of Reaction (13) as a chain propa-
gating step can be demonstrated as follows. For purposes
of discussion, we consider that Reactions (6) and (13)
proceed through a common HO: intermediate, which may
or may not actually be the case:
OH* + O_ _ HO* + O2
-) OH+O+O2 (6a)
H + 202 (13a)
Since decomposition of HO_ to H + O_ requires 16 keal/
mole less energy than decomposition to O + OH, Reaction
(13a) should be the dominant mode of HO: decomposition,
particularly at low energies corresponding to v" in the
range 1 to 4. At higher energies Reaction (6a) may make
some contribution and ff so would serve as a chain
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terminating step, in the absence of high O-atom concen-
tration. Alternatively, Reaction (6) may occur as follows
for very high (v" > 5) vibrational states of OH*:
OH* + O_ _ OH** + 0 + O_ (6b)
where OH** represents a lower energy state of OH* which
then reacts according to Reaction (13a). In any case,
Reaction (13a) is ultimately required to explain chain
propagation in systems with low steady-state O-atom
concentration.
B. Yield and Energy Spectrum of
Secondary Electrons Gener-
ated by Fission Fragments'
A. B. Whitehead
1. Introduction
Previous measurements of secondary electron yields
and energy distributions have been of two types. In the
first type, the electrons are emitted from a cathode and
collected at an anode. The electron yield is determined
from the anode current and the predetermined primary
event rate. An example of this technique is the experi-
ment of Anno (Ref. 11), in which the secondary electrons
generated by fission fragments were measured. A grid
was placed between cathode and anode to bias out the
low energy electrons. The second type of experiment is
one in which the individual secondaries are detected with
an electron multiplier after being suitably accelerated.
This technique was used by Heroux and Hinteregger
(Ref. 12) to measure the secondaries generated by mono-
chromatic photons in the extreme ultraviolet. In this case,
the yield per photon is orders of magnitude less than one
and all electrons detected are uncorrelated.
The present experiment makes use of the large number
of electrons generated by fission fragments. It employs
a lens with a thin metal foil mounted in the front ele-
ment. Electrons are released from the foil by the passage
of a fission fragment and accelerated through a high
potential to a solid-state detector. This pulse is detected
in coincidence with the fragment pulse from an associated
detector. The experiment is shown in Fig. 1.
xThis report is based on a paper presented at the 12th Nuclear
Science Symposium, IEEE, 1965.
This technique has two distinct advantages. First, if
the event rate is kept low enough the coincidence restric-
tion insures that all electrons which are detected were
generated by the one fragment. Even if an occasional
photoelectron originating from some other event were
to reach the detector, it would be only one of hundreds
in the pulse and still negligible. It is possible that the
fragment might strike the grid, but in most such cases
it would be deflected out of the line of the fragment
detector or lose too much energy to be counted.
The second advantage is potentially more important.
It permits the measurement of both the numerical dis-
tribution and energy spectrum as a function of the frag-
ment energy, mass, or velocity.
For simplicity, the symbols to be used are defined
below.
Definition of symbols
e
E
Ei
P
£P
1)
V
N (v)
n(v) -
N(r)
n(O --
O (V)
electron charge
energy of an electron
initial kinetic energy of an electron prior to
acceleration
total energy of the electrons in the pulse as
measured by a detector
energy of the electrons in the pulse prior to
acceleration
charge collected in a detector due to the pulse
energy required to generate an electron-hole
pair
grid bias voltage
accelerating potential
number of electrons per event which get
through the grid and are detected
dN (v)
do
number of electrons per event which are
emitted from the foil with an energy in ex-
cess of r
dn(r)
dr
pulse-height defect per electron
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Fig. 1. Sketch of the experimental apparatus
The charge measured in a solid-state detector is simply
Ee
Q = -7 (1)
E
The quantity e' is known to be a constant for a broad
range of charged particles from protons to heavy ions. In
this report, it is assumed that the same constant applies
to the detection of electrons. Emery and Rabson _ recently
published values for this constant. We shall assume that
the detector calibration for alpha particles gives an accu-
rate measure of the energy expended in the depletion
layer.
This energy is then the total kinetic energy in the pulse
minus the pulse-height defect.
E = N (v) [eV - D (V)] + E, (2)
The initial energy E_ can be computed ff the func-
tional form of n (v) is known.
o0
El = e o. n (v) dv (3)
2. Experimental Technique
The lens used in this experiment (shown in Fig. 1) is
a variation of the basic lens used by Stein (Ref. 13). Two
elements containing fine nickel electromesh have been
Inserted between the foil which emits the electrons and
the accelerating potential. These two grids are at the
same potential and create an almost field-free region. It
was found that a single grid was unsuitable because the
high-field region could penetrate the holes in the mesh
'Emery, F. E., and Rabson, T. A. (Session 1B, Paper 5), presented
at the 12th Nuclear Science Symposium, IEEE, 1965.
and provide accelerating field paths between source and
detector, even when a small repelling potential was ap-
plied to the grid. The first grid is mounted 1 mm behind
the thin nickel foil, and the space between grids is 1 en_
The first grid has a transmission of 92_ and the second
grid has a transmission of 97_. The high voltage is applied
to the front element (foil holder), and the bias voltage is
provided by a dry cell connected between the front ele-
ment and the grid.
The source of fission fragments, Cf _52 deposited on a
platinum disk, is mounted at a point off the lens axis in
order to provide a fragment path through the nickel foil
and out of the lens between the elements of the grid.
The fragment detector is located beyond the lens in such
a position that the fragments which traverse the foil, but
not those which miss it, may be seen.
The electron detector is a gold-silicon surface barrier
detector, 3.5 em 2 in area and of 300 ohm-cm resistivity.
The surface gold layer is 0.1 t_ thick, as esfirnated by the
supplier.
Pulses from both detectors are amplified in a conven-
tional manner. Fragment pulses open the gate on the
multicharmel analyzer, and the coincident electron pulse
is stored. Resolving time for this system is 2 _ec.
3. Results
A sample electron detector spectrum is shown in Fig. 2.
The abscissa is the total energy detected E. Assuming
initially that E > > E_ and that the pulse-height defect
D (V) is small, then
E a N (v) eV (4)
and the spectrum in Fig. 2 can be interpreted as a prob-
ability distribution with the abscissa as the number of
electrous N (v). In order to calibrate the detector, the form
of the distribution is assumed to remain constant as the
accelerating voltage is varied. The median is the simplest
parameter of the distribution to determine with any accu-
racy. Thus the median was plotted versus V in Fig. 3.
The curve intercepted the V axis at a value of approx-
imately 4 kv. By extrapolating the range-energy data of
Bergen and Seltzer (Ref. 14) down to lower energies, the
range of a 4-key electron was estimated to be 0.1 tL in
gold. Thus the pulse-height defect could be attributed
entirely to the energy loss of the electrons in this thick-
ness of gold. The straight line through the origin in
Fig. 3 fits the data points quite well ff they are corrected
for energy loss in this manner. Thus the slope of this line
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Fig. 2. Typical pulse-height distribution obtained from
electron detector. Accelerating voltage V: 15 kv;
grid bias voltage v: 0 v. Upper abscissa
derived from detector calibration
is interpreted as being the median number of electrons
emitted per fragment. The curved line through most of
the data points transforms into the straight line through
the origin when the correction for the energy loss in 0.1 tt
of gold is applied. These data were taken with v = 0.
For a fixed accelerating potential V = 15 kv, corrected
for the pulse-height defect at 15 kev (which was 1.3 key
for the detector in Fig. 3), the number of electrons per
fragment N (v) is simply
E E
N (v) - eV - D (V) - 13.7 (5)
where E is in key.
A set of spectra was accumulated with bias voltages
ranging from +90 to -90 v. Again the median of the
distribution was plotted. In this case, the distribution it-
self can change with the bias voltage, so choice of the
8.0
>
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F-
W
0
Z
4.0O
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hJ
0
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_ 2.0
Z
W
SLOPE = 285 ELECTRONS
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/,//
)
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,//
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S
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15 20 25
ACCELERATING VOLTAGE, kv
Fig. 3. Detector calibration showing the median of
pulse-height distribution in energy units (as
derived from alpha-particle calibration)
versus accelerating potential
median is only an expedient. In future experiments, the
distribution will be parameterized. A plot of this median
number of electrons versus the bias is shown on a linear
scale in Fig. 4. The value for positive bias remained con-
stant from 90 v down to almost 5 v.
Plotted on a log-log scale, the data from -1 to -90 v
fits a straight line, as shown in Fig. 5. Thus the integral
bias curve may be described by the relation
N(v)=Z sv-0- (6)
and the differential quantity is simply
(7)
4. Discussion
The above relationship appears to fit very well in the
region from 1 to 90 v. Below i v the integral curve
flattens off, and we may assume that the differential
yield n (v) drops off to zero. At the high voltage end
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Fig. 5. Integral bias curve plotted on log-log scale
the power law probably fits for another factor of 10 in
voltage, then the yield approaches zero at approximately
2000 v. A 2-kev electron has about twice the vdoeity of
the fssion fragment and so represents the upper limit
of a scattering spectrum.
Using these assumptions, it is possible to obtain a
rough estimate of Ei from Eq. (3)
f2o0o ( )dE i ""_ V rl I) t)
= 2 X I0 _ev (8)
The assumption in Eq. (4) was that E > > E_. For
most of the data used in this analysis, E was greater
than 1 Mev so that the assumption is justified.
The backscatter of electrons as they reach the detector
has not been measured in this experiment. The impor-
tance of this effect was demonstrated by Delaney and
Walton2 At first glance, it would appear that back-
scattered electrons with up to about one-quarter of the
incident energy would be returned to the large area
detector (3.5 cm 2) by the high electrostatic field. How-
ever, their evidence that these electrons can carry a
large fraction of their initial energy weakens this argu-
ment. Future measurements of the yield will require a
thorough measurement of energy carried away by back-
scattered electrons.
The collection efficiency of the lens is quite compli-
cated. With the grid removed, the efficiency is very high
for low energy electrons emitted over the entire foil
area because of the focusing effect of the second element
of the lens. The initial energy of the electron might
lower the collection efficiency slightly ff the initial
velocity has a large component transverse to the accel-
erating field. It is estimated that the efficiency for col-
lecting electrons with up to 100 ev initial energy is
dose to 100'/when the accelerating voltage is in excess
of 10 kv. The problem is more complicated with the
grid in place. In this case, the field in the region of the
foil is very small and uniform. For small bias voltages,
the grid will discriminate against electrons according
to their normal component of velocity. For large bias
voltages, there will be a tendency for electrons to be
focused through the ',u_e_-'--in the mes _.,. .T_...._h,_ focnsing
effect is neglected and planar geometry is assumed, and
if the angular and energy dependence are separable
functions, then it may be shown that the integral bias
curve N (v) will exhibit the same functional dependence
on v as the true integrated energy spectrum N (e) will
exhibit as a function of e. Hence
N (e) = constant e -°'=°
However, the dominant mode of secondary electron
generation is more likely to be simple point-charge or
screened-charge scattering and the angular distribution
may be very energy-dependent. Further experimental
work is required before a reliable energy dependence
can be obtained.
a Delaney, C. F. G., and Walton, P. W., "Measurement of the
Statistics of Secondary Electron Emission," presented at the 12th
Nuclear Science Symposium, IEEE, 1965.
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5. Conclusions
The usefulness of the lens technique in measuring
the properties of secondary electrons has been demon-
strated. As a means of measuring the yield, the technique
is capable of good precision and requires very few cor-
rections. As a means of measuring the energy spectrum,
the technique is more limited and requires some inter-
pretation, _particularlv. with regard _,-.... ...+_'c ..... _u.,t_L- dis-
tribution of the secondaries as they emerge from the
foil, and the collection efficiency with a repelling bias
on the grid.
Finally, the technique provides a sensitive method of
measuring the surface dead layer of a solid-state detector.
C. Are Leptons Composite.'?
J. S. Zmuidzinas
This report will present an abbreviated version of a
recently proposed quark model of leptons?
According to the quark (Ref. 15) or ace (Ref. 16) model
of strongly interacting particles or hadrons, baryons and
mesons are not elementary but composite particles with
configurations QQQ and Q(_, respectively. Here Q is any
one of the triplet (Q1, Q2, Q3) of sp_in-1/2 quarks with
quantum numbers given in Table 1. Q is obtained from Q
by the usual particle-antiparticle conjugation C.
In addition to the Q and Q, the existence of R-
conjugation '_allows one to introduce a triplet of "quirks"
Table 1. Quantum numbers (spin 1/2)
of quarks and quirks _
Particle B I: Y Q
Q1
Q_
Q3
ql
q2
q3
½
--½
0
--½
½
0
%
1/3
-'/3
-%
%
%
-%
-1/3
1/3
1/3
OHere /t = baryon number, I= = i$ospin proiectlon, Y = hypercharge, O= Iz
+ I/2 Y = eleclrl¢ chorge. The quontum numbers of antiparticles ore --1 limes
those given obove,
_Zmuidzinas, J. S., "A Quark Model of Leptons," JPL preprint,
February, 1966.
_Gell-Mann, M., California Institute of Technology Synchrotron
Laboratory Report No. CTSL-20, 1961 (unpublished).
q and "antiquirks" q -- Cq. The four triplets Q, Q, q, and
form a dosed set under the discrete operators 1, C, R,
and CR. The quantum numbers of the various particles
belonging to these triplets are given in Table 1. Intro-
duction of quirks and antiquirks makes it possible to
construct a composite model of leptons with integral
electric charge, a feat which is impossible to accomplish
with quarks alnne.
Introducing the quark-quirk number N = N o = Nq =
-N_ =- N_ = 3B, we assign various particles to the
following configurations:
[B)---- [baryon) _ IQQQ) + Iqqq) (N = + 3),
IL) = llep ton) -- IQqQ> + IqQq)(N = + 1),
IM>--Imeson) -- IQQ) + I qq) (N = 0),
]L)_ lantilepton) _ Ifqf) + I g/Qq) (N = - 1),
I B) = lantibary °n) _ I fff) + Iqqq) (N = - 3).
In addition there may exist particles of the type IQQ),
IQq), etc., having fractional baryon number and/or
electric charge.
The masses of quirks are not independent of the masses
of quarks but are related to the latter by means of the
R-coniugation. To see this relation, we note that the mass
operator for quarks has the form
M = (3/2)v2 m0;to - maX+ - 3'/2 m+;t,,
where the ;t+, i = 0,1, • • • ,8, are the 3 × 3 Gell-Mann
matrices (Ref. 17) and
mo > > m+ --_ 100 Mev > > m:, _ 1 Mev.
For quirks and antiquirks, the R-conjugation gives
(;t0)R = ;to and (;ta. s)R = -- ;t:,, + SOthat their mass operator
is
MR = (3/2)"_ m,,;t,_ + m_;t_ + 3',_ rn_;t+
Setting q_,,_.3_Q+._,.,_, we find that the masses of quarks
and quirks are given by
MI =- mo - m:_ -- ms,
M._ = mo + m:+ - m+,
M:, = m, + 2m_,
M, = m,, + m_ + ms,
M._ = m,, - m:, + m_,
M_, = ra,, - 2ms.
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Thus
Ms > M_ > M5 > M_ > M1 > Me.
The quarks (and hence quirks), if they exist at all, are
very heavy, mo being of the order of 10 Gev or higher
(Ref. 18). In order to get baryon masses --q Cev, the
quarks must dearly be very strongly bound. Moreover,
the known SU (6) symmetry properties of the bound states
suggest that the quarks have low relative velocities and
hence may be treated nonrelativistical]y. Assuming that
this situation is not drastically changed in the case of
leptons and further assuming that forces binding the
quarks are mediated by various mesons (w, K, p, etc.), it is
possible to make rough estimates of the masses of various
"]eptonie" configurations. The lowest energy states turn
out to be the following:
a+ = QI-q3Q1,
a ° = QI_sQ2,
a- = Q,ffsQ2,
b + = qsO2qs,
b ° = qs_)lq3.
Table 2. Quantum numbers of lowest-mass
Ioptonic states a
'-!' I'.1 * I° ""
•" I _ I '1 o I '
" I ,h I ol o I 0
i * I _ I-II o I-'
[ b÷ I _ I '/21 _ I '
! *... i _,. l--w.l I I n
" I r_ I "'1 " i -,
//Refer to Footnote a, Table 1 for definition of symbols. Here mj_ is some
"central" laptonic mass, and ¥0 is on average interlsorticle potenfla/based on
vector-meson-mndiatodforces in the limit of unitary symmetry(Ref. 17}.
ml -- 2m, -- 4me -- 2¥,
m_ -- 4n_ -- Yo
mz + 2m, -- 4ms + 2¥o
m_ + ms--Sn_+ 2¥,
m_-- m,--5m.+ 2V,
The quantum numbers and the estimated masses are given
in Table 2. If one makes the identifications e
p- =a-,
v' = a ° cos 0, + b ° sin 0,,
e + = a+ sin 0, + b + cos 0,,
A.+ = a+ cos 0, -- b +sin 0,,
7 = -- a ° sin 0, + b ° cos 0,
and uses the known leptonie masses, disregarding for a
moment the X+, then one finds that the masses ms, ms and
the interquark potential Vo (Table 1) have values close to
'Here #, is identified with the Cabibbo (Ref. 19) angle, and 0, is
estimated to be < 1/15.
those one finds in the quark model of baryons. Our lepton
model predicts a new particle, the x+, which has spin 1/2
and, to agree with the present experimental situation,
should have a mass somewhat greater than the pion mass
(> 140 Mev). If there were no mixing of a+ and b+, the
mass of X+ would be expected to be very close to the muon
mass (note that W-, a ° form an isotriplet of zero hyper-
charge); a certain amount of mixing will hopefully push
the X+ above the pion.
The existence of _.+ is of course a crucial test of our
quark model of leptous. The possibility that x + (and, of
course, x-), if it exists, could so far have escaped detection
is examined in some detail elsewhere (refer to Footnote 4).
Here we merely point out that the 3-body leptonie decays
of neutral kaous appear to be the most promising place to
look for the X's.
The fact that leprous have baryon number B = 1/3
means that there exists the possibility of leptonie baryon
decays: B-* 3L. The lower limit on the proton lifetime is
at present 4 X 102s yr (Ref. 20); this implies a certain upper
bound on the coupling constant g,. involved in these
"superweak" decays (we are assuming that the weak and
superweak interactions are mediated by vector mesons of
comparable masses; they are _ since they carry
N = 0 and N = ±2, respectively). One finds g,. < 10-1° g.
and g,_ _ 101°gg, where g_ and ge are the weak and
gravitational coupling constants, respectively. A con-
firmation of our model would thus imply the possible
existence of yet another interaction of a strength roughly
intermediate between the weak and the gravitational
interactions.
Why leptons do not possess strong interaetious appears
to be a dynamic question. Presumably, some sort of
saturation effect is operative in the world of leptous. This
kind of phenomenon is not unknown in physics (witness
the chemical inertness of noble gases) and is presently
being investigated.
D. Reference Frames in
Dyadic Relativity
F. B. Estabrook and H. D. Wahlquist
For the solution of specific problems in general relativity
theory, one of course endeavors to use especially con-
venient or appropriate coordinates. We have investigated
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some of the allowed choices of the anholonomic coordi-
nates underlying the dyadic formulation of general rela-
tivity. In this formulation, the reference vector tetrads at
each event of space--time are taken orthonormal (and so,
in curved space-time, necessarily anholonomic). These
vectors trace out an orthogonal mesh or grid in the space-
time. If the timelike congruence is identified as a test
reference fluid, the spacelike reference vectors can always
bc chosen to co-rotate with the fluid (the case of body-fixed
axes). The reference frame is then truly physical: the
components in such a frame are locally measurable
orthogonal projections, and the variation of the frame from
event to event is described by 21 inertial field components:
the dyadics of rate-of-strain $, acceleration a, angular
velocity £z, and spatial affinity N (Ref. 21).
The subject with which we have been concerned, then,
was to inquire what special values or conditions these
inertial field dyadic quantities $, a, _2 and N may in general
be requ/red to fulfill. That is, what special physical refer-
ence frames may be introduced into general space-time.
1. Intrinsic Frames
When a preferred timelike congruence exists, it deter-
mines a specific $, a, and £Z. The geometry itself similarly
determines the Einstein dyadics T, t and p, and the gravi-
tational field dyadics A and B. From all these, intrinsic
choices of the auxiliary spacelike reference vectors u a may
be made, allowing evaluation of N. This procedure has
previously been expounded at some length (Ref. 22).
2. Gauss/an Frames
The timelike reference congruence may be chosen to be
the geodesics erected normal to an arbitrary spacelike
3-surface Z (and so also normal to a family of such Z's).
Thus it is always possible in any space--time to achieve
a = D. = 0. In such a frame-the general relativistic inertial
frame-the dyadic N is a set of Ricci Rotation Coefficients
intrinsic to Z, and the dyadic $ is a potential for the gravi-
tational (or tidal-inertial) field dyadics A and B. The
equations for these last become close dyadic analogs to
the vector equations for E and B in electromagnetism.
3. Rigid Frames
Such a frame, by the definition due originally to Born,
is characterized by vanishing of the rate-of-strain dyadic S.
Now it is a and Q which describe the inertial field at each
event, and it is in fact the inertial field which appears to
have a structure mathematically similar to electromag-
netism. Unfortunately it does not appear possible to intro-
duce such Born-rigid frames into a general space--time,
although for those space-times having sufficient symmetry
(in particular, isometry) to allow this condition, the equa-
tions of general relativity are greatly simplified. Rigid
frames in Einstein spaces have previously been rather
exhaustively investigated (Ref. 22).
4. Adapted Frames
We will use this terminology for any of a further variety
of frames constructed, in a step-by-step manner, by con-
trolling the variation of 0X_' normal to an arbitrary family
of 3-surfaces, Z. The axe' auxiliary vectors may be arbi-
trarily chosen, as previously expounded (Ref. 21).
For definiteness, let the _'s be spacelike, with unit
normal V_, and so the projection operator into them is
P_=g_+V_'Vv. If oX_ is known on a Z it may be
constructed on an adjacent _' ff we have a prescription
for its normal gradient
W_ = oX_;vV'. (1)
This vector may be arbitrarily chosen, subject only to the
requirement
w_ 0x_ = 0. (2)
We write
0X_;, = 0X_;_ P_ - V,W_, = R,_ - V_W_,
and strangle with ,;,_ tX_' to obtain
P_ot = Rat - V,Wt,
where
(4)
R,o = 0, W0 = 0, VtRt_ = 0. (5)
In dyadic terminology (setting R = RabU_Ub Z = R°au a) we
denote Eqs. (4) and (5) the Equations of Adaption. They
read then
S--D. XI=R--VW
a = (1 + V-V)_ W - Z
V-R = (1 + V'V)_Z (6)
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We repeat the rationale of this construction: having an
orthonormal tetrad frame on a 3-surface :_, and so knowing
R, Z and V, one may choose a special form of the vector W
as a function of these on 2, and this then achieves special
values of S, a and 12 by special propagation of the tetrad
field to the adjacent surface 2'. Actually, only o_,_ is deter-
mined on 2'--and indeed this is clear since our results,
Eq. (6), are dyadic equations independent of the choice
of the auxiliary vectors axe.
There is clearly a wide variety of choices of W. One of
the simplest adapted frames we have used is adapted to a
given vector field, k_. Let us strangle this field on :L obtain-
ing components/Co, k, and take W such that
z - k- R = (-k-V + [1 + V-V]*)W.
From Eq. (6), then,
(7)
k'S-k×°+a=0. (8)
The geodesic equation km_,k" =,kk_ strangled in such a
frame, is just
+ co X k + k. V k = ¢_k (9)
in the quotient 3-space. This frame simplifies considerably
the dyadic equations of propagation of null electromag-
netic fields.
A second interesting choice of adapted frame follows
from writing
R = R' - r x I (10)
and now taking W to be such that
-- 2r- R' = W- (V × R" -- rV -- r. VI). (11)
From Eq. (6) it follows rather remarkably that this vector
equation, linear in the components of W, implies
_- S = O, (19.)
although neither o nor S need vanish separately. For a
variety of reasons, it may be speculated that the vector
condition [Eq. (12)] is necessary for any reasonable defini-
tion of rigid frame in general relativity.
E. A Useful Theorem in Quantum
Electrodynomics
M. M. $affren
In the quantum electrodynamics, the usual description
of scattering is in terms of the overlap of "in" and _out"
states. These states are characterized by the quantum num-
bers of the incoming particles and the scattered particles,
respectively. The overlap can be expressed as the matrix
element of the S-matrix between the "in" state and another
"ins state having the same quantum numbers as the "out s
state. Finally, by squaring the overlap, one then obtains
the transition probability for the scattering. In this descrip-
tion of scattering, however, it is difficult to see analogies
with the classical description of the scattering, except by
comparing the final expression, the scattering cross section,
with the corresponding classical expression.
We have developed an alternative approach to the scat-
tering problem which more closely follows the classical
description. We describe the scattering process directly in
terms of the distribution of the scattered particles as a
function of the distribution of incident particles. More
precisely, the number operators for the scattered particles
are expressed in terms of the operators of the incoming
particles. As we can show (though we do not do it here),
for simple scattering processes the present description and
the usual description coincide. In the course of developing
the formalism required in the number-operator description
of scattering, we have derived a very simple but extremely
_e_fi_d theorem that drastically simplifies the proofs of
many theorems of quantum electrodynamics which are
ordinarily dimcult to prove. This theorem is what we shall
present here.
The Heisenberg equations that describe the interacting
electromagnetic and electron fields are the Maxwell equa-
tions and the Dirac equation (which we express with the
convention of summing over repeated indices):
4rreh --
_ _Av = 4_jv = -i _[_., (_J _]
c C
(la)
(in_, - ie/c A_) _ ._ = mc .. (lb)
(ih_, + ie/c A_) :j_O _ = mc _ (lc)
_.8 = (r_)t_ (ld)
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Q_
As is well known, these equations are equivalent to the equations
A. (r, t) = S-' (t) av (r, t) S (t)
.I,_(r, t) = S-1(t) ¢_(r, t) S (t)
_ (r, t) = S-1(t) _ (r, t) S (t)
where a,, and ¢,_, _ o_;°_'" ,L_ L o ..
......... j u. .lee-nela equation
_,_av = 0
ih_y_ _ = mc _
and S (t) satisfies
S(t) = hm__.o[l + _ f'®d_e-_"-" _(.)Sff)]
--f [dr] a_ (r, r) Jr (r, r)
where j_ is the current of the free Dirac field and
ifLdrS-' (t) = 1 --_ e-_'t-'S-'(*)_(_)
In this way, the interacting fields are described in terms of the free fields.
We can now prove that if 69 (t) is any operator, then
(2a)
(2b)
(2c)
s-_(.)o(t)s(.) =o(t)-_ d¢e-*,.-.',s-,(¢)[_(¢),o(t)lS(.')
i f _ dr,e_._., _. S_x (r') [_ (r'), @ (t)] S (r')s-, (.) o (t) s (0 = s-_ o (t) s + -_
s =S(_)
Also
(3a)
(3b)
(3c)
(4a)
(4b)
(5)
(6a)
(6b)
The proof consists in taking the derivatives of both sides (this step is reversible) with respect to r. We have on the left-
hand side
_S-x(r) O S_x _S (r) (7a)
_. (t) S (.) + (*) O (t) 0---7-
and the right-hand side
But
and
and the theorem is proved.
- -_[s-, (.) _ (.) o (t) s (.) - s-, (.) o (t) _ (.) s (.)] (75)
_s-, (,) i
_S(.)
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As a first application we set ¢ : t and obtain
if t dz,e-_Ct-r'_ S-xS-' (t) O (t) S (t) = (9 (t) -- _ ® (r') [_ (,'), (9 (t)] S (r')
Now ff 6) (t) = a, (r, t) we obtain
'f'jA, (r, t) = a, (r, t) -- _.dr' [dPle -_"-''' S-1 (r') #_ (p, ,') [a_ (p, r'), a, (r, t)] S (r')
Now since [a_, (p, r'), av (r,t)] is a c number, D_,, (p_ - r_)
we have
i_ [, d," / [dp] Or, (P. - r,) l_ (r.t)A, (r.t) = a, (r. t) - h J_® ]
when constants have been absorbed into D_v.
Similarly,
where
x_.(r,t) = _(r,t) - / ftdT" f [do] S_ (p_- r_)_, A_*_hi_= !
S_t3 (p,_ -- r_) = [_p,,(p_), _ (r_)]+
As a second application of Eq. (6) we add both equations of Eq. (6) and obtain
ii?re-*,_-_',S-' (9 (t) S = (9 (t) - -_ _ S-1 (r') [_ (,'), ® (t)] S (,') dr'
and we have
(8)
(9)
(10)
(11)
(12)
'f" fS-la,(r,t) S = a,(r,t) - -_ dr'e -_'-_'_ [dp] D_,,(p, - r_)]_'(r,t) (13a)
o0
'f- fS-_.(r,t) S = q,_(r,t) - -_ dr'e _''-T'' [dp] S_t3(P. - r.)_,_A,,I,_ (13b)
qlieset°ffieldsj(a')°"i_'_S-'{ a_}t,(Ip,,)o,.,+<,S
satisfy all the equations that a_ and _: satisfy. They are therefore free felds; they represent the scattered fields.
It is noteworthy that Kallen (Ref. 23), and Yang and Feldman (Ref. 24) require elaborate proofs that S as defined by
Eq. (13) is really S (oo).
As another application we can write Eq. (6a) with69(t)--* [_(z'),69(t)]
i Jr'S-I(r ') [_(r'),69 (t)l S(r') = [_G'),® (t)] --_ dre -'<''-'' S-1 (r) [_(r), [69 (r'), _(t)l] S(r) (14)
00
Then, integrating this and adding 69 (t) we obtain
'/'s-, (t) o (t) s (t) = 69(t) - -_ tiT' [_ (,'), 69(t)] + d_'
00
£x dTS-_b-)[_(,) [_(T'),O(t)ll S(_) (15)
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,.)
The next step is to set O(t)_ [_(z), [_h_(r'),O (t)]], etc.
We then obtain
OnE,_. (t) : S-' (t) 69 (t) S (t)
= O (t) -- dr' [_ (r'), O (t)]
oo
+ f'..-f[...f;" .t.(...,.t.(..,.t.(..,.®(,,,,,
- , ° •
(16)
Thus we have obtained rather simply one of Sehwinger's
equations (Ref. '25), where Heisenberg operators are ex-
pressed as an infinite series independent of the S matrix
itself. Using Eq. (6) it is also easy to show that
Oo_t (t)= O (t)-(h) f_ dr' [_ (r'), @ (t)]
4- • • • (17)
A trivial application is to show that any operation Q (t)
(such as the charge operator) that commutes with _g (r)
has the same form when written in terms of either the "in"
or "out" operators. We have
s-'o (t) s = Q (t)- _ a.e-*_"--
X S-' (r) [_ (,), Q (t)] S (,) (18)
and if [Q (t), _ (r)] = 0 then
s-'o (t) s = Q (t)
Similarly, ff [Q (t), _ (r)] = 0
(19)
Q.,,, (t) = Q (t) (20)
A less trivial application is to show that the total energy
of the free fields is "in'-"out" invariant.
We have
'f"S-XHoS = Ho - _ dre -_<_'-_
o0
x s-1(,) [_ (_),Uo]s (,)
= Ho-f_ d_e-"<"-"S-' (,) _ S (,)
But
Then
_--IS-, (,) ge (,) s (,)1 = s-1(,) _ s (,)8r
(21)
(22)
S-1HoS -- Ho
f.," - fl °"("H (r) + d,e-_-'-,t --_= dre-alr-r't _r
(z3a)
f- £
(_b)
We Fourier analyze
H (f_) e 'n" do
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f7 i; ,,o-- de d,-n (n) e-"_'-"_e''_" = + d_ H (n) _ = _ (S4a)
fS f." "'°"de drH (f_) e-*lr-,"l e,a, = d._ H (fl) _ + a (24b)
Thus Thus, ff
S-aliaS -- Ha f__ iOem')= -_ d_U(n)a,+,-----_
=-, f5 dOnH(f0e'n"'8(0)
liraan (a) = 0,
_--.* 0
(25) S-_HoS = Ho, Q.E.D. (26)
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TELECOMMUNICATIONS DIVISION
XX. Communications Elements Research
A. Microwave Electronics
W. Higa
1. Hydrogen Maser Frequency Standard: Effect
of Manufacturing Tolerance on Cryogenic
Delay Line Attenuation
It has been reported (SPS 37-37, Vol. IV, pp. 205-206)
that delay line techniques can facilitate the measurement
of hydrogen maser short-term stability. The use of a cryo-
genically cooled, loaded transmission line for this appli-
cation is now being considered.
An investigation of some of the characteristics of delay
lines consisting of loosely coupled resonators revealed
that a practical limit of a few microseconds maximum
delay would probably be encountered. A simple model
is used to illustrate this problem.
Transmission lines of characteristic impedence z0 are
used to couple a large number of two-port resonators.
The coupling at each resonator is carefully adjusted to
provide good transmission with small reflections. Thus,
each of the waveguide sections sees a terminating ira-
pedance of Zo(1 -+- e) where e is the small error due to
manufacturing tolerances. The reflection r at each junction
is given by
Zo - zo(1 ± e)
r _
Zo + '" ' e)_oti -1-
or to good approximation
e
r=_
The voltage transmission coefficient t is given by
t=l-r=l±_
and the power transmitted by n sections is proportional to
e\ 2"t TM = 1 ±_)
If we assume (which seems reasonable) that the number
of units with positive errors will roughly equal those with
negative errors, the last result can be simplified to give
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Hence, for small e, we have
ne e
t TM _ 1 --
4
In other words, even if the entire delay line was made of
]ossless material, an apparent attenuation of (1 -- -_)
would be observed.
Assuming that large attenuation could be tolerated
(i.e., assuming large available input signal power), we can
estimate the type of machining tolerances required.
Typically, a comb structure of the type used in traveling
wave masers has a delay of approximately 3 )< 10 -9 sec
per tooth. Thus, for a millisecond delay, n = 3 × l0 s teeth
would be required. The error e allowed is given by
2
e_n n
e--_ 4 × 10 -3
The gap between teeth is of the order of 0.05 in.; ff e is
to be kept less than 4 )< 10 -_, it would be necessary to
machine the gap to within about 20/An. Such a tolerance
would be diflqcult to maintain for 3 × 10s teeth.
Hence, a few microseconds delay would be a practical
maximum for these devices.
B. Multipactor Effects
H. Erpenbach
I. Secondary Electron Emission Study
a. Introduction. When a solid in a suitable vacuum is
bombarded with electrons with energies of 50-1000 ev,
other electrons, known as secondary electrons, are ejected
from the surface at the point of impact.
The yield of secondary electron emission is defined as
the ratio 8 of the total emitted secondary electron current
to the incident primary electron current.
b. The multipactor effect or secondary resonance emis-
sion. Suppose a radio frequency voltage is applied be-
tween two surfaces in a high vacuum and that 8 is greater
than one, with the frequency value such that the
transit time across the gap is equal to one-half cycle of
the RF field. Then the secondary electrons formed by the
initial electrons become primary electrons for the next
cycle to form another group of secondary electrons, with
the condition again requiring that the secondaries be
formed just as the field reverses its direction. This chain
reaction can dissipate power and cause equipment fail-
ure. Radio frequency equipment operating in a high
vacuum space environment has created conditions which
will produce multipactor effects and result in potential
failure (Ref. 1).
To prevent multipacting, a surface having a 8 < 1
which is suitable for waveguides in spacecraft is being
sought. Thin films, etching, and other surface-generating
techniques are available for this purpose.
c. History. Austin and Starke (Ref. 2) discovered the
phenomenon of secondary electron emission in 1902
while studying the reflection of cathode rays from metal
surfaces. They found that the metal target was emitting
more electrons than it was receiving. This was proof that
the primary electrons liberated additional electrons from
the surface. If iust reflection occurred, the number of
secondary electrons could not be greater than the num-
ber of primaries.
Later these phenomena were thoroughly studied by
Lenard and his co-workers. Lenard (Ref. 3) proposed the
following distinction between different groups of
electrons.
1. Secondary electron radiation. Electrons which are
able to leave the target were called surface-secondary-
electrons. When the target is a thin plate, emission of
secondary electrons on both sides can be detected. The
emission on the side opposite the source has never been
a subject for much examination, although it could be of
importance for technical application.
2. Re-diffusion (Lenarars "Riickdiffusion"). Lenard ob-
served that sometimes the path of an electron is bent
upon penetration of a target--a phenomenon which he
called diffusion. When the direction of the path was
altered through more than 90 deg, he used the term
"Riickdiffusion." Upon bombardment with primary elec-
trons, these "rediffused" electrons are found among the
secondary electrons. The term "reflected electron" was
used by Lenard for the special case of a rediffused elec-
tron which has suffered only one collision with an atom.
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Lenard made this distinction because it was observed 
that among the secondary electrons there were Werent 
groups: a slow group with an energy of the order of 
magnitude 10 ev (this was approximately independent of 
the energy of the primary electrons) which was con- 
sidered to consist of the secondary electrons, and a group 
with greater energy consisting of the rediffused electrons. 
&i 
Fig. 1.  Apparatus and power supplies 
d. Apparatus. Fig. 1 shows the apparatus used to 
measure secondary emission yield. A turbo-molecular 
ultrahigh vacuum pumping system using a 6-in. pyrex 
glass cross with %in. side arms is also shown. The cross 
serves as a manifold to house the electron gun, target, 
collector, and ionization gauge. The controls and power 
supplies are to the right of the system. 
The design of the electron beam device is shown in 
Fig. 2. The tantalum ribbon filament F is the source of 
the primary electrons; it is surrounded by a cylinder C 
which concentrates the electrons on the aperture of the 
gun G. The electrons leaving the opening in C are 
formed into a beam by means of the gun G and strike the 
target T from which the secondary yield is determined. 
The secondary electrons emitted by T are collected on 
the spherical collector S. Provision is made to outgas the 
target T in place by electron bombardment from fila- 
ment FZ, using a positive potential of 3 0 0 0 ~  on the target. 
The collector S is a pyrex flask that is coated internally 
with a thin film of platinum B.  Connector H provides a 
spring electrical contact with the coating. The tungsten 
rod E is the support for the targets being evaluated. 
The two continuing glass supports J of the electron gun 
are used as alignment pins for the collector. 
Fig. 3 is the basic schematic of the electron gun, 
collector, and power supplies. 
e. Experiment. A significant means of reducing 
secondary electron emission phenomena in resonant cavi- 
ties and at dielectric surfaces is the deposition of titanium 
films to a thickness of 100 A (Ref. 4). Titanium has a 
maximum secondary emission 6 of less than unity, but 
when deposited in vacuum it has the tendency to form 
islands of metal instead of smooth surfaces. This is also 
true of nearly all other thin metal films deposited in 
vacuum. These discontinuous layers have relatively high 
resistances and do not affect the electrical properties 
of insulators. 
The disadvantage of titanium thin films is that they 
cannot be used for devices that are normally vented to 
ately forms and increases the secondary emission 6 above 
unity. In most devices that are prone to multipacting, it 
is not practical to remove the oxide film by baking 
in tiacuo. 
atmzsphere bec'J2se nf the "XidP !ayel. which immedi- 
The present work will be confined to copper and to 
means of generating surfaces that will reduce the sec- 
ondary emission 6. 
Table 1 is a list of maximum secondary electron 
emission (S,) and corresponding voltages (V, ,,) for 
different elements obtained by various investigators. 
The elements have been measured under very exacting 
conditions of high vacuum and surface cleanliness. An 
experimental check with apparatus using targets of Pt, 
Al, Au, Nb, and Ti showed very close agreement with 
results of others. 
Fig. 4 shows the secondary emission 6 of four copper 
surfaces, with target material of 99.999% purity. Curve 1 
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Fig. 3. Basic schematic circuit
is for a highly polished copper surface, cleaned in ben-
zene, methol alcohol, detergents, and distilled water.
The secondary emission B is very high because of the
normal oxide layer on the surface.
Curve 2 indicates the same target after it was heated
to 800°C by electron bombardment for 10 min in place
to remove the oxide film. Although it is doubtful that all
the oxide is removed in such a short heating and out-
gassing period, the secondary emission 8 is the same as
other investigators obtained for copper.
Curve 3 shows the latter sudace after it had been
impacted with 5(X)0 v positive argon ions at a current
density of 1 ma/cm 2 while argon flowed in the chamber
at a pressure of 1 millitorr. After about 1 hr, the polished
copper surface had the appearance of a chemically
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Fig. 4. Secondary electron emission of various copper surfaces
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Table 1. Maximum yield list
Element 8mix Vp mix
Ag
AI
Au
B
Ba
Bi
Be
C
Cd
Co
Cs
Cu
Fe
Ge
K
Li
Mg
Mo
Nb
Hi
Pb
Pd
Pt
Rb
Si
Sn
Ti
W
Zr
1.5 800
1.0 300
1.4 750
i.2 150
0.8 400
1.i5 550
0.5 200
1.0 300
1.1 400
1.2 700
0.7 400
1.3 600
1.3 350
1.2 400
0.7 200
0.5 85
0.95 300
1.25 375
1.2 375
1.3 550
1.1 500
1.3 250
1.B 800
0.9 350
1.1 250
1.35 500
0.9 280
1.4 7OO
1.1 350
Investigator Reference
Warnecke
Bruining and de Boer
Warnecke
Koller and Burgess
Bruining and de Boer
Morozov
Bruining and de Boer
Bruining
Suhrmann and Kundt
Wooldridge
Bruining and de Boer
Warnecke
Warnecke
Koller and Burgess
Afanasj&wa and Timofeew
Bruining and de Boer
Bruining and de Boer
Warnecke
Warnecke
Warnecke
Morozov
Farnsworth
Copeland
Afanasj6wa and Timofeew
Ko[ler and Burgess
Morozov
Bruinlng
Petry
Brulnlng
5
6
5
7
6
8
6
10
11
12
6
5
5
7
13
6
6
5
5
5
8
14
15
11
7
8
10
16
10
etched surface with the grain boundaries in the surface
becoming apparent. Also, due in part to the high purity
of the argon gas (99.9999%), the surface at any given
instant during bombardment is nearly atomically dean,
and ff the target is vented to high purity dry nitrogen, a
number of monolayers are condensed and adsorbed on
the surface and will permit sufllcient protection from
oxidation when vented to atmosphere. It is not known
how long the monolayers of nitrogen protect the surface,
but tests indicate no change after 24 hr exposure to air.
When the target above was vented to dry air or oxy-
gen, the surface instantly changed to a deep red color
similar to Cu20, and when tested for secondary electron
emission curve 1 was repeated.
Curve 4 shows the same target material, but the surface
has been machined with rough circular lines and etched
with positive argon ions such as curve 3. The secondary
emission 8 of this target is less than unity, but the surface
is too rough for microwave applications.
f. Summary. Preliminary work indicates that an atomi-
cally clean surface which is free of oxides will reduce the
secondary emission in copper, and if the surface has fine
channels or tool marks from machining, the yield is
further reduced. However, for many applications there
is a limit to surface roughness because of the increased
resistance of the surface when used at microwave fre-
quencies. Also, more experimental evidence on the protec-
tion of the surface with monolayers of gases is necessary.
C. Optical Communications
Components
C. Finnie and J. Siddoway
1. A Novel Effuser Nozzle for Molecular
Beam Experiments, c. Finni.
An apparatus is being constructed to prove the feasi-
bility of a far-infrared rotational laser (Ref. 17). This
system requires a rather unique molecular effuser nozzle.
It must operate at 600°C unaffected by highly corrosive
hydrogen fluoride gas. It must also have a collimation
factor of greater than 800 and produce a molecular flux
of 10 TM molecules/cm 2 at a distance of 60 ern from the
nozzle over a 50 cm 2 aperture.
Effuser nozzles are of general interest in many types
of molecular beam technology, from the measurements of
atomic and molecular constants to electronic applications
such as the ammonia maser (Ref. 18).
Collimation of molecules into a beam for high vacuum
experiments is generally accomplished by passing mole-
cules through a straight tube or tunnel. The pressure in
the tube is such that the mean free path is comparable
to or larger than the length of the tube, ensuring that
most collisions will occur on tube wails rather than
between molecules. The molecules, upon colliding with
the wall, are reflected in a random cosine directional
distribution. Molecules traveling in the direction of the
tube are unimpeded; those striking the walls suffer the
normal molecular flow resistance of the tube.
The flow rate of molecules through a tube under the
above conditions is given (as found in Refs. 19, 21, and
22) by
1
Q = _ n _ Ao molecules/see (1)
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where 
K is a collimation factor dependent on the tube 
n is the number density of molecules in the source 
u is the average thermal velocity of molecules in 
geometry 
- 
the source 
A, is the area of the source 
For aperature of general shape, K is given approximately 
(Refs. 19 and 20) by an integral along the length of the 
tube 
3 L O  
16 A2 -dS 
where 
0 is the periphery at position s 
A is the cross-sectional area at s 
L is much larger than major diameter 
For a uniform circular cross section. the above reduces to 
3 L  
4 d  
K = - -  
where 
d is the tube diameter 
L is the tube length 
The molecular beam intensity at the center 0, the beam 
is a result of those molecules from the source which have 
not been impeded by the tube walls, given (as shown in 
Refs. 19,21, and 22) by 
(3) 
Q 
4T Z = - n a A, molecules/sec 
where 
the input end of the tube. 
is the solid angle subtended by the output end at 
For an approximation we assume a constant or square 
distribution of molecules over the 50-cmz aperture at a 
0 2  4 6  8 
INCHES 
Fig. 5. Positioning fixture for nozzle tubes 
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60-cm distance from the nozzle. Substituting Eq. (1) into 
Eq. (3), we find that a tube having a length-to-diameter 
ratio of 330 is required. The source number density must 
be large to satisfy Eq. (3) ,  but not so large as to decrease 
the mean free path to less than the tube length. These 
conditions demand the stacking of a large number of very 
sE?2!!-dimeter kbes. P. cic!:e! PL:bc wi:h an outside 
diameter of 0.012. in. and a 0.002-in. wall thickness is the 
smallest commercially available tube which appears to 
meet the corrosion requirements. Unfortunately, this tube 
is very soft and is difficult to align into a straight array. 
This tubing size substituted into Eq. (2) leads to the fol- 
lowing suitable parameters for the nozzle: 
Length: 7.5 cm 
Area: 1 cm’ 
Number of tubes: 900 
The nozzle was constructed as follows: 
To cut the individual tubes to length, the bulk tubing 
was threaded onto O.O07-in.-diameter music wire and cut 
by rolling it against a sharp blade, enabling a cut with 
little deformation of the tube. A nickel containment box 
was accurately machined to hold the stack of tubes in a 
square array. ’The tubes were separately positioned within 
the box by suspending each one on a taut section of music 
wire, thus straightening and fixing the position simulta- 
neously. These suspension wires were held on a “loom” of 
dowel pins and tensioning screws, as shown in Fig. 5. 
Rows of dowel pins were accurately positioned to place 
each tube in its proper horizontal position. Horizontal 
shims were placed between the layers of music wire to 
prevent the tubes from slipping in the vertical direction 
(Fig. 6). 
Two nozzles have been constructed by this method. 
One is a 9 X 9 tube array which has been used for pre- 
liminary tests; the second is a 30 X 34 tube array which 
has just been completed (Fig. 7). An end-on photograph 
(Fig. 8) shows the tube configuration of the nozzle and 
indicates the quality of the nozzle. This photograph was 
i i d e  through a teiescope to reduce angular or prospec- 
tive distortion as much as possible. “Lattice” imperfections 
are visible. 
Fig. 7. A 1020 tube nozzle 
Fig. 6. Close up, nozzle in positioning fixture Fig. 8. Telephoto photograph looking through nozzle 
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Fig. 9. Diagram of CO, laser 
2. Carbon Dioxide Laser Construction, J. Siddowoy 
For the past several years the potential use of the laser 
as a deep space communication device has been under 
investigation. Of several atmospheric windows and wave- 
lengths considered, the 8- to 13-p region seemed to be 
very promising. but no practical laser sources were avail- 
able. However, recent developments of the N,-CO, laser 
operating at 1 0 . 6 ~  appear to make a communications 
system study in this region highly practical. Power out- 
puts greater than 130 w and efficiencies of 15% have 
been reported in recent literature (Refs. 23-26). 
A program has been initiated to study communication 
techniques using the N,-CO, laser. Figs. 9 and 10 show 
schematically and pictorially a 10.6-p laser that has been 
built and operated at JPL. The pyrex tube is 16 mm ID and 
the discharge length is 42 in. The resonator cavity consists 
of a 2-m radius concave mirror and a flat mirror, both of 
which are gold-coated almost opaque. Output of the laser 
power is achieved through a 3-mm hole in the flat mirror, 
using a BaF, vacuum window with an O-ring seal. Bellows 
with an O-ring seal to the mirror mount and Swagelock 
tubing connectors with teflon inserts allow alignment of 
the optical cavity. The inlet-output parts are pyrex to 
kovar seals. Swagelock fittings to stainless steel tubing 
are used throughout the rest of the system. A 30-Mc RF 
generator is used to excite the gases. 
Fig. 10. CO, laser 
Operating characteristics are somewhat minimal at 
present. To gain some operating experience and construc- 
tion techniques, the laser was assembled from parts 
generally available in the laboratory. No attempt was 
made to use high vacuum techniques. No precision mea- 
surements of power output and efficiency have been made 
as yet; however, the output is sufficient to bum holes in 
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wood and make some refractory materials glow incan-
descent. Thus far the laser has only been operated with
gases flowing through the system, with pressure ranging
from 4 to 6 torr.
Some further studies of the 10.6-_ laser for communi-
cations purposes are indicated. Among these are:
n _ ,n_; .... power output and efficiency with static
_] _,t Jtlltllulll
gas loads
(2) automatic control and stabilization of resonator
(8) isotopic species of gases to avoid atmospheric ab-
sorption lines
(4) laser preamplifiers and heterodyne experiments
(5) frequency shifts to simulate Doppler effects.
D. RFTechniques
W. V. T. Rusch, C. T. Stelzried, B. Seidel, T. Y. Otoshi,
M. S. Reid
I. 90-G¢ Millimeter Wave Work 1,
W. V. T. Rusch and C. T. Stelzried
a. Introduction. The objective of the millimeter wave
work is to investigate millimeter wave components and
techniques to ascertain the future applicability of this
frequency range to space communications and tracking.
This involves the development of instrumentation for
accurate determination of insertions loss, voltage standing
wave ratio, power, and equivalent noise temperatures of
passive elements. Millimeter wave circuit elements are
being evaluated in a radio telescope system consisting of
a 60-in. antenna and a superheterodyne radiometer (SPS
37-33, Vol. IV). The radio telescope was used to observe
the 90-Gc temperature of the Moon during the Decem-
ber 80, 1968 eclipse (SPS 37-26, Vol. IV, p. 181) and the
most recent eclipse, December 18, 1964. These experi-
ments were joint efforts by personnel from JPL and the
Electrical Engineering Department of the University of
Southern California.
Radiometric observations of a total lunar eclipse were
carried out at a wavelength of 8.8 mm from a site in Palm
'Prepared under JPL Contract 951004 with the University of
Southern California, Electrical Engineering Dept., Los Angeles.
Springs, California, during the night of December 18-19,
1964 (Pacific Standard Time). Eleven drift curves (with
analog output) were made before the end of the umbral
phase, and a total of 71 drift curves was made during
the night.
b. Instrumentation. The observations were made with
a 5-ft searchlight reflector modified to operate as a
Cassegrainian-fed antenna. The 3.3-mm Dicke-type super-
heterodyne radiometer (Ref. 27) employed a switchable
four-port circulator (TRG Model El61) ahead of the mixer
to switch between the antenna and a reference load. A
ferrite isolator (TRG Model Ell0), with 0.25-db insertion
loss and 23-db isolation, was used to reduce RF mismatch
errors. Silicon diodes were used in the Raytheon balanced
mixer. The waveguide transmission loss between the
antenna and the mixer was 2.2 db (including 1.1-db loss
in the circulator). The IF passband extended from 22 to
75 Mc. The output jitter measured at the output of the
manual waveguide switch was 5°K, rms, with a 10-sec
postdetection time constant.
Antenna gain, pattern, and tracking characteristics were
measured on two antenna ranges, at distances of 1.5 and
5 DZ/x. The measured half-power beamwidth was 10.5
min of arc, and the equivalent aperture efficiency of the
antenna, including losses in the manual waveguide switch,
feedhorn, and mirror coating, was 0.24.
The Moon was tracked using a 40-power sighting tele-
scope aligned with the antenna main beam. Previous tests
indicated that reference points on the Moon could be
tracked with a maximum error of one minute of arc.
Convolution of the antenna pattern with isothermal maps
of full Moon (Ref. 27) indicates that a 1-min tracking error
contributes an error of 1% or less in the radiometer output,
depending upon the direction of the error.
The gas tube was calibrated by repeatedly firing the
gas tube and switching the manual waveguide switch
between a hot load at a temperature of 50°C and a
second hot load at 150°C.
c. Observational data. Forty-two drift curves were
made on December 18 between 7:10 and 11:58 p.m. PST.
The first 11 drift curves, taken from 7:10 to 8:23 p.m., were
made during the final umbral stages of the eclipse. The
42 data points are plotted in Fig. 11.
The final 26 data points, collected during the period
from 9:02 to 11:53 p.m., are plotted in Fig. 12. The Moon
left the penumbra at 9:14 p.m. Assuming the 8.8-ram
176
JPL SPACEPROGRAMSSUMMARYNO. 37-38, VOL. IV
,2I
1.0 • , , ,
•.:........" -. •
0.8 " J . _ t • _ • .
I..
0.8 , , _ , ,_
I00_ Q D
0.4 to i.:_ i._ z2
SEC 2"
Fig. 11. Lunar data during final stages of total lunar
eclipse, December 18, 1964
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Fig. 12. Lunar data with "best-fit" straight-line
approximation, December 18, 1964;
T_JTaT = 1.145 -- 0.079 (p.e.); Lo = 1.221 ± 0.076 (p.e.)
thermal radiations from the Moon had returned to equi-
librium by 9:02, approximately two hours after the end
of totality, the data in Fig. 12 yield the zenith atmospheric
loss Lo to be 1.221 _ 0.076 (p.e.), i.e., 0.87 db.
-_...l. • ,_.;n orA more precise value for Lo was obtained by ......
all of the 55 data points taken from 9:02 p.m. on Decem-
ber 18 to 3:54 a.m. on December 19. The result is
Lo = 1.215 -+- 0.034 (p.e.).
For the range of zenith angles considered, the equiva-
lent blackbody disc temperature of the Moon T_ is related
to the measured antenna temperature T' by
T' = T', Lo"ez (1)
where Z is the zenith angle. By multiplying each data
point T'/Tor of the December 18 data by a factor Lo ecz
(Lo = 1.215), an equivalent blackbody disc antenna tem-
perature ratio for the Moon, T'_/Tor, has been computed
for each data point. The results are plotted in Fig. 18.
The average value of T'u/T_r for the first eight data
points following the end of totality was 1.142 ± 0.007(p.e.).
The average value of T_  Tot for the 26 data points from
9:02 to 11:54 p.m. was 1.188___0.005 (p.e.). The difference
1.24
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Fig. 13. Lunar equivalent blackbody disc antenna
temperature ratio vs time, December 18, 1964
in average values was 1.138 -- 1.143 = -- 0.005. Since it
was physically unlikely that the temperature would de-
crease following the eclipse, the observed change was
taken to be zero.
The procedure has been repeated using the best-fit value
of Lo, minus one probable error (i.e., 1.215- 0.034 =
1.181). Using this new value of Lo, the average value of
T'u/Tor for the first eight data points following the end
of totality was 1.086_ 0.005 (p.e.), and the average
value for the 26 data points from 9:02 to !1:53 p.m. was
1.104 ± 0.005 (p.e.). The difference in average values
using the new Lo was 1.104- 1.086 = +0.018. Conse-
quently, the uncertainty in L0 has caused an uncertainty
in temperature change of 0.018 - (-0.005) - 0.022, or
2% of the final temperature.
The eclipse observations, therefore, as carried out with
the 10.5-min searchlight antenna beam, indicate no sig-
nificant temperature difference between the data taken
during the final umbral phase of the eclipse and the data
taken 2 to 5 hours after the end of totality. The probable
error of the measurement was estimated to be 2% of the
final Moon temperature.
Conversion factors obtained from calibration of the gas-
tube equivalent excess noise temperature, the antenna
gain, and the antenna radiation pattern indicate that the
equivalent blackbody disc temperature of the Moon,
corresponding to T'x/Tor = 1.188, was 288°K. Thus, the
estimated probable error of the measurement was 6°K.
Systematic error in absolute thermal calibration of the
radiometer (estimated to be 7 to 9%) would affect the
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absolute level of the equivalent disc temperature but not
the percentage change during the eclipse.
d. Calculated insolation curve. A calculation (Ref. 29)
was made to determine the amount of solar radiation
striking the surface of the Moon during the eclipse. Fig. 14
indicates the amount of solar radiation striking the Moon
(as a function of Pac_c Standard Time) for (1) a point at
the center of the Moon's disc, (2) a central area with a
diameter equal to 80% of the Moon's diameter, and
(8) the entire surface of the Moon. A refraction correction
is included to account for the nonzero umbral intensity.
e. Theoretical radiometric results. The one-dimensional
heat-flow equations for the lunar surface were integrated
numerically using the method of Wesselink (Ref. 80) in
conjunction with the insolation curve of Fig. 14. In this
manner the expected lunar radiometric temperature
during the eclipse (for a narrow-beam antenna directed
normal to the surface) could be calculated for various
values of the electrical and thermal parameters. It has
been assumed that
(kpc) w = 1/1200 cal/°K cm 2sec 1/2
_e = 1.8 × 10-1_ cal/cm _ sec °K 4
(i -A) )< (solar flux at full Moon) --
0.08167 cal/sec cm-"
eeao = 0.95
where
(kpc) v_ = thermal inertia
a = Stephen-Boltzmann constant
e -- thermal emissivity
A = heat-balance albedo of the lunar surface
e_ao = radiometric emissivity
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Fig. 14. Solar radiation striking the Moon during the lunar eclipse of December 19, 1964
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Curves of the expected radiometric temperature vs time
have been computed on the basis of the above values.
These curves are plotted in Fig. 15 for ai(k/pc) '/2 =
(curve 1); 10 -2 (curve 2); 1.7 )< 10 -3 (curve 3); 10 ' (curve 4),
where ay is the power attenuation constant, cm -1. The
normalized insolation function at the center of the lunar
disc during the eclipse is plotted at the bottom of Fig. 15.
The time scale is local Pacific Standard Time on Decem-
ber 8, 1964. Also indicated along the abscissa axis are
(A) Moon enters penumbra; (B) Moon enters umbra;
(C) totality begins; (D) mideclipse; (E) totality ends;
(F) Moon leaves umbra; (G) Moon leaves penumbra. The
temperature decreases 8T for curves 1, 2, 3, and 4, respec-
tively, is 211.5, 132.3, 37.6, and 2.5°K. In general, the initial
temperature, the final temperature, and 8T all increase as
as(k/pc) '/=increases.
The data points from Fig. 13 have been converted into
equivalent lunar disc temperatures and are plotted on
Fig. 15. It is not possible to reconcile these data points
with any of the family of curves because the final tem-
perature (288°K) is too high for a relatively small value of
_T (0°K with a probable error of 6°K). Increasing (kpc) _
from 1/1200 to 1/400 and letting as(k/pc) "_ = 1.5 )< 10 -3
yield a theoretical final temperature of 288°K and a
theoretical temperature decrease of 27.1°K. Thus the
data tend to support larger values of thermal inertia of
a one-dimensional model.
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Fig. 15. Comparison of theoretical radiometric eclipse
curves and observational data, December 18, 1964
Effects which have not been included in the calculations
are (1) change in the solar insolation due to a normal
lunation change over a period of 4 to 5 hours; (2) variation
of the angle of incidence over the antenna beam; (3) in-
homogeneity of the thermal and electrical parameters of
the model; (4) antenna-beam averaging over different
temperature contours on the lunar surface. The effects of
(1) should cause temperature changes of less than one
degree per hour; (2)-(4) are significant first-order effects
and must be evaluated to allow further interpretation of
the observational data.
2. Simultaneous Lobing Radiometric Tracking
System, B.Seidel
The S-band system modes of operation for the 85- and
210-ft-diameter antennas involve use of a simultaneous
lobing angle tracking feed system. A radiometer which
could be used in conjunction with the tracking feed
would be a practical device for angle pointing and gain
calibrations of the antenna system using radio star
sources. This technique is especially important for the
210-ft-diameter antenna which does not have a collima-
tion tower capability.
A prototype of such a radiometer is currently being
evaluated using the Echo Station 85-ft-diameter antenna.
Results to date indicate that such a device is indeed
feasible.
As previously reported (SPS 37-36, Vol. III, pp. 46-47),
on October 5 and 6 the system was operated in an experi-
ment designed to climinate the necessity of a collimation
tower when phasing the receiver for automatic tracking
of a spacecraft. This experiment showed that the average
difference between the phase shifter setting (HA channel)
obtained from the collimation tower and the radio source
was approximately 25 deg. In SPS 37-37, Vol. III, it was
stated that the primary effect of this phase misalignment
would be an increase in tracking jitter. It was further
suggested that this result be verified, using a far-field
moving sound, when tracking commitments allowed.
The opportunity did arise on January 23-24, 1966, and
an experiment was performed using the Echo Station
85-ft antenna. On this date the Pioneer probe (PN-6) was
tracked and the HA phase shifter was misaligned in
5-deg increments until tracking could no longer be
accomplished. The phase shifter was then realigned and
the procedure repeated for the opposite misalignment.
Tracking data were taken at each setting of the phase
shifter for 5 min, using a 10-sec sample rate. The tracking
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residuals from this pass were then compared to the track-
ing residuals of both the previous pass and the following
pass where proper phasing was maintained throughout
the pass. All of these residuals are shown overlaid in
Fig. 16. The top scale (HA phase shifter setting) ap-
plies only to the tracking data of January 23-24, 1966,
and the setting is incremented stepwise each 5 min.
From these data, several inferences can be made:
(1) the major portion of the tracking jitter is caused by
the electro-mechanical dynamics of the antenna (i.e.,
there is no increase in tracking jitter with phase mis-
alignment until the point where tracking cannot be
accomplished); (2) the null depth of the feed is great
enough to cause no boresight shift with phase misalign-
ment; (3) the correct phasing of the receiver should have
been at a setting of about 80 deg (the station had used
a setting of 70 deg as the nominal proper setting). Track-
ing commitments permitting, this experiment will be
repeated when the received signal from the spacecraft
is at a lower level.
3. AAS R&D Listening Cone Calibration,
T. Y. Otoshl, and C. T. Stelzried
a. Noise calibration waveguide system. The complete
block diagram of the R&D listening cone for the Mars
Station advanced antenna system (AAS) has been dis-
cussed in SPS 37-35, Vol. IV, pp. 268-270. This cone
has been recently completed and noise temperature cali-
brations have begun.
A photograph of some of the component waveguide
parts of the noise calibration system may be seen in
Fig. 17. Other portions of the waveguide system may be
seen in Figs. 18 and 19.
The liquid nitrogen load assembly shown in Fig. 17
was fabricated for JPL by the Maury Microwave Cor-
poration. Details of the design of this load were discussed
in SPS 37-31, Vol. IV, pp. 283-284.
The ambient load assembly is equipped with a digital
temperature readout. The temperature-sensing thermom-
eter is imbedded in a copper heat sink which surrounds
the terminating element for the ambient load. The heat
sink is also thermally connected to the waveguide walls.
To prevent gas convection in the waveguide system from
causing erroneous ambient load temperature readings,
the ambient load waveguide was filled with polystyrene
foam.
b. Insertion loss measurements. To determine low noise
antenna temperature by the Y-factor method, the antenna
system temperature is compared to the system tempera-
tures obtained when the receiver is connected sequen-
tially to two or more microwave thermal noise standards.
The thermal noise standards for the listening cone are the
waveguidc liquid nitrogen and ambient loads.
In order to define effective noise temperatures at some
common waveguide reference point (e.g., the maser input
flange), the VSWRs and insertion losses of the transmis-
sion lines between the maser input and noise source
reference flanges must be known accurately.
Reflection coefficient and insertion loss measurements
were recently made for maser to noise source intercon-
necting transmission lines on the AAS listening cone.
Fig. 20 is a block diagram showing the transmission lines
which were measured. Reflection coefficient and insertion
loss measurements were made at both 2295 and 2388 Mc.
For reflection coefficient measurements, a high-precision
waveguide reflectometer system was used. For insertion
loss measurements, both the DC insertion loss (SPS 37-22,
Table 2. Measured parameters of the 5.027-in.-diameter
circular waveguide to WR 430 transition assembly
r :o r,
I I
$11 $12
$21 $22
I I
5.027-in.- D CIRCULAR
WAVEGUIDE FLANGE
WR 450
FLANGE _)
Input/
Fre- output
quency, flange
Mc (Fig. 20)
2295®,®
,:88 ®,®
VSWR2
1.022
-I-0.002
(p.e.)
1.025
-+-0.002
(p.e.)
Attenuation
Is-'-'t A",.b
O.Ol , o.oi35
+0.0010 -t-0.0003
(p.e.) (p.e.)
0.0122 0.0130
-I-0.0010 _'_-_0.0003
(p.e.) (p.e.)
WR 430 reflectometer and DCThese measurements were made using precision
insertion loss test sets.
=The attenuation value was obtained by measuring the total attenuation of two
identical transition assemblies cascaded in tandem and dividing the result by 2.
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Fig. 17. Noise calibration waveguide system and lower 
portions of the antenna feed assembly 
Fig. 18. Upper portion of the antenna feed 
assembly 
Vol. IV, pp. 196-199) and AC ratio transformer (Ref. 
31) test sets were used. Photographs of the maser input 
and antenna output reference flanges may be seen in 
Figs. 17 and 18, respectively. 
The attenuation of the 5.027-in.-diameter circular 
waveguide to WR 430 transition assembly used for the 
cone measurements is given in Table 2 for reference pur- 
poses. Measured parameters for the cone transmission 
lines are summarized in Table 3. The attenuations of the 
antenna lines were obtained by subtracting the transition 
attenuation from the total measured insertion loss be- 
tween flange l and flange 2b (see Fig. 20). The errors 
of this technique were analyzed. 
Attenuation as defined by Beatty (Ref. 32) is the inser- 
tion loss which would be measured if the insertion loss 
heads (generator and load) are perfectly matched. The 
scattering coefficient notations (Ref. 32) are used in the 
tables because they are convenient for completely de- 
scribing transmission line parameters and are useful for 
noise temperature measurement error analyses. 
Fig. 19. Noise box and RF cone instrumentation junction 
box assemblies 
183 
JPL SPACE PROGRAMS SUMMARY NO. 37-38, VOL. IV
t,
NOISE SOURCE
ANTENNA
I
NOISE
| BOX
SSEMBLY
SWITCH
LIQUID SWITCH
NITROGEN
LOAD
ASSEMBLY
TO DIPLEXER
REFLECTOMETER-
INPUT
MASER TO
NOISE SOURCE
TRANSMISSION
LINE
FLANGE ITO 2o
VIA LOWER ORTHO
FLANGEITO 2o
VIA UPPER ORTHO
LIQUID NITROGEN FLANGE I TO 3
COOLED LOAD
AMBIENT LOAD FLANGE I TO 4
TO SWITCH 2
TRANSMITTER-
DIPLEXER
SWITCH I
MEASUREMENT
OUTPUT PORT
®
l wR4'°T°3.538-in.-DCIRCULAR
ANTENNA OUTPUT WAVEGUIDE
REFERENCE FLANGE I II TRANSITION
_ (,'_o) j(/'1 5.027-in.- D _ II
• v .. C,RCULAR -- ,,
-- =--'-==T.__WAVEGUlDESPAC RIJ_J
E_3 _ • I_j=_
CIRCULAR WAVEGUIDE _ I f $.55B-TO
TO PARAMETRIC SECTION I I/ 5.027-in.-D
i MPLIFIER 5027-in-D IL_) TRANs'T'°N
---- _MATCHING SECTION
--,_IQUARTERWAVE I
PHASING |
SECTION o
APPROX.
TEST 8 ft
TRANSMITTER
""_ _ INPUT
--_-=pit MATCHING SECTION
= ] 5.027-TO
3.538-in.-D
MASER Q _-_ J TRANSITION
INPUT [--[CIRCULAR WAVEGUIDE
L_L SECTION 3.538-in. D
71UPPER ORTHOMODE
._J TRANSDUCER
]--I'CIRCULAR WAVEGUIDE I
I--L, 3.538-in. O I
_--_---I1LOWER ORTHOMODE_
I/ TRANSDUCER
,-,-_ )///////////////////////////
CONE FLOOR
°FOR INSERTION LOSS AND REFLECTION COEFFICIENT MEASUREMENTS,
THE QUARTERWAVE PHASING SECTION WAS ROTATED 45 deg TO PRODUCE
ORTHOGONAL LINEAR POLARIZATIONS VIA UPPER AND LOWER ORTHOMODES
FOR COMPLETE CONE BLOCK DIAGRAM, SEE FIG. 16, SPS37-35, VOL TE,
PAGE 269
Fig. 20. Test configuration for reflection coefficient and insertion loss measurements
Each attenuation value listed in the tables represents
the mean of a minimum of ten measurements. The inser-
tion loss heads were relapped between each set of ten
measurements and the matches rechecked. All waveguide
flanges were indexed precision dowel pins.
The probable errors in the tables represent the best
estimate of the total probable errors due to various possi-
ble sources of errors such as (1) insertion loss equipment
error, (2) mismatch error, (3) reflection eoefllcient mea-
surement error, and (4) the error of statistical measure-
ment treatment. It is assumed that the errors are random
and vary independently. A sample probable error cal-
culation is given in the following example.
For the upper orthomode antenna line, the dissipative
attenuation and probable error equations are basically of
the form
AD = L2BB --
L1DB
-- 10 log,o (1 -- I a,, 12)
(1)
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Table 3. Calculated and measured transmission line parameters of AAS listening cone
Part A. Antenna transmission lines
]'6=0 F I FL=O
I I
j all Q|2
o21 022
i I
MASER INPUT ANTENNA OUTPUT
REFERENCE FLANGE (_ REFERENCE FLANGE
A = I0 IogloI_ 1
F I- 'OllJ 2 ]
`4°°,o°,oL  7, ,/
Input/output flange
Frequency, Mc (Fig. 20) VSWRI J oll ] Attenuation A, db Dissipative loss A_,db
2295 Q/ rt_om
via upper o ode 1.077 -I-0.011 (p.e.) 0.0372 _--_-0.0050 (p.e.) 0.1761 _-_-0.0023 (p.e.) 0.1701 _0.0028 (p.e.)
Q/ O 1.109-t-0.011 (p.e.) 0.0519 _0.0050(p.e.) 0.1724 _-!-0.0036(p.e.) 0.1607_h0.0042 (p.e.}
2388
via upper orthomode
Q / 0 1.063 _---0.01 ! (p.e.) 0.0306 _---0.0050 (p.e.) 0.1496 _---0.0015 (p.e.) 0.1456 _---0.0020 (p.e.)
2295
via lower orthomode
Q/ (_) 1.058 _z0.011 (p.e.) 0.0282 _0.O050(p.e.) 0.1371 _--_-0.0023 (p.e.) 0.1336::h0.0026 (p.e.)
2388
via lower orthomode
These measurements were made with a precision WR 430 reflectameter and DC insertion loss test set.
The terms attenuation and dissipative loss are defined in Ref. 32.
Measurements of reflection coefficient and attenuation were mode with the antenna llne in the lint, or polarization configuration. This linear polarization configuration
was produced by rotating the quarter-wave phasing section 45 deg from the normal circular polarization position.
Part B. Liquid nitrogen load line
r6=o _ F, I",=o
j I ,4 =10 Ioglo
fll I nl 2
I
I F,-In,, 12]
n2i n22 `4D= oglO
, , L j
MASER INPUT LIQUID NITROGEN
REFERENCE FLANGE (_ LOAD REFERENCE FLANGE (_)
Input/output flange
Frequency, Mc (Fig. 20) VSWR1 ] nn ] Attenuation A, db Dissipative loss A_), db
Q / Q 1.021 -_-0.002 (p.e.) 0.0104 -4-0.0010 (p.e.) 0.0627 "+-0.0007 (p.e.) 0.0622 ---+0.0007 (p.e.)
2295
Q / Q 1.022 _-0.002 (p.e.) 0.0109 _-0.0010 (p.e.) 0.0876 "+-0.0007 (p.e.) 0.0871 -----0.0007 (p.e.)
2388
These measurements were made with precision WR 430 reftectometer and AC ratio transformer insertion loss system.
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Table 3. Calculated and measured transmission line parameters of AAS listening cone (cant'd)
Part C. Ambient load line
_G = 0 F I
I
FL= 0
II _=10 IOglO
I
I
[,-I.,,12 7
,, %=,o O_,oki-_,12;
MASER INPUT
REFERENCE FLANGE Q
AMBIENT LOAD
REFERENCE FLANGE (_)
Input/output flange
Frequency, Mc (Fig. 20) VSWR1 ] u_l I Attenuation A, db Dissipative loss Ao, clb
a a
2295 @ / @ _.o32+-0.002(p._.) o.o_sz+-o.ool(p.e.)
e
2aee @ / @ 1.o3s---0.002(p._.) o.olz2 ±o.ool (p.e.)
Reflection coefficients were measured with a precision WR 430 reflectometer.
aThese measurements were not required, since for noise temperature calculations the ambient load llne is essentially at the same physical temperature as the ambient load.
where
L..,o_ -- total measured insertion loss of the antenna
line connected in tandem with the transition
assembly, db
L1,8 = total measured insertion loss of two transition
assemblies connected in tandem, db
I al, I -- reflection coefficient of the antenna line look-
ing in flange 1 with flange 2a terminated in a
matched load
and
-I ( y t' h=PE,o ( 'V"
(e)
The probable error terms of the measured insertion
losses can be expressed as
z = (bL..,,,)'-'pe L.... a" + (3)
pe "_.,,,.= a'-' + (bL,,,,,)'-' (4)
where
a = the constant probable error in insertion loss equip-
ment due to mechanical instability, temperature,
experimental procedure, etc. (a = 0.0004 db was
selected for the error analysis)
b = the linearity probable error constant of the in-
sertion loss equipment (b = 0.001 db/db was
selected for the insertion loss equipment used).
The probable error of the reflection coefficient is based
on the analysis of the reflectometer measurements and
possible errors made during the measurements.
The analysis of mismatch errors was complex due to the
fact that a subtraction of transition attenuation was in-
volved and the associated mismatch errors had to be
considered. The mismatch probable error equations will
not be presented in this report but can be derived by
extending the mismatch error analysis for measurement of
single attenuators (Ref. 33) to the specific substitution loss
case involved.
Equations for the calculations of the probable error of
the weighted mean are treated in Ref. 34.
Rewriting Eq. (2), let
PEao= 4e_ + e_ + e_ + e_ + e_, (5)
where
e_ --- equipment-caused error term in transmission line
plus transition insertion loss measurement, db
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e2 ---_equipment caused error term in transition inser-
tion loss measurement, db
e3 -- reflection coemcient error term, db
e, = mismatch error term, db
e5 --- error resulting from statistical treatment of ca]-
culating the mean value, db
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Fig. 21. Listening cone RF instrumentotion
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Typical errors obtained for the upper orthomode an- 
tenna line calculations for A, (dissipative loss) at 2295 Mc 
gave the following values for the error terms of Eq. (5): 
e ,  = 0.00044db 
e3 = 0.00161 db 
e4 = 0.00220 db 
e5 = 0.00064db 
Substitution of the above values into Eq. (5) gives a total 
probable error of 0.0028 db. The 3-u value is 0.0125 db. 
The relatively high transmission line mismatches are 
the largest source of insertion loss measurement errors 
in the listening cone. Well-matched insertion loss heads 
and a high quality reflectometer helped to keep this error 
to a minimum. 
c. Cone RF instrumentation. The listening cone RF 
instrumentation block diagram for the Mars Station 210-ft 
antenna is shown in Fig. 21. This instrumentation provides 
for remote measurements of waveguide load reflection 
coefficients, system noise temperatures, and maser gain. 
It also provides calibration for AGC curves, radio sources, 
and antenna gain measurements. 
Maser gain is measured by comparison of a CW signal 
provided by the signal generator switched in front of and 
behind the maser. Reflectometer measurements are made 
by comparison of the CW signal injected into the maser 
and into the load under evaluation respectively. The side 
arm of the 26-db waveguide coupler at the maser input is 
provided with a waveguide-to-coaxial transition with a 
built-in isolator and tuning screws (MMC Model SR 8126) 
to match up the reflectometer. 
Noise instrumentation is provided both by switching in 
waveguide between the antenna and the cryogenic loads 
and two gas tube noise sources of approximately 40 and 
4°K (the exact values are being evaluated). The low noise 
source will be especially useful when measuring low-level 
radio sources. The noise box is shown in Figs. 22 and 23. 
Extra space in the noise box has been allowed to provide 
for future experiments involving a noise-adding radiom- 
eter. For long-termstability, the noise box is mounted sepa- 
rately from the maser with a waveguide run. The maser 
can be removed for maintenance or other reasons without 
disturbing the noise instrumentation or reflectometer. 
Antenna gain measurements can be performed ( S P S  
37-35, Vol. 111, p. 58) by comparing radio source flux 
densities with the microwave load noise standards. Similar 
comparisons (SPS  37-37, Vol. 111, p. 35) can be made to 
calibrate the test transmitter power levels for AGC 
calibrations. 
Fig. 22. Outside of listening cone noise box 
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Fig. 23. Inside of listening cone noise box 
4. Error Analysis of CW Signal Power Calibration 
With Thermd Noise Standards, 
C. 1. Stelzried and M .  S. Reid' 
a. Introduction. An attempt to improve the accuracy 
of the calibration of the cw received signal power in 
the DSN is presently underway. A convenient measure 
of a spacecraft received power level is the receiver AGC 
voltage. This voltage is calibrated for absolute received 
power, defined at the receiver input, with a calibrated 
'On leave of absence from National Institute for Telecommunica- 
tions Research, Johannesburg, South Africa. 
test transmitter. The theory, method of data acquisition, 
and equipment have been discussed previously (SPS 
3735, Vol. 111, p. 58). The Y-factor method used consists 
of accurately measuring the ratio, at the output of the 
receiving system, of the CW signal power plus the system 
noise power to the system noise power alone. 
b. Analysis of diode sensitivity to CW and noise signals. 
The detector used for the Y-factor measurement was a 
1N198 germanium diode used in a circuit (Fig. 24) which 
has an output that is somewhat affected by the signal 
form factor. As such, the Y-factor method requires an 
evaluation of the diode noise vs CW power sensitivity. 
Fig. 24. Representation of diode detector circuit 
used in Y-factor measurements 
Preliminary theoretical estimates have been obtained 
(SPS 37-37, Vol. IV, p. 210) for nominal diode deviations 
from square law and effects of bias and the mixing of 
signal and noise. The present analysis predicts the sensi- 
tivity to CW and noise signals from the diode DC current 
and voltage characteristics. Assume that the diode cur- 
rent Z can be expressed in terms of the voltage across 
the diode E by the power series 
The circuit AC input voltage e is related to output DC 
voltage E,, by 
e = E + E o  (2) 
due to the biasing effect of the output R-C load combina- 
tion with an R-C time constant which is long compared 
to the input frequency. The current can also be expressed 
as a power series in terms of the circuit input voltage 
b 
Z = C Ciei  (3) 
i =O 
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Substituting Eq. (2) into Eq. (1), expanding Eqs. (1) and (3), and equating coefficients of like powers e
2_ 3 ' - As_o_ + Ao_o A,Eo' + As_ +---ICo = Ao--A1Eo+A2E o A3E o +A4E o
C_ --- A2 - 3AaEo + 6A4E_- IOAsE_ + 15A6E_- 21A,E_ + 28ABE8o + "'"
C4 A, - 5A E 2 a 4= ._ o +15AGEo-35ATE o + 70AsE o +
C6= A6 - 7ATEo + 28AsE_ +
Cs = As + ""
(4)
With a CW signal input V cos 0, the average current in the circuit is
1 f==I lfo o"<I>" = -_-_ Jo da = -7 _ c_ (v cos o)'
1 = 3 -_6= Co + -_ C=V + --ff C,V" + C6V _ + CW s + ."
(5)
The DC output voltage is related to the load resistor R by
(Eo), = <I>, R (6)
Substituting Eq. (5) into Eq. (6) and replacing the peak voltage V with V_ v (where v is the effective value of the
sinusoid)
( )(V.o),= R Co+ C=v=+ -T C,v + -g C_v + C8vs + ... (7)
With a noise input, the average current in the circuit, as shown in Ref. 85, is
<I>, = f: I(e) P(e) de (8)
where
P(e) - 1__ e_,_/=,,2
I(e) = __, C_e _
_=0
Substituting for P(e) and l(e) and integrating
<I>, = Co + C2a z + 3C,a* + 15C6a 6 + 105Cs_, s + "'"
(9)
The DC output is given by
(Eo), = <I>,, R
or
(eo). = a(Co + c=.=+3c,_, + 1_. _ + lO5C_.* + .-.)
(10)
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Note that the detector output voltages due to a CW sig-
nal and noise (as given by Eqs. 7 and 10) differ with
respect to each other only in the voltage coefficients higher
than second order.
The sensitivity of a to a CW signal vs noise (SPS 37-37,
Vol. IV, p. 210) at a specified DC output level E0 is
found by solving for v and _ from Eqs. (7) and (10) and
substituting into (assuming high signal-to-noise ratios)
= (11)
This has been done for the detector diodes (Type 1N198)
from the Goldstone Echo, Pioneer, and Venus Stations.
As an example, the static voltage-current characteristies
(Run 15 @ 24.20°C) for the Echo Station are shown with
data points and a best fit curve in Fig. 25. The polynomial
eighth-order curve fit was obtained using the least squares
method computed on the IBM 1620 computer. The A
coefficients (defined by Eq. 1) are
0 0.56971715 X 10 -2
1 0.94633774 X 10- _
2 0.10920516 X 10-2
3 0.11652644 X 10 -5
4 0.10032540 X 10- r
5 0.64969665 X 10- TM
6 0.26946926 X 10- TM
7 0.61865139 X 10 -1_
8 0.59703929 X 10- TM
The standard deviation of the data points was 0.02017.
Polynomial fits of various order were tried to determine
the optimum fit as defined by the minimum standard
deviation. The eighth-order fit was found to be suitable,
consistent with minimizing the number of constants to
simplify the solution. I and E for the curve fit are in
microamperes and millivolts. The C coefficients are now
computed with the use of Eq. (4) for each output voltage
Eo, and a is computed from Eq. (11) with the use of Eqs.
(7) and (10). These computations are made with the IBM
1620 computer. For this case, the following table applies:
Eo, my v, mv o-, mv _t, db
2 30.2948 28.7869 0.443
4 42.0678 38.8203 0.698
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Fig. 25. Echo Station detector diode static
El characteristics, Run 15, 24.20°¢
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This indicates a sensitivity of a to the output level of
about 0.013 db/0.1 mv for this diode at the normal output
level of 4 my.
Fig. 26 shows a plot of a as a function of temperature.
The best fit curve to these data points yields a value for
a at 24°C of 0.7 db, with a sensitivity of - 0.035 db/°C.
To account for this sensitivity, the temperature of the
diode will be measured during future Y-factor deter-
mination.
. O.e
tl
0.4
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0
0 I0 20 30 40 50
TEMPERATURE, *C
0
0
Fig. 26. Plot of (xvs temperature for Echo Station
detector diode
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E. Antennas for Space
Communications
D. A. Bathker
I. Broadband Listen Transmit Feed System
for the Advanced Antenna System
a. Summary. A multiple purpose high performance
research and development feedcone has been constructed
for evaluation and possible long term use with the ad-
vanced antenna system (AAS). The feedcone structure is
interchangeable with standard DSIF simultaneous lobing
tracking feedcones presently in use throughout the net
This report describes the polarizing equipment developed
for the multipurpose feedcone.
b. Introduction. The research and development feed-
cone block diagram and functional characteristics were
described in SPS 37-35, Vol. IV, pp. 268-270. The feed-
cone is intended for DSIF use, possible Manned Space
Flight Network (MSFN) support, and planetary radar
applications. It is compatible with the following possible
modes of operation.
(1) DSIF diplexed operation (no angle tracking)
(2) MSFN unified S-Band Apollo support (no angle
tracking)
(3) Low noise DSIF listening
(4) Bistatic planetary radar, Goldstone Mars-Venus
Stations (2388 MHz)
(5) Monostatic planetary radar, Mars Station (2388
MHz)
(6) Depolarization experiments
The primary consideration throughout the develop-
ment has been the maximization of system figure of
merit, defined to be the ratio of aperture efficiency to
system noise. The secondary consideration has been de-
velopment of a microwave design compatible with the
possible future application of ultrahigh power (400
kw cw).
Feedcone usable frequencies are within the 2100-2400
MHz band: specifically, 2100--2120 MHz for medium
power (10 kw CW) up-link transmission, 2270-2300 MHz
for low noise (_ 40°K) diplexed reception, and for very
high power (100 kw CW), very low noise (_- 25°K)
duplex planetary radar at 2388 MHz. In addition, a very
low noise receive mode (2270-2300 MHz, 25°K) is
available.
A block diagram of the multiple purpose feedcone has
been shown in (SPS 37-35, Vol. IV, p. 268). A matched
broadband, dual-mode feedhorn previously described
(SPS 37-34, Vol. IV, p. 235 and SPS 37-36, Vol. IV, p.
249) was extended to include dominant mode radiation
pattern behavior in the DSIF/MSFN transmit band. The
required polarizer and transducer developments for the
new feedcone are described.
c. Quarterwave plate polarizer design. The purpose
of the quarterwave plate polarizer is to effect transforma-
tion of dominant mode energy between linear and cir-
cular polarizations. To ensure compatibility with the
cylindrical feedhorn and to provide maximum power
handling capability, the loaded cylindrical waveguide
technique described by Pyle (Ref. 36) was selected.
Operation of this class of polarizer is based on the
resolution of a single propagating TE°I wave in cylindri-
cal waveguide into two TE°I waves spatially oriented
±45 deg from a structure offering differential phase
shift between this wave pair. The differential phase shift
structure used consists of diametrically opposed metal
flats placed in a cylindrical waveguide. Perfect polariza-
tion transformation results when the spatially orthogonal
wave pair attain a phase difference of 90 deg.
Pyle (Ref. 36) shows that the off-frequency ellipticity of
such a polarizer is almost totally due to phasing error,
and further, that this effect is largely independent of
length, provided the plate length to radius ratio (L/r) is
greater than about 4. However, an examination of the
plate reflection coefficients shows that it is advantageous
to allow for a smaller flat penetration and consequently
a longer structure, L/r > 10.
A design using L/r _ 14 was selected and is summar-
ized in Table 4. The diameter of 5.027 in. was chosen
from consideration of bandwidth and higher-order mode
propagation. In Table 4, the values of normalized wave
impedances for the degenerate modes (the E-fields of
which are perpendicular to and parallel with the metal
flats in the polarizer) are compared with the unloaded
waveguide.
Reflection coefficients and corresponding port isola-
tions shown in Table 4 are based on constructive (worst
case) interference of reflections from the two plate ends.
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hquoncy, 
MHr 
Table 4. Unmatched polarizer, 5.027-in.-diameter 
waveguide L/r - 14, computed performance 
D W n t i a l  DWntiol 
phase shift, phase Excess 
des d.S phase, deg 
(main section) motchins fransformm) 
Wave impedance; Z, = (pJL$EJ'fl 
2100 
2290 
2400 
1.352 
1.271 
1.237 
99.06 4.58 -I-13.64 
86.02 3.98 0 
80.1 5 3.70 -6.15 
Roturn loss 
i n c M  
pOIIWi2- 
Hon, db 
-42.7 
-44.8 
-45.2 
- 30.8 
-33.3 
-34.7 
Single-section, center-frequency quarter-wavelength 
matching transformers were designed using the plate 
penetration and diameter variables to simultaneously 
obtain the geometric mean impedance for the perpendic- 
ular and parallel modes. Such a transformer design is not 
exact, because the differential phase shift phenomenon 
leads to two different lengths for the transformer. For- 
tunately, this &ect is not significant for the high L / r  
design used here. 
Table 5 shows computed performance of the matched 
polarizer. Fig. 27 shows one end matching transformer 
attached to the main section. The flats are 0.269 and 
0.159 in. in the main and transformer sections, respec- 
tively. 
T&!= 5. k ~ c h m i  poiarizaiion, S.CPi-in.-diameter 
waveguide L/ r  = 14, computed performance 
Ellipticity, db 
2.09 
0 
0.94 
Table 6. Possible waveguide modes, 5.027-in.-diameter 
waveguide 
Cutoff hquency. MHz 
2280 
Fig. 27. Quarterwave plate and transformer 
5.027-in. waveguide 
d. O r t h o g d  mode transducer design. The purpose 
of the orthogonal mode transducer is to provide a polar- 
ization diverse waveguide mode transformation between 
the feedcone waveguide equipment (dominant TE,, 
mode redangular WR-430 waveguides) and the quarter- 
wave plate polarizer-feedhorn assembly described. 
Table 6 shows the cutoff frequencies for possible 
modes in 5.027-in. cylindrical waveguide for the band- 
width under consideration. Since maximum figure of 
merit is the primary consideration, the orthogonal mode 
transducer is required to be higher-order mode free in 
order to properly excite the polarizer-feedhorn. Experi- 
mental radiation pattern tests with the feedhorn and a 
simplified transducer confirmed the predicted transducer 
generation of the TM:l mode; as a result of these tests, 
a solution of operating below TMil cutoff in the ortho- 
mode transducer was selected. 
Based on reasonable reactive attenuation for the TM,", 
mode at the highest frequency, an intermediate wave- 
guide of 3.538-in. diameter was selected for the ortho- 
mode transducer, and a 3.538- to 5.027-in.-diameter cosine 
taper (Refs. 37 and 38) was designed. A cosine taper 
based on transmission line concepts is such that charac- 
teristic impedance 2, vanes with length; 
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where x denotes the direction of propagation and L is 
the length. Since relative impedance levels in waveguides 
of a single kind are the only concern here, the wave 
impedance for TE waves in the air dielectric waveguides 
may be adopted 
where (pJeo)* = 377 a, x is the freespace wavelength, 
and X, is the guide wavelength. Because the terminal 
impedances Z, and 2, are each functions of frequency in 
waveguide, the design procedure was to (1) equate Eqs. 
(1) and (2), (2) make a reasonable choice of L, and 
(3) solve for ~ ( x ) ,  the radius of the cylindrical guide for 
the low, center, and high frequencies of interest. Approx- 
imate expressions (Ref. 38) are available to predict 
VSWR as functions of Z, Z, and L. A taper 8.00 in. long 
is adequate here for 1.05 VSWR at 2100 MHz, provided 
the r(z) for the low frequency is used. As shown in Fig. 
28, the center frequency r(x) is the approximate mean of 
the high and low frequency r(x) requirements and, as 
such, appeared to be a suitable compromise provided 
allowance is given for bandwidth by an increase in L or a 
possible deterioration in VSWR. Of interest in Fig. 28 
is the requirement for a more gentle transformation with 
length for the high impedance end of the low frequency 
solution. 
The completed cosine taper based on center frequency 
design is 12.00 in. long and provides approximate 1.05, 
2.6 1 
LENGTH x ,  i n .  
Fig. 28. Radius requirements as a function of 
length, cosine taper 
1.02, and 1.01 VSWR at 2100, 2300, and 2400 MHz, re- 
spectively. Fig. 29 shows the finished unit; it is compat- 
ible with ultrahigh power, since no physical discontinuity 
is associated with the input or output cross sections. 
Fig. 29. Cosine taper 3.538- to 5.027-in.- 
diameter waveguide 
The 3.538-in.-diameter intermediate waveguide for the 
orthogonal mode transducer, when investigated for the 
required bandwidth and compared with the rectangular 
waveguide, exhibits an uncomfortable proximity to TE:: 
cutoff at the low frequency as well as indications of 
moderate impedance transformation ratio, as shown in 
Table 7. Optimum performance of a junction of this kind 
Table 7. Orthogonal mode transducer intermediate 
waveguide characteristics 
2080 1.06 1.52 
2100 1.07 1.53 
2200 1.12 1.60 
2300 1.17 1.67 
2400 1.22 1.75 
.fc E dominant mode cutoff frwuency 
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(frequency-dependent mismatch) is best achieved with a 
physical structure which allows placement of matching 
obstacles as close as possible to the initial disturbance. 
Abrupt junctions were fabricated and the unmatched 
VSWR was empirically found to compare well with com- 
puted wave impedance ratios, as shown in Table 8. Figs. 
30 and 31 show the abrupt junctions prior to matching. 
The bottom junction (Fig. 30) is simply a right-angle 
connection of the two waveguides with a bifurcating 
plate in the cylindrical guide, thereby yielding the re- 
quired directional property. 
Table 8. Computed and measured VSWR, WR-430 to 
3.538-in. waveguide junctions 
Frequency, MHr Computed wave Measured VSWR, Measured VSWR. impedance ratio top junction bottom junction 
-- ~ 
1.43 
1.41 
2300 1.54 1.28 
2400 1.75 1.53 
Fig. 30. Unmatched bottom junction, 
3.538-in. waveguide 
Fig. 31. Unmatched top junction, 3.538-in. waveguide 
The top junction (Fig. 31) is physically similar to the 
bottom unit but with the rectangular aperture divided by 
four septa. These septa provide longitudinal continuity 
to the inner wall of the cylindrical waveguide in order to 
effect a more nearly reflection-free path for energy propa- 
gating to (or from) the bottom junction. Depth, width, 
and number of septa were empirically determined. Fig. 
31 also shows both ends of the bifurcating half-wave- 
length plate which, for the four-port top junction, must 
yield the same directivity function as the bottom junction 
plate and must appear nearly reflection-free for energy 
to (or from) the bottom junction. Fig. 32, shows the cir- 
cular iris which matches the cylindrical waveguide mode 
(E-field oriented horizontally in Fig. 32) to (or from) the 
bottom junction. 
Fig. 32. Back view of top junction, 
3.538-in. waveguide 
Figs. 33 and 34 show the orthogonal assembly of the 
junctions; the apparently redundant use of two 6-in. 
TMR, mode suppressors was necessary because of the 
experimental observation of couplings between rectangu- 
lar waveguide ports with a shorter length of higher order 
mode cutoff guide between top and bottom junctions. 
Final matching was accomplished in the WR-430 wave- 
guide ports by use of inductive and capacitive obstruc- 
tions contained within a wavelength of the junction. 
Fig. 35 is an admittance diagram of the matched top 
junction, and Fig. 36 shows the diagram for the com- 
pleted bottom junction. Both diagrams show performance 
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Frequency, MHz VSWR, VSWR, 
upper junction lower /unction 
2100 1.107 1.109 
21 20 1.030 1 .OS3 
2270 1.075 1.100 
2205 1.070 1.094 
2300 1.063 1.005 
2300 1.105 1.002 
2400 1.145 1.115 
Fig. 33. Front view of assembly of junctions 
Isolation, db 
- 35.0 
-35.7 
-49 
-42 
-41 
-46 
- 54 
0 1 2 3 4  
WAAW 
INCHES 
Fig. 34. Orthogonal assembly of junctions with 
mode suppressors 
of the integral assembly of the junctions, including mode 
suppressors and cosine taper; the diagrams refer to the 
outermost WR-430 waveguide flanges. Both loci show the 
rapid deterioration of performance below 2100 MHz, a 
consequence of operating close to cutoff. Performance of 
the orthomode assembly is typically 1.1O:l VSWR, with 
isolation substantially in excess of 40 db from 2100- 
2400 MHz. 
e. Performance of the p o ~ ~ z e r / t a p e r J t r a ~ d ~ r  as- 
sembly. TabIe 9 shows measured VSWR and isolation per- 
formance of the orthogonal mode transducer-quartenvave 
plate polarizer, as a unit, as assembled in Fig. 37 with a 
test sliding load. 
Ellipticity, the final parameter necessary to describe 
the assembled unit, was measured using the Mesa Antenna 
196 
Range facilities, as shown in Fig. 38. The termination 
consists of the broadband, suppressed sidelobe feedhorn 
designed for the R&D feedcone. Performance of this feed- 
horn will be described in detail in a future reporting; it 
is significant to note here that no radiation pattern data 
indicating objectional higher-order moding in the system 
were observed. 
Fig. 39 shows measured ellipticity for the entire system. 
The general trend predicted in Table 5, caused by mis- 
phasing of the orthogonally degenerated modes, is upheld. 
f. High power features. The broadband feed, as the 
figures show, is constructed using very carefully lapped 
flat joints coupled with the liberal application of bolts. 
No materials other than 6081-T6 aluminum are used and 
most obstructions (orthogonal mode transducer directivity 
plates, inductive posts, and capacitive irises) are as heavy 
as possible (0.250 in. or more) for thermal mass and joint 
conductivity considerations. The four septa in the upper 
junction, which are 0.06 in. thick, represent the only ex- 
ception to this approach. All obstruction edges are 
heavily radiused. 
g. Conclusions. The transducer-polarizer unit is 7 ft 
long and, as assembled with mode generator-feedhorn 
unit, totals 16 ft. Through the use of cylindrical wave- 
guides of differing cutoff wavelength, applied under con- 
ditions of symmetrical and asymmetrical excitations, a 
higher-order mode free broadband transducer and cir- 
cular polarizer was realized. While the frequency band- 
width attained (11.4%) remains less than the dominant 
mode frequency bandwidth of cylindrical guide (13.1%), 
it is not clear that the reported performance, coupled with 
predicted insertion loss and high power capabilities, could 
have been obtained without the use of potentially over- 
moded waveguide. 
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Fig. 35. Admittance locus, matched top junction
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Fig. 36. Admittance locus,
_7
285
I
matched bottom junction
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Fig. 37. Orthogonal mode transducer-quarterwave plate assembly with sliding termination 
Fig. 38. Antenna range ellipticity tests with 
dual-mode conical feedhorn 
30 ' V  
9, ~ - UPPER JUNCTION i 
VSWR< I 0 3  I ' ~ 
CONDITIONS I 
TEST SYSTEM I n 
-0 
>- 20- 
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_I I I 
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L I 
I I I 
-I 
w 
U-J 
I \ j 4  1 , 
0 2100 2150 2200 2250 2300 2350 2400 
- 
FREQUENCY, MHz 
Fig. 39. Measured system 
ellipticity 
It is elcpected that future broadband high power-low 
noise feeds will benefit from the application of suitable 
excited, very carefully constructed, oversized waveguides. 
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XXl. Spacecraft Radio
Ao Signal-to-Noise Ratio Monitor-
ing: SNR in the Dynamic
AGC Output
D. W. Boyd
I. Introduction
The carrier signal-to-noise ratio (SNR) in space com-
munication links can be measured at the dynamic auto-
matic gain control (AGC) output of a DSIF receiver. The
problem of monitoring SNR of certain space communi-
cation channels such as carrier, telemetry, and synchro-
nization channels has been considered in previous issues
of SPS (SPS 37-27, Vol. IV, pp. 169--184 and SPS 37-37,
Vol. IV, pp. 259-261). A signal-to-noise ratio estimator
(SNORE), built according to the ideas outlined in these
articles, estimates the carrier SNR at the dynamic AGC
output of the DSIF receiver. Since the basic analyses do
not consider the effect of AGC filtering, it is important to
determine its effect on the SNR, so that the output meas-
urements can be interpreted properly.
In this article an expression is derived for the differ-
ence between the SNR as measured at the dynamic AGC
output and the true SNR, i.e., the SNR that would be
obtained without AGC filtering.
2. AGC Filtering
Fig. 1 shows a model of a typical AGC loop with an
integrator representing the SNORE on the output. Oper-
ation of the AGC loop can be described briefly as follows.
The input e_(t) enters a variable gain. IF amplifier whose
gain is a function of the feedback voltage e_(t). The am-
plitude stabilized input is passed to a phase locked loop
which is used to derive a coherent reference e_(t) with
which it is coherently detected. An error voltage is de-
rived by comparing the detector output and the reference
voltage; the resulting error voltage is filtered by Y(s) to
control the receiver gain in a way that nulls any differ-
ences between the detector output and the reference. We
assume that the bandpass filters (BPF) have a transfer
function
T(j_) = 0, elsewhere
where a is the bandwidth of the filters. The gain of the IF
amplifier is a function of the AGC voltage e_(t), and is
represented functionally as G[e_(t)].
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A
er(t)=J_" cos(_ct+A)
SNORE
eo(t)
IF
G[eo(,)]
BANDPASS
FILTER LIMITER
._ BANDPASSFILTER
90 - deg
SHIFT
Fig. i. Mechanization of typical DSIF AGC loop
LOOP
FILTER
vco
.---._.eo(T)
We would like to show how the SNR at the integrator
output defined by
E _ leo(T)]
SNR0 - (1)
var [eo(T)]
depends on the filtering action of the AGC loop. For a
PSK system we have the following input voltage:
e,(t) = V2A(t)sin rl '°c" + a__.tt_ + O,x,,(t)] + n(t)
where
(2)
A(t) -- amplitude of received waveform
0s = modulation index of synchronization signal in
radians
00 = modulation index of data signal in radians
xs(t) = normalized synchronization modulation voltage
xo(t) -- normalized data modulation voltage
o,c = carrier frequency in radians/second
n(t) = zero mean gaussian noise with power density
spectrum '_,,(j_,)
_"(J_) = _0, elsewhere
In order to solve the problem, we will develop a sire
plified linear model for the AGC loop. Although this
model is widely used, its justification is not as well
appreciated. In view of this fact, and more importantly,
to relate it to the present problem, we will outline the
steps involved in obtaining the model.
3. Simplified Exact Mode/
To simplify the AGC loop we first write the dynamic
AGC output ed(t)
e,(t) = 2 G[e_(t)] A(t) sin [=J + Osx_(t) + #oxo(t)]
X cos (,_t + a)
+ vrejG[e.(t)] n(t) cos (_oJ + a) (3)
which is equal to the reference voltage e,(t) times the
input multiplied by the gain of the IF amplifier, where
a is the sum of the phase shift and phase jitter on the
reference. If we assume a _ _r/2, as will be true for high
SNR, and neglect double frequency and intermodulation
terms, we can simplify Eq. (3) to give
ea(t) _ - C[e,(t)] A(t) cos 0s cos 0o
+ V_G[e_(t)] n(t) cos _t (4)
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From Eq. (4) we see that the AGC loop can be modeled
as in Fig. (2) where the equivalent input signal and noise
are given by
e.(t) = - A(t) cos Os cos 0o + n.(t)
n.(t) = _/2n(t) cos coot, the zero mean gaussian
noise with power density spectrum _.(jo,)
_.(j¢o) -- t 0, elsewhere
From the standpoint of measuring the dynamic AGC
output, the model of Fig. (2) yields exactly the same
results as the actual loop with the IF amplifier.
D _-- ea(t)
Y(s) = s + I/r
]
Fig. 2. Exact low-pass model of AGC loop
[/ref
4. Approximate Linear Incremental Model
To make an analysis possible, we will make two as-
sumptions:
(1) A(t) varies slowly enough to be considered con-
stant A(t) = A over the measurement interval of
interest. This will generally be the case in practice.
(9) The SNR before integration is high. This restric-
tion is not too severe, since the system is designed
for large SNR (t_=/_z> 8.23 db before the integrator.
See SPS 37-27, Vol. IV, p. 171).
With the above two assumptions we can make an incre-
mental model of the AGC loop by considering
-A cos Os cos #o _- e.o
as an operating level and n.(t) as a perturbation. First
we write
ed(t) = G[e_(t)] e,,(t)
and then expand each term in an incomplete Taylor
series to give
edo + no(t) _ (G [e_o]
where
q-3G[ea(t)] lAea(t))(eii° q-rtii(t))_ea(t)
eao
(6)
G[e_o] = equilibrium gain
e_o = equilibrium value of e_(t)
edo ---- equilibrium value of ed(t)
Ae_(t) ---- incremental change in e_(t)
no(t) = Aed(t) = incremental change in ed(t)
Multiplying through, identifying the signal output
edo = G[e_0] e.0, and neglecting the second-order per-
turbation term Ae_(t) nii(t), we have
OG[e_(t)] I ae_(t)no(t) _ G[e_o] n.(t) + e.o Oct(t)
¢ao
(7)
Since
ae_(t) -- g y(r) no(t-r) dr
where g is the gain in Fig. 1 and y(t) is the impulse
response of the loop filter, we can write the Laplace trans-
form of the impulse response of the system relating the
input noise n.(t) to the output noise no(t) as
H(s) = G[e_0] (8)
1 + KY(s)
where
OG [e_(t)] [K -- - ge.o _e_(t)
eao
We thus have the linear incremental model of Fig. 3.
The validity of the model and the range of applicable SNR
are determined by values which n.(t) can take and still
be regarded as small changes from e.o.
204
JPL SPACEPROGRAMSSUMMARYNO. 37-38, VOL. IV
n,.i(t)
I H(S) "_-_h(t)
Ae#(t) =no(t)
ni/(t)_ no(t)
Fig. 3. Linear incremental model of AGC loop
5. SNR in the Dynamic AGC Output
As we have already observed, the signal output of the
dynamic AGC loop is edo = G[eao] e,0. Since this is just
a constant level whieh is integrated for T seconds, the
output signal power is
E z leo(T)] = G 2 T 2----e,,o [e,,o] (9)
As we noted above, the noise output is no(t). Since we
perform the linear operation in Fig. (3) to obtain no(t)
from n,(t), no(t) will still have zero mean and the only
problem will be to find
which represents the output noise power and is the vari-
ance needed for Eq. (1). The quantity Ro(z) is the auto-
correlation function of no(t) and is related to the power
density spectrum _'o(i_) by
f_ j,,,=,do,Ro(z) = '_o(i,o) e
To calculate Eq. (10), we first find ¢o(i_) by substituting
in Eq. (8) and using
o0(i=) = H (i(0)n (-i(0)
,oz + (l/T) z
: G 2 [e=o] *,,(/,o) '02 + [(1/,)(1 + K)] 2
I (1/,)2 [(l+K)2--1]:G 2[ea0] _,,(i,o) 1-- (02+ [(l/r)(1 + K)] 2
(11)
If a/2 is sufficiently greater than (1 + K)/r, the entire sec-
ond term in Eq. (11) will be in the [ -a/2, a/2] bandwidth
of ¢-(i(0), and we can easily write
n0(z) = c2 [cool a,,(z)
-- G 2 [e_.o] No (1/')2 [(1+K)"--1] e_(,/_)(,..x,l_, 1
2 (1/,)(1 +K)
(12)
The quantity (I+K)/r is just twice the two-sided noise
equivalent bandwidth of the loop and will normally take
values in the range [0.2, 20] eps, whereas the value of a
is approximately 103 eps. These values justify the inversion
performed in Eq. (12).
Before proceeding further, we can see physically from
Eq. (11) what we could have predicted before we began
the analysis. The output noise spectrum is equal to a
scaled version of the input noise spectrum minus a term
which rejects low frequencies. Thus the SNR in the dy-
namie AGC output as measured with the SNORE gets
larger as the bandwidth of the loop gets larger.
Returning to the analysis, we use Eqs. (12), (10), (9), and
(1) to give
SNR o ----
2 T/Noeiio
__ ( 1 ) I1 (l+K)2 T +T 1 _1)1(l/T)(1 +K) (e-('/')(I+K)T
(13)
The term in the numerator of Eq. (13) can be recognized
as the SNR that would be obtained ff there were no AC, C
filtering. Thus we can write
D _ SNRo -- SNI{witho=taac
{( 1)1 (l+K)2= --10lOgl0 1- T
× T + (1/,)(I+K)
as the difference in decibels between the SNR with AGC
filtering and the SNR without AGC filtering. Since we are
usually interested in the SNR without AGC filtering, it is
important to know the size of D.
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6. Numerical Results
As can be seen from Eq. (14), D depends on the inte-
gration period T and the parameters of the loop. 1 For the
range of values in which we are interested, D can be well
approximated by using the following:
1
(1) Let(l (lqSK)_) _ 1
X 2
(2) Usee_l+x+_., x<<l
for the exponential
(3) Use ln (l + x) _-- x, x<<l
for the logarithm
to give
D _ 2.17 (l/r) (I+K)T, db (15)
A plot of D versus (l/r) (I+K) is shown in Fig. (4) for
integration periods T --- 3/25 and T --- 3/100 used on
Mariner IV. For example, at T--3/25 and (1/r)(l+K)
= 2.35 cps or an AGC loop bandwidth of 1.18 cps, we see
that D _- 0.6 db. For accurate monitoring of SNR and
modulation indices, it is important to account for differ-
ences of this order of magnitude.
B. Asymptotic Form of an Opti-
mum Receiver for Extracting
Information From Gaussian
Signals Observed in White
Gaussian Noise
M. A. Koerner
1. Introduction
In many radar and communication systems, the signal
at the receiver input is the sum of a random, information-
bearing process and white gaussian noise. The random-
ness of the information-bearing signal may be a property
of the information source or may have been introduced
at some point in the communication channel. In some
cases only the ensemble characteristics, primarily the
'Functional Specification DFR-1001-FNC, DSIF Tracking and
Communications Systems, GSDS 1964. Model Receiver Subsystem,
Jet Propulsion Laboratory, Pasadena, California, June 9, 1965.
"13
1.5
1.0
0.S
r :31z5 
._,,_-T: 5,/25,Eq.(14_ I )
" I
._-T: 3/100, Eq.(14) _ Eq.(15)
I
2 5
(i/'r)(i + v), cps
Fig. 4. Plot of D versus (l/r) (1 +KI
probability distribution and power spectral density, of a
transducer output are significant. To avoid the addition
of complex data-processing equipment to a spacecraft,
such signals are often telemetered directly. In the case of
vibration data, the transducers are usually accelerometers
and microphones with outputs which have random gaus-
sian components. In radar systems, a reflection of an RF
signal from an object may produce a return signal which
is a narrowband gaussian process. Extraction of the center
frequency or power spectral density of the reflected signal,
or an inference as to the properties of the object from
which the signal was reflected, may be required. In com-
munication systems, the randomness in the information-
bearing signal is often a result of uncertainties in the time
location or synchronization of the received signal, equip-
ment instabilities, or propagation through randomly dis-
persive media. One such problem is that of extracting the
frequency of a sine wave of time-invariant, uniformly
distributed phase, when observed in white gaussian noise.
2. Problem Description
This report examines the problem of extracting infor-
mation from a gaussian random process observed in white
gaussian noise. Equations are derived for the form the
optimum receiver for a finite observation time approaches
asymptotically as the observation time T becomes infinite.
This form is found to be similar to the optimum receiver
for extracting the frequency of a sine wave of time-
invariant, uniformly distributed phase.
For some unknown vector o_, the signal to be processed
by the receiver is
y(t) = x((x; t) + n(t), 0 < t < T
--- 0, otherwise (1)
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where x(cx; t) is a random process dependent on the
parameter ¢t and n(t) is white ganssian noise. We shall
assume that the ensemble characteristics of x(oc; t) are
known functions of cx. Thus, the components of _x are
parameters, such as center frequency or bandwidth, of the
ensemble characteristics of x(ot; t).
The function of the receiver is to evaluate an cx-
dependent measure on which we can base a decision as
to which value of ¢x was carried by the random process
observed in white gaussian noise at the receiver input.
The optimum receiver uses p(a/y), the a posteriori proba-
bility of cx after having observed y(t) for time T, for this
measure.
3. Anolysis
The process x(cx;t) may be separated into a time-varying,
nonrandom component s(cx; t) and a random component
z(cx; t) with zero mean. Then
x(cx;t) = s(a;t) + z(cx;t) (2)
We shall assume, temporarily, that the signals x(cx; t) are
of the form
x(0c; t) -- x_,
Then
T
(k- 1) r < t < k
k = 1,2,.--, N (3)
s(cx;t) = s_, (k - 1)-_< t < k_
k = 1,2,..-, N (4)
z(¢t;t) = zk, (k- 1)r <t<kr
k = 1,2,.--, N (5)
After obtaining equations for the optimum receiver when
N is finite, we may let N approach infinity to obtain the
equations for continuous x(oq t).
We shall define column vectors x, s, and z such that
x = (11,.-., x_)'
s = (sl, "", sN)'
•. = (zl,..., zN)'
and column vectors y and n such that
y = (yl, "-, y_,)'
Ill _- (nl, "'" , "25r) '
(6)
(7)
(s)
(9)
(10)
where
N
y_ = y(t) at,
J(k-1)
and
kT
N
n_ = n(t) dt,
T
J (k-_) _.
k = 1,2, .-.,N
k = 1,2, -..,N
(11)
(12)
Assuming n(t) has zero mean and one-sided power spec-
tral density _.,
cI,. N
E (n_n,) = -_- _ 8u (13)
where 8_t is the Kronecker delta. Then ff n' is the trans-
pose of n,
p(n) = _,;-g_.] e_ - _ n _ _ _ n (14)
where I is the N-dimensional identity matrix I = (8_z).
Since
y = x + n (15)
y, for fixed x, is simply a translation of the gaussian random
variable n, and
p(y/x; (X) --=_--_-_,) exp (y -- x); _-_ _I (y -- x)
(1_)
p(cx;x) p(y/x; a)
P(Y)
-- (TbrN'_")_/2 r 1p(y) p(x; cx) exp - _ (y -- x)'k
(2 T I)(y-x)] (17)x _7. N
Absorbing terms independent of x and ot into a constant k_,
p(_; x/y) = k_p(_) exp _. N (_' x) p(x/_)
X exp Ix' (-_ -_-- y)l (18,
Applying Bayes' rule,
_(_x;x/y) =
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However,
NT---(x'x)=
T N
-g_ x_
F---- x _ (¢x; t) dt (19)
The average received signal energy is
E.(¢x) --- R.(¢x; 0) T (20)
where
lim -- x_(cx; t) dt (21)R,(¢x;0) = r-_ T
As T approaches infinity
or x_(cx; t) dt _ F_(cx) (22)
and
p(¢x; x/y),'_ kxp(cx)exp [ E,(O:)_.,] p(x/O0
",T,,, N y (23)
where the symbol ,_ denotes asymptotic equality. Then
p(¢x/y)._ kNp(¢x) exp [ E.(cx) 3f
X exp x' '_n N y
From Eqs. (2) through (5)
x:lsq- z
so that
p(cx/y) kNp(cx) exp [ Ez(cx)
Since
dx p(x/¢x)
dz p(z/CX)
(24)
(25)
(26)
s'(-_-y) = T N-_-_ s_y_
= y(t)s(cx; t) dt (27)
[ ]E,({x) + y(t)s(o_; t) dtp(cx/y) -_ kNp(CX) exp a_, "_,
)<f. dzp(z/oc) exp[z'(-_--_--y)] (28)
The second integral
N-variate conditional
z given cx. Thus
p(cx/y) ~ k_,,p(cx)exp
I..
/
X M z {¢x;
cI,n\
of Eq. (28) is, by definition, the
moment generating function for
• , _ y(t)s(o_; t) dt
T x
N Y) (29)
For infinite N, x(¢x; t), s(¢x; t), and z(cx; t) are continuous
signals, y and n approximate the signals y(t) and n(t) with
arbitrarily small error, and
_(cx) + y(t)s(_; t) dt
p(oc/y) _ p(cx) exp _
X lim kNMz cx;_y (30)
The preceding analysis treats the problem of extracting
information from a random process in white gaussian
noise. The analysis provides a method of obtaining the
form the optimum receiver approaches asymptotically for
infinite observation times. The analysis is valid for random
processes of arbitrary probability distribution. Unfor-
tunately, to simplify Eq. (30) to a usable form, we must
assume x(oc; t) is a gaussian process.
4. Goussion Signals
If x(oc; t) is a narrowband gaussian process, the zk are
gaussian random variables with mean zero and condi-
tional moment generating function
( 2 T ) ['1[2 T ,' (___ T )1M_ CX;-_--_-y --expLy_,_-y / a "_"y
(31)
where R -- (Rkz) is the N X N covariance matrix of
z_, z=, "', zN. Defining
T kT
R,-({x; t_; t2) = Rkz, (k - 1) _ < t_ _<
T 1T (32)(Z- 1)--ff < t_ _<-_-
and using Eq. (11), we obtain
fo fo•y' Ry = R,- (cx; t_; t2) y (t,) y (t._) dr, dr.,
(33)
As N approaches infinity, R_ (¢x; t_; t_) will become a con-
tinuous function R_ (cx; t_ - t2).
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Using the transformation r : tl - t_, t : tl
f/; R, ((x; tl -- t,) y (tl) y (t2) dr1 dt2 =
f_nz (6; r) n, (r) dr (34)
where Rv(r ) is the finite-time autocorrelation function of
y(t); i.e.,
r-lrlR,(r) = y(t)y(t + Irl)dt,
Then
p(ct/y) _ k®p(_) exp l E,((x) 2f ro_ + _ y(t)s (oq t) dt
]+ _ Rz ((x; r) R, (r) dr (36)
Some decision rules require only a measure which in-
dicates relative a posteriori probabilities. If there exists a
function L((x) such that L((Xl) > L((x2) implies p(oq/y) >
p(cx2/y) for all possible values of (xl and (x2, L(a) is a
likelihood function for cx. Clearly the function
LI((X) = -- E.((x) 2 fr
_-----_ + In p(cx) + -_, y(t)s ((x; t) dt
+ _ R,(r) R, ((x; r) dr (37)
is asymptotically a like!Lh__o___q_function for (x. Provided
Ez({x), p(ot) and s(cx; t) are constants, the function
L_(cx)= f_ R,(r) Rz(6; r) dT (38)
is asymptotically a likelihood function for 6. Thus for
gaussian ensembles, x((x; t) of equal a priori probability
and energy, with no (x-dependent nonrandom component,
Rv(r) is a sufficient statistic (Ref. 1) for (x.
Defining S,((x; ,0) and Sy(,o) as the Fourier transforms of
R,((x; r) and Rv(r), an equivalent expression for Eq. (38) is
if:L_(=) = _- S,(_)S_(6; _) do (39)
To illustrate the application of these results, let us
apply them to define the receiver which should be used
for extracting the most probable center frequency and
bandwidth of a ganssian process with mean zero, power P,
and constant spectral density over an unknown frequency
band, when this process is observed in white gaussian
noise. Let [1 be the center frequency and B1 the width of
this frequency band.
In this case, (x is a two dimensional vector with com-
ponents and al = [1 and a_ = B1, and
RZ (fl, BI; r) = e sin (_-Blr)(_-Blr) cos (_fir) (40)
Assuming that the a pr/ori probability p((x) = p([,,B1) is
constant over some range of values for [1 and B1, from
Eq. (38)
L_(fi, B1)= f_ R, (_)e sin (.R,r)(.BI_) cos (2_41r)dr
(41)
is asymptotically a likelihood function for o_. Therefore,
having evaluated R,(,) using Eq. (35), we need only eval-
uate L2 ([1, B1) for each [1 and B1 for which p (fl, B,)
is nonzero and select the combination of [1 and B1 which
maximizes L2 ([1, B_).
5. Sine Waves of Time-lnvariant, Uniformly
Distributed Phase
A problem of considerable interest in communication
system analysis is that of extracting the frequency of a
sine wave of time-invariant, uniformly distributed phase
from white gaussian noise. The conditional probability
p(o,/y) has been found by Woodward (Ref. 2) to be
where
e,,_,-//,Av,= ko(,,,)Ioy2_(C_," ' L q',_ + C_)_] (42)
C, = fr y(t) cos o,t dt
C2 =fr y(t) sin ot dt
(43)
and P is the average received signal power. Then
C12 -_- C 2 __-- (C 1 + iC2)(C1 -- if2)
IT= e_'(t,-q ) y(t,) y(t2) dt, dt2
jo Jo
The imaginary part of Eq. (44) must be zero. Using the
transformation r = tl - t2, t = tx,
C2x + c_ = f _ cos (,or) Rv(r) dr (45)
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Thus Woodword's results may be rewritten in the form
t
p(_o/y) = kp (,o) Io _ q)n LJ-r cos (o_r) Rv(r) dr
For equally likely o,,
L3 (o_) = ff cos (,or) Rd*) dr (47)
is a likelihood function for p(o/y). Since in this case,
R_ ((x; t) = R_ (_,; t)
= cos (48)
the receiver for a sine wave of time-invariant, uniformly
distributed phase assumes the exact form that the receiver
for a random gaussian process approaches asymptotically
for large observation times.
6. Conclusion
In this report equations have been derived for the form
of the receiver which should be used to extract information
from an information-bearing gaussian process received in
white gaussian noise. The form of this receiver was found
to be identical with that used for extracting the frequency
of a sine wave of time-invariant, uniformly distributed
phase in white gaussian noise.
C. A Decoding Algorithm for
Reed-Muller Codes
Id. A. Koerner
In SPS 37-17, Vol. IV, pp. 71-73, we have shown that the
existence of a matrix R(m) having an m th power which is
the Reed-Muller code matrix H(m) leads to a useful
decoding algorithm for codes whose matrices can be ob-
tained by permuting or complementing the rows or col-
umns of H(m). tn that article, the existence of R(m) was
quoted as a special case of Theorem 1; however, as the
proof of this theorem was cumbersome, it was omitted.
This report presents a more elegant method for proving
the existence of R(m).
Theorem 1: Let H(m) be a 2" × 2" matrix defined
inductively by the relations
and
H(m) = H(m-1) (_ H(1)
(1)
(2)
where the operation _) is the Kronecker product. Then,
if R(m) is a 2" X 2" matrix of the form
R(m) =
1
0 0
1 -1
0 0
0 0
0 0 0 0
1 1 0 0
0 0 1 1
0 0 0 0
1 -1 0 0
0 0 1 -1
(3)
H(m) = [R(m)]" (4)
Proo[: The proof of Theorem I involves the following
lemmas:
Lemma h Define two vectors k ---- (k,, "" ", kl)' and
1 -- (/_, -.., ll)' with binary (0, 1) components such that
for integers k and l,
k = _ki2 i-1, 0<k<2"-I
i=1
l=_l_2 _-1, 0<1<2"-1 (5)
i:l
and let h_(l, k) be the l, k element of H(m). Then
h,(l, k) = q,(l;k)
= (-- 1),'k
= (- 1)'" *...... (6)
Proo[: The lemma is clearly true for m = 1. Assume
inductively that
h,___ (l-/_2'*-_,k-k_2 "-') = (--1) ''-'k ........ ,,k, (7)
210
JPL SPACEPROGRAMSSUMMARY NO. 37-38, VOL. IV
Then by definition of the Kronecker product
h.,(l, k) = hl(l_, k.,) h__l(l-/_2 _-_, k-/q.2 _-1)
= (__I)_._......,,k,
= _(l;k)
Thus by induction the lemma is true for all m.
(8)
Lemma 2: If B =(bz,) and D = (dz_) are p × p matrices
such that, for every p-dimensional vector a, Ba = Da, then
B_-D.
Proof: If B _ D, there exists at least one nonzero ele-
ment of the matrix B - D. Assume btk -- dt_ is such an
element. However, if 0 is a p-dimensional vector with zero
components,
(n -- D) a = 0 (9)
for every p-dimensional vector a. Then
P
y" (bt_-d,_,) a_ = O, l = 1,---, p (10)
k=l
In particular, let
- = (0, -.-, O, a_, O, .--, O) (11)
be a vector whose only nonzero component is its k tb com-
ponent. In this case
(bzk-d,_) ak = 0 (12)
Since ak is nonzero, b_k-dz_ must be zero. This contradicts
our assumption and proves the lemma.
We now can proceed to prove Theorem 1. Using Eq. (5)
we shall define 2" dimensional vectors ao and e such that
' ek = ao(k)Ii o
= ao(_.,-.-, k,)
or
c(_,,-.-, lJ = _-..
kin=0
1
_E_ ( -1)z'_' ...... hi" ao(k_, --., ka)
kl--'O
= _ (--1) ''_ .... _ (-1)"k'ao(k.,'",kl)
1¢_=0 /ca=0
(17)
Let us define a set of vectors _, p = 1, 2, .- -, m such that
.; e. = a,(.)
= ap(n',---, na) (18)
where n = (n,,, -.-, n_) is a m-dimensional vector with
binary (0, 1) components such that for an integer n,
n = _ n4 2 _-_, 0 < n < 2" -- 1 (19)
i=1
and such that
a,(_--., z,, k', ...,_) =
1
(--1)','_,' a__a(lp_l, -- -, l_, k','' ", k,)
kp=O
Then
(20)
ax(l,, k., ---, kz) = _ (- 1) t'_'_ao(k,., "-', kl) (21)
zl:o
Assume inductively
ap_l(t_x,---, la, k', . . ., k_) _--
1
_2 ... E (- 1),,,_,-......,,_,a_(_,--., k,) (_)
klo-l=O ka=0
Then, using Eq. (20)
(13) a,(l,,..., la, k',..., k_,) =
c'et = c(1)
= c(/,,, "" ", l_) (14)
where e_ and ez are unit column vectors along the k and l
axis, and
e = H(m) a0 (15)
c(l) = ]_ 6(1; k) ao(k) (16)
k
By Lemma 1,
(--I)_" _ --" _ (--I)''-'_'........"_'_ao(k_,.--,ka)=
kp=0 kp-_=O kl=o
1
E "'" _ (-- 1)z_, ..... l_, ao(k,,, ..., k_) (23)
kp=O kl=O
Thus, by induction, Eq. (23) is valid for all p. In particular
1 1
a,.(/.,.,---,It)= _ --. y'(--1) t'k......t'k'a,o(k_,--.,kt)
km=O kl=o
= c(t.,-.-, tj (24)
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Thus (20) defines an equation by which e can be computed
from a in m iterations. Eq. (20) may be rewritten in the
form
av(lp + 2m-1 + i) = _ (--1)bkPap-l(2j + k,),
kp=0
• 2_-1 1j = 0, 1, .., -
However, in vcctor notation, Eq. (25) is simply
Thus
Using Lemma 2,
(25)
ap = R(m) ap-1 (26)
C _- arn
= [n(m)Jmao (27)
H(m)-- [R(m)] m
and the proof of Theorem 1 is complete.
(28)
D. RADVS Frequency
Analysis
R. L. Horror
Discriminator
I. Introduction
The Surveyor radar altimeter and doppler velocity
sensor system (RADVS) uses a unique type of discrimina-
tor, called a quadrature channel frequency discriminator,
in its frequency tracking loops. It is similar to the usual
pulse-averaging discriminator except that it requires an
additional channel to allow phase quadrature inputs. Since
this element determines threshold, acquisition, loop gain,
and accuracy, its behavior as a function of input signal-to-
noise ratio (SNR) is very important. This report describes
a portion of the discriminator behavior by deriving an
v,.ue wmen is validexpression for the o,tput averagc ..1 ......
for all input SNRs. The purpose was not to show the total
mechanization of the tracking loops in the RADVS. There-
fore the analysis assumes a simplified block diagram and
makes certain assumptions specified later.
2. Operation of the RADVS Discriminator
A reference to Fig. 5 will help to explain the operation
of the discriminator. Pulses generated by the positive-
going zero crossings in one channel are used to sample
the hard-limited quadrature component in the other. The
output, then, is a train of pulses, positive or negative,
depending on the phase relationship between the two
input channels.
Eq. (1) shows the input signal model used in the present
analysis. The signal is assumed to be a constant amplitude
sinusoid with uniformly distributed random phase. The
parameter ,oo is the magnitude of the doppler shift from
the carrier frequency, and its sign depends on whether
the relative velocity is closing or opening• (Note how its
sign determines the phase relationship between the quad-
rature components.)
x_(t) = A sin (---+_,Dt + 0) + A cos ( +__o_ot+ 0) + nl(t)
xz(t) = A cos (±,_t + 0) - A sin (±o, ot + O) + n2(t)
(1)
PHASE
QUADRATURE
INPUTS
xz (t)
x2(t)
l POSITIVE
ZERO
_-- CROSSING
DET ECTOR
_1" HARD
v[ LIMITER
Fig. 5.
yz(t)
Zo(t )
INTEGRATOR
Block diagram of RADVS discriminator
zt(/)
TO VC0
INPUT
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The noise functions nl(t) and n2(t) are ensemble mem-
bers of stationary, independent, and identical gaussian
random processes. A more realistic model would assume
a narrowband gaussian process for a signal and correlated
noise processes.
3. Condensed Analysis
The operations indicated in the block diagram must be
described mathematically. A counting functional, shown
in Eq. (2), locates positive-going zero crossings. The term
Uo(X_(t)) _l(t) is a unit impulse on the time axis whenever
x_(t) is zero. Since this term locates both positive and
negative crossings the unit step U-l(_:x(t)) is used to elimi-
nate negative-going crossings.
yl(t) = [Uo(x_(t)) ia(t)] [u-l(kl(t))] (2)
where
Uo(t) = unit impulse
U-l(t) = unit step
_(t) = d x(t)
The integral of yl(t) across the neighborhood of a posi-
tive zero crossing is one. Thus, the time average of y_(t)
yields the average number of positive zero crossings per
unit time. This should be a measure of the frequency of
xi(t).
The limiter is defined as follows. Let
yz(t) = g:(x2(t))
where
(s)
1, x2>0
0, x2 : 0
gz(x2) = --1, x2 < O
The system output before filtering is expressed by the
product of yi and yz.
Zo(t) --- yx(t)" yz(t) (4)
The time average of Zo(t) will yield the average fre-
quency (and sign) of the input process x_(t).
z_(t)= <Zo(t)>
= lim_-f• _. rg(X2(t)) Uo(X_(t)) k_(t) u__(k,(t)) dt (5)
The two processes x_(t) and x2(t) are covariance stationary.
An ensemble average may therefore be used to calculate
the time average indicated in Eq. (5).
Z_: £dXl _d_l f:dx'2g(x2)U0(Xl('))'1(')U-I(Xl(t')
× P*,;1-2 (x,,il, X2; t) (6)
The joint probability density P_x,;x_2 (xx,x_,x2;t) may now
be found from a simple transformation of the ganssian
densities for nx and n2. A necessary assumption is that the
noise processes are differentiable.
x_(t) - A sin (±,oat+O)--A cos (±_,t+O) = nx(t)
_(t) _ AO,D cos ( ±o, ot + O)± A,,o sin ( ±_Dt + O) ----ha(t)
x2(t) - A cos (±.ot+o)+A sin (±.ot+o) = n_(t) (7)
By assumption
E{n_(t) n_(t+r)) = E{nz(t) n2(t+r)) ----R,(r)
and
E{m(t) n_(t+T)) = 0, • all
The model of the noise process leads to the result
Then
E(fll(t) al(tq-r)} -- - ]_.(r)
e(n,_(t)) = R.(o) = bo
F.(,,_(t)} = R.(O) = b_
E(tixz(t)} = -- R.(O) = b_
The joint density function in Eq. (8) is for three independent gaussian variables.
(x_-APzx_:lzz(Xx, _1, X2; t) - (2_)_/1_ b_b2 exp - 2 b_
sin (±_ot + 0)- A cos (±_t + 0))2
( :c__A_ocos( ±o'ot + O)± A_o sin( ±*°Dt + O)) 2 _
2b_
(xz-A cos (±_,,t +O)+ A sin (±_ot + O))21
2b_ d (8)
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Substituting the probability density into Eq, (6) yields
-- /oo° f: f_ I Ixl--Asin(+---_°Dt-_-o)--AcosI-+-oJDtq-OII21Zo(t,o) = dx, d_l dx2g(x_)Uo(Xl)_1u_1(_1)exp - _-_
X exp _-- (_a,,Dcos (±_ot + 8)±A_osin (o_ot+ 0)) z _ (xz-Acos(±_oot +8)+ A sin (oot +0))=q
L 2b_ 2bo /
Pr_l
• ne integration over xx is trivial.
Zo(t,O)-- _/2--arb01exp I- (Asin(±_°t+O)+Ac°s(±°_Dt+O))_12_°° "J
>(
)<
_/_rb2
oo dx_
--exp [-(_cx_Ao_Dc°s(±_°t+8)±A_°Dsin(±_Dt+8)) 2]
--g( =) exp I- (x2--A c°s ( ±_ot +O) + A sin ( ±°mt +O))2" 12b_
(9)
(10)
Thus
It is convenient to simplify the arguments of the exponential terms by the substitutions
sin X + cos X = V_-Sin (X + =/4)
sin X - cos X = Vc2"sin (X - _r/4)
Zo(t,O) _1_ bo exp l - 2AZsin2(±_°°t+#+=/4)l_ -j X/oo _/_dJqklbzexp [ (klTVr_A_°sin(±_Dtq-8-=/4))21--_z "J
>( _bo exp - _oo -j g(x2) (11)
Since the integrals in Eq. (11) are independent, consider first the integral over xz,
/' 1 I (x_+x/-2Asin(±_ot+O-_/4))_qI_ 2 --- dx2g(x2) ----_ ° exp - _ -j
f°°l[ (xz+ff-2Asin(±_ot+O-_r/4))2q= dx2_----_-=--__/2arboexp - 2b02 j
fl 1 I (x_--ff--2Asin(±_Dt+O--_/4))_q
-- dx2 _ exp - _ .] (12)
= 1 [ (x2+vrffAsin(±_,t+O-_r/4))zqI_ z= dx2 /-2_-_--oo=oexp - _ J
-- dxz 1 (xz-vr-2Asin(±_ot+8-=/4))_q
exp -- 2b: J
(13)
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Some manipulation on Eq. (13) yields
Iz=l-- 20 (b_--_ sin(+__laot + O- _r/4))
where
The integral over _:1 is slightly more difficult.
f® . 1
Iz,= d_clx, ,_ exp[- (x_-V_Alaasin(+---lafft+O-'/4))2q
V_, L 2b_ 3
1; t W k_ _ sin ( +---laot+O---/4)]
(14)
(15)
This integral may be expressed in terms of confluent hypergeometric functions (Ref. 3).
Thus, Eq. (15) becomes
I_ -- _/---2rbslexp _A2b_ sins (+±_,t+8-_r/4) b_ aF_ 1; _ ; b_ sm (±_ot+8-,r/4)
21aDA sin ( +laot +8-_r/4) exp [ A%2° sin2 ( ±laat +O--/4))]
_r(3/_.) ---if- _ \ b_
2A s (+o, ot+8-,r/4))
1 (a D ¢in2
_--27rexp[ A'_°Z°sin2(±onct+O-_r/4) lb: 1F1(1; _, bs
_ V'-2A_.sin (+laot+a-_/4)
÷ 2
Substituting the two integrals (14) and (16) into (11) yields the expression for z0(t, 8).
V_bo exp - -_o sin_ (+___,ot+8+_/4) 1 - 2_ sin (±laDt+8--_/4)
t [ A%_ (+_°t+O-_r/4))b2 A%Zosin2(+laot+8_r/4)]iFl(1; 1 ;_--b-_22sin 2 _
×
-_/-_exp L b_ --
v-zalao
sin (±laot +0-./4) 12
Notice that Zo(--'-t,0) is a random variable because O is uniformly distributed over the interval 0_8<2ar. Hence,
A2 (+laot +8+_r/4)] [ 1 - 2-@(_/bYb-_2°2A ° sin (+'_'ot +#-_r/4))]_ _ sin 2 __
](1A%2°sinZ(-+-la°t+O-'/4))
__ sin' (±0,_t+8-_/4) ,F_ 1; -_ ; b_
1 is.
_ _x[,b 1_3___ [@xp
_Jo x/_bo L
_ _/-2Alao sin (±la_t+O-,/4)_
÷ 2 )
(16)
(17)
(18)
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However, the integral in Eq. (18) is not so formidable
as it appears. Observe that the last term is an odd function
of 8. The middle term contains both an even and an odd
function, while the first term is even. Since the integration
ranges through a complete period, the hypergeometric
function 1F1 (1; 1/2; ") will cancel out.
Make the changes of variables
x = ++__ot+O-_r/4
dx = dO
SNR = N/b o
Eq. (18) then becomes
_,o [z,, dx _/SNR cos x" exp (-SNR. sin 2 x)
Zo(t) = -4- 2"arJo 2V_
× [2_(sv_.V_cos x) - 1] (19)
One further simplification is desirable. Expressing Eq.
(19) in terms of the error function makes it more amenable
to calculation.
2 l'x
erf (x) = --:-_ 1 e -t2 dt
V,do
i: 1
_ (x) = _-_ e-''2 dy
Some manipulation yields the result
1 1 erf (x/v_-) (20)(x) = _ +
Substituting into (19) gives
,oDf ''_ dx _/SNR cos xZo(t) = ± -_ -_r
X exp (SNR" sin 2x) • erf (x/S_" cos x)
(21)
4. Evaluation of the Integral Expression
The expression for the discriminator average value has
the form
zo(t) = ± fo" a (SNR)
where fD is the magnitude of the frequency shift, a (SNR)
is a coefficient dependent on the SNR, and the sign is the
sign of the frequency shift. Since time no longer appears
as a parameter, the time average in Eq. (5) yields the
following result.
-- fr Zo<z0(t)> = lim 1 r__T_ _-_ (t) dt = __+fo" _ (SNR)
Observe that the integrand in Eq. (21) is non-negative.
Also, from the periodicity, note that the expression may be
evaluated by integrating over only one-fourth of the 2,_
period. The expression actually calculated was Eq. (22).
f _rl22dxa (SNR) = = k/SNR" cos x
J o _v/Tr
× exp (-SNR" sin z x) • err (v'SNR cos x) (22)
This expression was evaluated numerically on the IBM
7094 computer, and the results are shown in Figs. 6 and 7.
Fig. 6.
f
-3.0 0 3.0
SNR, d b
RADVS discriminator constant:
a(SNR), db vs SNR, db
7.0 IO.O
1.0
0.80
_"0.60
>
0.40
_0.2G
J
-I0.0 -Z0 -3.0 0.0 3.0
5'NR, db
7.0 10.0
Fig. 7. RADVS discriminator constant:
a(SNR) vs SNR, db
5. Conclusions
The factor a (SNR) appears in the loop gain, and there-
fore affects the acquisition capability, tracking error, and
response time constant of the loop. In this report the
expression for a (SNR) exact has been derived and eval-
uated for all values of SNR. The results show the thresh-
olding effect common to all nonlinear systems. The exact
location of the threshold depends on the tracking accuracy
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required for a given usage; and the choice is highly sub-
jective.
Certainly the behavior of a (SNR) as a function of SNR
may yield insight into the performance criteria mentioned.
However, several other important points are raised. First,
the higher moments of the output, especially the variance
and power spectrum, are at least as important as the mean.
These may be calculated by extension of the method
offered herein, though the details become rapidly more
difficult. Second, the integrator was replaced by an en-
semble average, and then by an average over the entire
interval - oo <t< oo. This operation has validity only for
integrators with very long constants--a condition met
here. Third, and of most importance, the statistical ap-
proach has completely obscured the time domain behavior
of the system. This aspect is not important for AFC-type
tracking loops, but precludes usage for FM demodulation
with feedback.
E. Multipacting in Coaxial
Geometries
R. Woo
As described in SPS 37-85, Vol. IV, p. 282, multipacting
problems arose in type-N coaxial connectors used in the
Ranger microwave system. As a result, coaxial geometries,
and in particular those of 50-f_ " ---_ .... h .... r_nllllpUt.tatt_u, _x_, _ .....
investigated.
The similarity principle described in SPS 37-85 and
37-86, Vol. IV, can be useful in the studies of multipacting
in coaxial geometries. However, additional means are be-
ing sought to assist in the prediction of multipacting.
Since practically all multipacting analyses have been
made for the parallel plates geometry, it would be valu-
able ff some of these data could be applied to the coaxial
case as well. A certain amount of correlation between the
parallel and coaxial cases is to be expected, especially
when the ratio of the outer to inner conductor radii (b/a)
in the coaxial case is small. This, of course, is due to the
fact that the effect of the nonunfformity of the electric
field diminishes as the b/a ratio is decreased. Let us there-
fore examine and compare the parallel plates cases and
the coaxial cases with a b/a ratio of 2,8 where air separates
the outer and inner conductors. This coaxial configuration
corresponds to an impedance of 50 f_. We will also restrict
ourselves to the case where only an RF voltage is applied.
This method can also be extended to cases where a DC
voltage or a magnetic field or both is established.
The parallel and coaxial geometries are illustrated in
Fig. 8. The electrode separation distance d, the circular
frequency of the applied field _o,and the amplitude of the
applied voltage V are identical in both geometries. An
analysis of multipacting involves the study of electron
trajectories. Let us therefore write the equation of motion
for the parallel plates case
dzs e V
dt °- m d sin (o_t + 4'_) (1)
where
s is the displacement
4'+ is the initial phase angle
e is the electron charge
m is the electron mass
t is the time
For the coaxial case, we will restrict ourselves to elec-
trons traveling in the radial direction only. This is justi-
fiable for cases where the b/a ratio is small, since the
majority of electrons contributing to the multipacting
process would be traveling in the radial direction. The
equation of motion in the radial direction is given by
d_r e V
- sin (ot + @_) (2)
dt °- m In b
a
(a)
ELECTRODE A --_
'91---ELECTRODE B
,91----d
ELECTRODE A
(b) b/o, =2.5
ELECTRODE B
Fig. 8. (a) Parallel plates geometry
(b) coaxial geometry
217
JPL SPACEPROGRAMSSUMMARYNO. 37-38, VOL. IV.
where r is the radial displacement. (All other symbols are
defined above.)
To compare solutions of Eqs. (1) and (2) effectively, we
must carry out a satisfactory normalization of common
parameters. In the parallel plates case, the following
normalization is made.
d
(h = (ot + (hi
ds
where _ is the velocity
ds
and (--_-)t=o is the initial velocity
In the coaxial case,
(3)
7. ma
x-
d
dr /[" dr _
(h = _t +(hi
dr
where _ is the velocity
and (dr) is theinitialvelocity_,:.
Eq. (1) may now be written
d-'x e
d(h'-' m
while Eq. (2) may be written
d_x _ e V 1 sin (h
de _ m ((od)_ in b x+ 1
a
V
((od)z sin (h
(4)
(5)
(6)
The boundary conditions of both Eqs. (5) and (6) are
given in terms of x, y, and (h. With b/a = 2.3 in Eq. (6),
we would like to compare solutions of Eq. (6) with those
of Eq. (5), assuming identical experimental parameters
and initial boundary conditions.
As discussed in SPS 37_5, Vol. IV, various investigators
have made different analyses for the parallel plates case.
We will choose values of the initial boundary conditions
and the experimental parameters used by Hatch and
Williams (Ref. 4) in their analysis, not only because of the
simplicity of their analysis, but also because the results
obey the similarity principle. However, it should be re-
emphasized that the results of other analyses may also be
used. (See SPS 37-35, Vol. IV, for references.)
...... ah_tlysls.... crop ...... of the parallel plates
case, Hatch and Williams integrated Eq. (5) twice and
the results were evaluated for the one-half cycle transit
time and distance of electron travel equal to the electrode
separation distance d. They obtained the following rela-
tions
V
(fd)"-
e/k+l )
-- _-_:--_ r cos(him + 2 sin (hi
(7)
1 2e V
v_-- k-1 mo-_c°s(hi (8)
where k = vs/vi
v/is the final velocity
v_ is the initial velocity
(hi is the initial phase angle
By assuming k -- 3.0, they varied (hi in Eqs. (7) and (8) to
fit their experimental data. The results are shown in terms
of constant (hi lines in Fig. 9. AB is the minimum phase
determined boundary while CD is the maximum phase
determined boundary. The minimum arrival energy
boundary BC is computed assuming a minimum electron
arrival energy of 60 ev.
In SPS 37-35, Vol. IV, it was noted that Hatch and
Williams assigned single values of (hi and k to each break-
down point, even though distributions for both k and (hi
exist. However, we need only compare solutions for single
values of (hi and k, since these are specific cases and the
others are not expected to deviate any more significantly.
According to the similarity principle described in SPS
37-35, Vol. IV, points along a constant (h_ line in Fig. 9
are similar. Therefore, for each constant (hi line, calcula-
tions for only one point need be made. Indeed, this is very
significant in view of the great reduction in the number
of computations. In order to sample the" entire multipact-
ing region in Fig. 9, we have chosen points F through L.
Each point corresponds to a different constant (hi line. The
initial boundary conditions and experimental parameters
for each point can be determined from Eqs. (7) and (8)
along with Fig. (9).
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d= 3cm
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>
Z
o
a
bJ
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I I I I I I I 30
zs 3o 40 so so 70 eo =oo
FREQUENCY f, Mc
I I I I I I I I
60 75 90 120 150 ! 80 240 300
FREQUENCY TIMES ELECTRODE SEPARATION fd, Mc-cm/sec
I I I [ I I 1 I
106 130 160 212 266 320 425 530
FREQUENCY TIMES RADIUS OF OUTER ELECTRODE fb, Mc-cm/sec
Fig. 9. Two-sided mulfipo¢fing region for parallel plates geometry
Our next step is to compare these solutions with those
in the coaxial geometry with identical experimental pa-
rameters, initial boundary conditions, and electrode sep-
aration distance. Eq. (6) is nonlinear and was solved on
the IBM 7090 digital computer. To serve as a check, a
program employing the Fortran II subroutine FMARK 1
was used to solve Eq. (6), and the results agreed with
numerical computations. The maximum relative error of
1This program was written by Thelma Chapman of Section 314, Jet
Propulsion Laboratory.
the program is 10 -5 . In our solutions, the emission velocity
of the secondary electrons for a given breakdown point
was assumed independent of the primary electrons
(Ref. 5). A constant emission velocity equal in value to v_
of the breakdown point in question was assigned. Also,
the time element involved in the secondary emission pro-
cess was assumed negligible (Ref. 5). Because of the
nonunfformity of the electric field, the electron motion
depends on which electrode the electron leaves. There-
fore, two cases must be run for each breakdown point
one whereby the electron travels from electrode A to
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electrode B to electrode A (termed A-B-A motion), and
the other whereby the electron travels from electrode B
to electrode A to electrode B (termed B-A-B motion).
For comparison, some of the results of these computer
calculations for the coaxial cases are shown superimposed
on the corresponding solutions of the parallel plates case
(Figs. 10-17). The discontinuities of the curves correspond
to the electrons reaching the opposite electrodes and re-
versing their direction of motion. Shown in Tables 1 and 2
is a summary of all the results of the boundary values. The
subscripts A and B refer to electrodes A and B, respec-
tively. From these results it can be seen that the deviation
of the coaxial case from the parallel plates case is small
for -40 deg --< 4'_ ------_18 deg. In Fig. 10 there is a "hump"
in y for the coaxial case in the region about 6 -- 0 deg. This
region corresponds to the reversal in sign of the velocity
of the electron. In Fig. 14 in the region about 6 = 390 dug
for the coaxial case where values of x are not plotted, x is
actually negative. This means that the electron returns to
electrode B before it reaches electrode A. For multipact-
ing when the electron's energy is sufficient for secondary
emission, the synchronization condition requires that the
electron return to the electrode of its initial emission after
one cycle of the RF fi_ld. A_ is the deviation in the _..:^1_o_A.totl
case from the parallel plates case of the arrival phase angle
to the electrode of the electron's initial emission. The
results in Tables i and 2 show that for points F through L,
±4's is within 12.07 deg.
From the above results, it would be expected that the
minimum phase determined boundary of the two-sided
multipacting plot for the coaxial case would not deviate
significantly from AB shown in Fig. 9. From Tables i and 2,
Breakdown Figure fd
point Mc-cm
E 10 90
F 11 120
G 150
H 17 180
I 210
J 210
K 210
L 13 210
Breakdown Figure fd
point Mc-cm
E 14 90
F 15 120
G 150
H 16 180
I 210
J 210
K 210
L 17 210
Table 1. Summary of boundary values for A-B-A motion
4)i = _A
dug
--56
--50
--40
--30
--20
--10
0
18
_B
dug
parallel coaxial
124 131.37
130 137.18
140 143.76
150 150.06
160 156.64
170 163.66
180 170.09
198 184.04
_=_
dug
parallel
304
310
320
330
340
350
360
378
deg
UB
ev
coaxial
coaxial
290.48 --13.52 80.29
301.87 -- 8.13 93.2
319.05 -- 0.95 99.47
333.6 -J- 3.6 116.93
346.34 if- 6.34 140.98
358.06 129.78
UA
uv
coaxial
76.5
103.4
114.1
125.2
136.31
111.93
uA = uB
ev
pamllel
74.31
95.63
107.16
124.42
144.7
126.99
-J- 8.06
368.96 @ 8.96 ! 22.33 93.53 113.16
386.76 @ 8.76 113.85 93.0 93.0
Table 2. Summary of boundary values for B-A-B motion
_i = _n
dug
124
130
140
150
160
170
180
198
deg
pamllul coaxial
304 296.14
310 305.53
320 320.0
330 333.6
340 346.67
350 359.66
360 372.73
378 397.32
_bf = _bll
dug
parallel
484
490
500
510
520
530
540
558
dug
UA
ev
coaxial
coaxial
498.36 -J-14.36 76.19
502.07 q-12.07 101.14
503.76 -Jr- 3.76 112.35
508.32 -- 1.68 125.17
515.38 -- 4.62 137.26
524.26 -- 5.74 111.81
534.55 -- 5.45 90.69
us
ev
coaxial
94.05
95.94
99.48
119.31
146.31
135.26
125.78
UA = u s
Uv
parallel
74.31
95.63
107.16
124.42
144.7
126.99
113.16
557.15 -- 0.85 57.44 106.24 93.0
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we note that the electron arrival energy in the coaxial
case is in most cases smaller than that in the parallel
plates. According to the similarity principle, v r is propor-
tional to [d. Therefore, the minimum energy boundary of
the coaxial case would be slightly higher than BC in
Fig. 9.
It should be mentioned that the phase plane plots dis-
cussed in SPS 37..85 and 37..,36, Vol. IV can readily be
drawn from Figs. 10--17 using 4, as the common variable
in the x and y plots.
Computer calculations similar to ours have been per-
formed by others. Bol (Ref. 6) used the analog computer
to solve Eq. (2), but no useful conclusions were made
from his results. O'Dormell 2 wrote a digital computer
program, but no results have been published. In addition ,
a group at Hughes Aircraft Co. (Ref. 7) solved Eq. (2) on
Wrivate communication, Edward O'Donnell, New Mexico State Uni-
versity.
the digital computer. However, because of the number of
undetermined parameters, this program could only be
used for checking the experimental data semi-empirically.
In contrast, we have normalized the trajectory equations
in both the parallel and coaxial cases. This normalization
allowed a direct comparison to be made between the
parallel and coaxial cases for identical experimental pa-
rameters, initial boundary conditions, and electrode sep-
aration distance. In solving the coaxial case on the digital
computer, the similarity principle was employed, thus
reducing the number of cases that had to be solved. As
a result of these studies, we have demonstrated that only
a small deviation exists between the coaxial and the par-
allel plates solutions. This analysis therefore indicates
that the results of parallel plates theory may be used to
predict two-sided multipacting established by an RF
voltage in coaxial geometries where the b/a ratio is 2.3.
The accuracy of these predictions can only be checked by
experiment. It should be noted that in this study only
the half-cycle multipacting mode was examined. However,
the higher modes can be examined in a similar manner.
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A. A Note on the Synthesis of
Signals With Uniform
Correlation Properties
N. P. Shein
Signal sets with uniform correlation properties are often
encountered in problems involving the coherent trans-
mission of messages over a channel containing additive
Gaussian noise. The synthesis of such signals from a more
fundamental set, e.g., orthogonal time functions, has been
studied at great length by various authors (Refs. 1 and 2).
In this note we will show how several well-known results
can be obtained using elementary vector space concepts.
We recall that a T sec segment of a waveform limited to
a frequency band of W cps can be characterized (approxi-
mately) by a vector in a 2TW dimensional Euclidean space
(Ref. 3). Let {i,k}, k = 1,2, ..., M denote the unit vectors
associated with the vector representations of M such
messages, where M < 2TW. A set of uniformly correlated
signals is then described by the property
{,L J _= k (1)<isj, isk> = 1, i=
where 1 < x < 1 and the "_,_" denotes inner
M--l-- --
product..For X --- 1 the vectors coincide, and when x = 0
1
they are orthogonal. For the case X - M - 1 the distance
between the tips of the signal vectors is a maximum.
In this instance the vectors are linearly dependent and
correspond to the vertices of an M- 1 dimensional regular
simplex.
Let {i_}, k = 1,2,...,M denote a set of M orthogonal
unit vectors corresponding to M orthonormal time func-
tions, and consider the set of M unit signal vectors gen-
erated by the matrix operation
, Is/// 8M1 SM2 SUM/
ti "li l.=a{s_}
\lu \i//
(9,)
The signal synthesis problem is to obtain a coefficient
matrix {sj_}, where the {i,k} satisfy the condition given
by Eq. (1).
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We can readily obtain a realization having a symmetric
coelilcient matrix by means of the following analogy.
Imagine an umbrella having M ribs in a space of M
dimensions. If the umbrella is opened until the ribs are
mutually orthogonal, this corresponds to the set of unit
vectors {ik), k = 1,2,--',M. If the umbrella is now partially
closed (without rotating it about its shaft), the ribs cor-
respond to the signal vectors {i,k}, k = 1,2,.--,M for some
particular X (X > 0). Let i, denote a unit vector along
the shaft of the umbrella. Then we have
1 K °
From the geometry it is clear that we can express each
signal vector i_s as a simple linear combination of the
vectors i, and ij. Thus
i, s = ai, + bij, i : 1,2,--', M (4)
To determine the constants a and b we make use of Eq. (3)
and the condition given by Eq. (1):
_i_j, i_k:> = az + 2ab _i_, is_ + b 2 (is, ik>
={_ i#kf=k
or
a 2 +
(5)
2ab b2 =2ab_x, a2+_+ 1 (6)
V_ VM
Solving for a and b we find
X/1 + (M-- 1)X -- V"I--A
a = _ , b = b = \/1-x (7)
VM
In matrix form, this yields for Eq. (2)
'?
is_
+ X/I+(M--1)AM -- lX/YsX} "l!I
\ixl
(s)
where 8j_ is the Kronecker delta, defined by
1, i---k8j_=a 0, i#k (9)
The result given in Eq. (8) was first oStained by Max
(Ref. 1) using a matrix theory approach.
For the special case X - M 1 i' the M signal vectors
form an M- 1 dimensional regular simplex and a synthesis
in terms of a set of M-1 orthogonal unit vectors can
be given.
Let (LR}, k = 1,2,..-,M-1 be a set of M-1 signal
1
vectors with correlation x = M--1 " From Eq. (8) we
have
!.1
l* 2
isM_ 1
(lO)
Now consider adjoining to this system a signal vector i, u
such that the resultant M vector set {i,_), k = 1,2,---,M
forms an M--1 dimensional regular simplex, i.e.,
1 , i_k
M--1
1 , /=k,k=l,2,...,M
(11)
Returning for a moment to the umbrella analogy, we
recognize here that the vector i_u is simply given by
1 M=I
"- "°'lsl f i_ k'-"/
i.e., i, u can be visualized as a unit vector pointing in the
negative direction along the shaft of the umbrella.
As a check, we note that
1 _ VM-(M--2) +1.
<i,u,l,k> = ( X/_,:I is, (M - 1) VM-----1 '_
+
1 -- VM M-1
(M- 1)VM---:--i _ is>
(S_k)
=--V _(M-2) +I_(1--x/M))(M-2)
(M - 1)2 (M - 1)2
1
k=l, 2,.-.,M-1 (13)M--I'
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The M vector simplex is therefore given by
'iS1• / M 8 + 1-v_
" " '("_-1/ I..........i-..........: i-..........................i......
il
i2
iy-_ 1
(14)
This result is similar to one obtained by Stutt (Ref. 2)
using an iterative procedure.
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XXlll. Communications Systems Research:
Combinatorial Communication Research
A. The Asymptotic Joint
Distribution of
Q .'1
uontlleS
E. Rodemich
1. Summary
The asymptotic joint distribution of sample quantiles
of two dependent random variables is derived. The dis-
tribution is Gaussian, with a correlation given by a simple
formula. This work allows exact formulas to be used in
estimating the correlation between two spacecraft ex-
ponents by quantiles in order to obtain data compression
(SPS 37-37, Vol. IV, pp. 277-284).
2. Introduction
The quantiles of n samples of a random variable are
themselves random variables which have limiting distri-
butions as n-_ oo. The limiting joint distribution of two
quantiles is Gaussian, with a covariance matrix which can
be expressed in terms of the original distribution wkieh
was sampled (Ref. 1, pp. 367-370). This expression is use-
ful in statistics.
More generally, we may have m random variables
X1, " • • , X_, and a sample quantile for each variable ;_
computed from one set of n samples (X (_) X tt) .. ,X(_)),
i = 1, • • • , n. In this case also, the quantiles have a limit-
ing joint Gaussian distribution. The theorem which is
proved here covers the case m = 2. Similar methods can
be applied ff m > 2.
3. Theorem
Let X and Y be random variables with the joint cumu-
lative distribution function G (x, y), and marginal distri-
butions F1 (x), F2 (y). Let xp be the quantile of order p for
F1 (x), yq the quantile of order q for F2 (y), and let _p, _q
be the corresponding sample quantiles taken from n
samples of (X, Y). If F_ (x) and F2 (y) have continuous,
positive densities near xp and yq, then for large n the
random variables
_ _ (n)_ F_ (x,) ,,,[?(i- p_ _x,- x,), _" - [q (1- q)]'_
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are asymptotically normal, with mean zero and Vari-
ance 1, and have a joint Gaussian distribution with
correlation
G (xp, yq) - pq
p -- [p (1 - p) q (1 -- q)]l_ •
4. Proof
The proof is given completely here only for the case
in which the horizontal and vertical lines through (xp, yq)
break up the xy-plane into four regions of positive
probability•
Let X and Y be random variables with the joint cumu-
lative distribution function G (x, y), and marginal distri-
butions Fa (x), F2 (y).
Suppose we make n independent observations
(x. Y_),• • •, (x_,Y_).
Let the Xs's and Y/s each be arranged in increasing order,
to form the sequence
XI--_X2--_" • • _Xn,
YI _-- Y2 "_ " • • L y, .
The probability
N N
eT (x,u) = er {x_-_ x, Y,----u}
can be expressed in terms of the probabilities for (X, Y)
of the four quadrants formed by drawing horizontal and
vertical lines through (x, y) (Fig. 1). If these probabilities
are named as indicated,
pl = C(x,y),
p2 = F, (x) - G (x,y) ,
p3 = F5(U)- C (x,U),
p4 = 1-- F,(x) - Fz(y) + G(x,y).
(1)
The probability that the /th quadrant has "i points
(Xm,Y_), with vl + v__+ v3 + v, -- n, is easily determined.
This is
nl
-- Vl u v 1)4
P (_1, 1)2, 1)3, 1)4) 1)111)5!1)alv,l Pl P52PzaP4 "
y
Pl
(xx,y)
p,
Fig. 1. Four regions
Clearly we have
P(_'_ (x,y) = Pr{v_ + 1)5"---k, 1)x+ u_--l}
= E p (1).1)5,1)3,1),),
C
where C is the set of (1)1,1)2,1)3,1)4)such that
1)1-}- 1)5-}-1)3-t- v4 = n,
1)1+ 1)5_k ,
1)1+ vs _ l.
The asymptotic behavior of a quantile of n samples
of one random variable is well known (Ref. 1, p. 369).
Let x_ be the quantile of order p of F1 (x), i.e., F1 (x_) = p.
• A
lS XpThe pth quantile of the sample distribution -- Xt.p]+1.
If we assume that Fl(x) has a positive density
fl (X): F_ (x) at x -- xp, then _p is asymptotically normal
with mean Xp and variance
/9 (1 - p)
nfl (x,)5 "
The joint distribution of the quantiles _'p and _q will be
studied. This is given by
^ ^ P'"' (_,u) (9)Pr{xpLx, yq_Y} = --[np] + 1, [nq]+l "
Any asymptotic distribution must have marginal distri-
butions of the type described above. Hence, it is sufficient
in the estimation of Eq. (2) to consider only those values
of x and y within 0(l/n'_) of Xp and yq. Assume that
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f_ (xp) and f2 (yq) exist and are positive. Then, ff the prob-
abilities pl, p2,p3,p, take the values ,-1,'_°,-2,'_°.3,r,,n°_o when
(x, y) = (xp, yq), for other allowed (x, y) we will have
for i = 1,2,3,4.
P_ (x, y) is a sum of part of the terms in
rd
v,l pva'p v v,e_"' (x,v) = X _3'v, = 1 .
-oo ,,_I ,,2t ,,_l
I/1 + 1)_t + IJl+ 1J4 = n
If we sum the terms with vl fixed, this reduces to
P" (x, y) = _ ( n'_ p_'(1 -- p,)"-_'.
oo
,_,=ok Vl l
It follows from the Laplace-DeMoivre limit theorem
(Ref. 2, p. 172) that if e is a small positive number and Co
a positive constant,
e<o:'(x,Y) = X (n_Pvt(1--pl)n-V'+o(1),
Ivt-n_[ < C_ta+t \vl/
as n_ oo. (This is true even if Pl is 0 or 1). Since P'o_}
majorizes P(") the same result holds there. The other vj
can be treated similarly. Thus,
P_7' (x, y) = _. p (_,, _, _3, _,) + o (1),
IT'
if C' is the set of (131, IJ2, 1.13, 1)4) with
vl+v2+va+v_=n
vx "-I- v2 _ k
vl + '_3_ 1
Ivj -- npj I < Con_+', i = 1,2,3,4
(3)
regardless of how k, l vary with n.
Assume that p_, p2, P3, P4 are all nonzero. Then in the
range (3) the factorials in P [pn] °° + 1, [qn] + 1 (x, y) are
uniformly well approximated by Stirling's formula
m! = (2_)_m'+_e-'(l + O(1)).
We have
td 1 / n \_i •
X(nP'y'(I+O(1)) "xv,/\ (4)
Put
v i = rtpi + 8v_.
Then 8vi = O(n_+'), and
log fi (nP'_"' : -- _ v, log(l + _J_j:_ \ vj / i=_ rtp_/
= -- _ (rip, + By,)(Sa, j 1 (Sv,'_ 2_
+ 0 (n-_ +')
=- +
i=:t 1=1 Bpj
The first sum here is zero, since Xvj = nXps = n. Replac-
ing Pi by p_ in the second sum does not change the order
of the error term. Hence,
fi (riP') v'= exp[ 1 _ [1 + O(n-_+")] .
Replacing the v_ by np ° in the square root in Eq. (4)
causes a relative error of 0 (n-_+*). Hence,
n! 1 1
Vll v21 vz! v_! r x r z r-zr_ [zartt/_a/2. _FlVo.Vzr'4tt--°*'°_°_°_
1 [1 + O(n-_+3_)]><exp -2_=i np_ 3
in C'. Thus we have
1
oooo½
x exp[- 2 _=, np_- _1+ o(1). (5)
The sum over C' may be written as a sum over all
values of _, v2 and v3 in certain ranges, with
o_=n-v_-v2-v_. If we put
1
tj = 7-2-_ ao_, i = 1,2,3
t4 = --tl--t2--tz,
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i
the expression in Eq. (5) tends to a triple integral over
tl, tz, t3 as n--> oo :
1
er (_p_ ^ "_ 3 z _ o o o ,/jf f f dtxdtzdt3
x, yq--y} _ (2.nr) /' (PlP2P3P,) JJJ
1¢
×°xp(- 1 '
• _-E pOl, (6)
where R is the region
tl + t2_ - (n) v_(Spx + 8p2),
t_ + t_ - (n)W(Sp_ + 8p3).
Discarding terms which approach zero as n--_ oo, this is
tx + t2 _-- - (n)_ F_ (xp) (x - xp),
t, + t3_- - (n)'_ _ (uq) (u - uq),
if x - xp and y - yp are 0 [1/(n)1_].
Eliminate t2 and t3 in Eq. (6) by the substitutions
tl + t_ = -u [p (1 - p)]'_,
tl + t3 = --v [q(1 - q)]W.
The result is
^ _ _(P(1-p)q(1-q)) j'_er (x, - x, _ _- u) ~ popopopo
i t_× exp 2 pO
1 1
_po [t_ + u (p I1 - p])_p Zpo
X [t, + v (q [i-- q])V_]2
-- _[t + u(p [1 -- p])% + v(q [1 -- q])%]2_,
2p o J
where
(n) v_F_ (xp) (x -- xp)
u, - [-_-f- p)],
_ {n)* G (uJ
vl [q (1 -- q--_w (y -- yq)"
(7)
The integration over t_ can be carried out. Simplifying the
result by use of the relations
pO + pO + pO q_ pO _- 1,
po + po = p,
pO + pO _-- q,
we get
er (xp "_ x, yq- y} -- 2rr (1 - p2),_
1 u _ + v z -- 2puv_× exp -- 2 "l'----p; ]'
where
pO _ pq G (xp, yq) - pq
P [p (1 - p) q (1 - q)]_ [p (1 - p) q (1 - q)]_ "
From Eq. (7) we see that the variables
(8)
(9)
^ (r,)V2 F_ (xz) ,^ (n) _/2F'2 (yq) ^
(10)
are asymptotically normal with mean zero and Vari-
ance 1, and have a joint Gaussian distribution with cor-
relation p.
5. Remarks
In the above derivation it was assumed that the four
probabilities pO, pO, pa,Op,O were all nonzero. Thus, it does
not apply in an important special case, namely if X -- Y
with Probability 1. However, it is known (Ref. 1,
pp. 369-370) that in this case Eqs. (8) and (9) are valid.
For, G (x_, yq) = min [F_ (xp), F_ (yq)] --- min (p, q). If
p _ q, Eq. (9) reduces to
p (1 - q) '_'/_P -- (1 p)/'
which is the correlation of two quantiles from the same
distribution. This indicates that the restriction that
pO ,_o _o ,_o be positive is unnecessary.
The procedure used above can be modified to take care
of the cases in which some of the p_°'s are zero, if the cor-
responding p°'s are also zero for large n. (This is true if
the zero p°'s remain zero under any small variations of
p and q.) Suppose, for example, pO = 0. Then, in the sum
for P_ (x, y), we can set rz = 0, since the the terms with
v__> 0 are zero. Stirling's formula can be applied as before
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to the resulting sum, and when this sum is replaced by
an integral, Eqs. (8) and (9) are easily obtained. The
result for this ease can also be made to depend on the re-
sult for two quantiles from the same distribution, by
noticing that there is a transformation which concentrates
F (x, y) along a line x-y = constant without changing
any of the pertinent probabilities.
The difficult cases for direct treatment remain. These
have at least one of the probabilities p_ zero for the given
p and q, but nonzero for other values p', q' arbitrarily
close. A limit through values of p and q can be taken
here, to show that Eqs. (9) and (10) are still valid, ff we
assume, for example, that the marginal distributions have
continuous positive densities near xp and yq. This will
not be carried out here.
B. Algebraic Theory of Shift
Registers
S. W. Golomb 1
I. Summary
This article presents a new algebraization of a portion
of the theory of linear shift registers. The techniques used
are those concerning transformation groups of poly-
nomials over the two element field GF (2). Many results
of the theory are explained in this new context.
2. The Algebraic Closure of GF (2)
We may summarize the elementary theory of poly-
nomials over GF(2) by describing the field B, which
denotes the algebraic closure of GF (2).
The elements of B, in addition to the zero-element 0,
are all rth roots of unity. More specifically, B contains,
as distinct elements, exactly _ (r) primitive rth roots of
unity for each odd r, r = 1,3,5,7,9,11, • • • , in addition
to 0. The multiplicative group of B is reasonably repre-
sented as a unit circle, which is a homomorphic image
of the complex roots of unity. The kernel of this homo-
morphism is the group {e_'_'_/2_}, consisting of the com-
plex 1st, 2nd, 4th, 8th, 16th, etc. roots of unity.
1Prepared under Purchase Order 951076 with the University of
Southern California's Electrical Engineering Department.
If W =/=0 is an element of B, then w is a taimitive rth
root of unity for some odd r. Then the minimal polynomial
for w over GF (2) has degree rg where n is the smallest
positive integer such that 2"_-1 (Mod r). Since there
are _ (r) primitive rth roots of unity and since they occur n
at a time in irreducible poylnomials of degree n, there
are ¢b(r) /n distinct minimal polynomials for the primitive
rth roots of unity, over GF (2). Each of these polynomials
is a factor of x2" + x, which, in fact, is the product of all
irreducible polynomials, over GF (2), whose degrees di-
vide n.
If a set of complex roots of unity sums to 0, 1, or -1,
the corresponding elements of B sum to 0, 1, or --1, re-
spectively, by homomorphic correspondence. However,
Euclidean distances between points on the complex unit
circle have no diseernable meaning when applied to the
unit circle representation for B.
A finite subfield of B, which is the same as a finite
extension of GF(2), consists of the (2"--1)st roots of
unity, with 0 adjoined. The multiplication operation for
such a set of 2" elements is obvious. In order to describe
the addition operation, one must introduce an nth degree
irreducible polynomial over GF (2), and consider the 2"
linear combinations of its n roots.
3. Automorphisms and Galois Theory
Let
f(x)= (x- w,)
i=1
•-'_r_ I_ _Ve -..:!1be any polynomial of degree n over _,r _.j .... show
that the operation ¢, which squares all the roots of f (x),
in fact leaves f (x) unaltered. It will be convenient to
use the substitution t 2 = x. Then:
• tf(x)] = fi (x--w,2) = fi (tZ--w, 2) = fi (t--w,) 2
i=1 i=l i=l
= (t - w, = [f(t)l' = f(t') = f(x),
as asserted. We have used the special rules of GF (2)
that + 1 = -1, and (a + b) z = az + b _.
An operator , on the roots of f (x), which leaves the
coefficients unchanged, is called an automorphism. Along
with ,, also ,2, _3, o,, are all automorphisms. Thus, for
any polynomial over GF (2), and in particular for any
irreducible polynomial, ff w is a toot, then u_, w 4, w s,
w TM, etc. are also roots. If f (x) is irreducible of degree n,
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then to 2"- 1 - 1, and w 2" = w, so the distinct roots of f (x)
are w, w2, w 4, "" • , wZ'-L Moreover, the distinct auto-
morphisms of f (x) are 1, o, o2, • • • , _,-1, since _" takes
w into w 2"= w and is thus the identity operator.
The principle conclusion embodied in the "Funda-
mental Theorem of Galois Theory" is that an irreducible
polynomial f (x) of de_ee n (over a field F) ha_ exactly n
distinct automorphisms (with respect to F). Thus, for
polynomials over GF(2), we know the group of auto-
morphisms (the so-called Galois group) completely: An
operator ¢ on the roots of [ (x) is an automorphism if,
and only if, it is a power of the root-squaring operator _.
The roots of the factors of x z" + x can thus be distin-
guished as follows. Let w be a primitive (2 _ - 1)st root
of unity. Then w, w _, w 4, • • • , w 2"-1 are all roots of the
same irreducible polynomial. Taking the set
R={1,2,4,.-.,2 "-1}
as a subgroup of the multiplicative group modulo 2" - 1,
we may form all "generalized cosets"
qR = {q,2q,4q, • • • ,2"-1q}.
When (q, 2" - 1) = 1 we get a true coset in the usual
sense of group theory; and these cosets correspond to
other irreducible polynomials of degree n with primitive
(2"- 1)st roots of unity as roots. If q has a factor in
common with 2_ - 1, but qR consists of n distinct ele-
ments, we get the roots of an irreducible polynomial of
degree n whose roots are not primitive (2" - 1)st roots
of unity. If qR has only m < n distinct elements, these
correspond to the roots of an irreducible polynomial of
degree m. Table 1 gives the case of n = 6.
4. The Unimodular Group
Let T [f(x)] = f(xq- 1) nnd .q [_/_1 -- _.nt/] /_ .l. ....
f (x) is a polynomial of degree n over GF (2). Clearly,
both T and S are involutions. That is, T 2 = S z = I, the
identity transformation.
We can show that the group generated by S and T is
abstractly the noncommutative group of Order 6. We do
this by observing the effects of S and T on the roots
of f(x).
If
f(x) = (x - w,)
i=l
then
T[[(x)] = fi (x+l-w,)= fi [x-(w,-1)],
i=1 i=1
so that over any field, the effect of T is to translate all
the roots by a unit amount. (It is only over Character-
istic 2 that two such translations bring one back to the
starting point.)
On the other hand,
tf x/l: 1- w,)
i=lk x
= [I (1-xw,).
i=l
Table 1. Example with n ----6. The (2_ -- 1)st = 63rd roots of unity
Coset
I, 2, 4, 8, 16, 32
5, 10, 20, 40, 17, 34
25, 50, 37, 11,22, 44
62, 61,59, 55, 47, 31
58, 53, 43, 23, 46, 29
38, 13, 26, 52, 41, 19
Set of Roots
1 2 4 8 16 32
WsWtW,WaIV ,w
vc,w ,w ,w •
w_, wS° t w _, w 11, w_, w _
we2 w61, w_t w_t w47 t w 31
w _, w _, w_w w=3, w_s w _
w ss, w13 s w2¢, w 52, w41 t w 19
Polynomial
x6 -I- x + 1
x 6+x s+x:+ x + 1
xe + xs + x3 + x= + 1
x e + x B -b 1
x_ + x" + x4 + x + I
x_ + x" + xa + x + l
Degree Primitivity
63
63
63
63
63
63
3, 6, 12, 24, 48, 33 ws, we, w_2,w_', w% wss x_ q- x' -t- x_ -4- x q- 1 6 21
15, 30, 60, 57, 51,39 w_, ws°, w_°, w_v, w_, w_ x_ -F x_ -t- x4 q- x _ -I- 1 6 21
7, 14, 28, 56, 49, 35 w_, w", w_, w_, we, w_ x_ -F xs -I- I 6 9
9, 18, 36
45, 27, 54
x _ + x= + 1
xS+x+i
21,42 wZ',w '_ x_ -t- x -F ! 2 3
0 w°:l x-I-1 1 I
232
JPL SPACE PROGRAMS SUMMARY NO. 37-38, VOL. IV
If
= (- 1)- w, = f (o)
i=1
is nonzero then
)xwL S- 1.. f_ = _z x -- ,s[/(x)] = ,:1\ w,
which replaces each root w_ of f (x) by the root 1/w_.
Thus, over any field, the effect of S on any polynomial
which does not have 0 as a root is to replace an roots
by their reciprocals.
From T:w-*w+l and S:w--*l/w, it is clear that
over any field, the effect of the group generated by
S and T is to perform transformations of the type
w---* (aw + b)/(cw + d). Moreover, since S and T have
inverses, all transformations in the group they generate
are nonsingular, so that
In general, we get the "unimodular group" of matrices
(:
with integer coeflleients, such that ad- bc--1. Over
GF (2), this group has 6 elements:
10)(0 10)(11)(110)(0
corresponding to transforming the root w into:
w,
1 w+l w 1
w+l, ww' w ' +l'w+l'
respectively. The structure of this group is the noncom-
mutative group of Order 6.
5. Polynomials With Unimodular Symmetries
We are now in a position to characterize those irre-
ducible polynomials which are left invariant by the vari-
ous operators of the unimodular group. First, we observe
that the six members of the unimodular group lie in the
conjugate classes:
10) 1)
Every polynomial over GF (2) has I as a symmetry. We
next consider S as a possible symmetry.
If S [/(x)] = [(x), then along with w, [(x) has 1/w as
a root. If f (x) is irreducible of degree n, however, then
its onlyroots are w _, w _-,w', • • • , w z'-l. Hence, w -1 = w 2"
for some k, 0_ k _ n- 1. Moreover, w r= 1 for some
r which divides 2"- 1. Thus, w r-1 = w -_ : w"2", and
r-l_2 k(mod2 _-1), so r=2 _+1 since both r-1
and 2 k are between 0 and 2" - 1. If r = 2k + 1, then r
divides 2 2_ - 1, and r cannot divide any smaller number
of the form 2a -1. Thus, n = 2k. In summary, S is a
symmetry of the irreducible polynomial f (x) over GF (2)
ff and only ff f (x) has degree n: 2k, and its roots are
(2 _ + 1)st roots of unity. There are such poylnomials of
every even degree, and, of course, the S-symmetry is evi-
dent as a left-to-right symmetry of the coe_cients. In
fact, the number of such polynomials of degree 2k is
(2 k + 1)/2k. The first few cases are listed in Table 2.
Table 2. The first few cases of polynomials
of degree 2k
Degree
2k
2
4
6
8
i I
Period
2'+1
Polynomiols
3 x2+x+l
5 x'+x_+x2+x+ 1
9 x e q- xa + 1
17 x'+ x7 + x6q- x'+ x= + x + 1
xs+x 3+x'+x 3+ 1
[ Coefficient
sequence
111
11111
1001001
111010111
100111001
If f (x) has the translation operator T as a symmetry,
then f (x + 1)= t(x), and ff [(x) is irreducible, then
along with w, f (x) has 1 + w as a root, so that 1 -t- w = w 2_
for some k, since all roots of f (x) are of the type w 2_.Thus,
f (x) must be a factor of x:' + x + 1, since the root w
of f (x) is also a root of x:' + x + 1. The irreducible fac-
tors of x:'+ x + 1 can be shown to be all irreducible
polynomials whose degrees divide 2k but not k, and
which satisfy certain other conditions. (There is an incom-
plete discussion of this question in Ref. 3.) However, it is
easiest to list the polynomials having T as a symmetry by
taking the list of those with S as a symmetry, and then
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using the fact that S and T are in the same conjugate
class of the unimodular group to transform these into
polynomials with T as a symmetry.
Abstractly, suppose we have S[1 = [1, and T = P-1 SP.
Then let [2 = p-1 [1, we find:
T/I: "l
 joj - sP) (e-1t,) = e -1sf, = e_l fl = f,.
Explicitly, since T = U -1SU, and
(1110)
we can apply the transformation U, which takes w into
w/(w + 1), to the polynomials left fixed by S to obtain
those left fixed by T. Similarly, we can apply T to the
polynomials left fixed by S to get those left fixed by U.
On the assumption that S and T are the easiest transfor-
mations to apply in practice, we can start with the list
for S, apply T to get the list for U, and then apply S to
those to get the list for T (Table 3).
The rows of this table are the "orbits" with respect
to the unimodular group. It is easy to show that only the
polynomial x _ + x + 1 is an orbit unto itself. (We may
even regard the triad x + 1, x, 1 as an orbit, whose ele-
ments, though not all of the same degree, transform like
the triads in the above table, with the fictitious root of
"1" acting as the reciprocal of the root of "x".)
Polynomials having the operators V or W as symmetries
occur in dyads, and in fact symmetry under V implies
symmetry under W, and conversely, since W = V 2 and
V = W _. The criterion for V-symmetry is that V (w) = w _,
hence that (w + 1)/w -- w 2_, and that w z*÷l + w + 1 = O.
Thus, the candidates for V-W symmetry are precisely the
factors of x2"÷1 + x + 1. (The faetorization of this poly-
nomial is also discussed in Ref. 3, and the degrees of the
factors are seen to divide 3n.) The first few faetorizations
are as follows:
x _ + x + 1 irreducible
x 5+x+1= (x 2+x+l)(x 3+x 2+1)
x _ + x + 1 irreducible
_1' Fx+l=(x _+x+ 1)(x s+x+l)
×(xl_+x _0+x _+x 8+x B+x _+x+l).
The first dyad consists of xs + x + 1 and xa + x 2 + 1,
and the next consists of x _ + x + 1 and x9 + x s + 1. In
general, if f (x) is one member of the dyad, then the other
member is S [/(x)] = T [[(x)] = U If(x)].
C. Optimal Numberings and
Isoperimetric Problems
on Graphs
L. H. Harper s
1. Introduction
The problem of the "nonstandard assignment" of num-
bers to vertices arises in encoding for PCM telemetry.
The standard assignment of an n-bit encoding of an ana-
logue voltage is to encode the voltage in a binary repre-
sentation. However, other assignments are possible, and
for various purposes, these nonstandard assignments may
be better than the standard. For example, an assignment
in which single bit errors yield large analogue errors in
received telemetry is useful for detecting single bit errors.
In another direction, different nonstandard assignments in
PCM television may look better to the eye, when noise
is present, than the standard assignment (Ref. 4). This
note considers the problem of minimizing the effect of
single errors in the analogue output of the received
telemetry.
2Now at the Rockefeller Institute, New York, N.Y.
Table 3. List of polynomials for S, T and U transformations
Fixed under S Fixed under U
x2+x+l
x" + xS + x' + x + 1
x6 + x s + I
x s + x_ + x 6 + x' + x: + x-t- 1
x s + xa+ x" + x3 + 1
x2+x+l
x4 + x 8 + 1
x 6 q- x4 + x s-t- x -t- 1
x"+x _ +x "+x'+ x_ + x 2 + 1
xa + x" + x' q- x: q- 1
|
Fixed under T /Ix=+x+lx'+x+lx" + x _ + x s + x, + Ix s+x'+x`+x'+x s,t-x + !
x a q" x'-f- xs q- x 8 + I
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At the end of Bef. 5 the following unsolved problem
was noted: How may the numbers 1,2,--, ,2" be
assigned to the 2- vertices of the n-cube so that the maxi-
mum absolute difference of numbers assigned to opposite
ends of the same edge is minimized? A. W. Hales had
pointed out (Ref. 5), that any numbering which assigned
to the
vertices of weight w the
numbers y, satisfying
i=0
gives a lower maximum than the natural numbering.
[By the "natural numbering" we mean that the n-tuple
of zeroes and ones (ao, o.1, • • • , a_-l) is assigned
n-1
Y. ai 2i.1
i=O
This was significant because the natural numbering of
the canonical member which minimizes the average
absolute difference of the numbers assigned to neighbor-
ing vertices. In this discussion we shall show that a
subclass of Hales' numberings does solve the problem.
The methods used turn up subsidiary results, which
are noted in passing. Also, each of these mini_--dz.a"don
problems seems to have a maximization problem to go
along with it. In this ease it _ to find the numberings
which maximize the minimum absolute difference. The
solution set for this problem turns out to intersect the
numberings which maximize the average absolute dif-
ference, and so both funetionals may be maximized
simultaneously. This max-rain problem is especially inter-
esting in that a little reflection shows it to be intimately
connected to the general problem of graph-coloring,
which may be stated as follows: Given a graph, what is
the minimal integer n such that 1,2, --.,n may be
assigned to all vertices (numbers may be used more than
once), so that the minimum absolute difference is at least
one?
2. Numbering Graphs
A graph is an ordered pair (V, E), where V is the set
of vertices and E is a set of (unordered) pairs of vertices
called edges. If a graph has N vertices, a numbering of
the graph is a function if: V--_ {1, 2, • • • , N}, which is
1 = onto. This gives a functional Ae on E. If e = {v, w},
e e E then
a, = I÷(,) - ÷ (w)l.
The n-cube, considered as a graph, has
V = {(ao, ax, • • " ,a_): ai = Oor 1},
the set of all n-tuples of zeroes and ones, and two
n-tuples are in E, if they differ in exactly one entry.
In numbering the vertices of a graph, our program for
attaining the minimum max A, possible will be given.
eeB
This does not work on all graphs; it is sufficient only ff
the graph fulfills our conditions. The beginning segment
St, of a numbering _ is {veV: ff(v)_l}.
/_,emma. If there exists a numbering an of whose begin-
ning segments obey the following two conditions, then
max Ae for this numbering will be rain max Ae.
e
(1) For a set of I vertices, q_l is the number of vertices
in the set, all of whose neighbors are also in the set.
• z must be maximized for all beginning segments Sz.
(2) These "interior vertices" must be numbered
1,2, • • - , @l, i.e., have the lowest possible num-
bers on them.
(If it does exist, call it a Hales numbering.)
Proof. Let M be the maximum A, of any, and thus all,
of the Hales numberings. For a particular one, let e be
an edge such that A = I--m = M. Now ff min max
e
Ae < M, then m must occupy a vertex having no un-
numbered nearest neighbors after 1 - 1 has been placed.
(We are assuming that the integers are being assigned in
increasing order.) But, by the way in which the Hales
numbering was constructed, some one of the numbers
1,.--,m-1 must then occupy a vertex having an
unnumbered neighbor, and the number eventually as-
signed to that vertex will be greater than l. But this con-
tradicts max A_, being M.
Our construction does not, in general, give all num-
berings which achieve the minimum max A,, but some
uniqueness will be shown later. This contrasts with Ref. 5,
which gave all numberings minimizing _ A,.
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In other ways, though, there is much similarity between
the program presented here and the one given there. If
we look at the first step here and phrase it in terms of the
complementary set it becomes: Determine all sets of l
vertices, 1 "_ l _ N, such that ¢I,'_,the number of vertices
in the set having neighbors not in the set (not counting
multiplicities) is minimized. In Ref. 5 0z was the same as
,I,'t, except that multiplicities were counted. There the
_1 • •funual-,,ez,taJ identity was
2_
e I=I
Here, if Hales numberings do exist, then
max Ae = max _.
3. The First Theorem
On the n-cube, the following numberings have the
smallest possible value of max A,: Number any vertex
with one; having assigned 1, • • • , l, assign l ÷ 1 to any
open nearest neighbor of the lowest numbered vertex
having open neighbors.
In order to relate this statement to the sufficient con-
dition we have derived we must ascertain the structure
of the beginning segments which this algorithm produces.
A gross feature of this structure that is obvious (refer
to SPS 37-17, Vol. IV, pp. 67--69) is that if
i=O
vertices have been numbered, then all at Hamming dis-
tance w or less from the first will have been numbered. In
order to illuminate the fine structure of these numberings
we make the following observations: If we arbitrarily
assume that we begin by numbering the all-zero vertex
and consider the n-cube to have the order of 2" under
inclusion, then l + 1 is placed on a successor of the low-
est numbered vertex to have unnumbered successors.
Suppose that
</< i=o\i/'
i=O
and that al is the greatest common predecessor of the
vertices numbered
i=O
The immediate successors of a_ will be serially ordered
by the numbers assigned to them (unless aa is of weight
w, a trivial case which can be excluded for the moment),
All the successors of weight w + i of the lower numbered
ones will, in general, have been assigned numbers between
i=o\t/
and l; call these Pjl,'" ",Pjm in order, where their
common weight is ]. Now let a2 be the greatest common
predecessor of the vertices numbered
1+ _(n)'''''/_:0
which are not successors of Pjl, "" • ,Ps,, and so we
define Pj = {Pi_, " " " ,PJ,q}, ] = 1, • • • ,w + 1 (which
may be empty) and the set of vertices numbered
is just
i=O t '
W+l
tJ {x:x > P_, x is of weight w + 1}.
j=l
Conversely, ff P is any set of noncomparable vertices of
weight equal to or less than w + 1 such that the inf of
any two is covered by at least one of them, then {x:x > P,
x is of weight w + 1} will be the intersection of the be-
ginning segment of a numbering described in the state-
ment of this theorem with the vertices of weight w + 1.
Referring back to our sufficient condition now, we see
that it only remains to prove that the initial segments of
these numberings fulfill condition (1), for, by the way
these numberings are defined, they already satisfy con-
dition (2). Condition (1) is easily seen to be satisfied if
l = 1, • • • ,n ÷ 1, so assume it to be true, by way of
induction, for all positive integers less than l > n + 1.
Given a set of l vertices in an n-cube which minimizes ¢Ih,
then divide the set into two subsets with a and b members
respectively, a < b, a + b = I. Obviously a, b are nonzero
since l > n implies ¢I,z> 0. By induction on n, then, we
can maximize 4,, (n - 1) and cI,b (n - 1) in each subcube.
The quantity _. (n - 1) + max ((Ih (n - 1), b - a} sets a
lower bound on _. Since the transformation which takes
each vertex into its unique nearest neighbor in the other
(n - 1)-subcube is an isomorphism of the two subeubes,
and since condition (2) is satisfied by these smaller maxi-
mal configurations, this lower bound can be achieved.
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Thus, we know what a configuration which maximizes _'z
looks like; does it fit the description which we already
have?
This is a problem in the finite calculus of variations,
and so it is reasonable that at some point in the solution
some varying must be done. This is that point, and since
it is awkward to write, I leave the reader to verify that ff
the answer to the question above is not affirmative, then
vertices may be moved so as to lower _z. It will help to
notice from the definition that the complement of the
beginning segment of one of our numberings is of the
same form. We regard Theorem I as proved.
4. Further Theorems
Many interesting variants and corollaries of the pre-
ceding analysis have been worked out but I shall list only
the results here:
(1) A set of 2" real numbers is to be assigned. Order
them, and the same numberings will achieve rain
max Ae. It is easily seen then that no other numbeOr-
e
ing will minimize max Ae for all sets of real numbers
and so our class is unique in this respect.
(2) Our class of numberings will also minimize max Ae
e
if the set of edges E, is extended to include
all pairs of vertices within (Hamming) distance
d, l_d_n.
(3) Max min A_ may be achieved by taking any Hales
¢I e
numbering, first numbering tale even weight ve._.'ces
and then the odd weight vertices in the order of
the numbering.
(4) By induction
min max a_ = ,=\_0_ [m/2]]
on the n-cube.
D. The Cyclotomic Numbers of
Order Eighteen, f Even
L. D. Baumert
In SPS 37-22, Vol. IV, pp. 141-151, the cyclotomic
numbers of order eighteen were computed for the case
f odd. These were applied (SPS 37-31, Vol. IV,
pp. 366--368) in an attempt to generalize the 127-63-31
difference sets and (SPS 37-34, Vol. IV, pp. 264-268) to
show the nonexistence of any nontrivial eighteenth power
residue difference sets. In this article the cyclotomic num-
bers of order eighteen are computed for even [.
1. Preliminaries
Let p = ef + 1 he an odd prime, and let g be a fixed
primitive root of p; then the cyclotomic number (k, h), is
the number of solutions x, y of the congruence
g_,+k + 1 _-_ g"+_ (mod p) (1)
where the integers x, y are chosen from 0, 1, • • • , f - 1.
Eq. (1) shows that there are at most e z distinct cyclo-
tomic numbers (k, h), of order e. Thus, this article is
concerned with determining the (18) z different (k,h)_s
associated with a fixed primitive root of a prime of the
form p = 18f + 1 = 36f + 1.
Eq. (1) shows that (k,h), depends not only on the
prime p, but also on which of the _b(p -- 1) primitive roots
of p was chosen. The effect of replacing the primitive root
g by the primitive root g' (g' ==-gr (mod p) when (r, p - 1)
= I is to permute the (k, h), among themselves in accord-
ance with the formula
k F( ,h), = (rk,rh)_. (2)
Thus, the (k, h)_ are indeterminate in the sense that they
can equally well be replaced by the numbers (rk, rh)_,
where r is fixed and prime to p - 1. A solution to the
cyclotomic number problem is a get of fo__rrnulas which
allows the determination of the (k, h)_ without performing
a direct calculation. For example, ff e = 3, the formulas
are
9(0,0)a = p-- 8 + L
9(1,2), = p+ I+L
(1,0)3 = (0,1)3 = (2;2)3
18 (0,1)3 = 2p-- 4-- L + 9M
18 (0,2)3 = 2p -- 4 -- L -- 9M
(1,1)3 = (2,0)3 = (0,2)3
(2,1)_ = (1,2)_
where 4p = L 2 + 27M 2, L _ 1 (mod 3). In this case the
(k, h)_ are uniquely determined, except for an ambiguity
in the sign of M. The sign of M depends upon which
primitive root was taken for g.
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Various notations for (k, h)e will be used below-mostly
as a matter of convenience--these are (k, h)e, (k, h), (kh),
kh. In order to make the tables uniform, the conventions
A = 10, B = 11, • • • , H = 17 are used in the tables only.
2. Cyclotomy
A general review of cyclotomy and a derivation of the
relevant equations for p = 1R _ .... _-,1_J....... vr .... _u in SPS 37-22,
Vol. IV, pp. 141-151, where the case e = 18, f odd, is
handled. In order to make the present article independ-
ently useful, certain of these facts are presented below.
(k,h) = (k',h') if k ==---k', h _-h' (mod e) (3)
(k,h) = (e - k,h - k) = (h,k) for [ even. (4)
Eqs. (3) and (4) reduce the distinct (k,h)18 to just 64. The
equalities represented by Eq. (4) are displayed in Table 4.
Table 4. Equalities between (k, h)as, f even
k_ 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
0 00 01 02 03 04 05 06 07 08 09 0A 08 0C 0D 0E 0F 0G OH
i 01 3H 12 13 14 15 i16 17 18 19 1A 18 1C 1D 1E IF 1G 12
2 02 12 0GIIG 24 25 26 27 28 29 2A 28 2C 2D 2E 2F 24 13
3 03 13 IG OF 1F 2F 36 37 38 39 3A 38 3C 3D 3E 36 25 14
4 04 14 24 1F DE IE 2E 3E 48 49 4A 48 4C 4D 48 37 26 15
5 05 15 25 2F IE 00 ID 2D 3D 4D 5A 58 5C SA ¢9 38 27 16
6 06 _16 26 36 2E ID 0C IC 2C 3C 4C 5C 6C 58 4A 39 28 17
orI7 J17 27 37 3E 2D IC OB 18 28 38 4B 58 5C 48 3A 29 18
8 08 J18 28 38 48 3Di2C IB OA IA 2A 3A,4A 5A 4C 38 2A 19
9 09 19 29 39 49 4D13C 28 IA 09 19 29i39 49 4D 3C 28 IA
10 0A IIA 2A 3A 4A 5A14C 38 2A 19 08 18 28 38 48 3D 2C IB
11 08 118 2B 38 48 58 iSC 48 3A 29 18 07 17 27 37 3E 2D IC
12 0C IC 2C 3C 4C 5C 6C 5B 4A 39 28 17 06 16 26 36 2E ID
i
13 ODID 2D 3D 4D 5A!58 5C 5A 49 38 27 16 05 15 25 2F IE
14 OE IE 2E 3E 48 49 4A 4B 4C 4D 48 37 26 15 04 14 24 IF
15 OF IF 2F 36 37 38 39 3A 38 3C 3D 3E 36 25 14 )3 13 IG
16 0G IG 24 25 26 27 28 29 2A 28 2C 2D 2E 2F _4 13 02 12
17 OH 12 13 14 15 16 17 18 19 IA 18 IC ID IE IF IG 12 01
In Table 6, the 64 distinct (k, h)e are given in terms of
L, M, Co, • • • , c_, where
4p = L 2 + 27M 2, L _ 7 (mod 9) (5)
5
c_#i Z c_#- i = p. (6)
i=o i=0
Here L, M, co, • • • , c5 are rational integers and fl is a
primitive 9th root of unity, i.e., fl satisfies
x s + xa + 1 = 0. (7)
The ci and the sign of M vary with the primitive root g.
In fact, there are (in general) six different sets of c_, which
correspond to those factorizations [Eq. (6)] of p in the
field of 9th roots of unity in which
X c, p_ = B (f_)
is not invariant under the substitution fi > fi'. These six
solutions can be generated from any one of them by re-
peatedly applying the substitution fl---> flz. Three solutions
c, correspond to -IMI and three to +IMI, in fact the
formula
p (L + 3M + 6/3 a M) = 2R (fl) R (fl') R (fir) (8)
can be used to relate M with the c,.
3. Use of the Tables
Table 6 is divided into 8 cases corresponding to the
indices of 2 and 3 mod p for the primitive root g. Letting
m _ lnd 2 (mod 9) and m'=--Ind 3 (mod 3), there are,
thus, 27 index pairs (m, m') which occur among the 8
classes, as shown in Table 5. By shifting to another
primitive root any index pair in a column of Table 5 may
be taken into the first entry of that column. Thus, in view
of Eq. 2, it is su_cient that Table 6 contains entries which
correspond to the index pairs (m, m') of the first line of
Table 5.
Table 5. Classes of index pairs; m _ Ind 2 (mod 9],
m'_lnd 3 (mod 3)
gr m m' m m' m m t m i m m t m m' m m' m m I
r_ 1(18) 0 0 0 1 lJ 0 1 1 1 2 3 0 3 1 3 2
r_ 5(18) 0 0 0 2 2 0 2 2 2 1 6 0 6 2 6 I
r_ 7(18) 0 0 0 1 4 0 4 I 4 2 31 0 3 1 3 2
r_11(18) 0 0 0 2 5 0 5 2 5 I 6 0 6 2 6 1
r_13(18) 0 0 0 1 7 0 7 1 7 2 3 0 3 1 3 2
r_17(18) 0 0 0 2 8 0 8 2 8 1 6 0 6 2 6 1
Given p = 36f e + 1 and a primitive root g, the process
for finding the cyclotomic numbers is as follows:
(1) Compute m_Ind 2 (mod 9) and m'_--Ind 3
(mod 3) and find the column of Table 5 which
contains this index pair.
(2) If (m, m') do not occur in the first line of Table 5,
select a new primitive root g* for which the associ-
ated index pair is in the first line.
(3) Find the values of L,M, co,''',c_ which cor-
respond to g'.
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Table6. Thecyclotomicnumbersof order18,f even
[ ' I ' I * I - I I *, I I ! I I
Ind 2 _ 0 (rood 9) Ind 3 _-_ 0 imod 3)
648 (00) ---- 2
648(01) ----- 2
648 (02) = 2
648 (03) ---- 2
648 (04) ---- 2
648(05) ---- 2
648 (06) ---- 2
648(07) ---- 2
648 (08) --_ 2
648(09) ---- 2
648 (0A) ---- 2
648 (08) ---- 2
648 (0Q ---- 2
648 (Of)) ---- 2
648 (0E) = 2
648 (OF) ---- 2
648 (0C) -- 2
648 (OH) = 2
648 (12) -- 2
648 (13) _-- 2
648 (14) ------ 2
648 (15) = 2
648(16) _ 2
648 (17) = 2
648(18) _- 2
648 (19) ---- 2
648 (1A) _ 2
648 (1B) _ 2
648(1C) -- 2
648(1D) = 2
648 (1E) _ 2
648 (1F) ---_ 2
648 (1G) = 2
_/_t8(24) _- 2
648 (25) ---- 2
648 (26) -- 2
648 (27) = 2
648 (28) ---- 2
648 (29) ---- 2
648 (2A) -- 2
648 (2B) --_ 2
648 (2C) _ 2
648 (2D) ---- 2
648 (2E) _ 2
648 (2/:) _ 2
648 (36) _ 2
648 (37) ---- 2
648 (38) _- 2
648(39) -_ 2
648 (3A) _ 2
648 (3B) --_ 2
648 (3C) ---- 2
648 (3D) -- 2
648 (3E) = 2
648 (48) _ 2
648 (49) _ 2
--106
--34
--34
--34
--34
--34
--3,4
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
56
2
--10
--16
--10
2
20
2
--10
--16
--10
2
2O
2
--10
--16
--10
2
2
--7
11
2
--7
--7
2
2
2
2
--7
--7
2
11
--7
2
11
--i
2
--1
2
2
2
--I
2
--I
11
2
--7
--7
2
11
11
2
--7
--7
2
2
108
72
108
--72
-- 108
108
72
--72
--101_
108
72
-- 108
--72
-- 108
27
27
27
-- 27
27
--27
--27
-- 27
--2i
--9
--9
9
27
27
--27
--54
-- 27
27
54
27
--27
432
--36
--12
--12
--36
--72
--36
--12
--12
--36
--72
--36
--12
--12
--36
18
--18
18
18
18
18
--18
18
_3
6
6
--18
18
18
--18
--18
18
18
9O
42
24
36
--18
42
42
9O
--72
--84
--66
--126
18
--18
36
--18
36
--54
18
18
--54
36
--18
36
--18
--18
1B
6
18
--12
--18
18
--18
--12
18
6
18
18
--18
--18
18
36
42
42
--18
--126
24
--84
9O
9O
--66
42
--72
--18
18
18
--18
--18
36
36
--18
--18
18
18
--18
1"8
--12
--54
6
18
18
6
--54
--12
18
--18
--18
18
--18
--18
--216
72
--12
54
24
--36
90
72
--12
24
--36
--18
72
--12
--54
24
--36
--36
--18
--36
18
--36
18
36
18
36
6
--12
--12
--18
--36
18
54
36
--18
--54
--36
18
--18
--84
42
--126
--72
42
--66
36
90
42
24
9O
--18
18
--54
36
--18
18
--18
--18
18
--18
36
--54
18
--18
6
36
6
--18
6
36
6
--18
--18
18
18
--18
18
18
9O
24
42
9O
36
--66
42
--72
--126
42
--84
--18
--18
18
--54
36
--18
18
--18
--18
18
--18
36
--54
18
--18
6
36
6
--18
6
36
6
--18
--18
18
18
--18
18
18
239
JPL SPACE PROGRAMS SUMMARY NO. 37-38, VOL. IV
Table 6. The cyclotomic numbers of order 18, f even (Cont'd)
648 (4A)
648 (48)
648 (4C)
648 (4D)
648 (SA)
648 (s8)
648 (5C)
648 (6c)
P I L
---- 2
z 2
---- 2
---- 2
---- 2
z 2
2
2
--1
2
--1
2
2
--7
--7
2
648 (00)
648 (01)
648 (02)
648 (03)
648 (04)
648 (05)
648 (06)
648 (07)
648 (08)
648 (09)
648 (0A)
648 (08)
648 (oc)
648 (0O)
648 (OE)
648 (OF)
648 (0G)
648 (OH)
648 (12)
648 (13)
648 (14)
648 (15)
648 (16)
648 (17)
648 (18)
648 (19)
648 (1A)
648 (18)
648 (1C)
648 (I D)
648 (IE)
648 (1F)
648 (I G)
648 (24)
648 (25)
648 (26)
648 (27)
648 (28)
648 (29)
648 (2A)
648 (28)
648 (2C)
648 (2D)
648 (2E)
648 (2F)
648 (36)
648 (37)
648 (38)
648 (39)
--106
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
--16
--10
--16
8
2
20
--16
--10
2
8
2
20
--16
--10
20
8
2
2
2
--7
2
2
--7
2
2
2
2
2
--7
2
2
I!
2
2
--1
2
--10
2
2
2
--1
2
--10
--7
--7
2
11
2
M co
--9 6
9 6
27 18
--27 18
Ind 2 _ 0 (rood 9)
162 108
54
--36 --12
-- 108
--18 96
--36
--72
54
--36 --12
--54 --36
--18 96
--36
--72
54
--36 --12
--72
--18 96
--36
--54
27 18
54
--81 18
54
--81 18
54
--27 --18
54
45 6
--18 --48
45 6
-- 18 --48
27 18
27 18
--54
--27 -- 18
54
¢1 ¢'z CS C4 Ca
--12 --126
--18
6
--18
--18
6
18
6
--18
--18
36
36
6
--12
--36
18
--12
18
!8
--18
--18
--12
18
i8
--18
--18
Ind 3_ 1 Imod 3)
18
--30
--12
36
--54
42
42
18
36
--12
--30
--54
--36
18
18
--36
36
36
--18
54
--36
--18
18
36
54
6
6
--18
36
--18
--48
36
6
--18
18
--54
72
42
6
--18
--54
--48
--48
18
--18
6
42
--36
--36
18
--36
--54
--18
36
36
--36
36
18
54
--18
--54
24
24
--18
36
--18
--30
36
--30
36
18
54
--108
24
54
--48
72
9O
24
--36
--48
72
--18
24
--126
--48
72
--36
--36
--36
36
--12
24
--12
24
--36
18
36
54
--54
--12
42
--54
36
--30
--30
36
18
42
--12
18
36
18
36
--18
--54
--18
--18
36
18
36
--36
--54
18
--36
42
--36
6
--36
36
6
--12
18
--36
36
--18
--48
42
18
72
6
--54
42
--48
--18
18
36
18
18
--36
--18
18
--54
36
--54
54
36
--30
36
6
--36
36
6
--36
24
--54
--36
--36
240
JPL SPACEPROGRAMSSUMMARYNO. 37-38, VOL. IV
Table6. Thecyclotomicnumbersoforder18,f even (Cont'd)
648 (3A)
648 (3B)
648 (3C)
648 (3D)
648 (3E}
648 (48)
648 (49)
648 (4A)
648 (4a)
648 (4c1
648 (4D)
648 (SA)
648 (se)
648 (5C)
648 (6C)
P I L M co c_ cs c: c_ c_
--542
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
--7
--16
2
11
2
2
--1
2
--10
2
2
2
--7
29
54
27
--54
--27
45
--18
54
--81
--81
18
36
--18
6
--48
18
162
--36
18
--36
36
42
36
--12
--36
18
--54
--54
18
--36
--36
--18
6
36
6
18
18
--36
--18
36
--12
24
--36
--54
54
--18
18
--54
36
--18
--48
6
54
--36
18
Ind 2_ 1 (mod 9) Ind 3_0 (mad 3)
54
18
18
--18
--18
24
--36
--30
--18
36
36
--18
648 (00)
648 (01)
648 (02)
648 (03)
648 (04)
648 (05)
648 (o6)
648 (o7)
648 (08)
648 (o9)
648 (0,4)
648 (08)
648 (0C)
648 (OD)
648 (oe)
648 (off
648 (0G)
648 (OH)
648 (12)
648 (13)
648 (14)
648 (15)
648 (16)
648 (17)
648 (!8)
648 (19)
648 (1A)
648 (is)
648 (]c)
648 (1D)
648 (1E)
648 (1F)
648 (1G)
648 (24)
648 (25)
648 (26)
648 (27)
648 (28)
648 (29)
648 (2A)
648 (2e)
648 (2c)
2
_- 2
---- 2
----- 2
----- 2
--- 2
2
2
----- 2
---- 2
2
2
2
---- 2
-_ 2
_- 2
2
---- 2
--_ 2
----- 2
----- 2
2
2
---- 2
---- 2
----" 2
2
2
2
2
2
----- 2
2
----- 2
2
----- 2
2
2
---- 2
---- 2
---- 2
2
--106
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
--7
--16
17
$
--10
--1
--7
2
--1
5
8
17
--7
2
--1
5
--10
--I
5
11
--1
--13
--7
8
$
2
--1
5
--7
--I
5
11
--10
2
2
8
14
--1
--19
--7
2
8
27
--36
--9
--9
--18
45
27
--90
--63
--9
36
--9
27
18
45
--9
9O
--63
45
--9
--9
45
--9
--36
--63
18
45
45
--63
--9
--9
,45
18
-- 108
--36
18
72
63
--9
--27
18
--36
72
96
--42
--12
--30
--18
--36
--30
120
--48
96
--18
--36
--30
--42
--12
--30
--6
--18
6
30
18
--12
--6
6
--6
18
6
--6
--18
24
--12
--24
6
--120
18
--12
--36
36
24
48
42
24
--18
--12
12
--12
24
18
--48
--24
--66
--12
-- 24
--36
--12
3O
--18
--12
--24
72
--12
12
--36
--12
3O
--18
6O
18
36
6
--6
6O
24
--36
--18
24
--90
--36
42
--24
24
-- 102
54
--12
30
--12
42
72
42
30
--48
--12
48
--36
6
-- 24
24
--24
--12
48
--36
6
12
--12
18
6
--60
--12
42
--48
18
36
--66
84
24
--30
--18
24
--78
--12
--66
36
--30
30
24
24
12
--36
6
--60
--12
12
36
--48
12
6
12
--36
24
--18
42
48
--12
42
--36
36
--12
--36
--12
--24
42
24
18
24
12
24
--12
18
--48
48
-- 102
24
30
16
6
--6
18
--12
--6
--72
24
--6
18
6
--42
18
--48
36
--54
--12
12
6
--12
--18
18
24
--36
--12
30
--12
78
--54
--36
--30
12
24
--12
54
--36
6
--6
60
--30
30
18
6
--6
18
--12
--6
36
--30
--6
18
6
--42
18
--48
36
--12
12
6
--12
--18
--36
24
?--.41
JPL SPACE PROGRAMS SUMMARY NO. 37-38, VOL. IV
Table 6. The cyclotomic numbers of order 18, f even (Cont'd)
p M C-o Cl C_ C_ C4 ¢5
648 (2D) _ 2
648 (2E) = 2
648 (2F) _ 2
648 (36) _-- 2
648 (37) _- 2
648 (38) _ 2
648 (39) _- 2
648 (3A) _- 2
648 (38) ---- 2
648 (3C) ---- 2
648 (3D} _ 2
648 (3E) = 2
648 (48) ---- 2
648 (49) ---- 2
648 (4A) ----- 2
648 (48) ---- 2
648 (4C) ---- 2
648 (4D) ---- 2
648 (5A) ---- 2
648 (58) _ 2
648 (5C) ---- 2
648 (6C) = 2
I L
2 --4
2 --10
2 --10
2 5
2 2
2 --!
2 5
2 --7
2 --I0
2 5
2 --7
2 --10
2 I!
2 2
2 --I
2 --4
2 --I
2 --I
2 5
2 2
2 8
2 --7
648 (O0) ----
648(01)
648 (02) ----
648 (03) -_--
648 (04) -_
648 (05)
648 (06) =
648 (07) ----
648 (08) ----
648 (09)
648 (0A) ----
648 (08)
648 (0C) =
648 (0D)
648 (OE) ----
648 (OF) ----
648 (OG) _-
648 (OH) --_
648 (12)
648 (13)
648 (14) ----
648 (15) =
648 (16) ----
648 (17) ----
648(18)
648 (19) ----
648 (1A)
648 (18) ----
648 (IC) ----
648 (ID)
648 (1E)
648 (IF) ----
648 (1G) ----
648 (24)
648 (25) =
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
-- 106
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
--7
2
--1
5
8
--I
--7
2
17
5
--10
--1
--7
--16
--1
5
--10
17
--4
2
--10
5
--7
8
14
2
--19
--4
2
8
5
--7
--10
11
I1
18
36
--36
--9
72
--?
--9
45
18
--9
--9
--36
--27
18
--9
18
9
--63
--9
--36
18
27
Ind 2
27
--90
45
--9
36
--63
27
18
--9
--9
9O
45
27
--36
--63
--9
--18
--9
18
72
18
--63
--63
18
72
18
--9
18
--36
--36
45
45
--36
--27
45
12
24
24
--6
6
--6
18
24
--6
18
24
--18
6
12
6
6
--6
--12
18
! rood 9)
72
24
30
--12
--30
--18
--66
--24
24
24
--18
36
--30
30
24
--66
--24
--18
--30
12
--12
48
36
42
--24
--18
42
12
24
36
--36
--42
--48
6
--6
--12
-- 24
36
--48
12
--18
6
18
--54
--12
30
6
--12
--6
36
6
18
48
6
6
12
--18
6
12
36
--12
--42
6
--60
24
--30
12
18
6
--36
--24
6
--30
12
--18
6
12
24
--42
--30
36
36
6
--24
--12
6
12
--18
42
--36
Ind 3 _ 1 (rood 3)
--36
36
--48
48
78
--12
18
24
12
--84
24
--18
--12
--24
--30
24
3O
--54
--48
--24
--36
6
--6
36
24
--42
--18
--12
12
36
6
18
36
18
36
--30
--24
--12
6
54
--36
--12
--6
--12
42
36
6
--42
--12
--12
12
54
--30
--42
18
--30
--24
36
--12
48
--18
6
--6
--18
--30
18
--18
--90
36
6
12
60
6
--18
36
24
--42
--12
6
36
--36
6
--42
--12
24
12
18
6
--6
--18
--30
-- 24
--36
24
12
18
--30
--6
--18
6
--18
54
48
42
--12
--6
18
6
12
--18
60
--24
18
--12
--18
54
6
--24
--30
--12
--6
--54
--12
18
--36
--36
--48
--24
6
24
18
--12
12
--12
24
54
24
48
--30
--12
--24
72
60
--6
18
--12
12
--36
--12
48
--12
--6
--18
--12
--18
--36
--60
--12
--12
--6
--36
6
--42
--18
60
30
18
--12
--18
6
84
--30
42
--6
--12
18
--36
60
--42
--12
6
--54
72
6
12
--48
--84
54
--36
6
66
24
6
--24
--18
6
12
--36
24
-- 24
6
--24
18
42
--24
36
24
242
JPL SPACEPROGRAMSSUMMARYNO. 37-38, VOL. IV
648(26) =
648 (27} =
648 (28) ----
648 (29) --
648 (2,4) ----
648 (28) =
648 (2C') ----
648 (2D) =
648 (2E) ----
648 (2F)
648 (36) =
648(37} ----
648 (38) ----
648 (39) =
648 (3A) -----
648 (28) -----
648 (3C) =
648 (3D) =
648 (3E) ----
648 (48) =
648 (49) -----
648 (4A)
648 (41)
648 (4C) _-
648 (4D) _--
648 (SA) =
648 (SB) =
648 ($C) ----
648 (6C) ----
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
_2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
Table 6. The cyclotomic numbers of order 18, f even (Cont'd)
648 (00)
648 (01)
648 (02)
648 (03)
648 (04)
648 (05)
648 (06)
648 (07}
648 (08)
648 (09)
648 (OA)
648 (08)
648 (0C)
648 (00)
648 (Off
648 (Off
648 (OG)
648 (OH)
648 (12)
648 (]3)
648 (1,4)
648 (]5)
648 (16)
648 (]7}
648 (! 8)
648 (19)
648 (1A)
2 --106
2 --34
2 --34
2 --34
2 --34
2 --34
2 --34
2 --34
2 --34
2 --34
2 --34
2 --34
2 --34
2 --34
2 --34
2 --34
2 --34
2 --34
2 2
2 2
2 2
2 2
2 2
2 2
2 2
2 2
2 2
L M
--I --9 6
--13 45 --60
--10 36 6
--I --63 --48
2 -- 108
2 18 36
8 18 --12
5 --9 12
--1 9 --12
--1 --9 6
5 --9 66
--7 --9
--10 18 --30
5 --9 --42
2 --36 --18
-- 10 --36 24
5 --9 --42
!1 --9 --36
--1 --9 6
--7 --27 --36
2 18 36
8 --36 42
5 --9 12
--I 63 --12
--1 45 6
5 45 12
--7 --9
--1 --9 6
--7 27 18
--7
2
--!
5
--10
17
--7
--16
--1
5
--10
--1
--7
2
17
5
8
--I
5
--7
--10
14
2
--1
--13
2
--1
¢e G[ ¢4 ¢8 ¢1 ¢4
--12
3O
42
--12
18
--54
6
3O
--12
--12
--6
60
--24
--18
6
12
--36
--12
--36
18
24
--6
--12
--12
--24
36
--12
18
6
--42
6
6
--36
--30
66
6
6
3O
--18
78
12
--18
--30
--6
18
6
18
--36
42
3O
6
6
--42
--18
6
--90
42
30
--30
42
--36
--30
--6
6
--66
--6
--18
6
48
18
6
--6
54
--66
18
--36
--30
--6
6
42
"6
--18
42
18
6
--6
24
--12
36
54
--12
--42
60
6
--6
--36
--48
12
--12
--24
18
6
--18
--18
24
--6
--66
24
3O
--36
6
18
Ind 2_ 1 (mocl 9) Ind 3_2 (mad 3)
27
18
--63
--9
9O
--9
27
--36
45
--9
--18
--63
27
--90
--9
--9
36
45
--9
--9
--36
72
--36
--9
45
18
--63
--36
36
6O
--42
--12
--30
--18
--36
6
12
--12
6O
--18
36
--30
--42
6O
6
--6
--18
--48
--24
18
--12
3O
--36
42
--36
72
--12
48
6
24
--18
--48
12
--48
--12
--18
24
--24
6
24
--6
--18
6
--6
--18
--12
30
--12
--9O
--36
6
48
6O
--30
54
--12
3O
--12 "
6
--36
--30
--42
24
60
--42
18
24
--24
--12
--42
24
18
--36
--30
12
--12
42
--18
24
66
--12
--30
36
--36
42
--42
--48
24
--6
18
24
--24
--48
30
--48
--36
--36
24
--24
--30
--12
54
--48
12
60
24
18
--12
48
--66
24
--6
18
--12
12
6
--6
--12
--3O
12
6
--12
24
--60
24
--30
--6
6
--6
18
24
--6
--36
--30
--3O
48
--12
6
84
--3O
18
72
--36
24
--42
--12
6
--54
36
--66
--24
--12
24
54
36
6
--6
--12
6
66
--18
--12
12
--18
24
--6
--30
243
JPL SPACE PROGRAMSSUMMARYNO. 37-38, VOL. IV
Table6. Thecyclotomicnumbersof order18,f even(Cont'd)
648 (18)
648 (1C)
648 (1D)
648 (1E)
648 (1F)
648 (I C,)
648 (24)
648 (25)
648 (26)
648 (27)
648 (28)
648 (29)
648 (2.4)
648 (28)
648 (2C)
648 (2D)
648 (2E)
648 (2F)
648 (36)
648 (37)
648 (38)
648 (39)
648 (3.4)
648 (38)
648 (3C)
648 (30)
648 (3E)
648 (48)
648 (49)
648 (4.4)
648 (48)
648 (4C)
648 (40)
648 (5.4)
648 (58)
648 (5C)
648 (6C)
P I L
2
2
2
2
2
2
2
2
2
2
_- 2
2
2
2
2
2
-- 2
_-- 2
2
--_ 2
_--- 2
= 2
2
2
-- 2
2
2
2
_- 2
2
2
2
2
= 2
2
2
2
5
--7
8
--4
2
--1
--7
--7
8
5
--1
--1
11
2
--1
5
--1
--10
5
I1
--10
5
Ii
--I
5
2
--10
2
2
8
5
--10
--19
--4
--7
8
--7
648 (00)
648(01)
648 (02)
648 (03)
648 (04)
648 (05)
648 (06)
648 (07)
648 (08) -----
648 (09)
648 (OA) -----
648 (OB) -----
648 (0C) -----
648 (0D)
648 (0E) -----
648 (OF)
648 fOG) =
648 (O/f) =
648 (12) =
648 (13)
------ 2 --106
2 --34
= 2 --34
2 --34
= 2 --34
-T_ 2 --34
2 --34
2 --34
2 --34
2 --34
2 --34
2 --34
2 --34
2 --34
2 --34
2 --34
2 --34
2 --34
2 2
2 2
2
--16
--10
--16
8
2
20
--16
--10
2
8
2
20
--16
--10
20
8
2
2
2
M
--9
--9
18
18
--36
--9
--27
45
--36
--63
9
45
-- 27
18
--9
45
63
18
--9
--9
--36
--9
45
--9
--9
72
18
-- 108
18
18
45
36
--9
18
--63
--36
27
Ind 2 _ 3
r
162
54
--36
-- 108
--18
54
--36
--54
--18
54
--36
--18
--54
Co L_. C2 CO C4 Cs
--6
--18
24
12
18
--12
18
--18
--30
--6
6
--12
--18
--36
--12
--6
6
6
48
54
--48
--6
54
--12
--6
18
6
--36
24
--6
--30
78
12
--18
--30
72
30
--18
6
--42
--!8
--12
--36
90
24
--24
78
--12
18
18
--12
12
--30
--48
--6
18
6
--24
--18
--12
12
--54
60
18
--18
6
--24
--30
24
30
18
--12
18
30
18
24
12
--12
--18
--18
6
--42
--30
6
--18
36
--12
66
6
42
12
18
24
-- 24
18
--12
--6
--36
--66
36
--36
24
--6
--12
--30
48
18
--30
--36
18
--12
12
6O
18
18
42
--6
6
6
--18
--48
--6
6
--30
--60
--18
24
48
--18
6O
--6
--3O
--12
--6
24
--66
12
18
42
--36
--42
18
--12
48
6
--18
--72
24
--6
42
24
--18
--18
6
--6
24
6O
--6
--36
--12
12
18
6
--24
72
--48
36
18
--12
30
--48
--12
--24
--36
--12
18
mod 9) Ind 3 _ 0 (rood 3)
54
--12
--48
--36
9O
--12
126
--48
--36
--72
--12
9O
--48
--36
54
--12
--12
--54
--18
42
6
36
--36
--30
6
18
--18
--108
18
42 -12
96
--36
--72
24 -- 12
--36
42 96
18 --36
144
--18
--66 --12
--72
--48 96
--36
36
36
6
--18
--18
--30
6
18
--36
--12
6
--54
54
42
--12
36
--36
36
--6
--18
--12
--24
--18
24
18
--18
6
--6
6
24
18
--36
24
--78
6
--66
12
18
--12
--6
--18
24
30
54
42
--36
36
--12
--6
6
6
48
18
--30
--36
--18
24
--48
18
18
--66
42
42
--18
--36
--18
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Table6. Thecyclotomicnumbersof order18,f even (Cont'd)
P I L
648 (14) : 2
648(15) : 2
648 (16) = 2
648 (17) _--- 2
648 (18) -= 2
648 (19) : 2
648 (IA) = 2
648(1S) = 2
648(1C} = 2
648 (ID) = 2
648(1E) ---- 2
648 (1F) = 2
648 (1G) ---- 2
648 (24) = 2
648 (25) = 2
648 (26) = 2
648 (27) = 2
648 (28) = 2
648 (29) = 2
648 (2A) = 2
648 (28) = 2
648 (2C) = 2
648 (2D) = 2
648 (2E) = 2
648 (2F) = 2
648 (36) = 2
648 (37) = 2
648 (38) = 2
648 (39) -- 2
648 (3A) ---- 2
648 (38) = 2
648 (3C) = 2
648 (3D) ----- 2
648 (3E) = 2
L-_AS(4e) = 2
648 (49) = 2
648 (4A) = 2
648 (48) = 2
648 (4C) = 2
648 (4D) = 2
648 (SA) = 2
648 (56) = 2
648 ($q : 2
648 (6C) = 2
--7
2
2
--7
2
2
2
2
2
--7
2
2
!1
2
2
--1
2
--10
2
2
2
--1
2
--10
--7
--7
2
11
2
2
--7
--16
2
11
2
2
--1
2
--10
2
2
2
--7
29
648 (00)
648 (01)
648 (02)
648 (03)
648 (04)
648 (05)
64e (06)
648 (07)
648 (08)
648 (09)
648 (OA)
648 (os)
648 (00
: 2 --106
: 2 --34
: 2 --34
: 2 --34
: 2 --34
: 2 --34
= 2 --34
: 2 --34
= 2 --34
---- 2 --34
= 2 --34
---- 2 --34
= 2 --34
M ce
27 18
54
--81 18
54
--81 18
54
--27 --18
54
45 6
--18 24
4.5 6
--18 24
27 18
27 18
--54
--27 --18
54
54
27 18
--126
--.54
--27 --18
4.5 6
--18 24
54
--81 18
--81 --54
Ind 2 ---_ 3 (rood 9)
-- 162
2 72
8 18 --48
20 --72
-- I0 36 24
--16 I
--54
2O 90
2 72
8 18 --48
2 .54 I 18
-- 10 36 [ 24
--16 --54
20 -- 72
--36 18
--18
--54
--36
54
--54
18
36
36
18
--18
36
--36
6
36
6
36
--36
--54
42
--36
24
--18
36
18
54
--18
18
--48
--36
--30
18
36
18
Ind 3---- 1 (rood 3)
--18
36
54
--18
--54
--36
36
--72
18
--36
18
--54
--36
18
--12
--36
24
54
--18
18
--36
18
--18
36
36
54
6
--3O
--18
--36
18
18
18
--18
6
--48
--48
18
18
--18
18
36
--18
6
--48
18
--54
54
--36
18
18
36
--54
36
--36
--54
18
18
18
--48
24
18
36
6
36
--30
--36
--18
--18
--36
--18
--18
--36
54
36
6
--54
--18
36
18
--12
24
--90
--18
6
--3O
36
-- 108
18 --36
6 96
--72
42 --12
18
--72
36 -- 36
24 96
--36
42 --12
--18
144
--18
6
--30
54
--12
6
--90
--36
18
18
36
54
--18
--36
54
18
18
--36
6
--3O
--36
36
--54
6
36
24
18
36
36
18
--18
--18
--54
--36
12
36
6
54
--72
--18
--54
24
--84
--18
18
--30
42
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Table6. The cyclotomic numbers of order 18, f even (Cont'd)
648 (0D) = 2
648 (0E) ---- 2
648 (OF) ---- 2
648 (0G) ---- 2
648 (OH) ---- 2
648(12) _ 2
648 (13) _ 2
648 (14) _ 2
648 (15) = 2
648 (16) ---- 2
648 (17) ---_ 2
648(18) ---- 2
648(19) ---_ 2
648 (IA) ---- 2
648 (1B) ---- 2
648 (IC) ---- 2
648 (ID) ---- 2
648 (1E) ---- 2
648 (IF) ---- 2
648(IG) --_ 2
648 (24) ---- 2
648 (25) = 2
I L
--34 2
--34 8
--34 --16
--34 --10
--34 --16
2 ?
2 11
2 2
2 2
2 --7
2 2
2 2
2 2
2 2
2 2
2 --7
2 2
2 2
2 --7
2 2
2 2
2 --7
648 (26) = 2
648 (27) ----- 2
648(28) ---- 2
648 (29) -_ 2
648(2A) ---- 2
648 (28) -_ 2
648 (2C) _ 2
648 (2D) = 2
648 (2E) _ 2
648 (2F) = 2
648 (36) _ 2
648 (37) _ 2
648 (38) _ 2
648 (39) ---- 2
648 (3.4) ---- 2
648 (3B) ---- 2
648 (3C) _ 2
648 (3D) ---- 2
648 (3E) ---- 2
648 (48) ---- 2
648 (49) ---- 2
648 (4A) --_ 2
648 (48) ---- 2
648 (4C) _ 2
648 (4D) _ 2
648($A) -_ 2
648 (SS) ---- 2
648 (5C) ---- 2
648(6C) ----- 2
648 (00) _ 2
648(01) = "2
648 (02) _ 2
648 (03) = 2
648 (04) _ 2
--106
--34
--34
--34
--34
2 --10
2 2
2 --I
2 2
2 2
2 2
2 --10
2 2
2 --I
2 2
2 --7
2 I!
2 2
2 --16
2 --7
2 2
2 2
2 I1
2 2
2 2
2 2
2 --10
2 2
2 --I
2 2
2 2
2 --7
2 2
2 29
56
2
--10
--16
--10
M
72
18 --48
108 --54
36 24
--54
27 36
--54
81 --36
--54
81 --36
--54
--27 --36
54
--27 --36
18 24
--45 -- 12
18 24
--45 --12
--54
-- 27 72
27 36
54
36
--27 --36
--54
--54 --54
27 36
54
18 24
--45 -- 12
81 --36
--54
81
Ind 2 _ 3 (rood 9)
r I108 --36
I08
J --72 J --12
Cl C4 C5
6
54
--36
36
--18
--36
--36
18
18
36
36
--36
--18
54
24
36
--12
--36
36
--54
24
42
--72
--18
--36
36
18
--36
36
--48
36
--30
18
18
Cs Ca
--36
96
--12
"=18
18
18
18
18
--48
6
--48
6 6
36
18
--18
36
18 18
--72
--18
--36
--18
24 --48
36
--12 6
18
18 18
--54
--54
--30
--84
--36
54
36
36
-- 36
--36
18
--36
36
--54
36
--36
36
--54
--12
36
6
18
36
--12
--18
--36
18
6
24
36
36
--18
36
--36
36
--54
--36
18
--36
36
--36
--36
--18
--48
42
18
36
24
--36
--30
36
18
54
--72
36
18
24
--12
18
--36
--18
36
Ind 3_2 (rood 3)
--54
--12
--48
--54
--30
--30
216
--36
--12
--12
54
42
42
36
6
42
18
--36
36
36
18
36
--18
18
--36
36
--54
36
18
--12
--36
--12
--36
--36
18
24
36
6
--72
54
36
36
--18
--12
--36
6
18
36
--54
--36
--54
24
--12
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Table6. Thecyclotomicnumbers of order 1 8, f even (Cont'd)
648 (051
648 (06)
648 (07)
648 (08)
648 (o9)
648 (0A)
648 (08)
648 P)c)
648 (0D)
648 (oe)
648 (oF)
648 (0G)
648 (0_
648 (12)
648 (13)
648 (14)
64e (15)
648 (16)
648 (17)
648 (18)
648(19)
648 (1A)
648 (is)
648 (1c)
648 (1D)
648 (]E)
648 (1F)
648 (1G)
648 (34)
648 (2.5)
648 (26)
648 (27)
648 (28)
648 (29)
648 (2A)
648 (28)
648 (2c)
648 (2D)
648 (2E)
648 (2F)
648 (36)
648 (37)
648 (38)
648 (39)
648 (3A)
648 (38)
648 (3Q
648 (3D)
648 (3E)
648 (48)
648 (49)
648 (4A)
648 (4e)
648 (,4C)
648 (4o)
648 (SA)
648 (SS)
648 (5¢)
648 (6C)
p I co cl cs co ci co
--90 18= 2
---- 2
----- 2
---- 2
---- 2
= 2
---- 2
= 2
= 2
---- 2
= 2
= 2
---- 2
= 2
---- 2
----" 2
= 2
-_ 2
----- 2
----" 2
_- 2
2
---- 2
---- 2
2
-- 2
---- 2
2
2
-- 2
----- 2
2
2
2
2
2
2
_-- 2
2
2
2
2
2
2
---- 2
---- 2
---- 2
---- 2
_-- 2
---- 2
2
2
2
2
---- 2
2
2
_-- 2
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
--34
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
2
L M
--108
108
72
--72
--108
!08
72
--108
--72
-- 108
--7 27
11 27
2
--7 27
--7 --27
2
2
2
2
--7 27
--7 --27
2
11 --27
--7 --27
2
11 --27
--1 --9
2
--! 9
2
2
2
--1 --9
2
--1 9
11 27
2
--7 27
--7 --27
2 --54
11 --27
11 27
2 54
--7 27
--7 --27
2
2
--1 --9
2
--] 9
2
2
--7 27
--7 --27
2
2
20
2
--10
--16
--10
2
20
2
--!0
--16
--10
2
2
72
9O
--36
24
54
--12
72
--72
--36
24
--54
--12
72
18
36
18
--36
18
--36
--18
--36
--18
--12
--12
6
36
54
18
--36
--18
36
--54
18
--36
--12
6
!8
--36
54
18
54
--30
42
--36
42
6
18
18
--54
_90
36
18
--18
36
72
18
_18
18
18
18
42
--54
24
--18
6
--54
6
--18
18
18
--18
--18
--18
--48
18
--30
18
--18
54
18
108
24
42
18
--54
6
--12
72
18
18
18
36
18
--54
--18
--54
--54
18
36
--18
--18
--18
--12
18
42
18
18
--30
18
6
--18
18
18
--18
18
42
--18
--48
--18
54
--36
--36
--72
--36
--12
--12
--36
144
--36
--12
--12
--36
18
--18
18
18
18
18
--18
18
--18
6
6
--18
18
18
--18
--18
18
18
18
18
--216
--12
6
18
--54
--30
--48
--36
18
18
18
36
18
--54
--18
--54
54
--90
36
--18
--18
--18
--48
18
6
18
18
4L
18
--30
--18
18
18
--18
18
6
--18
24
--18
--54
72
18
--54
6
--30
72
108
--30
42
--90
18
54
18
36
18
--18
36
--36
18
--18
18
18
18
--30
--54
--48
--18
4_.
--54
42
--18
18
18
--18
--18
--18
--12
18
6
18
--18
--54
18
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(4) Compute the distinct (k, h)e from Table 6, and use
Table 4 to find all (k, h)e.
(5) If a change of primitive root was made in Step (2),
use Eq. (2) to convert the (k, h)e of Step (4) to those
required for the primitive root g.
E. Examples of Probabilistic
Metric Spaces
A. Garsia/ E. C. Posner, E. Rodemich
1. Summary
This note outlines proofs that certain spaces occurring
in data compression do indeed satisfy the axioms for a
probabilistic metric space. Hence, the theory of epsilon-
delta entropy can be applied to these spaces.
2. Introduction
A probabilistic metric space has been defined in earlier
summaries (SPS 37-35,-36, -37, pp. 328-331, 313-317,
276-277, respectively) as a metric space with a probability
measure such that every nonempty open set is measurable
and has probability greater than zero. Some spaces that
are encountered in the study of data compression are
spaces of functions on the unit interval under some norm,
where the probability is compatible with the finite-
dimensional measures of a Gaussian process. In any case,
it can be shown that the sample functions are in Le with
probability one. Furthermore, open sets in L_ are measur-
able. If the sample functions are everywhere continuous
with probability one, then it can be shown that open
sets in the uniform norm are measurable. This note proves
that the probability of every nonempty open set in either
of these two cases is positive in all cases of interest.
3. The Target Lemma
This section gives a lemma which is enough for our
purposes. A stronger lemma is conjectured.
The Target Lemma. Let T be a compact convex set in
n-dimensional Euclidian space (the target). Let W, be a
family of probability distributions spherically symmetric
about x and strictly decreasing with increasing distance
_Consultant from the California Institute of Technology Mathe-
matics Department.
from x. Let W, be obtained from W0 by translation by x.
Then there exists a y in T such that the probability of T
under Wy is greater than the probability of T under W,
if x is not in T.
Here x is the aiming point, and W_ is the error distri-
bution of a "shooter." The lemma says that it is best to
aim at some point in the target. The proof uses the idea
of supporting hyperplanes and is omitted.
The stronger result conjectured, called the centering
conjecture, states that if T is symmetric about 0 under
the transformation x--> -x, then the origin is the unique
best aiming point. The result is reasonable, but we can
not prove it. We do not need the proof in this note.
4. The Main Theorem
The main result of this note, from which the required
results follow easily, can now be stated.
Theorem 1. Let a Gaussian process be given on the
unit interval, and let E > 0 be given. Then with positive
probability, the L_-norm of the sample functions is less
than e. If the sample functions are with probability one
everywhere continuous on [0, 1], then with positive
probability, the absolute value of the sample functions
is less than e everywhere on [0, 1].
Proof. We prove the result only for the case of con-
tinuous sample functions and the maximum of the
absolute value, the case of L2 being similar. Let U be
the union of all points x in the space X of continuous
functions on [0, 1] such that x is contained in an open
set of probability zero. Then U is open and, furthermore,
has probability zero. For U is a countable union of open
sets of probability zero, since X has a countable dense
subset.
Let V be the set-theoretic complement of U in X. Then
V has probability one; hence it is nonempty. Letting
xo _ V, then every open set containing x,, has positive
probability, by definition of U. Thus, the strip of width
around x has positive probability.
We now use the target lemma to show that the prob-
ability of the strip of width 2e around 0 has probability no
less than the probability of the above strip, hence has
positive probability. Consider any set of points
t0=0<tl<t2< • • • <tn=l.
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We know that
B = pr < x (t,) - x0(t,) < > 0,
where A is the probability of the strip of width e around
x0. The target lemma is used as follows. We have a joint
(n + 1)-dimensional Gaussian distribution on the x(t O.
Perform a linear transformation to independent Gaussian
variables. The "squares" of side _ parallel to the axes go
into congruent "parallelograms" under the linear trans-
formation. The parallelogram centered at zero is the
target.
The target lemma implies that there is at least as much
probability for some "aiming point" which is in the target.
That is, returning to original coordinates, there is a "wig-
gly strip" containing the (n + 1) -- vector 0 = (0, 0, • • • , 0)
of at least as much probability B. Hence, the probability
of the strip of width 2e around zero is greater than B,
since the wider strip contains the wiggly strip.
Thus, the strip of width 2e around zero has probability
at least A, for every finite number of points on [0, 1].
This, in turn, implies that the probability of the strip
(in X) of width 2E around 0 is at least A hence, is positive.
Theorem 1 is proved.
5. Probabilistic Metric Spaces, L2 Case
We now prove that X--L2 [0, 1] is always a prob-
abilistic metric space under the L2-norm for "most"
Gaussian process. Let R (s, t) = E (x (s) x (t)), known to
be eontLnuous on the unit square, be the covariance
function of the process. Let 4'+ (s) be orthonormal solutions
of the eigenvalue integral equation
z R(s,t)_.(t)dt= X.ff.(s).
=0
The 4_ (s) are continuous, x. is non-negative, and the
Karhiinen series _ 0, [)t.]_ _b, (s) converges L2 and almost
everywhere to an Lz-function, where { 0+} are independent
unit normals. Furthermore, the process defined in this
way is Gaussian with covariance R(s,t); the measure
on L2 [0,1] for this process agrees with the original
measure on L2-0pen sets (see, for example, Ref. 6). Also,
Y, )t_ _b_(s) 4', (t) --> R (s, t) uniformly on the unit square
(aef. 7).
Let _ a, 4_, (s) -- y (s) be a typical element of L2. We
show that there is positive probability of being within
of y in the L2 norm, provided only that R has no zero
eigenvalues, so that the _, (s) are complete in Lz. (In any
case, the subspace of L2 spanned by the 4,. is shown to
be a probabilistic metric space.)
Choose N so large that
a_ < d/6.
tl:N
With positive probability,
21/-1
(0_ [;t.]_ -- a.) 2 < ez/3,
n:l
since we just have a finite-dimensional Gaussian to con-
sider. By Theorem 1 applied to the process starting with
_.v (s), the probability that
(o. <
_=N
is positive. By independence, we have, with positive
probability,
N-1
(0. [X.]'+ -- a.) 2 < _z/3
and
(o. < +V6.
11,= _,"
But
(o. [x,,lu 4,.(s) - u (s) = (o. [x.lu - a.)'
n=l 2 n=l
wh,:ch is at most
_2/3 + 2 (
\
+ _ (0. [X,,] v2 -- a.) 2,
n=N
:E
n=N
This last term is, with positive probability, less than
e2/3 + 2 (e2/6 + E2/6) -- e2, which proves Theorem 2.
Theorem 2. The subspace of L_ [0, 1] spanned by the
eigenfunetions of a Gaussian process is a probabilistic
metric space under the L2-norm and the induced prob-
ability measure.
6. The Case of Uniform Norm
The uniform case is slightly more complex than the
L2 case, since the q_, (s) need not span the space C [0,1],
the space of continuous functions under uniform norm,
even if they span L__ [0, 1] in the L2-norm. To show this,
merely take a C-closed subspace of C, which is L2-dense
in L2. (For example, the null space of a linear functional
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on C will do.) It can then be shown that an orthonormal
basis of L2 can be chosen in this subspaee. We can finally
prove:
Theorem 3. The subspace of C spanned by the eigen-
functions in the uniform norm is a probabilistic metric
space under the uniform norm and the induced measure.
Details are omitted. It can be proved that the _n (s)
fail to span C in uniform norm if and only ff there is
a nonzero Borel measure d/_ on [0, 1] such that
f l R (s, t) d_ (t)
=0
is zero for all s in [0, 1] or, equivalently, if and only ff all
a (t) d/_ (t)_n
=0
are 0.
Remark. The support V of the measure on L2 or C is
the complement of the largest open set U of probability
zero. All our results taken together show that V is a closed
subspace of Lz or C.
7. The Stationary Case
In the stationary case, we can say a little more.
Theorem 4. Let R (s, t)= R (s-t) be the restriction to
[0, 1] of a strictly positive definite function on (- oo, oo)
in L1 (- oo, oo). Then C [0, 1] is a probabilistic metric
space.
Proof. The strict positive definiteness implies that
0n (s) span L2 [0, 1] in L2 norm. The only question at
issue is whether the eigenfunctions also span C [0, 1] in
uniform norm. If not, then for some nontrivial Borel
measure (nonconstant function of bounded variation) on
[0, 1], one has that
_ rt (s - t) d_ (t)
=0
is the zero function of s on 0 _ s _ 1.
By Fubini,
l
E x (s) x (t) dr (t) = 0,
=0
and by Fubini again,
E 1 12[ f , ooX(t) d_ (t)
Hence,
=0.
f l x(t) d/_(t) = 0
=0
with probability one. Since d/_ has support in [0, 1], we
conclude that
ft _ x (t) d/_ (t) = 0
=-OQ
with probability one.
Reverse the previous Fubini argument to show that
ff a (s - t) a_ (t) = 0
=-oo
for all real s (ff we write R (s, t) in the above equation,
the result to here does not use stationarity).
Now since R (u)is in 11 (-oo, _) by assumption, its
Fourier transform R is a continuous function of real X.
The Fourier transform _ of/_ is, however, analytic, since
d/z has compact support. By takinj_ Fourier transforms in
the last equation, we have that R ()t)_ (X) is identically
zero in _,, being the transform of the zero function of s.
Since, however, R (X) is continuous and of course non-
zero, R (_) is nowhere zero in some interval. Hence, _ ()t)
is zero in an interval, therefore identically zero. There-
fore, dtt is zero, contradicting the hypothesis. Theorem 4
is proved.
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XXIV. Communications Systems
Information Processing
Research:
A. Estimating the Mean and
Standard Deviation of
Normal Populations
Using Quantiles of
Doubly Truncated
Samples
I. Eisenberger
1. Summary
In this article estimators of the mean t_, and the
standard deviation _, of a normal population are given
using one and two pairs of symmetric quantiles when
the sample values are doubly truncated, the points of
truncation are known, and the sample size is large
(_ 200). That is, there are two values a and b such that
if x > b, measurement x is lost; similarly, if x < a, x is
lost. Such truncation occurs due to sensor scaling on
board a spacecraft. Approximate expressions for the
variances of these estimators are given, and the efficiency
of the estimators is determined relative to the asymptotic
variances of the maximum-likelihood estimators, for two
pairs of truncation points. For each pair of truncation
points, six sets of sample values were chosen from a table
of random numbers in which the entries are distributed
N (0,1), and for each such set of sample values, _ and
were determined using two and four sample quantiles.
2. Introduction
Unbiased estimators of the mean and standard devia-
tion of untruncated normal distributions have been pre-
viously derived using up to ten optimal pairs of sym-
metric quantiles under various restrictions (Ref. 1). But
in the design of statistical space experiments, lower and
upper limits, say a and b, respectively, may be placed on
the values of the random quantity under observation,
with the expectation (or hope) that all the sample values
will lie between these limits. Very often, however, due
to, in most cases, either limitations of sensor design or
imperfect prior knowledge, values are obtained which
lie outside these limits. These values are not recorded;
in this article, it will be assumed that not even the fact
that the extremes are exceeded is recorded. Since the
number of these unrecorded extreme values is not known,
the set of sample values, which lie between a and b, is
said to come from a distribution which is truncated on
the left at a and truncated on the right at b.
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Now if one uses for the tnmcated distribution the
quantile estimators designed for untruncated distributions,
unless a is far out on the left tail and b is far out on the
right taft of the distribution, that is, unless, say a _ Ix - 3o
and b _ Ix + 30, the estimators may be considerably
biased. If the truncation is symmetric; that is, ff b -- Ix
= ix -- a, _ will be unbiased, but _ will still be biased.
If no such symmetry exists, both estimates will be biased.
The estimators proposed below will be approximately
unbiased, but no attempt will be made at this time to
determine the orders of the quantiles which will minimize
the variances of the estimators.
3. Review of Quantiles
To define a quantile, consider n independent sample
values, xl, Xz,''',x,,, taken from a distribution of a
continuous type with density function h (x) and distri-
bution function H (x). The pth quantile, or the quantile
of order p of the distribution or population, denoted by
_p, is defined as the root of the equation H (_) = p; that is,
p=f_"dH(x)dx=f:h(x,dx_
The corresponding sample quantile, Zp, is defined as
follows: If the sample values are arranged in nonde-
creasing order of magnitude
x(,_ is called the ith order statistic and
Zp _-- X[np]+x
where [np] denotes the greatest integer _ np.
If h (x) is differentiable in some neighborhood of each
quantile value considered, it has been shown (Ref. 2,
p. 369) that the joint distribution of any number of sample
quantiles is asymptotically normal as n-+ _, and that,
asymptotically,
E = t,
p (1 - p)
Var (Zp) = nh 2 (_p)
=F,
P12 I--P: (1 -- pl) _]
where p12 denotes the correlation between zpl and zp2,
p_ < p_.
Throughout this article we will denote by F (x) and
f (x) = F' (x) the distribution function and density func-
tion, respectively, of the standard normal distribution,
that is,
f_
F(x)= J_®[(t)dt, where
f (x) =
4. Estimating I_ and (r using Two Quantiles
If g (x) and G (x) are the density function and distri-
bution function, respectively, of a continuous distribu-
tion, then the density function, h (x) and the distribution
function H (x) of this distribution, truncated on the left
at a and truncated on the right at b, are given by
g (x)
h(x) -- C(b) - C(a)'a_ x _ b
and zero otherwise.
H (x) _ I O(x) -- G(a)
-_7(b-'-)--G(a,
x<a
,a<x<b
,x>b
Ifg(x) isanormaldensityfunc_on, thenintherange
a<x<b
g(x)
.<x>:
Now let zl and z2 be sample quan_d!es of a set of
samples taken from a normal population and _uneated
at a and b, such that p2 = 1- p_ > p_. Let _1 and g_
be the corresponding population quantiles of the trun-
cated distribution. Then one has
= p, (1)
If now z, is substituted for ¢1 in Eq. (1) and zz for _2 in
Eq. (2), and then the resulting equations are solved
simultaneously for Ix and o, the values thus obtained,
denoted as _ and _r, are estimates of the true t_ and o.
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Moreover, if
/_- _/_\ (
_,_,__ _2__(_)_
_(_-__!__(o-_,E( ) ] F _: ) =pi, i= 1,2
then E (g) _ t_ and E (_r) _ a.
Approximate expressions for Var(_) and Var (_r) are
given by
(_ (_)_ __Var (;) _ _-_---__ Var (z_) + Var(z2)+2-'_x'@--_.zCov(z_,z2)
^ __(,0aA) 2 _ _2Var(z2)+ 0_ _Var(a)= _ Var(z_) + \3¢_] 2-_-_--_._z Cov(z_,Zz)
where
^ _1_7 denotes ,_t_ denotes 7-- , i = 1, 2and_ vzl z_=_i
To determine the partial derivatives of _ and _r with
respect to z_ and zz, proceed as follows. After substitut-
ing z_ for _ in Eq. (1) and zzfor _.o in Eq. (2), these equa-
tions can be written as
^ (_) _(_) _(_)_(_)-_ --,, _
(5)
z -^ ^ b-" -
_(_)-_(_)-- _.,_¢-__)-_(_)
(6)
By differentiating Eqs. (5) and (6) implicitly with respect
to za and zz, evaluating the resulting four equations at
z_ = _,/_ = tt, a = a and solving for
aL' aG' a_' aG
(3)
(4)
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one has, finally,
.A
aZS_ -A
a#
A
where
Approximate values of Var (_) and Var (_r) can now be
computed for given values of p, and p2.
5. Estimating _ and _ Using Four Ouantiles
Let z_, i = 1,2,3,4, be four sample quantiles of a
doubly truncated distribution, such that
Pl < Pz < p_ < P4 and pl + p4 = p2 -_- p3 : 1.
Let _i, i = 1,2,3,4 be the corresponding population
quantiles of the truncated distribution. Then one has
F(b - ) -p,.i=1.4 (z)
= p_,i = 2, 3 (8)
Solving Eq. (7) simultaneously for t_ and o provides
estimates of _1 and _1 denoted by _1 and ?rl. Then solving
Eq. (8) simultaneously for _t and o provides estimates of
and o denoted by _ and _. Finally, averaging the two
estimates of # and the two estimates of _ gives
= _ (_1+ _) _: _ (r,1+ r,_)
and
var (_) = _ [Var(_) + Var (_) + 2 Cov(_,, _2)]
vat G) = _ [Vat (_,,) + Vat (_) + _ Cov '" ""
_ox, a_lj
Var (_) and Vat (_z) can be obtained from Eq. (3), and
Var(_rl) and Var(_r_) can be obtained from Eq. (4).
Coy (_, _:) is given by
/
where pit denotes the correlation between zi and z_ and
o_ = [Var(z_)]_. A similar expression can be obtained
for Cov(b'_, _) by replacing _1 and _: by _ and _2,
respectively, in the expression for Cov (tZl,ttz)."^
6. Estimating _ and _ Using Quantiles
Hitherto, we have been assuming that we have a
normal population, and we wish to estimate its mean and
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variance from a set of samples from which is deleted an
unknown number of sample values with the specific
property that each is either < a or > b. However, we
may also take the equivalent view that the population,
not the sample, is truncated. According to this viewpoint,
the entire range of the random variable lies between
a and b and no sample values have been deleted. In this
event, one may be primarily interested in _e ..mean and
standard deviation,/_x and ax, respectively, of the popu-
lation, rather than in the values of t_ and a, and since
t_ and _x can be expressed in terms of/_ and _, estimates
A A
#x and _r_ can be obtained from _ and 9.
The mean and variance of a truncated normal dis__n'-
bution are determined as follows:
['b-lzla
_ = E (x) = xh (x) dx = -_/_ (_,U+ _) t (U)dy (9)
_-- as +/_z +
x 2h (x) dx = .i,,-_,/_,
,2, = F.(_) - [e (x)]_ = ,_ 1÷
If tt - a -- b -/_, it is readily seen that
/zx _ /Z
\ _ / \ _ //
_r_----_r2 1- 2-_(b_-_1 j
A
Estimates of t_x and _,, say _ and a_, respectively, can
now be had by substituting _r for ?r and t_ for t_ in
Eqs. (9) and (10).
7. Maximum-Likelihood Estimates of/_ and
A. C. Cohen, Jr. (Ref. 3), derives the maximum-
likelihood estimators of/_ and a, say _ and _, by maxi-
mizing the logarithm of the likelihood function with
respect to _ and _' -- a - r/a, obtaining the two equations
[w_ - w_ - _'] - v_ = 0 (11)
_r_[l _' (w, wz _') w_R ]..... vz --= 0 (12)
where
v, = (x, -- a)
11 i=a
vz=l_ (x,--a) z
_i=x
R--b-a
Solving Eqs. (11) and (12) simultaneously for ¢r and _'
provides maximum-likelihood estimates _ and _'. Since
t_ = a- a._', the maximum-likelihood estimate of /_ is
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given by _ = a - "_". The asymptotic variances of; and
_' are given as follows: Let _" = b - _/_ and let
fl (_", _") = - [1 + _"wl -- _"w2 -- (w_ -- w2) 2]
R
f2(_, C) = - w, [w_ - w1[- _"] + w_ - w, - _'
o"
(")'f_ (e',_") = -j w2(w, - _")
- I2 - ¢"(w, - w, - _') - w_-_]
Then the asymptotic variances of _ and _' and the
correlation between } and _ are given by
F
vary) = -E Lf,_-_ _.1
varS') !l-. ]= n Lflf_-fi
f_
P= P_'_' (flf,)_
To determine Var (_), note first that Var (_) = Var (_;).
Then, assuming that E (_') = _ and E (_') = a -- F/_r, one
has
E (;_) = p [Var (_) Var (_")1½ + a -- t_
and, assuming that _ and _ are asymptotically normal or
almost normal, one has, (Ref. 4)
This result will be used to estimate the eflieieney of the
quantile estimators in Section 9.
8. Examples
Six sets of 200-sample values truncated at --2.0 and 1.5
were drawn from a table of random numbers distributed
N (0,1) (Ref. 5). This was accomplished by discarding
entries which were less than --2.0 or greater than 1.5
until 200 values were obtained in the range -2.0 _ xi
1.5. To generate six sets of sample values truncated
at -2.0 and 2.0, the entries between 1.5 and 2.0 which
were previously discarded were added to the original
200. Thus, for this set of truncation points, n varied
between n : 203 and n : 213.
For the purpose of estimating p. and a using two
quantiles, sample quantiles of orders p_ = 0.2709 and
p2 = 0.7291 were determined for the twdve sets of sample
values. These values of p_ and p_ are optimum with
respect to estimating the mean of an untruncated normal
distribution using two quantiles; that is, the asymptotie
variance of such an estimate of F is a minimum for
p_ = 0.2709 and p_ : 0.7291. For the four quantile esti-
mators, the orders of the quantiles which minimize the
linear combination Vat (_) + Var (_) for an untruneated
normal distribution were chosen. These are
Pl = 0.0668 Pz = 0.2912
p4 = 0.9332 P3 = 0.7088
E [(_',)2] = Var (_) Var (_) (1 + 2_2) + o_ Var _') + Vat ('_) + (a F)2 + 4p (a - tt) [Var ('_) Var ft.,,,,,
var (_) = E [£_')_] - [E (;_")],
: Vat (_) Var (_) (1 + p2) +., Var (_) + Var _) + 2p (a + F) [Var _) Var (_")]½
Case n
1 207
2 208
3 213
4 203
5 209
6 209
Table 1. Values of the sample quantiles
p] : 0.2709
p_ : 0.7291
2 quanfiles
Zl Z2
--0.666 0.508
--0.715 0.513
--0.536 0.576
--0.639 0.553
--0.440 0.618
-- 0.579 0.53 i
a = --2.0, b = 2.0
p_ = 0.0668
p, = 0.9332
p= : 0.2912
ps : 0.7088
4 quantiles
Zl Z:_ ZS 114
1.440 --0.634 0.526 1.281
1.448 --0.656 0.459 i.421
1.388 --0.473 0.507 1.421
1.257 -- 0.557 0.500 1.156
1.123 --0.238 0.473 1.182
1.243 --0.545 0.464 1.251
p] : 0.2709
p: : 0.7291
2 quantiles
a : --2.0, b = 1.5
/! Zl Z2
200 --0.681 0.508
200 --0.733 0.390
200 -- 0.613 0.449
200 --0.639 0.523
200 -- 0.478 0.570
200 --0.603 0.442
p] = 0.0668 p= = 0.2912
p4 = 0.9332 pa : 0.7088
4 quantiles
-- 1.440
-- 1.448
--1.418
-- 1.257
-- 1.132
-- 1.243
='2 Zl
--0.657 0.483
--0.702 0.354
--0.524 0.414
-- 0.562 0.478
--0.285 0.384
--0.560 0.408
1.158
1.161
1.079
1.096
0.987
1.142
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The sample quantiles thus obtained are given in Table 1.
Eqs. (1) and (2) were then solved simultaneously for
each of the twelve pairs of quantiles to obtain twelve
estimates of _ and g, using two quantiles. Eq. (7) was
used to obtain #1 and _1 from the quantiles of orders
0.0668 and 0.9332, and Eq. (8) was used to obtain _2
A
and _ from the quantiles of orders 0.2912 and 0.7088.
and _r using four quantiles were then obt__jned by
averaging. These results are given in Table 2 using
Eqs. (9) and (10), estimates of _, and _, were obtained.
These results are given in Table 3 along with the sample
Table 2. Estimates of/_ = 0 and _r ----1.0,
using two and four quantiles
Case
a _- --2.0, b ---- 2.0 a _ --2.0, b _- 1.5
2 quantiles 4 quantiles
i --0.074 1.066 --0.098 1.083
2 --0.130 1.088 --0.075 1.102
3 0.023 0.950 0.023 0.991
4 --0.052 !.042 --0.048 0.926
5 0.094 0.894 0.085 0.945
6 --0.028 0.948 --0.021 0.913
avg. --0.028 0.998 --0.022 0.993
2 quantiles 4 quantiles
0.004 1.143 0.021 1.185
--0.142 1.023 --0.074 1.091
--0.036 0.945 --0.056 0.942
0.039 1.100 0.030 0.976
0.133 0.948 0.150 0.998
--0.039 0.921 0.026 0.933
--0.007 1.013 0.016 1.021
means _, and the sample standard deviations s,. For
comparison purposes, tt, and _, are also given in Table 3.
9. Efficiency
For each pair of truncation points, the variances of the
estimates of t_ and _, using two and four quantiles, were
dete_ined, as well as the variances of the maximum-
likelihood (ML) estimators. Eft (_) = Var (_)/Var (_) and
Eft (#) = Var (_)/Var (_) were then computed. These
results are given in Table 4. Efl_ciencies of over 0.8 are
obtained with four quantiles. Thus, the usual high
efl_ciencies obtained with quantiles are found. Quantiles
provide good data compression ratios for truncated
measurements.
The results shown in Tables 2-4 indicate that, despite
the somewhat arbitrary choice of the orders of the
quantiles used in estimating the parameters t_, _, tL, and _,,
the estimates thus obtained are quite good, even when
only two quantiles are used. The results shown in Table 4
seem to indicate that a more judicious choice of quantiles
in the two quantile case might well result in a consider-
able increase in Eff(_) with little or no reduction in
Var (_). In the four quantile cases, the high efl_ciencies
of both _ and _ strongly indicate that the orders of the
quantiles used are near-optimum.
Table 3. Estimates of/_, and _r,
2 quantiles
case _ g,
1 --0.054 0.908
2 --0.092 0.915
3 0.019 0.855
4 --0.065 0.898
5 0.080 0.823
6 --0.023 0.854
avg --0.023 0.876
pop 0 0.880
a--_ --2.0, b---- 2.0
4 quantiles
-- 0.071 0.906
--0.052 0.922
0.018 0.875
--0.041 0.842
0.069 0.852
--0.018 0.835
--0.016 0.872
0 0.880
sz
--0.047 0.897
--0.056 0.918
0.029 0.887
--0.043 0.804
0.063 0.838
--0.014 0.875
--0.011 0.870
0 0.880
a---- --2.0, b---- 1.5
2 quantiles
--0.106 0.856
--0.179 0.826
-- 0.098 0.794
-- 0.079 0.843
0.020 0.784
-- 0.095 0.785
--0.089 0.815
--0.083 0.813
4 quantiles
--0.127 0.867
--0.104 0.865
--0.119 0.794
--0.058 0.803
0.015 0.802
--0.051 0.726
--0.074 0.819
--0.083 0.813
7
--0.112
--0.129
--0.081
--0.066
--0.01 !
--0.093
--0.082
--0.083
$z
0.842
0.859
0.799
0.787
0.780
0.788
0.809
0.813
Table 4. Variances and efficiencies of quantile estimators of/L and u
Type a ---- --2.0, b ---- 2.0
of n = 200
estimator Vat 1_) Eff (A) Var I_) Eff _) Var 1_1
2 quantiles 0.007688 0.885 0.013299 0.460 0.010170
4 quanliles 0.007950 0.855 0.007126 0.858 0.010753
ML 0.006801 -- 0.006115 -- 0.008902
a _ --2.0, b _ 1.5
n ---- 200
Eff 1_) Vat 1_1 Eff (_)
0.875 0.018786
0.828 0.011553
0.009146
0.487
0.792
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B. On a Conjecture of Elspas
in Coding Theory
S. W. Golomb x
1. Summary
Let N (n, d) denote the size of the largest binary dic-
tionary with uniform wordlength n, and a minimum Ham-
ming distance d between any two codewords. In Ref. 6,
B. Elspas formulates the conjecture that N (n, d) is even
for all values of n and d. We do some special cases in this
article.
2. Results
First, there is the trivial class of exceptions when d > n,
in which ease N = 1. That is, it is impossible for two n-bit
words to differ in d > n places, but one n-bit word earl
certainly be placed in the dictionary independently of
how large d is. Hence, the conjecture is only plausible
for d --< n. Note that ff d = n, then N = 2, since any word
together with its complement forms a maximum-sized
dictionary for this ease.
We next show that N = 3 is never a possibility. Sup-
pose we had three n-bit words, wx, w_, and ws, in the
dictionary D, with a minimum distance of d between any
two of them. Then let w, = wl _]_w2E]_w3, where _]_
denotes term-by-term modulo 2 addition. Then w, _]_ wi =
_Prepared under Purchase Order 951076 with the University of
SouLk.ern Cal_---_o-_--iaEngineering Department.
wt _ tO,, where (i i k) is any permutation of (123). Thus,
w, is distinct from w, lest wj = wk; and w4 has the same
distance from w_ that wj has firom w_, namely at least
distance d_ Hence, we could adjoin w, to D without de-
creasing the minimum distance. We have in fact proved
that a three-word dictionary cannot even be locally maxi-
mal in that a fourth word can always be adjoined without
decreasing the minimum distance.
For the case N = 5, we produce an example to show
that a locally maximal set exists, for n = 4 and d = 2.
Specifically, let D contain:
o0o0
0 0 1 1
0 1 1 0
1 0 1 0
1 101
Then each of the remaining eleven 4-bit words is adjacent
(distance 1) to at least one of these codewords, while
the minimum distance within D is 2. Of course, this is
not a counter-example to Elspas's conjecture, since em-
cient packing yields N (4,2) = 8, e.g., by taking all words
of even weight.
Since N (n, 1) = 2_ and N (n, 2)= 2_-1, any nonUivial
counterexample to Elspa's conjecture requires 2 < d < n
as well as N_5.
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XXV. Communications Systems Research:
Digital Communications Research
A. Maximum Sweep and Doppler
Rates in Phase-Locked Loops
R. C. Tausworthe
!. Introduction
In 1960, Viterbi (Ref. 1) investigated the response of
simple-order phase-locked devices to various polynomial
input phase functions in the no-noise case. He observed
that a second-order loop with damping factor _ = 0.707
could be made to lock on and track (with constant phase
lag) any input sinusoid as long as its doppler rate Ao was
less than half the square of the loop natural frequency/3.
Lock-on could not be guaranteed for /32/2 < A0 </32,
although once locked, the loop would continue to track,
and for Ao >/92 lock-on was not possible. More recently
Dye (Ref. 2) showed that for _ = 0.5, lock-on is guaran-
teed for Ao < 0.387/32, marginal for 0.387/3 z < A0 </3_,
and absent for A0 >/32.
This article investigates the doppler-rate capability as
a function of loop damping factor and shows that, for a
given fixed loop bandwidth, the best doppler-rate-tracking
loop is one with _ = 0.707. But ff the loop natural fre-
quency is kept constant, the maximum guaranteed lock-on
doppler-rate increases to/32 as _ grows very large.
2. The Loop Equation
The second-order loop we consider is the loop filter
taking the form
1 +r_s
F (s) - , (1)
T15
although in practice this is usually only approxin-,ated, a
But insofar as the approximations are valid, the results we
'The usual loop filter is F(s): (1 +r=s)/(1 + _,s). The transient
behavior is essentially the same for t < rl (Ref. 3).
-J_O
I/(,i(; )si,, i,
RESOLVER
x-y PLOTTER //
Fig. 1. Analog simulation of the loop equation,
normalized for _r_ = 1
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derive will apply to the practical case as well. The non-
linear equation relating the input phase function 0 (t) to
the loop estimate _(t) is most easily expressed in terms of
the phase error _ (t) = 0 (t) - 0 (t)
in which A is the rms input voltage, K is the total open
loop gain of the device, and p --- d/dt is the Heaviside
operator. With the F (s) above, the equation to be inves-
tigated is
0 = cb + AK F (p) sin _ (2) b"-- _ + A..__KK(sin _ + r2 _ cos _). (3)
p r!
-O-
H
'
- _" 0 lr/2
Fig. 2. A typical phase-plane trajectory showing solutions to the loop equation
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In particular, we are interested in inputs with a doppler-
rate 0 = 00 + _2ot + l&Aot2 for which the loop response is
then
Ao= g + _ (_÷ + _4 cos_). (4)
In this expression, for convenience, we have substituted
/_= = AK/T1, where # is the loop natural frequency (Ref.
3).
3. Analog Investigation of Doppler-Rate Lock On
Eq. (4) relates the two variables _ and _ to the loop
parameters A, K, rl, and T2 and to the input parameter
A0. Solutions to Eq. (4) are easily provided, as shown in
Fig. 1, by an analog computer. Fig. 2 shows such solu-
tions in a _ vs _ plot, commonly called a phase-plane
diagram. As _ appears only in the argument of sine and
cosine functions, it is reduced modulo 2rr in the figure;
one starts at a particular initial condition (_ (0), _ (0))
traversing a locus to the right whenever _ > 0 and to the
left when _ < 0, horizontally skipping back to ff = -_r
when the _ = ,r boundary is reached, or back to ff = _r
when the ff = -,r boundary is reached. Whenever this
procedure leads to a focus, the loop attains lock. If the
trajectory diverges, lock cannot be attained.
Note in Fig. 2 (drawn with Ao > 0) that all trajectories
with _ (0) < 0 ultimately lead to lock; whereas those with
(0) > 0 diverge, so lock is never reached. In this case,
lock is guaranteed whenever the VCO is initially tuned
to produce a negative frequency error. On the other hand,
one might have the situation depicted in Fig. 3 in whidi
the traiectory entering A reaches the saddle point at B,
and exits to C; whenever _,t < _c the next segment of the
trajectory lies above ABC, so the trajectory .diverges.
Hence, even though we may have started with _ (0) < 0,
ff the trajectory ultimately reached at ff = 7r a value be-
tween _a and _c, it would ultimately diverge. Lock in
this case cannot be guaranteed. Whenever _a > be, the
next trajectory lies below ABC, and ultimately locks. The
loop producing CA = be (and Fig. 2 is one of these) is
the limiting case such that all trajectories below it ulti-
mately converge to lock.
By analog simulation, the value of Ao/fl 2 producing
_A = _c was determined as the function of damping
factor, shown in Fig. 4(a). Since _ = fir2  _ and the two
sided loop bandwidth wL is given by
--11"
Fig. 3. Limiting trajectory for which loci with ,/)(--_r)
< ffA converge and _ (--_) > _a diverge
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Fig. 4. Maximum guaranteed lock-on doppler rates as a
function of loop damping factor, normalized by
loop natural frequency and |2-sided)
loop bandwidth
the points of Fig. 4(a) can be adjusted to produce A0/u_L,
shown in Fig. 4(b),
w_ (4_ _ + 1) 2 "
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The curves speak for themselves; but note that although
Ao/fl 2 is increasing in _, for a fixed loop bandwidth, the
maximum guaranteed rate Ao is maximized when
= 0.707.
The statements we have made were based on A0 > 0;
however, if A0 < 0, the results are the same, but we must
start with a positive frcquency error to guarantee lock.
B. Correlation of Shortened
PN Sequences
R. C. Tausworthe
1. Introduction
Pseudonoise (PN) sequences are characterized (Ref. 4)
by their maximally distingoishable two-level autocorrela-
tion function; but they are only known to exist when their
length v = 2n -1, or when v is a prime of the type
4N + 3, or when v = t(t + 2), where both t and t + 2
are primes. It is often desirable to have a sequence with
the distinguishable autocorrelation function but with
some different length. Naturally, a question arises as to
the properties of a sequence made from PN shortening.
This article verifies that on the average, such shortenings
need not seriously affect the correlation properties when-
ever the period sought is long.
2. Pseudonoise Sequence Correlation
Let a= {a.} be a +_1 pseudonoise sequence of
period v; its autocorrelation function R_ (m) is given by
V m=0
R. (m) =
-1 m=1,2, • • • ,v-1.
Further, it is known (Ref, 5) that the partial sum
.=1
when averaged over all shifts s of a, is equal to
m=0
m=1,2, • • • ,v-1
and that the variance a_ (r; t) of T_ (m; t, s), about its mean
value T. (m; t), is independent of m and is given by
t(v- t)(v + 1)
az_(m; t) -=- v2
3. Shortened Sequences
Let /3 = {/3n} be a ±1 sequence of period p termwise
related to a
/3. -- a.+_, n = 1,2, • - • ,p
where s is chosen at random and p + 8 = v, 8 _ 0. The
correlation of fl is
p - m 1_
R_(m) -- _, fl./3.÷m + _, ft. 3 .... ,
_=1 n=1)-m_-I
= T.(m;p-- m,s) + T.(m-- p;m,s).
It is obvious that averaging R_ (m) over all values of s
produces
E[Rf_(ra)]=(_--)R.(m)+(m)R.(P -m)
=(P) R_(m), m=O,''',p-X.
We can then compute the mean square value of R_ (m)
E [R_(m)] =
(p- m) (v- p + m)(v + 1)
t _2
m(v - m)(v + 1)
+
19 2
+ E [T. (m; p -- m, s) T_ (m - p; m, s)]
(v + 1) [(p -- m) (8 + m) + m(v - m)]
I) 2
+ E [T.(m;p - re, s) T_(m- p,m,s)]
(v + 1) [(p - m)(8 + m) + m(v - m)] (p- m) (v - m + 1)
+
(v + 1)
-- 2
__ + p(v + 1)_ 3
v --_ (v + 1).
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The normalized correlation of Ca (m) = R O (m)/p is thus
bounded in the mean square by
3(v+ 1_
E [C_ (m)] < _ \7]"
4. An Example
Suppose that the v = 220 -1 = 1,048,575 linear shift
register sequence was shortened to p = 106. The normal
ized mean correlation and variance are
E [C a (m)] = -(1,048,575) -1 _, 0
and
E [C_ (m)] = 1.5272864 × 10 -6.
C. Word Synchronization Time
Using Orthogonal Comma-
Free Codes
J. J. Stiffler
1. Introduction
The use of high index comma-free codes as a means of
obtaining word synchronization is considered in somc
detail in (Ref. 6). Orthogonal (2,_k) comma-free codes
were found for k = 4, 5, 6, 7 having the respective indices
of comma freedom, 2, 6, 14, and 34. A bound on the time
needed to synchronize was determined as a function of
the signal-to-noise ratio, the value of k, and the desired
synchronization reliability. This article demonstrates a
bound which is somewhat sharper than that of Ref. 6,
when the synchronization search is to be accomplished
serially.
outputs from the first correlation at each position to deter-
mine which position resulted in the largest value. Then
the same comparison is made for the maximum of the
outputs from the second correlation at each position.
These comparisons are continued for all M sets of correla-
tions. The position most frequently yielding the largest
output is selected as the true sync position.
This method is obviously suboptimum. On the other
hand, it is easily implemented and could be used in many
practical situations. Most important, a bound on the syn-
chronization time using this approach is clearly a bound
on that resulting from more sophisticated search methods.
3. A Bound on the Synchronization Time
The primary difficulty in determining the synchroniza-
tion time results from the fact that the index of comma-
freedom is only a bound on the expected value of the
out-of-phase correlation. If all correlator outputs had this
maximum expected value the expected value of the largest
of these would, in many cases, exceed that of the largest
in-phase correlation. Fortunately, it is easy to show (Ref.
6) that the sum of the squares of the expected correlator
outputs is constrained. That is, ff/_ is the expected value
of the output of the ith corrdator it can be shown that
2 _
Z _, = A2T2 (1)
i:1
where A is the signal amplitude, and T is the word period.
The comma-free cuuu,,,,,_--'_"_'"l_n..... n_ures us that
where
tL__ t_m_,x= pkAT (2)
ik denoting the index of comma freedom.
2. The Search Procedure
The assumed method of determining the true synchro-
nization is as follows: A sync position is chosen at random
(symbol synchronization is presumed) and decoding com-
mences as though the position were correct. The largest
correlator output, after each "decoding" is recorded. At
each sync position, M such correlations are determined.
The decision begins with a comparison of the maximum
It was shown in Ref. 6 that the possibility that the out-
put of at least one of the correlators exceeds a in absolute
value is maximized, subject to the constraints Eqs. (1) and
(2) when the maximum number of means attain their
maximum possible value subject to Eq. (1), the rest hav-
ing the value zero [except one, which must have some
intermediate value in order to satisfy Eq. (1)]. This is
true for all values of a greater than some minimum value
a0 (of. Ref. 6, pp. 78-82).
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With this fact, the probability of a sync error Pe is easily
bounded as a function of M. For, letting N = 2 _,
Pe "_ (N - 1) Pr {Largest output Xi at ith posi-
tion exceeds that at the true po-
sition M/2 or more times, when
the probability of doing so any
one time is p.}
where
=(N--l) _ (M'_pi(1-p)'-'
j:Xl_\ # l (3)
1 - p = er{Xo_X,} _'-er{Xo:'x, IX0 > _o} er{Xo > _o}
Pr {Xo _ Xi I Xo > a, "worst" configuration
of means} Pr (X0 > a0). (4)
The "worst" configuration of the means, when Xo > ao, is
that maximizing the probability that X_ is greater than
a0. This is the stiuation just discussed. Thus, we conclude
p--_l
(5)
XLL e-"'/_d" LL e-"-":/_d..J d_10 ,
where _/_ = (2Rk)V_. R is the ratio of the signal energy per
bit to the noise spectral density, #_x= #to [(1- 2ik)/2 _]
and #3 = 0. The mean t_2 is defined so that Eq. (1) is sat'is-
fled, and l = [2z_/(2 k - 2ik)2], the brackets denoting the
integer part of the enclosed term.
This bound on the synchronization error probability
has been determined as a function of M and k, with R
chosen so that the synchronous word error achieves some
predetermined value. It is plotted in Fig. 5 when the syn-
chronous bit error probability Pb is 10 -3 and in Fig. 6
when Pb = 10-L From this plot one can select that value
of M necessary to assure correct synchronization with any
prescribed error probability in the range 10 -_ < Pe < 1.
o
_o<,
g
20 40
\
0 60 80 IO0
,414, words
Fig. 5. Synchronization delay when the synchronous
bit error-probabillty is 10 -3
0.0
-2.C \
=6
0 20 40 60 80
M, words
Io0
Fig. 6. Synchronization delay when the synchronous
bit error-probability is 10 -5
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XXVI. Communications Systems Research: Astrometrics
A. The Localization of
Planetary Features
by CW Radar
S. Zohar
1. Introduction
When a CW signal is bounced off a planetary target
such as Venus or the Moon, the reflected signal spectrum
contains various peaks which change position in the course
of time. Assuming that these peaks correspond to fixed
target features, we consider the determination of their
location from a series of such spectra.
The discussion is restricted to the case where the ob-
server-target motion is known. It is shown that under
these conditions, a direct, exact solution independent of
the general shape of the target is possible.
2. Formulation of the Idealized Problem
The doppler shift of the reflected signal can be described
in terms of a scalar doppler field defined throughout all
space as follows: Each point in space has associated with
it a frequency shift, which is the shift that would be ex-
perienced by a signal bounced off a hypothetical reflector
placed there and rigidly tied to the moving target. This
reflector is the "test body" of the doppler field.
When we consider the structure of this field in terms
of surfaces of constant 1 doppler shift, a very simple pat-
tern emerges. The surfaces are coaxial circular cones hav-
ing a common apex at the observer. Both the axis and
angles of the cones are functions of time. Their values,
for each spectrum, can be obtained from the target-
observer motion and the time of the experiment. They
are considered here as known parameters.
In most practical cases, the cone surfaces in the vicinity
of the target can be quite accurately represented by
parallel planes. (See SPS 37-25, Vol. IV pp. 143-157 for a
detailed discussion of this approximation.) Each such
plane is represented by a vector drawn perpendicular to
it from an arbitrary "center" in the target. =
1Spatially constant, not time constant.
_l_he doppler field is completely determined by the velocity which
an "observer" located at a fixed but arbitrary point of the target,
would assign (in his target-fixed frame) to the radar antenna. His
location is referred to as the "center" of the target. For spherical
targets, it is convenient (though not necessary) to locate the
"center" at the center of the sphere.
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Since these planes are parallel, it is convenient to ex-
press all the associated vectors in terms of a single unit
vector p. The plane whose distance from the "center" is a,
will thus be represented by the vector ap.
Consider a point on the target that has a reflectivity
which is significantly higher than that of neighboring
points (a feature). The signal reflected from it will be
enhanced so that the overall spectrum will show a local
maximum at the frequency corresponding to the plane
passing through that point. Measurement of the fre-
quency shift corresponding to that point and knowledge
of the structure of the doppler field at the time of meas-
urement will, thus, yield the vector ap of the plane
passing through the feature. If we perform the same
experiment later, the doppler planes will, in general,
be differently oriented so that a different plane will now
pass through the feature, giving us a new vector ap.
In principle, three such measurements should suffice
to uniquely locate the feature, since, belonging to the
three planes, it must be located at their intersection; but,
because of experimental errors, such a determination
would not be very reliable. Hence, we have to take a
much higher number of measurements, and the cor-
responding planes will not have a common point. This
leads to the formulation of the following abstract prob-
lem: we are given two points 0, A and a family of N
planes which, in the absence of error, all pass through
the point A. Each plane is specified in terms of its
vectorial distance from the point 0, ai p_. The pi's are
known without error. The a/s are random variables nor-
mally distributed with variance o-_. Vvqaat is the best
estimate of the vector r0 = 0A, and how reliable is it? _
3. The Best Estimate of the Position Vector
We consider the situation described in Fig. 1 for a
specific plane, ai is the true value while _i is the measured
value. The difference between the two is the distance
error 8_
A A
8i = ai -- ai : a_ -- ro" pi. (1)
The assumed distribution of _i implies that 81 is a
Gaussian variable with zero mean and the variance _.
Hence, the probability of obtaining a specific 8i (in one
measurement) is proportional to exp ( - 8_/2o-_). In estimat-
ing to, N such measurements are performed. Assuming
the errors in these measurements to be independent, the
aThe normality of the a_ distribution is not necessary for the esti-
mation of to; it is needed, however, for the determination of the
reliability of the r0 obtained.
DOPPLER PLANE
THROUGH FEATURE
DOPPLER PLANE
0 THROUGH"CENTER"
Fig. 1. Geometry of the doppler planes
probability of getting the specific plane configuration
observed experimentally is just the product of the indi-
vidual probabilities. Thus, the overall probability will be
proportional to
--_ 1"exp[ 1_ (8-L_ "2 i:_ \o-i/
Obviously, the best estimate of r0 is the value which
maximizes this probability. Thus, we are led to consider
the minimum of the scalar function
F(r): _ (8i_ 2-- _ ^
i=1 \O'i/ i:l\ O''" r -_i/
_ _ ^: _(_i_' 2(za, PL_.r+r. ---- r.
i=l\°'il \i=_ o'i o'i/ \i=1 o-'. o',-/
(9)
We introduce now the following notation
A
i=_ \o-i/
A
al p,:,1(:,)(=):v
(_.") (_.)=. (a symmetric dyadic). (5)
i=l
F (r) now becomes
(4)
F(r) = K _ - 2v-r + r" _'r.
The condition for a minimum of F (r) is 4
(o)
dF(r) = VF(r)-dr = 0. (7)
_Strictly speaking, Eq. (7) is a condition for an extremum. That
this extrernum is actually a minimum, will be seen later.
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A
This has to hold for all dr; hence, we get for r0, the
estimate of r0,
r ^[ vF( )]r:.o =0.
Applying this to Eq. (6) and noting that V r = I (the
identity dyadic), we get
• • ro = v to)
The only unknowns in Eq. (8) are rA0and the ai's which
are implicitly involved in 0, v (Eqs. (4) and (5)). While
the ai's cannot be reasonably estimated until _o has been
of r0. seefound, their ratios are independent ^ To this we
recall that while we have been treating here Hi, the
distance between doppler planes, as the observable being
measured, the actual measurement is in terms of the
separation of the corresponding frequencies in the
spectrum. The two are simply related by the doppler
scale factor S i.
ai Sill, ^ = S ^= • ai ifi (9)
^
fi are the "true" frequencies, and fi are their experi-
mental estimates. The Si's are completely prescribed by
the system motion and thus, are known parameters. The
ai's appearing in Eqs. (3)-(5) refer to the distribution of
al. Hence,
_n _ _r_i = S_at, (10)
where a_i is the variance of the frequency measurement
in the ith experiment.
We assume now that the mechanisms leading to errors
in the measurement of spectral frequencies are the same
throughout the whole sequence of N experiments. 5 This
means that atl is actually a constant (independent of i).
We denote
ati : a (11)
so that finally
ai : Sia. (12)
Thus we see that the ratios of a_'s are available param-
eters independent of _0. Furthermore, examination of
Eqs. (4), (5), and (8) reveals that "r0 is invariant to a
multiplication of a_ by a constant. Hence, we can arbi-
trarily (and temporarily )set a = 1 in Eq. (12). This is
equivalent to the replacement (in Eq. 8), of the unknown
ai's by the known S/s and thus leaves _0 as the only un-
known in it. The solution for 'r0 is, therefore, straight-
5This is done here for simplicity. One could introduce specific
ratios of the frequency variances.
forward, involving the inversion of the 3 )< 3 matrix
representation of O.
Having found t^o, we can compute what the "true"
frequencies f, should have been, and we are, therefore,
in a position to compute the unbiased estimate of a,
(_) as follows
^. 1 _ ^
a2 - N - 3 ,_.E (/, -- f,)'. (13)
This result has two important aspects: First, we have here
an overall method of estimating frequency errors in the
whole experimental set-up. Though the result obtained
this way is somewhat dependent on any errors in the
assumed system motion, this effect is reasonably small
when the N measurements span a time interval which
is small compared to the basic periodicities of the sys-
tem. Thus, it has been found that the Goldstone facilities
associated with the Venus experiment are characterized
by a frequency standard deviation of about ¼ Hz. 6
The second aspect of Eq. (13) bears on the reliability
of the computed estimate of the position vector of the
feature. This is considered in detail in the next section.
4. Reliability of the Position Vector Estimate
The computed 'r0 is unique in having the highest
probability of being the true ro. This by itself, however,
is meaningless unless we supplement it with additional
information regarding the sharpness of the probability
maximum at _o. This leads us to examine the probability
of the position vector of A (the feature) being an arbitrary
r. It is convenient here to express r in terms of _o as
follows:
^ r' (14)r- to+
A
.'. VO') = - 2v.7o - 2v-r' + r"¢' "r' ro
+
But •. _o -----v. Hence,
F(r) = K 2 + r"O"r' (15)
and its lowest value is just K 2 (r' = 0). Therefore,
p(r')--_ Prob. {ro :_o + r'} = Prob. {r0 :'_o} e -r''''_'
= p (0) e-r'.*-r" (16)
"Actually it was found that ali _ 0.36 Hz but each f, is obtained
as the difference of two frequencies. Hence, this value should be
divided by (2)V2.
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Obviously, all points for which
r_ • $- r' = constant
have the same probability. Furthermore, ff p (0) is the
highest probability, then this constant must be positive
(see Eq. (16)). Thus, in anticipation of the final result,
which involves the X2 distribution, we set
X 2
r'-O-r' = _-. (17)
This prescribes the equiprobable surface as an ellipsoid
^
centered at ro. To determine the orientation and length
of the axes of this ellipsoid, we express $ in terms of its
eigenvalues X_ and normalized eigenveetors e_. (These
are orthogonal since $ is symmetrical.) Thus,
3
i=I
Substituting this in Eq. (17) and dividing by x2/2 we get
3 (r"¢,)'
(Zxd 
-- I. (18)
We have here the canonical equation of an ellipsoid
whose axes are parallel to e_ and whose semiaxes are
given by
ith semiaxis = x
(2x,)_ " (19)
This representation is valid only ff the eigenvalues of •
are real positive. Reality is guaranteed by the symmetry
of $. To show that the eigenvalues are positive we start
with the basic eigenvalue equation
• "ei : )kiei
and dot it with e. getting
X, = ei'''e, : ei"(]_ PkP-3-k'_'e,
\_=t o_ o'k/
= _ (ei'pky > O. QED.
k=_\ _ /
In the actual computations it is convenient to deal with
one and the same dyadic in both the eigenvalue prob-
lem and the inversion required for the determination of
to. (Actually, one might even compute the inverse via
the eigenvalues and eigenvectors.) Now, we have seen
that for the inversion we could replace c,i by S_. (That
is, assume _, = 1.) Noting that $, and hence its eigen-
values, are inversely proportional to _, we can compute
the eigenvalues with the same assumption and correct
for the true _ later.'
Denoting the eigenvalues of
_v Pi p,:$' = Y, (20)
_=1 Si Si '
by ;t'
_, we get for the eigenvalues of
P_ P_
i=1 O'," q."
xg
)tk ---- --. (21)
This yields the following semiaxes
ox
ith semiaxis - (2x')½ " (22)
Eq. (22) shows explicitly the dependence of the equi-
probable surfaces of the estimated go on the variance of
the measurements.
Having determined the equiprobable surfaces, we
proceed now to evaluate the practically meaningful
probability of finding A inside such a surface. Let the
ellipsoid being considered be characterized by ×o in
Eq. (17), (the "Xo ellipsoid"). We denote the probability
of finding A inside it, P0. Obviously, Po can be obtained
by volume integrations of the (infinitesimal) prooat,m,y'_-q'""
p
f e-"'*'_' dV
over ":go el 1 lpsoid"
Po= (23)
e-_,.t._, dV
over all space
It is easiest to perform the integrations in terms of ellip-
soidal shells. The volume of V of a "x ellipsoid" is
Hence,
4 X3
V_ --_
3 23/2 ()_1X2)_3)_" (24)
(2)_
dV : (XlX2)_3)I _ X 2 d x (25)
'The eigenvectors are independent of o.
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and, therefore,
f0 °e-_2/2 xz dx
P0 _ oO
fo e-×2/z x2 dx
This is essentially the x _ distribution. To see this we
substitute
X 2 _U
getting finally,
fo x°,e - u/z u 1/zdu
eo = _ _P(xo_13). (26)
fo e-U/_ ul/Z du
The symbol on the right stands for the standard X2
distribution with 3 degrees of freedom.
error in f (0)i be Af (0)i, then the corresponding error in
fl, af_ is
Af, = - zxf (0),
so that
IAfll I A_[/_'_ I :_l.r/r,x ,
-- I•_j _,,/, _ (28)f_ F_
where Fi refers to the spectrum bandwidth. Now, under
usual circumstances, f (0) is several orders of magnitude
larger than F so that even though dxf (0) is a very small
fraction of [ (0), it could still be significant when com-
pared to F. We illustrate this with an example from the
present Venus experiment. The example is taken near con-
junction when the effect is most severe. On January 15,
1966 the following values were obtained
f (0) = 76 krlz
zxf (0) = -3.4 Hz
F -- 43 Hz.
In the practical application of this result we use the
inverse tabulation of the X 2 distribution, that is, we
choose specific probabilities of interest, say, 0.99, 0.9, 0.5
and find the corresponding values of x 2. These are then
used in Eq. (22) to find the corresponding ellipsoids.
This completes the discussion of the effects of random
errors. In the next section we take up the effect of a
specific nonrandom error.
5. The Effect of Ephemeris Errors
The raw data which are the input to the scheme con-
sidered here are the frequencies fi appearing in Eq. (9).
Each such frequency is actually a difference of two fre-
quencies as follows:
f, -- f (A), - f (0),. (27)
f(A)i is the frequency of the spectral peak associated
with feature A. f(O)i is the frequency of the "center"
plane (Fig. 1). It can be shown that this frequency is
independent of the rotation of the target about 0, de-
pending only on the velocity of 0 relative to the observer.
This velocity is usually known to a high degree of
accuracy. In spite of this, di_culties due to insufficient
accuracy do arise. The reason is quite simple. Let the
Hence, from Eq. (28),
We see that a relative velocity error of only about 5 • 10 -_
has led to a 16_ error in fil
It is true that as we move away from conjunction, this
error will diminish. We stress, however, that we have
only computed a lower bound as far as the position of
the measured peak on the spectrum is concerned. As it
approaches the center, the actual error increases.
To get a general idea of the effect of such an error
on the computation of t^o, we reproduce here Eq. (8) in
a somewhat more explicit form to show the linear de-
pendence of _o on fi. (Note that • is not a function of fi.)
i=1
(29)
/% A
Obviously, if an error term dxfi is added to each fl, the
,,_ ^
resultant error in ro, _ro will be
ar0 --- --0-_" dill . (30)
82 i=l
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An idea of the magnitude of this effect can be obtained this method depends on the sphericity of the target. The
by considering the special ease effect of small slopes is being investigated.
-- constant.
Here
Thus, an error like the one considered in the example
would be quite intolerable in this special ease.
Fortunately, such large errors can be avoided by fre-
quent ranging to keep track of the ephemeris error and
correct for it. s This approach can appreciably reduce the
error, but there is some evidence that a much smaller
residual error still remains. It should be pointed out that
_'his method was originated by Dr. R. M. Goldstein.
An alternative approach that actually circumvents the
diflqeulty we have been considering here is to modify our
goals, and instead of trying to determine the position
vector of a feature, estimate the vectors connecting pairs
of features which appear on the same spectrum. Nothing
would really change in the actual computation. We could
s1511compute the position vectors of the various features
but instead of regarding these as the final result, we would
take differences of position vectors derived from the same
set of spectra. From Eq. (30) it is clear that, in the sub-
traction process, the effect of af_ is cancelled out, and
we get vectorial distances between features which are
more accurate than their individual position vectors. The
possibilities here are quite exciting. Thus, as the various
features sweep across the spectra in the course of time,
we could actually establish a grid which would cover all
the observable features. This, in effect, would amount
to performing "planetary triangulation" without range
gating.
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