Abstract. In this paper, we study the representations of the new finitedimensional pointed Hopf algebras in positive characteristic given in [6] . We find that these Hopf algebras are symmetric algebras. We determine the simple modules and their projective covers over these Hopf algebras. We show that these Hopf algebras are of wild representation type.
Introduction and Preliminaries
The construction and classification of Hopf algebras play an important role in the theory of Hopf algebras. During the last few years several classification results for pointed Hopf algebras were obtained based on the theory of Nichols algebras [1, 2, 3] . In [6] , Cibils, Lauve and Witherspoon studied Nichols algebras via an embedding in Hopf quiver algebras. They constructed some new finite dimensional Hopf algebras in positive characteristic p, which are pointed Hopf algebras over Z n , the cyclic group of order n, where p|n. In this paper, we study these Hopf algebras.
We organize the paper as follows. In this section, we recall some properties of projective cover and representation theories of Artin algebras, and integrals in a finite dimensional Hopf algebra, which can be found in [4, 9, 11] . In Section 2, we introduce the Hopf algebras B(V )#kG and its "lifting" H(λ, µ) given in [6] , and investigate some properties of H(λ, µ). We show that B(V )#kG and H(λ, µ) are symmetric algebras. In Section 3, we describe the simple modules over H(λ, µ).
Then we consider the tensor products of simple module by using the idea of [5] and prove that the tensor product of any two simple modules is indecomposable.
Through computing idempotent elements, we find the projective covers of these simple modules. In Section 4, we compute the extensions of some simple modules over the Hopf algebras and prove that these Hopf algebras are of wild representation type. Now we recall some general facts about the representation theory of a finite dimensional algebra. Let A be a finite dimensional algebra over an algebraically closed field and A = {S 1 , · · · , S n } be a complete set of non-isomorphic simple Amodules. Let P (S) denote the projective cover of S, S ∈ A. It is well-known that A A ∼ = S∈ A P (S) dimS as left A-modules by Wedderburn-Artin theorem.
Let H be a finite-dimensional Hopf algebra. A left integral in H is an element
t ∈ H such that ht = ε(h)t for all h ∈ H. A right integral in H is an element t ′ ∈ H such that t ′ h = ε(h)t ′ for all h ∈ H. [11] ). A k-algebra A is called symmetric if there exists a nondegenerate k-bilinear form β : A × A → k, which is associative and symmetric. A symmetric algebra A is self-injective, that is, the left regular module A is injective. A finite dimensional
Hopf algebra H is a symmetric algebra if and only if H is unimodular and S 2 is inner, where S is the antipode of H [10, 12] .
Throughout this paper, we work over an algebraically closed field k with a positive characteristic p. All algebras, Hopf algebras and modules are finite dimensional over k. Unless otherwise stated, all maps are k-linear, dim and ⊗ stand for dim k and ⊗ k , respectively.
The Hopf Algebras B(V )#kG and H(λ, µ)
Let n > 1 be a positive integer with p|n. Let G = g be the cyclic group of order n. Then kG has a 2-dimensional indecomposable right-right Yetter-Drinfeld module V . V has a basis {v 1 , v 2 } such that the right kG-action and kG-coaction are defined by
Then one can form a Nichols algebra B(V ) and the corresponding pointed Hopf algebra B(V )#kG. B(V )#kG is a finite dimensional graded Hopf algebra, which is generated as an algebra by three elements g, a and b (see [6] ).
When p = 2, the generators g, a and b of B(V )#kG are subject to the relations: 
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The coalgebra structure and the antipode of B(V )#kG are determined by
Note that kG is the coradical of B(V )#kG and kG is a Hopf subalgebra of B(V )#kG.
Furthermore, one may construct filtered pointed Hopf algebras as "lifting" of B(V )#kG, that is those whose associated graded algebra is B(V )#kG. In the case of p > 2, Cibils, Lauve and Witherspoon gave some examples of liftings of B(V )#kG, which can be described as follows.
Assume p > 2, and let λ, µ ∈ k. The Hopf algebra H(λ, µ) is generated, as an algebra, by g, a and b with the relations
The coalgebra structure and the antipode of H(λ, µ) are determined by the same equations as B(V )#kG. Note that kG is the coradical of H(λ, µ) and kG is a Hopf subalgebra of H(λ, µ). Moreover, when λ = µ = 0, H(0, 0) = B(V )#kG.
(2) B(V )#kG is a symmetric Hopf algebra.
Proof.
(1) It can be proved by induction on i from the relation g −1 bg = a + b.
(2) Let H = B(V )#kG. Then the set {g i abab 3 |0 i n − 1} are linearly independent in H by [6, Theorem 3.1 and Corollary 3.4]. Let t = (
Then t is a non-zero element of H. Since g n = 1, g(
It follows that gt = t = ε(g)t. By the definition of H, we also have at = (
On the other hand, we have a(a + b) = a 2 +ab = ab and bg = g(a+b). Hence tg = (
We also have ta = ( In the rest of this section, we assume p > 2. Let n = p s t with p ∤ t and s 1.
Let λ, µ ∈ k. Now we give some properties of H(λ, µ).
Lemma 2.2. In H(λ, µ), we have 
Hence one gets that α m+1,0 = α m,0 , α m+1,m+1 = − Proof. From g n = 1 and chark = p, it is easy to check that g(
are linearly independent (see [6] ), t = (
Since g, a, b are generators of H(λ, µ), one gets that l H = kt. On the other hand,
where we use the facts that a 
(2) If t > 1 and λµ = 0, then a, b ∈ J.
(1) Assume t = 1. Then n = p s . Since chark=p and a p = λ(1 − g p ), we have
On the other hand, we have ag = ga and
Hence aH(λ, µ) = H(λ, µ)a, and consequently H(λ, µ)a is equal to the ideal a of H(λ, µ) generated by a. It follows that (H(λ, µ)a) n = H(λ, µ)a n = 0. Thus, H(λ, µ)a ⊆ J, and so a ∈ J.
Similarly, we have b n = 0. Consider the quotient algebra H(λ, µ)/ a of H(λ, µ) modulo a . Then H(λ, µ)/ a is generated, as an algebra, by g and b.
In this case,
we have gb = bg. It follows that the ideal b of H(λ, µ)/ a generated by b satisfies
(2) Assume t > 1 and λµ = 0. Then g Lemma 2.5.
Proof. Assume λ = 0. Let g, a, b and g 0 , a 0 , b 0 denote the generators of H(λ, µ) and
2 . It follows that there is an algebra map
It is easy to see that ϕ is a Hopf algebra homomorphism. Similarly, there exists a Hopf algebra homomorphism ψ :
Simple modules and Projective Modules over H(λ, µ)
Throughout this section, assume p > 2. Let n = p s t with p ∤ t and s 1. Let ξ be a t-th primitive root of unity in k. Let λ, µ ∈ k. We will investigate simple modules and projective modules over H(λ, µ) in this section. Note that kG is the coradical of H(λ, µ).
Since p|n, we know that kG is not semisimple. It has t non-isomorphic simple modules, which are all 1-dimensional and given by the corresponding algebra
Moreover, kG has n non-isomorphic indecomposable modules, which can be described by the matrix representations as follows:
where 1 r p s and 0 i t − 1 (see [7] ). generated by a and b. Hence the theorem follows.
In the rest of this section, assume t > 1.
such that g · v = αv and a · v = βv for some α, β ∈ k with β = 0, then the following statements holds: 
where γ j ∈ k for 0 j m − 1. Hence we have
contradiction.
(4) It follows from Parts (1) and (3). 
Proof. Let 0 i t − 1. Then it is easy to see that there is an algebra map
By the proof of Lemma 2.4(1), one knows that the ideal a of H(0, µ) generated by a is equal to
Hence a ⊆ J, the Jacobson radical of H(0, µ). Thus, any simple H(0, µ)-module is a simple module over the quotient algebra H(0, µ)/ a . However, H(0, µ)/ a is a commutative algebra and k is an algebraically closed field.
It follows that any simple H(0, µ)-module is 1-dimensional and determined by an algebra map from H(0, µ) to k. Now let ρ : H(0, µ) → k be an algebra map. Then
This completes the proof.
For the case of λ = 0, by Lemma 2.5, we may assume λ = 1. Let S 0 be the trivial H(1, µ)-module given by the counit ε : H(1, µ) → k. Then dimS 0 = 1, and
Now let A be the subalgebra of H(1, µ) generated by g and a. Then A is a Hopf subalgebra of H(1, µ). Hence H(1, µ) is a free right (left) A-module [11] . Note that A is a commutative algebra. For 1 i t − 1, there is an algebra map
Proof. We have already known that S 0 is a simple H(1, µ)-module and dimS 0 = 1. Now let M be a simple H(1, µ)-module. Since k is an algebraically closed field and ga = ag, there is a non-zero vector v ∈ M such that g · v = αv and a · v = βv
Now let 1 i t − 1 and take
Hence α t = 1, and consequently α = ξ i for some 0 i t − 1. Since
We divide the discussion into the following two cases.
For the case: i = 0. In this case, 
Since both S i and M are simple, ψ must be an isomorphism. 
h(u) = max{i 1 + j 1 |x i1,j1 = 0} and let u(1) = max{i 1 |x i1,j1 = 0 for some j 1 } and u(2) = max{j 1 |x u(1),j1 = 0}.
With the above notations, we have the following lemma.
Proof. Let v 1 (1) = m and v 1 (2) = s.
(1) It follows from Lemma 3.2(1).
(2) Assume s = 0. By Part (1), we have 0 m < l.
(3) Assume s > 0. Then
there is an element u ∈ S i ⊗ S j with h(u) l and u(1) < l such that g · u = ξ i+j u,
follows from Lemma 3.5 that m 1 < l and there is an elements u
Since u 1 (1) = l and u ′ 1 (1) = m 1 < l, u 2 (1) = l, and so h(u 2 ) = l. By replacing u 1 with u 2 , it follows from Lemma 3.5 that there is an
where
, then the theorem follows. Otherwise, let v 3 = g · u 3 − ξ i+j u 3 = 0, v 3 (1) = m 3 and v 3 (2) = s 2 . Since u 2 (1) = l and u ′ 2 (1) = m 2 < l, u 3 (1) = l, and so h(u 3 ) = l. Then we may repeat the above procedure by replacing u 2 with u 3 , and continue. Thus one may get a series of elements u
, · · · . We claim that the above procedure will stop. In fact, if v q = g · u q − ξ i+j u q = 0 for all q 1, then m q+1 < m q , or m q+1 = m q and s q+1 < s q for all q 1. Since
Then it follows that s q > s q+1 > s q+2 > · · · 0. This is impossible. Thus, there exists an integer m 1 such that v q = g · u q − ξ i+j u q = 0 for all 1 q m, but g · u m+1 − ξ i+j u m+1 = 0. Then the theorem follows. 
has the form
where each G st (s t) is a upper triangular p × p-matrix, and G ss has the form 
with α i1,i1+1 = 0. Hence ξ i+j is the unique eigenvalue of the action of g on S i S j .
Moreover, r(ξ
where V ξ i+j is the eigenspace of the action of g on S i ⊗ S j .
. Then by Theorem 3.6, there is an element u
Obviously, u l (1) = l and h(u l ) = l for all 0 l p − 1. It follows that {u 0 , u 1 , · · · , u p−1 } ⊂ V ξ i+j are linearly independent
Again by Lemma 3.2, one gets
, and hence
If a · u = αu for some α ∈ k, then by comparing their coefficients of the item b l · v ⊗ w, we find that α = 1 − ξ i+j . It follows that 1 − ξ i+j is the unique eigenvalue for the action of a on V ξ i+j . Using Lemma 3.2, one finds that the coefficient of the
For case 1: i + j = t. In this case, a · u − (1 − ξ i+j )u = 0, and hence u is not an eigenvector of the action of a. It follows that u 0 is the unique common eigenvector of the action of g and a up to a non-zero scale multiple. It follows from Theorem
that soc(S
For case 2: i + j = t. In this case, 1 is the unique eigenvalue of the action of g. It follows from Theorem 3.4 that any simple submodule of S i ⊗ S j is isomorphic to S 0 , and is spanned by a non-zero vector
we have g ·u 0 = u 0 and a·u 0 = 0. By Lemma 2.2(2), it follows that g ·(b
This completes the proof. Now we are going to investigate the indecomposable projective modules over
H(λ, µ).
Let e i = 
has a unique eigenvalue ξ i with multiplicity p s . By Lemma 2.2, g p ∈ Z(H(λ, µ)), the center of H(λ, µ). Hence {e 0 , e 1 , ·, e t−1 } is a set of central orthogonal idempotents of H(λ, µ). It follows that H(λ, µ) = 0 i t−1 H(λ, µ)e i is a decomposition of the left regular module H(λ, µ), which is also a composition of H(λ, µ) as two-sided ideals.
Thus, the action of g on H(λ, µ)e i has the unique eigenvalue ξ i (with multiplicity of p s+2 ). So g has the unique eigenvalue ξ i when it acts on every principal projective module occurring in H(λ, µ)e i .
Note that dimH(λ, µ)=dim(B(V )#kG) = p 2 n = p s+2 t and
Now we can prove the main results of this section.
Theorem 3.8. Let {T 0 , T 1 , · · · , T t−1 } be the complete set of non-isomorphic simple
Proof. Since ξ i is an eigenvalue of the action of g on
the unique eigenvalue of the action of g on P (T i ). It follows that P (T i ) must be the unique summand of H(0, µ)e i up to isomorphism of H(0, µ)-modules. Since dimT i = 1, the left regular module H(0, µ) has the decomposition H(0, µ) ∼ = 0 i t−1 P (T i ), which forces that P (T i ) ∼ = H(0, µ)e i . Now we are going to consider the case of λ = 1. Let us first show the following lemma for the case of µ = 0. 
This completes the proof. 
e i , and
, where
is the unique eigenvalue of the action of g on P (S i ). It follows that P (S i ) must be the unique summand of H(1, µ)e i up to the isomorphism of H(1, µ)-modules. By
Wedderburn-Artin Theorem, the left regular module H(1, µ) has the decomposition
Assume µ = 0. Then by Lemma 3.9 we have (1, 0) ), we have a p ∈ Z (H(1, 0) ). Therefore, we have
Then e i 2 = α e i with α =
Hence H(1, 0) e i is a summand of H(1, 0)e i as a left H(1, 0)-module. It follows that
Since
Now assume µ = 0 and s = 1. 
Then it follows from an argument similar to the case of µ = 0 that (e 
where 0 i t − 1. In particular, if t = 1, then H is a local algebra.
} is a set of primitive orthogonal idempotents in kG and g (1) There is a k-basis
Proof. Let M be a left He i -module of dimension 2. Then M is a kGe i -module. 
Let A and B denote the matrices of the actions of a and b with respect to the basis
A is a nilpotent matrix, and so α 1 = 0.
From bg = ga + gb, one knows that
Hence β + ξ i α 2 = β = 0, and so α 2 = 0. Thus, A = 0 and B = 0 γ 0 0 . In this case, M has the structure described in (2) . 
Then one can get that γ 1 = γ 2 .
Remark 4.5. Let 0 i t − 1 and β, γ ∈ k. Then there is an algebra map 
Otherwise, M (β, γ) is indecomposable.
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Let {v In the rest of this section, assume p > 2 and λ, µ ∈ k. We will consider the representation type of H(λ, µ). Let {e 0 , e 1 , · · · , e t−1 } be the set of central orthogonal primitive idempotents of H(λ, µ) described as in the last section. Then H(λ, µ) has t blocks H(λ, µ)e i . Hence we only need to consider the representation type of each block H(λ, µ)e i . We first consider the case of λ = 0. From Theorems 3.3 and 3.8, 
