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Abstract
The one-parameter family of second order nonlinear difference equations each of which is
given by
xn−1xnxn+1 = xn−1 + (xn)
β−1 + xn+1 (β ∈ N)
is explored. Since the equation above is arising from seed mutations of a rank 2 cluster
algebra, its solution is periodic only when β ≤ 3. In order to evaluate the dynamics with
β ≥ 4, the algebraic entropy of the birational map equivalent to the difference equation is
investigated; it vanishes when β = 4 but is positive when β ≥ 5. This fact suggests that the
difference equation with β ≤ 4 is integrable but that with β ≥ 5 is not. It is moreover shown
that the difference equation with β ≥ 4 fails the singularity confinement test. This fact is
consistent with linearizability of the equation with β = 4 and reinforces non-integrability of
the equation with β ≥ 5.
1 Introduction
Since the introduction of cluster algebras by Fomin and Zelevinsky in the series of papers [7, 8,
2, 11] there has been increasing interest in the studies of the Laurent phenomenon and positivity
which arise in cluster algebras and characterize them extremely. The Laurent phenomenon of
cluster algebras, which states that any cluster algebra is the Laurent polynomial ring generated
by its initial cluster variables, is established by Fomin and Zelevinsky in their first paper [7]. It
is now known that the Laurent phenomenon plays crucial roles in the studies of cluster algebras
and their applications to various mathematics such as Poisson geometry, Teichmu¨ller theory,
mirror symmetry, dynamical systems and so forth [9, 3, 5, 6, 11, 18]. Moreover, generalizations
of cluster algebras from the viewpoint of the Laurent phenomenon are also investigated [20, 21].
On the other hand, positivity of cluster algebras, which states that any cluster variable in
a cluster algebra is a subtraction-free Laurent polynomial in the initial cluster variables, is
also conjectured by Fomin and Zelevinsky in [7]. It has been open for a decade but finally
established by Lee and Schiffler in 2013 [22] for skew-symmetric cases and by Gross, Hacking,
Keel and Kontsevich in 2014 [15] for cluster algebras of geometric type. Positivity of cluster
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algebras strongly promotes application of cluster algebras to combinatorial representation theory,
tropical geometry and discrete integrable systems [9, 30, 13, 27, 12, 15, 25, 24, 17].
In this paper, we focus our attention on the dynamics of seed mutations of cluster algebras,
i.e., we reduce a family of difference equations from the seed mutations and investigate their
integrable or non-integrable structures. More precisely, we study a one-parameter, β ∈ N, family
of second order nonlinear difference equations arising from seed mutations of one-parameter fam-
ily of rank 2 cluster algebras. Since the difference equations we consider are arising from cluster
algebras, they inherit the Laurent phenomenon and the positivity. Due to these properties, cri-
teria for (non-) integrability such as the algebraic entropy [16, 1] and the singularity confinement
[14] can concretely be computed via initial value problems of linear difference equations.
Every rank 2 cluster algebra is referred to as the type of its Cartan counterpart since the
counterpart is uniquely determined. Hence, the reduced difference equations can also be referred
to as their types. For the finite types, A2 (β = 1), B2 (β = 2) and G2 (β = 3), the difference
equations are finitely periodic, i.e., their solutions have certain fixed periods for any initial
values. For the affine type, A
(2)
2 (β = 4), the difference equation is finitely periodic no longer;
nevertheless, it is still integrable. Actually, in [26], we constructed the invariant curve and
obtained the general solution by using the conserved quantity. This gives the subtraction-free
Laurent polynomial expression of the cluster variables exactly. On the other hand, for the strictly
hyperbolic type, β ≥ 5, the difference equation is integrable no longer. This fact is shown by
computing the algebraic entropy of the birational map equivalent to the difference equation
through the recursion relation of the homogeneous degree of the map. It should be noted that,
in general, to compute the algebraic entropy of a birational map is difficult since the recursion
relation does not have a simple expression (see [16, 1, 19]); whereas our recursion relation turns
into a second order linear difference equation, and we have only to solve an initial value problem
of it. Positive algebraic entropy of the difference equation suggests its non-integrability.
We also show that the birational map with β ≥ 4 never passes the singularity confinement
test. Remark that it is true not with β ≥ 5 but with β ≥ 4. Failure of the test when β = 4
is consistent with the fact that the difference equation is linearizable [26]. If β ≥ 5 we easily
see numerical chaos in the iterates of the birational map, therefore, the difference equation is
considered to be non-integrable, rather chaotic. We note that such property that the dynamics
of a one-parameter family of second order difference equations varies from integrable to non-
integrable depending on the parameter is similar to the extended Hietarinta – Viallet equation
introduced by Kanki, Mase and Tokihiro [16, 19].
This paper is organized as follows. In section 2.1 and 2.2, we briefly review cluster algebras,
and reduce a one-parameter family of birational maps from a one-parameter family of rank 2
cluster algebras. We also discuss the variable transformation which leads the birational maps
to the nonlinear difference equations and the conserved quantity of them in section 2.3 and 2.4.
In section 3.1, we apply the singularity confinement test to the birational map, and show that
it fails the test for any β ≥ 4. In section 3.2, we give the homogeneous degree of the iterates
of the birational map by solving an initial value problem of a second order linear difference
equation, and compute the algebraic entropy explicitly. We discuss similarity of our difference
equation with the extended Hietarinta – Viallet equation in section 3.3. Section 4 is devoted to
concluding remarks.
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2 From cluster algebras to difference equations via birational
maps
2.1 Cluster algebras
We briefly recall cluster algebras [7, 8, 2, 11]. Let x = (x1, x2, . . . , xn) be the set of generators
of F = QP(x), where P = (P, ·,⊕) is a semifield endowed with multiplication · and auxiliary
addition ⊕ and QP is the group ring of P over Q. Also let y = (y1, y2, . . . , yn) be an n-tuple
in Pn and B = (bij) be an n × n skew-symmetrizable integral matrix. The triple (x,y, B) is
referred to as the seed. We also refer to x as the cluster of the seed, to y as the coefficient
tuple and to B as the exchange matrix. Elements of x and y are respectively called the cluster
variables and the coefficients.
Introduce seed mutations. Let k be a natural number equally less than n. The seed mutation
µk in the direction k transforms a seed (x,y, B) into the seed (x
′,y′, B′) := µk(x,y, B) defined
by the birational equations (1-3) called the exchange relations:
b′ij =
{
−bij i = k or j = k,
bij + [−bik]+bkj + bik[bkj]+ otherwise,
(1)
y′j =
{
y−1k j = k,
yjy
[bkj ]+
k (yk ⊕ 1)−bkj j 6= k,
(2)
x′j =

yk
∏
x
[bik]+
i +
∏
x
[−bik]+
i
(yk ⊕ 1)xk j = k,
xj j 6= k,
(3)
where we define [a]+ := max[a, 0] for a ∈ Z.
Let Tn be the n-regular tree. The edges in Tn are labeled by 1, 2, . . . , n so that the n edges
emanating from each vertex receive different labels. Assign a seed Σt = (xt,yt, Bt) to every
vertex t ∈ Tn so that the seeds assigned to the endpoints of any edge labeled by k are obtained
from each other by the seed mutation in direction k. We refer to the assignment Tn ∋ t 7→ Σt
as a cluster pattern. Denote the elements of Σt by
xt = (x1;t, . . . , xn;t), yt = (y1;t, . . . , yn;t), Bt = (b
t
ij).
Given a cluster pattern Tn ∋ t 7→ Σt, we denote the union of clusters of all seeds in the
pattern by
X =
⋃
t∈Tn
xt = {xi;t | t ∈ Tn, 1 ≤ i ≤ n} .
The cluster algebra A associated with a given cluster pattern is the ZP-subalgebra of the ambient
field F generated by all cluster variables: A = ZP[X ]. The set X of all cluster variables are
referred to as the set of generators of A. The cluster algebra A is also generated by its initial
cluster variables x0 as a subtraction-free Laurent polynomial subring of the ambient field F
[7, 22, 15]. The number n of the elements in a cluster xt is called the rank of A.
2.2 Birational maps
Hereafter, we fix the rank n of A to be 2. Let β be a natural number. Consider the initial seed
Σ0 = (x0,y0, B0) given by
x0 = (x1:0, x2:0) , y0 = (y1:0, y2:0) ,
B0 =
(
0 b012
b021 0
)
=
(
0 −1
β 0
)
. (4)
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By applying the seed mutations µk in direction k (k = 1, 2) alternately, we obtain the
sequence of the mutated seeds:
Σ0 = (x0,y0, B0)
µ1←→ Σ1 = (x1,y1, B1)
µ2←→ Σ2 = (x2,y2, B2)
µ1←→ Σ3 = (x3,y3, B3)
µ2←→ Σ4 = (x4,y4, B4)
µ1←→ · · · . (5)
These seeds are in the cluster pattern
2
t−2
1
t−1
2
t0
1
t1
2
t2
1
denoted by T2 ∋ tm 7→ Σm (m ∈ Z).
Let us associate the variables xt and yt with the seeds Σ2t as
xt =
x1;2t
y2;2t
, yt = β
√
y1;2tx2;2t (6)
for t ≥ 0. If we assume (x0, y0) ∈ P2(C) then the sequence of seed mutations (5) leads to the
birational map ϕβ on P
2(C):
ϕβ : (x
t, yt) 7→ (xt+1, yt+1),
xt+1 =
(
yt
)β
+ 1
xt
, yt+1 =
xt+1 + 1
yt
. (7)
Actually, we see from (1) that the exchange matrix Bm has period two:
Bm =
{
B0 m even,
−B0 m odd.
From the exchange relation (2) of the coefficients, it immediately follows the equalities among
them:
y1;2ky1;2k+1 = 1,
y2;2k+1 = y2;2k(y1;2k ⊕ 1),
y2;2k+1y2;2k+2 = 1,
y1;2k+2 = y1;2k+1(y2;2k+1 ⊕ 1)β .
It follows that we have
y1;2ky1;2k+2 = (y2;2k+1 ⊕ 1)β , y2;2ky2;2k+2(y1;2k ⊕ 1) = 1.
By using the exchange relation (3) of the cluster variables and the above equalities in the
coefficients, we compute
x1;2k+1 =
y1;2kx
β
2;2k + 1
(y1;2k ⊕ 1)x1;2k
=
y1;2kx
β
2;2k + 1
x1;2k
y2;2ky2;2k+2
,
x2;2k+1 = x2;2k,
x1;2k+2 = x1;2k+1 =
y1;2kx
β
2;2k + 1
x1;2k
y2;2ky2;2k+2
=
(
β
√
y1;2kx2;2k
)β
+ 1
1
y2;2k+2
x1;2k
y2;2k
,
x2;2k+2 =
y2;2k+1x1;2k+1 + 1
(y2;2k+1 ⊕ 1)x2;2k+1 =
x1;2k+2
y2;2k+2
+ 1
β
√
y1;2k+2 β
√
y1;2kx2;2k
.
By setting (6), we obtain (7).
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Remark 1 Since the birational map ϕβ is arising from the successive seed mutations µ1 and
µ2, it is natural to consider ϕβ to be the composition ϕβ,2 ◦ ϕβ,1 of the following two birational
maps
ϕβ,1 : (x, y) 7→
(
yβ + 1
x
, y
)
,
ϕβ,2 : (x, y) 7→
(
x,
x+ 1
y
)
,
which are arising from the seed mutations µ1 and µ2, respectively. The map ϕβ,1 is often
referred to as the horizontal flip since it moves the x-component only. Also, the map ϕβ,2 is
often referred to as the vertical flip since it moves the y-component only. This structure of the
map ϕβ decomposing into the horizontal and the vertical flips is similar to the celebrated QRT
map [28, 31].
The Cartan counterpart A(Bm) of the exchange matrix Bm is given by
A(Bm) =
(
2 −|bm12|
−|bm21| 2
)
=
(
2 −1
−β 2
)
(8)
for any m ≥ 0. Thus each cluster algebra generated from the initial seed Σ0 is referred to
as the type of the Cartan counterpart A(Bm) (see table 1). The type depends on β via the
corresponding Dynkin diagram. We also refer to the birational map ϕβ as the type of A(Bm).
Table 1: Classification of the birational map ϕβ in terms of β. For each β, the type of the
Cartan counterpart A(Bm) and the Dynkin diagram are listed. In the Dynkin diagrams, empty
and filled circles stand for the vertices labeled by 1 and by 2, respectively. The period of ϕβ ,
the result of the singularity confinement test for ϕβ and the algebraic entropy of ϕβ, which will
be discussed later, are also listed.
β Type Dynkin diag. Period SC test Alg. entropy
1 Finite: A2 ❤ ① 5 Pass 0
2 Finite: B2 ❤ ①
✲
✲ 3 Pass 0
3 Finite: G2 ❤ ①
✲
✲ 4 Pass 0
4 Affine: A
(2)
2
❤ ①✲✲ ∞ Fail 0
≥ 5 Strictly hyperbolic ❤ ①✲··· ✲ ∞ Fail +
The birational map ϕβ with β ≤ 3 is of finite type A2, B2 or G2 and has period 5, 3 or 4, in
order. The period is defined to be the smallest p > 0 such that ϕt+p = ϕt holds for any t ≥ 0.
The map ϕ4 with β = 4 is of affine type A
(2)
2 and does not have a finite period; nevertheless, it
is still an integrable map which has the property of linearizability [26]. Every ϕβ with β ≥ 5 is
of strictly hyperbolic type and does not have a finite period, as well. In the rest of this paper,
we will show that such ϕβ has positive algebraic entropy and fails the singularity confinement
test, both of which suggest its non-integrability.
2.3 Variable transformation
Let us introduce the variable transformation pi on P2(C)
pi : (u, v) 7→ (x, y) = (uv − 1, v).
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Note that the inverse pi−1 is uniquely determined by
pi−1 : (x, y) 7→ (u, v) =
(
x+ 1
y
, y
)
except for (x, y) = (−1, 0).
We obtain the conjugate ϕ˜β of the birational map ϕβ with respect to pi as follows
ϕ˜β := pi
−1 ◦ ϕβ ◦ pi : (ut, vt) 7→ (ut+1, vt+1);
ut+1 = vt, vt+1 =
ut +
(
vt
)β−1
utvt − 1 . (9)
Eliminate ut from (9). Then, by putting xn := v
t, we obtain the second order difference equation
for xn
xn−1xnxn+1 = xn−1 + (xn)
β−1 + xn+1, (10)
which coincides with the one in the abstract.
Remark 2 The birational maps conjugate to the horizontal flip ϕβ,1 and the vertical flip ϕβ,2
with respect to pi are respectively given by
ϕ˜β,1 := pi
−1 ◦ ϕβ,1 ◦ pi : (u, v) 7→
(
u+ vβ−1
uv − 1 , v
)
,
ϕ˜β,2 := pi
−1 ◦ ϕβ,2 ◦ pi : (u, v) 7→ (v, u) .
Since the map ϕ˜β,1 moves the u-component only, it is the horizontal flip as well as the original
one ϕβ,1. On the other hand, we call the map ϕ˜β,2 the diagonal flip since it exchanges the u and
v-components, while the original one ϕβ,2 is the vertical flip. Thus the map ϕ˜β is the composition
ϕ˜β,2 ◦ ϕ˜β,1 of the horizontal flip ϕ˜β,1 and the diagonal flip ϕ˜β,2.
A geometric meaning of the variable transformation in terms of pi is given as follows. Since
the birational map ϕ4 (β = 4) is integrable, it has the quartic invariant curve γλ defined by
f(x, y) = (x+ 1)2 + y4 − λxy2,
where λ is the conserved quantity [26]. The curve γλ has a singularity at the ordinary double
point (x, y) = (−1, 0). If we blow-up the curve γλ at (x, y) = (−1, 0) by using pi we obtain the
non-singular quadratic curve γ˜λ defined by
f˜(u, v) = u2 + v2 − λ(uv − 1).
The curve γ˜λ is of course the invariant curve of the map ϕ˜4. Note that the singular point
(x, y) = (−1, 0), at which pi is not invertible, is also the base point of the pencil {γλ}λ∈P1(C) of
the curve γλ. Therefore, we can resolve the singularity of the curves in the pencil {γλ}λ∈P1(C)
by the blowing-up, all at once. Through this procedure, we find that the birational map ϕ4 is
linearizable and the general solution is concretely constructed by using the hyperbolic functions
[26]. Note that it is difficult to find the linearizability of the map ϕ4 unless we apply the blowing-
up pi. For other β, it seems that the orbits of the map ϕ˜β are reduced simpler than the ones of
original ϕβ . (Note that there is no invariant curve of ϕ˜β with β ≥ 5.) Throughout this paper,
we choose the conjugate ϕ˜β or the original ϕβ in accordance with the purpose.
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2.4 Conserved quantities
Let the sequence {xn}n≥0 of points satisfying (10) be Pβ . Then, Pβ with β ≤ 3 is a finite set.
Actually, if β = 2 we have
x0x1x2 = x0 + x1 + x2,
x1x2x3 = x1 + x2 + x3.
Subtracting both sides, we have
(x0 − x3)x1x2 = x0 − x3.
Since x0 and x1 are arbitrarily chosen, we have x3 = x0, which implies
P2 = {x0, x1, x2} .
We similarly obtain
P1 = {x0, x1, x2, x3, x4} ,
P3 = {x0, x1, x2, x3}
with β = 1, 3, respectively (see table 1).
On the other hand, Pβ with β ≥ 4 is an infinite set. This is a direct consequence of the finite
type classification of cluster algebras obtained by Fomin and Zelevinsky in [8].
The finiteness of the set Pβ immediately implies the conserved quantity of the system. It
is easy to see that the difference equation (10), or the birational map ϕ˜β , with β ≤ 3 has the
conserved quantities listed in table 2.
Table 2: The conserved quantities of the difference equation (10) with β ≤ 4.
β Type Conserved quantity
1 A2
(x20x1 + 1) + (x0x
2
1 + 1) + (x0x1 − 1)2
x0x1 − 1
2 B2
(x0 + x1)x0x1
x0x1 − 1
3 G2
(x20 + x1)x1 + (x0 + x
2
1)x0
x0x1 − 1
4 A
(2)
2
x20 + x
2
1
x0x1 − 1
Although the map ϕ˜β with β ≥ 5 does not have the conserved quantity, the horizontal flip
ϕ˜β,1 composing ϕ˜β = ϕ˜β,2 ◦ ϕ˜β,1 has the conserved quantity with any β. Actually, we have
ϕ˜β,1 : uv − 17−→u+ v
β−1
uv − 1 × v − 1 =
vβ + 1
uv − 1
ϕ˜β,1 : u
2 + vβ−2 7−→
(
u+ vβ−1
uv − 1
)2
+ vβ−2 =
(vβ + 1)(u2 + vβ−2)
(uv − 1)2 ,
and hence have
ϕ˜β,1 :
u2 + vβ−2
uv − 1 7−→
u2 + vβ−2
uv − 1 .
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Thus the map ϕ˜β,1 with any β has the conserved quantity
u2 + vβ−2
uv − 1 . (11)
On the other hand, the diagonal flip ϕ˜β,2 acts on (11) as follows
ϕ˜β,2 :
u2 + vβ−2
uv − 1 7−→
uβ−2 + v2
uv − 1 .
The map ϕ˜β,2 fixes (11) if and only if β = 4. Therefore, only the map ϕ˜4 = ϕ˜4,2 ◦ ϕ˜4,1 (β = 4)
has the conserved quantity
u2 + v2
uv − 1
among β ≥ 4 (see table 2).
3 Integrability and non-integrability of difference equations
In this section, we assume β ≥ 4 in order to consider infinitely-periodic cases.
3.1 Singularity confinement
Now we apply the singularity confinement test [14] to the birational map ϕβ given by (7). Let
us introduce the homogeneous coordinate (x, y) 7→ [X : Y : Z] = [x : y : 1] on P2(C). Then the
map ϕβ reduces to the following homogeneous one:
[Xt : Y t : Zt] 7→ [Xt+1 : Y t+1 : Zt+1],
Xt+1 = (Y t)β+1 + Y t(Zt)β ,
Y t+1 = (Y t)βZt + (Zt)β+1 +Xt(Zt)β ,
Zt+1 = XtY t(Zt)β−1.
The homogeneous degree of the map ϕβ is β + 1 and ϕβ is still subtraction-free.
To evaluate a singularity of the map ϕβ , we choose a special point [X
0 : Y 0 : Z0] = [0 : y : 1]
as its initial value. Then we compute
X1 =
(
1 + yβ
)
y, X2 = (1 + yβ)β+1, X3 = 0,
Y 1 = 1 + yβ, −→ Y 2 = 0, −→ Y 3 = 0,
Z1 = 0, Z2 = 0, Z3 = 0.
Since the point [X3 : Y 3 : Z3] = [0 : 0 : 0] is not included in P2(C), we conclude that the
birational map ϕβ has a singularity at the point [0 : y : 1].
Let us apply the singularity confinement test to the map ϕβ at the singular point [0 : y : 1].
For ε > 0, we choose the initial value [X0 : Y 0 : Z0] = [ε : y : 1] in stead of the singular point
[0 : y : 1]. We then have
X1 =
(
1 + yβ
)
y,
Y 1 = 1 + yβ + ε,
Z1 = yε
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for t = 1 and
X2 = (1 + yβ)β+1 + (β + 1)(1 + yβ)βε+ o(ε),
Y 2 = (1 + yβ)βyε+ o(ε),
Z2 =
(
1 + yβ
)2
yβεβ−1 + o(εβ−1)
for t = 2. We further compute
X3 = (1 + yβ)β
2+βyβ+1εβ+1 + o(εβ+1),
Y 3 = (1 + yβ)β
2+2y2βε2β−1 + o(ε2β−1), (12)
Z3 = (1 + yβ)4β−1yβ
2−β+1εβ
2−2β+2 + o(εβ
2−2β+2)
for t = 3. In the homogeneous coordinate, we have[
X3 : Y 3 : Z3
] ∼ [(1 + yβ)β2+βyβ+1 : (1 + yβ)β2+2y2βεβ−2 : (1 + yβ)4β−1yβ2−β+1εβ2−3β+1]
for sufficiently small ε > 0. Since we assume β ≥ 4, we have[
X3 : Y 3 : Z3
]→ [(1 + yβ)β2+βyβ+1 : 0 : 0] = [1 : 0 : 0]
in the limit ε → 0. Thus the singularity has not been confined yet, which means that the
information of the initial value (y) vanishes due to the singularity and has not been recovered
yet. We moreover show that the singularity at [0 : y : 1] is never confined.
Proposition 1 Let ε be a positive number. If [X0 : Y 0 : Z0] = [ε : y : 1] then we have
lim
ε→0
[Xt : Y t : Zt] = [1 : 0 : 0]
for t ≥ 3.
(Proof) Let us denote the minimal degree of ε in Xt, Y t and Zt by dtX , d
t
Y and d
t
Z ,
respectively. From (12), we have
d3X = β + 1 ≥ 5, d3Y = 2β − 1 ≥ 7, d3Z = β2 − 2β + 2 ≥ 10 (13)
for t = 3 since β ≥ 4.
Since the map ϕβ is subtraction-free, the recursion relations for d
t
X , d
t
Y and d
t
Z are given as
follows
dt+1X = min
[
(β + 1)dtY , d
t
Y + βd
t
Z
]
,
dt+1Y = min
[
βdtY + d
t
Z , (β + 1)d
t
Z , d
t
X + βd
t
Z
]
, (14)
dt+1Z = d
t
X + d
t
Y + (β − 1)dtZ .
Now we assume
2(dtZ − dtY ) > dtZ − dtX > dtZ − dtY > 0. (15)
Then the system (14) of recursion relations reduces to the system of linear difference equations
dt+1X = (β + 1)d
t
Y ,
dt+1Y = βd
t
Y + d
t
Z , (16)
dt+1Z = d
t
X + d
t
Y + (β − 1)dtZ .
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We show that, by induction on t, the condition (15) holds for any t ≥ 3 and the degrees dtX ,
dtY and d
t
Z are uniquely determined by the initial value problem of the difference equation (16).
We easily see that
2(d3Z − d3Y ) > d3Z − d3X > d3Z − d3Y > 0
holds for t = 3 (see (13)).
Assume that the condition (15) holds for t. We then show that the degrees dt+1X , d
t+1
Y and
dt+1Z for t+ 1 also satisfy (15). By using (16), we have
dt+1Z − dt+1Y = (β − 1)
(
dtZ − dtY
)− (dtZ − dtX) > 0,
dt+1Z − dt+1X = (β − 1)
(
dtZ − dtY
)− (dtY − dtX) > dt+1Z − dt+1Y > 0
and
2
(
dt+1Z − dt+1Y
)− (dt+1Z − dt+1X ) = (β − 2) (dtZ − dtY )− (dtZ − dtX) > 0,
where we use the fact β ≥ 4. Thus the degrees dtX , dtY and dtZ for t ≥ 4 are uniquely determined
by solving (16) with imposing the initial condition (13).
It is easy to see that we have
lim
ε→0
[Xt : Y t : Zt] = [1 : 0 : 0]
for t ≥ 3 since the degrees satisfy the following condition
0 < dtX < d
t
Y < d
t
Z
for t ≥ 3 reduced from (15). 
Thus we show that the singularity at [0 : y : 1] is never confined. For β = 4, this fact is
consistent with the property that the space of initial values of a linearizable birational map can
not be constructed via a finite number of blowing-ups [4, 23]. This fact also suggests that the
birational map ϕβ with β ≥ 5 is possibly non-integrable.
3.2 Algebraic entropy
Now we estimate growth of the degree of the iterates of ϕβ to investigate its (non-) integra-
bility. For this purpose, we prefer the conjugate ϕ˜β to the original ϕβ. Note that a variable
transformation does not affect the growth rate of the iterates.
Let us consider the t-th iterate
ϕ˜β ◦ ϕ˜β ◦ · · · ◦ ϕ˜β︸ ︷︷ ︸
t
: (u0, v0) 7→ (ut, vt)
of the birational map ϕ˜β given by (9). Introduce the homogeneous coordinate (u, v) 7→ [U : V :
W ] = [u : v : 1] on P2(C). The map ϕ˜β then reduces to the following homogeneous one:
[U t : V t :W t] 7→ [U t+1 : V t+1 : W t+1],
U t+1 = V t
(
W t
)β−4 (
U tV t − (W t)2) ,
V t+1 = U t
(
W t
)β−2
+
(
V t
)β−1
, (17)
W t+1 =
(
W t
)β−3 (
U tV t − (W t)2) .
The homogeneous degree of the map ϕ˜β is β − 1. By applying (17) repeatedly, U t, V t and
W t are reduced to the polynomials in the initial values U0, V 0 and W 0. By δtβ , we denote the
homogeneous degree of U t, V t and W t in U0, V 0 and W 0.
We then obtain the following proposition.
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Proposition 2 The homogeneous degree δt = δtβ of the birational map ϕ˜β solves the following
initial value problem of the second order linear difference equation:
δt+1 = (β − 2) δt − δt−1 (t = 1, 2, 3, . . .),
δ0 = 1,
δ1 = β − 1.
(18)
(Proof) For simplicity, let the values of U t, V t and W t be A, B and C, respectively. For
t+ 2, we compute
V t+2 = BCβ(β−4)+2
(
AB − C2)β−1 + (ACβ−2 +Bβ−1)β−1
=
β−1∑
n=0
(−1)β−1−n
(
β − 1
n
)
AnBn+1Cβ
2−2β−2n +
β−1∑
n=0
(
β − 1
n
)
AnB(β−1)(β−1−n)C(β−2)n
=
β−1∑
n=0
(
β − 1
n
){
(−1)β−1−nCβ(β−2) +Bβ(β−2−n)Cnβ
}
AnBn+1C−2n
=
(
Bβ + Cβ
) β−1∑
n=0
(
β − 1
n
)(β−n−1∑
m=2
(−1)mBβ(β−n−1−m)Cβ(m−2)
)
AnBn+1C(β−2)n,
where we use the factorization
Bβ(β−n−2)Cnβ + (−1)β−1−nCβ(β−2) = Cnβ
(
Bβ + Cβ
) β−n−1∑
m=2
(−1)mBβ(β−n−1−m)Cβ(m−2).
We also compute
U t+2 =
(
ACβ−2 +Bβ−1
)
Cβ
2−6β+8
(
AB −C2)β−3 (Bβ + Cβ) ,
W t+2 = Cβ
2−5β+5
(
AB − C2)β−2 (Bβ + Cβ) .
Remove the common factor Bβ + Cβ from U t+2, V t+2 and W t+2. It is easy to see that the
remaining factors in U t+2, V t+2 and W t+2 are co-prime. Therefore, we obtain the homogeneous
degree of them
δt+2β =
(
β2 − 3β + 1) δtβ = {(β − 2)(β − 1)− 1} δtβ = (β − 2)δt+1β − δtβ ,
where we use δt+1β = (β − 1)δtβ (see (17)). 
Although we reduce the second order difference equation for δtβ in (18) from the iterates of
ϕ˜β, the reason why the recursion relation of δ
t
β turns into such three term relation is not so clear.
It seems that the Laurent phenomenon and the positivity of corresponding cluster algebras lead
the result, however, we have not obtained an explanation of such phenomenon based on these
properties, yet.
Remark 3 In [12], Fordy and Hone applied the algebraic entropy test to nonlinear recurrences
for cluster mutation-periodic quivers with period 1 [13], and obtained a series of conjectures
implying that four special families of these maps should have zero entropy. They examined
these families in detail, with many explicit examples given, and showed how they led to discrete
integrable systems. Also, in [17], Hone, Lampe and Kouloukas investigated the algebraic entropy
of coefficient-free cluster algebras, and classified nonlinear recurrences of exchange relations for
certain cluster algebras with skew-symmetric exchange matrices. They reduced piecewise linear
recurrence relations for the degrees of the iterates of the seed mutations. They also computed
the algebraic entropy concerning several cluster algebras, explicitly. 
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If we solve the initial value problem (18) we obtain the homogeneous degree δtβ , explicitly.
Proposition 3 The homogeneous degree δtβ of the birational map ϕ˜β is
δtβ =

2t+ 1 β = 4,
(ν+ + 1)(ν+)
t − (ν− + 1)(ν−)t
ν+ − ν− β ≥ 5,
where ν± is the characteristic roots of the difference equation in (18):
ν± =
β − 2±
√
β(β − 4)
2
. (19)
The sign in the subscript of ν± corresponds to the one in the right-hand-side.
(Proof) For β = 4, we have
δt+14 − δt4 = δt4 − δt−14 , δ14 = 3, δ04 = 1
from (18). Hence, the sequence
{
δt4
}
t=0,1,...
is given by
δt4 = 2t+ 1.
Assume β ≥ 5. Then the difference equation in (18) reduces to(
δt+1β
δtβ
)
=
(
β − 2 −1
1 0
)(
δtβ
δt−1β
)
=
(
β − 2 −1
1 0
)t(
β − 1
1
)
.
Now we put
M :=
(
β − 2 −1
1 0
)
.
The eigenvalues of M are ν± and the corresponding eigenvectors are
p+ =
(
ν+
1
)
and p− =
(
ν−
1
)
,
respectively. By using the regular matrix P :=
(
p+p−
)
, we have(
δt+1β
δtβ
)
= P
(
(ν+)
t 0
0 (ν−)
t
)
P−1
(
β − 1
1
)
=
1
ν+ − ν−
(
(ν+)
t+1 − (ν−)t+1 −(ν+)t + (ν−)t
(ν+)
t − (ν−)t −(ν+)t−1 + (ν−)t−1
)(
β − 1
1
)
.
Therefore, we obtain
δtβ =
(ν+ + 1)(ν+)
t − (ν− + 1)(ν−)t
ν+ − ν− ,
where we use ν+ν− = 1. 
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Remark 4 From the characteristic roots ν± (see (19)), we compute
ν± + 1 =
β ±√β(β − 4)
2
, ν+ − ν− =
√
β(β − 4)
and
(ν+)
t − (ν−)t = 1
2t−1
⌊t−1/2⌋∑
m=0
(
t
2m+ 1
)
(β − 2)t−2m−1
√
β(β − 4)2m+1,
(ν+)
t + (ν−)
t =
1
2t−1
⌊t/2⌋∑
m=0
(
t
2m
)
(β − 2)t−2m
√
β(β − 4)2m.
We then obtain
δtβ =
(
β − 2
2
)t ββ − 2
⌊t−1/2⌋∑
m=0
(
t
2m+ 1
)(
β(β − 4)
(β − 2)2
)m
+
⌊t/2⌋∑
m=0
(
t
2m
)(
β(β − 4)
(β − 2)2
)m . (20)
Thus the square roots in δtβ are removed. 
Define the algebraic entropy Eβ [1] of the birational map ϕ˜β to be
Eβ := lim
t→∞
1
t
log δtβ .
We immediately obtain the explicit form of Eβ from proposition 3.
Proposition 4 The algebraic entropy Eβ of the birational map ϕ˜β is given by
Eβ =
{
0 β = 4,
log ν+ β ≥ 5.
(21)
(Proof) For β = 4, we have δt4 = 2t+ 1 by proposition 3. It immediately follows Eβ = 0.
Assume β ≥ 5. By proposition 3, we compute
log δtβ = log
(ν+ + 1)(ν+)
t − (ν− + 1)(ν−)t
ν+ − ν−
= log
{
(ν+ + 1)e
t log ν+ − (ν− + 1)et log ν−
}
− 1
2
log (β(β − 4)) .
Since β ≥ 5, we have 0 < ν− < 1 < ν+, and hence have log ν− < 0 < log ν+. Therefore, we
obtain
log
{
(ν+ + 1)e
t log ν+ − (ν− + 1)et log ν−
}
< log
{
(ν+ + 1)e
t log ν+
}
= t log ν+ + log(ν+ + 1)
and
log
{
(ν+ + 1)e
t log ν+ − (ν− + 1)et log ν−
}
> log
{
(ν+ + 1)e
t log ν+ − 2
}
> log et log ν+
= t log ν+
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for sufficiently large t. Thus we conclude that
Eβ = lim
t→∞
1
t
log δtβ = log ν+ = log
β +
√
β(β − 4)
2
holds. The algebraic entropy Eβ is nothing but the logarithm of the spectral radius of the matrix
M given by the linear difference equation (18) (see the proof of proposition 3). 
Thus we show that the birational map ϕ˜β with β ≥ 5 has the positive algebraic entropy
Eβ = log ν+; whereas Eβ = 0 when β ≤ 4, which is consistent with the fact that the map ϕ˜β
with β ≤ 4 generates integrable systems.
Example 1 For β = 5, we have
δt5 =
(
3
2
)t53
⌊t−1/2⌋∑
m=0
(
t
2m+ 1
)(
5
9
)m
+
⌊t/2⌋∑
m=0
(
t
2m
)(
5
9
)m
(see (20)). It immediately follows{
δt5
}
t=0,1,2,...
= {1, 4, 11, 29, 76, 199, 521, 1364, 3571, 9349, 24476, . . .} .
Moreover, we have
E5 = log
3 +
√
5
2
= 0.962424 . . . .
Thus the algebraic entropy is positive. 
3.3 Families of integrable and non-integrable systems
We establish two remarkable properties of the difference equation (10) with β ≥ 5 in the previous
subsections. One is that the birational map ϕ˜β equivalent to (10) has the following positive
algebraic entropy
Eβ = log
β +
√
β(β − 4)
2
; (22)
and the other is that the birational map ϕβ conjugate to ϕ˜β fails the singularity confinement test.
These properties enables us to conclude that the equation (10) with β ≥ 5 is non-integrable,
whereas it is integrable when β ≤ 4.
The property of the one-parameter family of the equation (10), whose dynamics varies from
integrable to non-integrable depending on the parameter β, is similar to the extended Hietarinta-
Viallet equation introduced by Kanki, Mase and Tokihiro:
xn−1 + xn+1 = xn +
1
xkn
(k ∈ N). (23)
The second-order difference equation (23) with k = 1 is integrable. (Remark that (23) with
k = 1 passes the singularity confinement test.) With odd k ≥ 3, the difference equation (23)
fails the singularity confinement test and the algebraic entropy is a positive number
λk := log
k +
√
k(k + 4)
2
. (24)
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Thus the dynamical property of (23) with odd k coincides with the one of our difference equation
(10). It should be noted that the algebraic entropies (22) and (24) are in the following relation
eEβ = eλβ−4 + 2
for odd β ≥ 7.
On the other hand, the difference equation (23) with even k ≥ 2 passes the singularity
confinement test although the algebraic entropy is still a positive number
µk := log
k + 1 +
√
(k − 1)(k + 3)
2
.
Due to this property, the difference equation (23) is referred to as the extended “Hietarinta-
Viallet equation” [16]. Remark that we also have
eEβ = eµβ−3 + 1
for odd β ≥ 5.
Finally, we observe that the birational map ϕ˜β with β ≥ 5 exhibits numerical chaos. It can
be seen when we draw a picture of some orbits of the birational map ϕ˜β , see figure 1. This figure
is obtained with β = 6. The picture is characteristic of chaotic behavior of a two dimensional
system.
Figure 1: The orbits of the 1000 iterates of ϕ˜6 (β = 6) from randomly chosen 100 initial values.
4 Concluding remarks
We study the one-parameter family of second order nonlinear difference equations (10) arising
from the seed mutations of cluster algebras imposing the initial seed (4). The equation (10) with
β = 1, 2 or 3 has the solution of period 5, 3 or 4 for any initial value, respectively. The equation
(10) with β ≥ 4, however, is periodic no longer; nevertheless, we can show its integrability
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only when β = 4 by using the conserved quantity. Simultaneously, we show that the equation
(10) with β ≥ 4 has two remarkable properties. One is that it never passes the singularity
confinement test, a criterion for possibility to construct the space of the initial values. This fact
is shown by solving the system of linear difference equation (16) for the minimal degrees of the
parameter ε in the homogeneous variables of the birational map ϕβ equivalen to (10). Failure
of the singularity confinement is consistent with the linearizability of ϕβ with β = 4. The other
remarkable property is that we can explicitly compute the algebraic entropy of ϕβ by using the
initial value problem (18) of the second order linear difference equation. We obtain the algebraic
entropy given by the logarithm (21) of the characteristic root of the linear difference equation in
(18). The algebraic entropy with β = 4 is zero, which suggests integrability of (10), too; whereas,
the algebraic entropy with β ≥ 5 is positive, which suggests non-integrability of (10). We also
observe that the orbits of ϕβ with β ≥ 5 exhibit numerical chaos. Thus the one-parameter family
of the difference equation (10) possesses both integrable (β ≤ 4) and non-integrable (β ≥ 5)
equations.
Although relations between integrable systems and cluster algebras have intensively studied
for a dozen years, as far as the authors know, non-integrable systems concerning cluster algebras
have not been studied so much. Nevertheless, such non-integrable systems are more universal
than integrable ones; the difference equation (10) is non-integrable for infinitely many β ∈ N
except four cases (β = 1, 2, 3, 4) (see also [17]). Moreover, as we have shown in this paper,
non-integrable systems concerning cluster algebras are expected to have fine properties such as
computability of the algebraic entropy. We plan to study non-integrable systems concerning
cluster algebras more precisely and to clarify roles of the Laurent phenomenon and positivity in
discrete dynamical systems.
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