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L E X I C A L E  T O E G A N G :  T W E E  T H E O R E T I S C H E  C R I T E R I A
E en  van de meest  fasc inerende  p rob lem en  uit de  taalpsychologie is dat  van de lexicale 
toegang. Bij norm ale  conversatie  w orden  er twee á drie w oo rden  p e r  secon de  gesp roken  en 
verstaan, m aa r  het gaat soms ook veel vlugger: zeven w o ord en  p e r  seco nde  is geen  u itzon­
dering. S p reke rs  kunnen  snel en meestal  moeiteloos op het juiste  m om en t  het  ju is te  w oord  
besch ikbaar  maken, en luisteraars kunnen  met dezelfde vaart die w oo rden  w eer  he rk en n en  
en in te rp re te ren .  D at  zijn verbluffende prestaties w anneer  m en zich realiseert  da t  sp reker  
en h o o rd e r  die w oorden  m oeten  vinden in een zeer  omvangrijk m entaa l  lexicon. H o e  groot  
dat  lexicon is weten we niet precies  - het hangt er een beetje  van af hoe je  een lexicaal 
e lem en t  defin ieert  - m aar  een schatt ing van 30.000 w oorden  is er  niet m eer  dan  een factor 
twee of drie  naast voor een  norm ale  volwassen taalgebruiker.  H e t  p rob leem  van de  lexicale 
toegang  is, kort gezegd, dit: H o e  kan de sp reker  zo snel het juiste  w oord  vinden voor het 
uit te d rukk en  concep t  en hoe kan de hoo rder  dat w oord  zo snel co rrec t  h e rkennen  
w anneer  het lexicon zo omvangrijk is?
Psycholinguisten hebben  allerlei in teressante  m odellen  over lexicale toegang ontwikkeld, 
m aar  het is niet de  bedoeling  van dit artikel die systematisch te besp reken .  D e  taak  die 
we ons stellen is eerst  een tweetal criteria te form uleren  w aaraan  elke theor ie  over 
lexicale toegang  m oet voldoen, ongeacht  of het een theorie  van de  sp rek e r  of van de 
h o o rd e r  is. G e w a p e n d  m et die criteria, die we het snelheids- en het uniciteitscr i terium 
zullen noem en,  zullen we dan  kijken naar  de kwaliteit van enkele  gangbare  m odel len  en 
theorieen .  W e doen  dat eerst  voor taa lp roduct ie  en dan  voor taalwaarnem ing. D e  conclusie 
zal zijn da t  een  enkele  theorie  op gespannen  voet staat met het snelheidscri ter ium , en dat 
alle theor ieen  falen ten aanzien van het uniciteitscriterium. D a a r  laten we de  lezer dan  
m ee zitten, behalve dan  dat er twee principes w orden  gefo rm uleerd  die althans de  richting 
van een  mogelijke oplossing aangeven.
Beginnen  we m et de  formulering van de twee criteria.
H e t  sne lhe idsc r i te r ium . H e t  in de  theorie  of het m odel  voorgeste lde  p roces  van lexicale 
toegang m oet  "in real time" kunnen  verlopen, d.w.z. sne lheden  tot 7 w o ord en  p e r  seconde  
toela ten  z o n d e r  strijdig te zijn met em pir ische  gegevens over m enta le  reactie ti jden.
Dit cr i ter ium  is behoorli jk  rekbaar .  H o e  lang neem t b ijvoorbeeld  een  sem antische  b e ­
slissing zoals "X is een dier"? Stel dat de b eoo rde laa r  s teeds  een  gesp ro ken  w o o rd  krijgt 
a an g eb o d en  en d.m.v. een d ru k k n o preac t ie  moet aangeven of het w oord  een d ier  aandu id t  
of  niet. D an  vindt men, gem eten  vanaf het woordbegin,  reac tie t i jden  van ron d  een  halve
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seconde.  D aarvan  w ord t  ongeveer de helft gebruikt om het w oord  te herkennen ,  en nog 
eens rond  de 100 milliseconde voor het p rep a re ren  en uitvoeren van de d rukknopreac t ie .  
E r  blijft dus 100 tot 200 milliseconde over voor het nem en  van de  sem antische  beslissing. 
A n d e re  m enta le  processen  lijken weer (wat) sneller of (veel) langzam er te verlopen. H e t  is 
wellicht mogelijk een  eenvoudige sem antische beslissing te nem en  in 50 ms; 25 ms is al 
een zeer  onwaarschijnlijke waarde, en bij 10 ms gaat het rode  licht b randen .  W egens  zijn 
rekbaarhe id  zullen we het criterium alleen m aar  gebru iken  om echt extrem e gevallen uit te 
sluiten.
H e t  uniciteitscriterium. H e t  voorgeste lde proces van lexicale toegang moet convergeren  op 
het ene  ju is te  e lem ent  (als het bestaat) .
Dit cr i terium behoeft  enige toelichting. W annee r  een  sp reker  een  b epaa ld  begrip  wil uit­
drukken, en zijn lexicon bevat een w oord  dat dat begrip  precies weergeeft  (in de  gegeven 
context),  dan  m oet het p roces  van lexicale toegang leiden tot de  selectie van dat w oord  
en geen  ander .  W e nem en  met E. Clark (1986) aan dat  alle lexicale e lem en ten  in be tekenis  
con tras te ren ;  als w oord  i_ begrip  I_ uitdrukt, dan drukt  elk w oord  j_ dat  van i_ verschilt een 
begrip  uit dat  van ]_ verschilt. M et  andere  woorden ,  er  bes taan  geen  ech te  synoniemen. H e t  
komt natuurlijk veelvuldig voor dat er  geen  w oord  is in het lexicon dat  een  uit te d ru k ­
ken begrip  precies  weergeeft.  Het uniciteitscriterium laat dan  toe (vereist zelfs) dat  het 
voorgeste lde p roces  niet convergeert.
H et  uniciteitscri terium moet evenzeer gelden voor een theorie  van de  hoo rder .  D e  
h o o rd e r  m oet het akoestische signaal uiteindelijk zo segm en te ren  dat elk segm ent als 
w oord  w ord t  herkend ,  en wel als het ene door  de sp reker  met dat  segm ent  b e d o e ld e  
woord.
Kijken we nu, met deze criteria in de hand, naar  enkele van de belangrijkste  theor ieen  
over lexicale toegang bij taa lp roduct ie  en taalverstaan.
L E X I C A L E  T O E G A N G  BIJ H E T  S P R E K E N
Psycholinguisten hebben  het p rob leem  van lexicale toegang bij het sp reken  min of m eer  
verwaarloosd.  M et moeite  zijn er een  drietal benader ingen  te vinden in de  l i te ra tuur  die 
het b esp rek en  w aard  zijn. W e zullen zien dat alle drie s tru ikelen  over het uniciteits­
criterium. H e t  falen op dat cri terium spitst zich toe op wat we het hy p e rn iem en p ro b leem  
zullen noem en. E en  w oord  a is een hyperniem van een w oord  b als het concep t  B dat  d oo r  
b w ord t  u itgedrukt het concep t  A^ dat door  a w ordt uitgedrukt impliceert .  D us  bees t  is een  
hypern iem  van aap, want elke aap is een  beest. Oftewel: het begrip  A A P  im pliceert  het 
begrip  B E E S T .  H et  hypern iem enprob leem  is nu het volgende: w anneer  de  concep tu e le  of 
sem antische  condities  zijn vervuld voor de  selectie van een  specifiek w oord  (b ijvoorbeeld  
aap)  dan  zijn ook de sem antische  condities vervuld voor de  selectie van de hypernym en 
van dat w oord  (zoals bijvoorbeeld bees t), want de sem antische  e igensch appen  van het 
specif iekere  w oord  impliceren die van het hyperniem. E en  theorie  van lexicale toegang 
moet niet temin uitsluiten da t  met het w oord  ook een of m eer  hypern iem en  w o rd en  gese lec­
teerd ;  dat zou strijdig zijn met het uniciteitscriterium. Een  sp rek e r  die het begrip  A A P  wil 
u i td rukken  m oet niet met beesi komen, of met schepse l ; die w oorden  zijn ervoor om de 
begr ippen  B E E S T  en S C H E P S E L  uit te drukken. D e  behandeling  van het hypern iem enpro -
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bleem blijkt de  Achilles-pees te zijn van de lexicale toegangstheorieen  die de  m oeite  van 
het besp reken  w aard  zijn: de  discriminatienet-theorie ,  de besliss ingstabel-theorie , en de 
ac t iva t ie theor ieen ,
D e d isc r im ina t iene t- theor ie .
D eze  theorie  is voorgesteld  door  G o ldm an  (1975), m aar  niet als theorie  van de  spreker.  
Zijn model van lexicale selectie vormt een onderdee l  van een  kunstmatige taa lgenerator ,  
B A B E L  genaam d,  die concep tue le  s truc turen  omzet in Engelstalige uitdrukkingen. N iettemin  
kan m en zich afvragen of zo ’n kunstmatige genera to r  niet model kan staan voor een  echte  
spreker.
FIGUUR 1 Een discrim inatienet
Figuur 1 stelt een  klein d iscriminatienetje  voor. E en  discriminatienet is een  binair  ve r tak ­
kende  boom, met k n o o p p u n ten  en e indpunten .  Elk k no oppun t  staat voor een  sem antische  
test, elk e indpun t  voor een  woord. W an n ee r  de sp reker  een bepaa ld  concep t  wil u i td rukken  
begint hij bij het eers te  knooppunt .  Hij voert op het concep t  de sem antische  test uit die 
bij dat  kn oo p p u n t  hoort ,  en de uitkomst ervan is "juist" of "onjuist". W a n n e e r  het concep t  
C H I M P A N S E E  is, en de  test D IE R L IJK ? ,  dan is de  uitkomst "juist". In dat geval m oet  de 
sp reker  langs de  linker tak verder;  bij "onjuist" neem t hij de rech te r  tak. Bij elk k n o o p ­
punt  dat hij tegenkom t staat w eer  een nieuwe semantische test die op het concep t  m oet 
w orden  uitgevoerd  - men kan denken  aan tests zoals Z O O G D I E R ? ,  A N T R O P O I D E ? ,  enz. O p  
g rond  van de  uitkomst van elke test gaat de sp reker  s teeds  langs de  linker of  de  rech te r  
tak verder.  Dat gaat  zo d o o r  tot er  een  e indpunt  w ordt bereikt.  Bij dat  e in dpun t  staat het 
co rrec te  w oord  voor het uit te d rukken  concept  (bijvoorbeeld c h im p a n se e ) . Z o ’n discri­
m inatienet  is dus een  soort  sem antische  sorteerm achine .
K unnen  we G o ld m a n ’s binaire discriminatienet gebru iken  als m odel  voor lexicale to e ­
gang? Kijken we eers t  naar  hel snelheidscri terium. Stel dat de  sp rek e r  30.000 inhouds­
w oorden  heeft in zijn m entale  lexicon. Dan m oeten  er ook 30.000 e in d p u n ten  in zijn 
d iscriminatienet zitten, en de  boom  bevat 29.999 verschillende knooppun ten .  H oeveel  tests
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moet een sp reker  achtereenvolgens uitvoeren om, gegeven een  uit te d rukken  concept,  een 
e indpun t  te bere iken?  D a t  hangt van de vorm van de boom  af; hoe asym m etrischer  de 
boom , hoe "onvoordeliger". H e t  is gemakkelijk uit te rekenen  dat voor die 30.000 e in d p u n ­
ten het gem idde ld  aantal tests voor de voordeligste boom  ongeveer 21og 30.000 =  14.9 is. 
V oor  de  onvoordeligste  boom  ligt het gem iddelde  bij 15000,5 tests. H e t  gem idde ld  aantal  
successief uit te voeren tests per  w oord  ligt dus tussen de uitersten van ongeveer 15 en 
15000. D a t  ziet er  slecht uit voor het snelheidscriterium. W a n n e e r  specifieke w oo rden  (met 
veel tests) ongeveer even vaak gebruikt w orden  als onspecifieke w oorden  (m et weinig 
tests) dan moet een  sp reker  bij een spreeksnelheid  van 4 inhoudsw oorden  p e r  seconde  
tussen de 60 en 60.000 successieve semantische beslissingen per  seconde  nem en  - een 
weinig aantrekkelijk  perspec t ie f  voor een model van de spreker,  m aar  misschien a an v aa rd ­
baa r  voor een  artificieel g en e re ren d  systeem als dat van G oldm an .
H o e  zit het met het uniciteitscriterium? H ie raan  kan het m odel om principiele  red en en  
niet voldoen; het loopt vast op het hypern iem enprob leem . Als het w oord  b een hypern iem  
is van het w oord  a dan is het uitgesloten dat beide w oorden  in hetzelfde d iscr im inatienet  
g e re p re se n te e rd  zijn. W aa ro m ?  Als beide  w oorden  e indpun ten  zijn van dezelfde binaire 
boom, dan  m oet er tenm inste  één  semantische test in de  boom  zitten die de  uitkomst 
"juist" oplevert  voor het ene begrip  (bijvoorbeeld voor A ) en "onjuist" voor het a n d e re  
begrip  (voor B). M a a r  dat kan niet als b een  hyperniem is van a. D a t  be teken t  namelijk 
dat het begrip  A_ het begrip  B impliceert;  alles wat voor B geldt geldt ook voor A. E r  is 
geen sem antische  e igenschap w aarop  A  en B tegengestelde w aarden  aannem en .  K ortom , het 
is uitgesloten dat het d iscriminatienet zowel a voor A_ oplevert als ook b voor B; het kan 
dus niet in alle gevallen het juiste w oord  opleveren en schendt  derhalve  het uniciteitscri­
terium. Dit principiele  p rob leem  moet ook levensgroot zijn voor een  artificíele taa lg en e ra ­
tor. Veel w o ord en  in een taal zijn zelf hyperniem en van an d e re  w oorden ,  en bijna alle 
w oorden  hebben  hyperniem en. Het is dus zelfs bij benader ing  onmogelijk om het lexicon 
van een taal d oo r  middel van zo ’n discriminatienet weer  te geven.
D e  besliss ingstabel- theorie .
O m  tegem oet  te kom en aan het snelheidscri ter ium ligt het voor de  hand  af  te s tappen  
van successief  testen, en er s imultaan testen voor in de plaats  te stellen. D a t  hebben  
Miller en Jo h n son -L a ird  (1976) gedaan  in hun beslissingstabel-theorie.
Figuur 2 geeft een  voorbeeld  van een beslissingstabel. D e  rijen in de bovenhelft  van de 
tabel stellen uitkomsten van sem antische  tests voor; een  ko lom m etje  in de  bovenhelft  is 
een u i tkom stpa troon .  V oor  elk concep t  dat de  sp reker  wil u i td rukken  w o rd en  alle tests 
tegelijk uitgevoerd. D at  levert cen u i tkom stpa troon  op, een " +  " w an nee r  de  uitkomst van 
de  test "juist" is, en een w anneer  die "onjuist" is. M a a r  het u i tko m stp a t ro on  is niet 
noodzakelijk  helem aal relevant voor de  keuze van een woord.  W a n n e e r  de  u itkomst van 
een  b ep aa ld e  test irrelevant is staat er een blanco cel in de tabel. H e t  re levante  uit­
ko m stpa troon  kan w orden  opgevat als conditie  voor de  uitvoering van een  b e p a a ld e  lexi­
cale actie.
W elke  actie dat is s taat aangegeven in de benedenhelf t  van de tabel. D e  rijen s taan 
voor lexicale acties (uit te sp reken  w oorden) .  W a n n e e r  de  tests voldoen aan  het re levante  
u i tkom stpa troon  boven een  "x" in de tabel, moet de actie die bij die rij hoor t  w orden  
uitgevoerd: het be tre ffende  w oord  w ordt geselecteerd .  D e  beslissingstabel in F iguur  2 geeft 
b ijvoorbeeld  aan dat w annee r  de sem antische tests het u i tkom stpa troon  o n d e r  II opleveren, 
het w oord  b moet w orden  geselecteerd .
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FIGUUR 2 Een beslissingstabel
semantische t e s t s r e le v a n te  u i tkom stpa tronen
Oc 5
a 1 s
Dat moet volgens de tabel trouwens ook wanneer het uitkomstpatroon onder  III zich 
voordoet. Het woord b heeft blijkbaar twee verschillende betekenissen. Het zou het woord 
bank kunnen zijn. Het omgekeerde doet zich voor in kolom V. H et  betreffende 
uitkomstpatroon gaat gepaard  met twee lexicale acties: het leidt tot selectie van zowel 
woord c als woord e. Dat is strijdig met het uniciteitscriterium; er moet dus worden 
afgesproken dat er geen twee of meer x-en boven elkaar verschijnen in een decisietabel. 
Anderzijds is er geen bezwaar tegen een situatie als in kolom VI, een uitkomst die niet 
met een lexicale actie, de selectie van een woord, gepaard  gaat. D e spreker wil blijkbaar 
een begrip uitdrukken waarvoor geen woord bestaat in zijn lexicon. Zulke begrippen zijn 
er legio. In die gevallen zal een spreker een woordgroep (zoals dode boom  of tante van 
mijn vriendin) construeren om het begrip uit te drukken. W e zouden onderaan  de tabel een 
rij f kunnen toevoegen voor zulke syntactische acties; kolom VI zou daar dan een x in 
hebben.
Beschouwen we nu de twee gestelde criteria. Het snelheidscriterium levert geen p rob le­
men meer op. De semantische tests worden simultaan uitgevoerd; de langzaamste test 
bepaalt de decisiesnelheid. Er moeten per seconde maximaal zeven van zulke tests na 
elkaar uitgevoerd kunnen worden; dat klinkt realistisch.
M aar  met het uniciteitscriterium blijft het tobben. De lakmoestest is weer de b eh an d e ­
ling van het hyperniemenprobleem. Constateren we eerst dat het wel mogelijk is een term 
en een hyperniem samen te representeren  in een beslissingstabel. In Figuur 2 is d een
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hyperniem van a (het zouden de woorden dier en aap kunnen zijn). Dat is te zien aan de 
uitkomstpatronen in kolommen I en IV: het uitkomstpatroon van kolom I impliceert het 
patroon van kolom IV (het begrip AAP voldoet aan alle tests waaraan het begrip D IE R  
voldoet). M aar daarm ee beginnen de problemen. W anneer het relevante uitkomstpatroon 
voor de selectie van woord a zich voordoet, zijn ook de testcondities voor de selectie 
van het woord d vervuld. Een spreker die het begrip A A P wil uitdrukken zal zowel het 
woord aap als het woord dier selecteren. Er volgen dus twee lexicale acties tegelijk, en 
dat is strijdig met het uniciteitscriterium. Kortom, het model van Miller en Johnson-Laird  
voldoet ook niet. Keren we nu naar wat wel activatietheorieen worden genoemd.
Activatietheorieen
Activatietheorieen zijn daardoor gekenmerkt dat elementen in het mentale lexicon als 
verwerkingseenheden worden opgevat die kunnen varieren in activatiegraad. De activatie- 
graad wordt verhoogd wanneer relevante invoer aan de eenheid wordt toegevoegd, en de 
activatiegraad daalt weer door "natuurlijk verloop" of door toevoeging van inhiberende 
informatie aan de eenheid. Er bestaan geen gedetailleerde activatiemodellen die beschrijven 
hoe de spreker, gegeven een uit te drukken concept, het juiste lexicale element in het 
lexicon bereikt. Het dichtste daarbij komt nog M orton’s (1969) logogen-model. In dat 
model worden de lexicale elementen ("logogenen") geactiveerd door wat "contextinformatie" 
wordt genoemd, welke door het "conceptuele systeem" wordt geproduceerd .  W anneer  bij de 
spreker een bepaald concept in geactiveerde toestand verkeert, vormen de semantische 
eigenschappen van dat concept contextinformatie voor de logogenen. Alle logogenen die 
een bepaalde affiniteit hebben tot die eigenschappen nemen toe in activatie. Stel dat het 
concept M E U B E L  is, dan zullen de logogenen voor tafel, stoel, bank , en natuurlijk ook 
meubel, worden geactiveerd. Elk logogen heeft een eigen activatiedrempel. W anneer  die 
wordt overschreden zal het logogen "vuren", d.w.z. het maakt zijn articulatieprogramma 
beschikbaar. Dat wordt verzonden naar een articulatiebuffer waarin het wordt opgeslagen 
tot het moment dat het woord moet worden uitgesproken. Na te hebben gevuurd verliest 
het logogen zijn activatie (door zelfinhibitie).
Activatietheoriecn gaan altijd uit van parallelle verwerking. In het logogen-model 
bijvoorbeeld, worden alle relevante logogenen tegelijk geactiveerd door contextinformatie. 
Het eerste logogen waarvan de activatie de drempelwaarde bereikt, zal vuren. Activatie­
theorieen staan daarom op goede voet met het snelheidscriterium; er hoeft geen lange 
sequentie van tests te worden uitgevoerd om het juiste lexicale element te vinden.
M aar hoe varen zulke theorieen met betrekking tot het uniciteitscriterium? Vooralsnog 
slecht. Hel hyperniemcnprobleem wordt noch binnen het logogen-model, noch in andere  
activatietheorieen principieel opgelost. Stel dat de spreker het begrip S T O E L  wil u itdruk­
ken. Het conceptuele systeem moet dan de semantische kenmerken van dat begrip als 
contextinformatie naar de logogenen sturen. O nder  die semantische kenmerken zijn alle 
kenmerken van M E U B E L ,  want meubel is een hyperniem van stoel. M aar als zowel het 
logogen als ook het logogen meubel al hun activerende kenmerken krijgen aangeboden, 
hoe kan dan worden voorkomen dat het meubel-logogen vuurt in plaats van het stoel-logo- 
gen? Dat kan alleen maar door het logogen voor stoel een lagere drempel te geven. Alge­
meen gesproken: als b een hyperniem is van a, dan moet het b-logogen een hogere d rem ­
pel hebben dan het a-logogen. M aar dat is strijdig met een andere  en wezenlijke aanname 
van het logogen model, namelijk dat de drempel van een logogen een functie is van de 
woordfrequentie: hoe frequenter een woord gebruikt wordt, hoe lager de drempel van zijn
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logogen. Er bestaat echter geen monotone relatie tussen hypernymie en woordfrequentie; 
als b een hyperniem is van a volgt geenszins dat freq(b) < freq(a). Zo  geldt wel dat 
freq(m eubel) <  freq(stoel), maar niet dat freq(stoel) <  f req(leunstoel). Rosch (1975) heeft het in 
feite aannemelijk gemaakt dat zg. "basic level terms", zoals stoel, hond , huis, frequenter 
worden gebruikt dan zowel hun hyperniemen als hun hyponiemen: stoel frequenter dan 
zowel meubel als leunstoel, hond vaker dan zowel dier als tekkel, enzovoorts.
Samenvattend kunnen we zeggen dat theorieen over lexicale toegang bij het spreken 
alle falen op het uniciteitscriterium. Het struikelblok is het hyperniemen-probleem. O m  dat 
op te lossen is het nodig om een toegangsmodel zo te construeren dat het volgende prin­
cipe is geimplementeerd:
H et specificiteitsprincipe. Van alle lexicale elementen wier semantische condities door het 
uit te drukken concept worden vervuld moet het meest specifieke worden geselecteerd.
Het meest specifieke woord is datgene waarvan de betekenis de betekenis van alle 
alternatieven impliceert. W anneer  het concept S T O E L  is, moet stoel worden geselecteerd 
en niet meubel, want stoel is in de hier gebruikte zin specifieker dan meubel.
L E X IC A L E  T O E G A N G  BIJ H E T  B E G R IJP E N
Het herkennen van een woord bestaat niet alleen uit het isoleren en identificeren van 
een akoestische of orthografische eenheid, maar ook uit het beschikbaar maken van de 
betekenis van die eenheid. Bij woordherkenning zijn er derhalve twee processen te on d e r­
scheiden, namelijk het proces van segmentatie en identificatie, en het proces van inter­
pretatie. Het is niet zo dat die twee processen strikt op elkaar volgen. Vooral bij het 
begrijpen van gewone woorden in gesproken of geschreven taal gaan die processen hand in 
hand: segmenteren helpt de interpretatie, interpretatie helpt het segmenteren. H oe  die 
processen precies in elkaar grijpen, daarover doen allerlei theorieen de ronde. Van die 
lexicale toegangstheorieen zullen we er in het volgende enkele belangrijke bespreken. 
Daarbij zullen we ons echter weer beperken tot aspecten die direct verband houden met 
de centrale vraag van dit bijdrag: In welke mate voldoen die theorieen aan het snelheids- 
en aan het uniciteitscriterium?
Wat het snelheidscriterium betreft kan nog worden toegevoegd dat het niet alleen moet 
gelden voor het verstaan van gesproken taal, maar het moet ook gelden voor het lezen. 
Een normale volwassene kan veelal zonder moeite lezen met een snelheid van 7 tot 8  
woorden per seconde. Dat is twee tot drie keer zo snel als de gemiddelde gesproken 
communicatie. Uit experimenten met gecomprimeerde spraak blijkt overigens dat bij die 
snelheden ook spraakverstaan goed mogelijk is.
Het uniciteitscriterium vereist dat er een zodanige segmentering van het aangeboden 
(akoestische of visuele) signaal plaats vindt dat elk segment eenduidig en correct geiden- 
tificeerd wordt. Het is nu mogelijk om voor de theorieen die hier besproken gaan worden 
een probleem te formuleren dat formeel met het hyperniemenprobleem bij taalproductie 
overeenkomt. W e zullen het het pars-pro-to toprobleem noemen. Het is een segmenterings- 
probleem. Stel dat de hoorder  een rij geluiden a,b,c,... krijgt aangeboden. Neen verder aan 
dat zowel het segment a als het segment ab als woord herkenbaar zijn (men kan denken 
aan de woorden last en laster). De hoorder kan nu omwille van een hoge verwerkingssnel-
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heid een minimumstrategie volgen, en elk kleinste als woord in terpre teerbaar  segment 
alszodanig identificeren. Hij zal dus het woord a identificeren en interpreteren. Dat is 
conform het uniciteitscriterium als de spreker dat ook zo had bedoeld, maar het gaat 
verkeerd als de spreker niet a, maar ab (niet last, maar laster) had bedoeld  te zeggen. 
Moet de hoorder  dan een incrementele strategie volgen, d.w.z. de beslissing over een 
segment uitstellen tot het volgende stukje spraak is ingevoerd? In het voorbeeld zou hem 
dat behoeden  voor de last-interpretatie, maar het behoedt hem niet voor het 
pars-pro-totoprobleem. De spreker kan noch a, noch ab als woord hebben bedoeld, maar 
abc (bijvoorbeeld las terpraat) , en het kan nog erger: abcd of abcde (lasterpraatje , laster­
praatjes) . E r  is in feite geen principíele bovengrens op het aantal m orphem en  (betekenis 
d ragende delen) in een woord. Ofschoon er, zoals we zullen zien, wel theorieen zijn over 
de herkenning van polymorfemc woorden, wordt het pars-pro-to toprobleem in geen enkel 
model afdoende opgelost. We zullen deze paragraaf dan ook besluiten met de formulering 
van een principe dat geimplementeerd zou moeten worden in theorieen van het taalver- 
staan, en dat formeel overeenkomt met het specificiteitsprincipe dat aan het einde van de 
vorige paragraaf  werd geformuleerd.
W oordherkenningsmodellen kunnen ruwweg in twee klassen worden ingedeeld, zoek- 
modellen en activatiemodellen. In zoekmodellen wordt het juiste element opgezocht in een 
lijst, ongeveer zoals je een woord opzoekt in een woordenboek en er dan de betekenis 
bij vindt. Activatiemodellen zijn we al in de vorige paragraaf  tegengekomen: lexicale 
elementen worden gelijktijdig geactiveerd door geeigende akoestische of visuele kenmerken. 
Bij voldoende activatie komt de betekenisinformatie die bij het element is opgeslagen 
beschikbaar. In het volgende bespreken we kort een zoekmodel, dat van Forster, en twee 
activatiemodellen, het logogen-model van Morton en het cohort-model van Marslen-Wilson 
et al.
Het zoekmodel van Fors te r .
Fors te r’s (1976) "autonome zoekmodel" is een tweetrapsmodel van lexicale toegang. W an ­
neer een woord wordt aangeboden wordt eerst, op grond van een aantal opvallende ken­
merken van dat woord (bijvoorbeeld de eerste twee letters bij gedrukte  woorden, of de 
eerste twee of drie spraakklanken van gesproken woorden) een klaarliggend lijstje van 
lexicale elementen geselecteerd die die eigenschappen vertonen. Dat lijstje heet een bin. 
De taalgebruiker heeft een hoofd vol bins, en er is een procedure  om de meest w aar­
schijnlijke bin snel te vinden. Dat zou voor gedrukte woorden bijvoorbeeld een discrimi- 
natienet kunnen zijn waarbij elk knooppunt een alfabetische test voorstelt met 26 uitgaan­
de takken, ongeveer als voorgesteld in Figuur 3.
In Figuur 3 komen we met drie s tappen bij de BLA-bin. Die bin bevat alle w oorden  die 
met bla beginnen, maar ze zijn niet alfabetisch geordend; ze staan op volgorde van fre­
quentie. Het meest frequente woord (blad) staat boven in de lijst, het minst frequente  
(blasfemie) onderin. De waarnem er vergelijkt nu het eerste woord in de lijst met de 
aangeboden stimulus. W anneer  die met elkaar kloppen is het woord geidentificeerd en kan 
het worden ge in te rpre teerd  door de betekenis ervan op te zoeken in een master file. Het 
adres in de master file is bij elk woord in de bin aangeduid. W anneer  het item niet met 
de stimulus klopt wordt het volgende element op de üjst bekeken. H e t  zoeken gaat door 
tot een kloppend element is gevonden. De bin-organisatie verklaart o.a. dat hoogfrequente  
woorden, die boven in de lijst zitten, sneller worden herkend dan laagfrequente, die 
onderin  zitten.
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FIGUUR 3 Een tw ee -traps  zoekproces
(gebaseerd op Forster, 1976)
TEST 1 (eerste letter)
z
TEST 2 (tweede letter) 
TEST 3 (derde letter)
BINs
^ -------adressen in Master File
Dit is een erg summiere weergave; Forster heeft allerlei subtiele toevoegingen en 
variaties bedacht,  die we hier buiten beschouwing moeten laten. W aar  het hier om gaat is 
de vraag hoe een model van dit type beantwoordt aan de twee gestelde criteria. W at het 
snelheidscriterium betreft hangt er veel af van (i) het aantal s tappen dat er nodig is om 
de juiste bin te vinden, en van (ii) de lengte van de lijst binnen een bin. Die twee dingen 
zijn niet onafhankelijk van elka;ir. W anneer  we bins maken op grond van alleen de eerste 
letter of de eerste spraakklank, dan is er slechts één alfabetische beslissing nodig om de 
bin te vinden, maar de lijsten in de bins worden verschrikkelijk lang. W e kunnen ook veel 
hele kleine bins maken, maar dan zijn er veel tests nodig om de juiste bin te vinden. H o e  
groot kan een bin ongeveer zijn wanneer we het snelheidscriterium serieus nemen? Uit 
het werk van S ternberg  (1975) weten we dat het zoeken door lijsten in het geheugen een 
snelheid haalt van ongeveer 25 items per seconde. Nu moet ook een infrequent woord 
binnen, zeg, een halve seconde herkend kunnen worden, wil de w aarnem er niet struikelen 
bij snelheden van 7 of 8  woorden per seconde. M et 25 items per  seconde mag de lijst in 
een bin dus niet veel langer zijn dan ongeveer 12 items. Bij een mentaal lexicon van 
30.000 items vraagt dat om tenminste 2500 bins. Om die 2500 bins te kunnen onderscheiden  
zijn er twee é drie letters of spraakklanken nodig, en dus twee é drie successieve alfabe­
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b lad 1281
blauw 516
blank 1119
blasfemie 3452
tische of foneraische tests. De gemiddelde duur van een gesproken foneem is rond  60 ms. 
Voor elk nieuwe spraakklank is er dus ongeveer 60 ms ter beschikking voor het uitvoeren 
van een test, hetgeen voldoende lijkt. Bij gesproken taal kan de waarnem er de bin dus "on 
line" vinden: zo gauw er twee of drie spraakklanken binnen zijn is de bin er ook. Het 
zoeken in de bin zal over het algemeen kort kunnen duren omdat de meest voorkomende 
woorden boven in de lijst staan en dus het eerst met het spraaksignaal als geheel vergele­
ken worden. D oor de beperkte  omvang van de bins zijn echt lange zoektijden uitgesloten. 
Kortom, Fors te r’s model lijkt aan het snelheidscriterium te kunnen voldoen (waarbij overi­
gens opgemerkt moet worden dat het zoeken in Fors ter’s bin-model "self-terminating" is, 
in tegenstelling tot zoeken in Sternberg’s "exhaustive search" model).
Nu het uniciteitscriterium. Forster heeft zijn model uitsluitend getoetst aan visueel 
materiaal, tachistoscopisch aangeboden losse woorden (of non-woorden). Binnen die empiri­
sche beperking doet het pars-pro-totoprobleem zich om triviale redenen niet voor. D e taak 
is namelijk om van de aangeboden stimulus te zeggen of het een woord is, dan wel om het 
woord uit te spreken. In die zin doet er zich geen segmenteringsprobleem voor: het te 
beoordelen  of uit te spreken segment is alszodanig gegeven. Het model geeft bijvoorbeeld 
niet aan hoe een waarnemer een tekst zonder spaties zou segmenteren, noch ook hoe een 
gesproken tekst in woorden wordt opgedeeld.
Toch is het pars-pro-to toprobleem niet geheel onaangeroerd  gebleven binnen dit theo re ­
tisch kader. Taft en Forster (1975) hebben onderzocht hoe polymorfeme woorden worden 
herkend. Neem een woord als herstellen. Zit dat in de bin met H E R -w oorden ,  samen met 
hert en hermelijn, of zit het in de bin met STE-woorden. In het laatste geval zou de 
w aarnem er eerst het voorvoegsel her van het woord moeten afpellen, dan de bin zoeken 
van de stam (stel), en daarin die stam opzoeken. H et  idee is dat bij elke stam ook diens 
morfologische afleidingen liggen opgeslagen (zoals herstellen, opstellen, instellen, enz.). 
A nders  gezegd, het mentale lexicon is naar stammen georganiseerd. O p  deze wijze wordt 
van de nood een deugd gemaakt. De structurering van het lexicon volgt een 
pars-pro-totoprincipe. De ingangen zijn stammen, en de morfologische afleidingen zijn 
daarom heen  gegroepeerd. De waarnemer zal in eerste instantie de voor- en achtervoegsels 
van het aangeboden woord verwijderen, en dan de stam in het lexicon opzoeken.
Als dat snel en automatisch moet kunnen verlopen kan men problemen verwachten bij 
woorden als hermelijn en onzevader waar her- en on- in eerste instantie als voorvoegsels 
worden verwijderd, waarna er tevergeefs naar de stammen melijn en zevader wordt ge­
zocht. Ofschoon zulke waarnemingsproblemen zich inderdaad soms blijken voor te doen, is 
het inmiddels voldoende aangetoond dat morfologisch complexe woorden niet alleen en 
uitsluitend via hun stam worden opgezocht in het lexicon (zie Cutler 1983 voor een over­
zicht van het betreffende onderzoek; zie ook Henderson, 1985).
Het zoekmodel, zelfs wanneer het met een morfologisch decompositiemechanisme wordt 
uitgebreid, biedt geen uniciteitsgarantie bij gesproken taalherkenning. E r  is niets in het 
model dat een juiste segmentering kan garanderen  voor zowel de notaris die de bank 
bediende als voor de notaris zag de bankbediende. In zulke gevallen is er vrijwel zeker 
van de stimulus (bank-bed iende) onafhankelijke syntactische informatie nodig om de juiste 
segmentering uit te voeren.
Het logogen model
Het logogen model is in eerste instantie ontwikkeld als waarnemingsmodel. H e t  visuele en 
auditieve systeem extraheren allerlei kenmerken uit de aangeboden stimulus. W anneer  dat
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een woordstimulus is, zullen alle logogens die zijn ingesteld op een of meer van die ken­
merken worden geactiveerd. Het logogen dat het eerst zijn drem pelwaarde bereikt zal 
"vuren", hetgeen nu betekent dat de woordbetekenis die in het logogen ligt opgeslagen 
beschikbaar komt voor verwerking door het conceptuele systeem.
Ook als waarnemingsmodel is het logogen-mechanisme een parallelle en dus snelle informa­
tieverwerker; geen opvallende problemen dus met het snelheidscriterium. A nders  ligt het 
echter weer met het uniciteitscriterium. H et pars-pro-totoprobleem is weer levensgroot 
aanwezig. W anneer  akoestisch het woord laster wordt aangeboden, worden zowel alle 
kenmerken van last als alle kenmerken van laster geactiveerd. W aarom  zou het 
laster;logogen dan als eerste vuren? Het enig mogelijke antwoord binnen de theorie is dat 
laster een hogere gebruiksfrequentie, en dus een lagere drempel heeft. Afgezien daarvan 
dat dit feitelijk onjuist is (zie Uit den Boogaart, 1975), zou deze redeneringswijze tot 
een evident onjuiste conclusie leiden ten aanzien van samengestelde woorden: D e gebruiks­
frequentie van een samengesteld woord zou steeds groter zijn dan die van de samenstel­
lende delen (grondgebied frequenter dan zowel grond als gebied, samenwerken frequenter 
dan zowel samen als werken, enz.).
Men zou natuurlijk kunnen overwegen om weer van de nood een deugd te maken, en 
stellen dat er geen logogen is voor het samengestelde woord, maar dat alleen de onder­
delen zijn gerepresenteerd .  Het conceptuele systeem heeft dan de taak om uit de betekenis 
van de delen (bijvoorbeeld grond en gebied) de betekenis van het geheel (grondgebied) af 
te leiden. Uit experimenten van Osgood en Hoosain (1974) blijkt echter dat de meer 
frequente samengestelde woorden wel degelijk als lexicale eenheid zijn gerepresenteerd ,  en 
M orton (1979) neemt die conclusie over. D aarm ee is het uniciteitsprobleem binnen het 
logogen-model onoplosbaar geworden.
H et cohort-model
Ook het cohort-model (Marslen-Wilson and Welsh 1978, Marslen-Wilson 1987) is een activa- 
tiemodel, maar het kent geen drempelbegrip. Het model is specifiek ontwikkeld voor audi­
tieve woordherkenning. De eerste stap in het proces van woordidentificatie bestaat in de 
activatie van een verzameling woordkandidaten in het mentale lexicon. Zo  gauw de eerste 
twee of drie spraakklanken van het woord geklonken hebben worden alle woorden die met 
die spraakklanken beginnen geactiveerd. W anneer bijvoorbeeld het woord olifant wordt 
uitgesproken, dan zal in de waarnemer na detectie van de eerste twee fonemen een cohort 
van woordkandidaten  zijn geactiveerd, waaronder olijf, olie, olijk, en natuurlijk ook 
olifant. N aarm ate  er meer stimulusinformatie binnenkomt en verwerkt wordt, kan het 
cohort worden gereduceerd  doordat  niet-compatibele kandidaten uitvallen. W anneer  olif is 
verwerkt door de waarnem er zitten er nog maar twee woordkandidaten in het cohort, 
namelijk olifant en oliefilter; er zijn geen andere Nederlandse woorden die op deze wijze 
beginnen. W anneer  tenslotte nog maar één kandidaat overblijft is het woord geidentif- 
iceerd. In het voorbeeld gebeurt dat wanneer het woordinitiele stuk olifa verwerkt is. De 
[a] wordt het uniciteitspunt van olifant genoemd. Het zal duidelijk zijn dat dat punt geen 
stimuluseigenschap is, maar afhangt van de verzameling alternatieve woorden in het lexi­
con van de waarnemer.
Het cohort-model laat dus toe dat een woord wordt geidentificeerd voordat het volledig 
gesproken is, namelijk zo gauw het uniciteitspunt is bereikt. Experimenteel onderzoek 
lijkt dit idee in aanzienlijke mate te ondersteunen. De goede waarnem er heeft slechts een
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half woord nodig.
H et snelheidscriterium is ook voor dit activatiemodel geen serieus obstakel, maar o p ­
nieuw ontstaan er problemen met het uniciteitscriterium. Wat is namelijk het geval? H et  
geidentifïceerde woord kan achteraf blijken onderdeel te zijn van een morfologisch com ­
plexer woord. W anneer  de spreker na olifa het woord olifant identificeert, kan achteraf 
blijken dat de spreker bezig was olifanten of olifantshuid te zeggen. In sommige gevallen 
is het eerste stukje van de woorden (zoals hier olifa) akoestisch toch enigszins verschil­
lend voor die drie woorden, maar dat is niet helemaal systematisch het geval, en moet van 
geval tot geval worden aangetoond. W anneer dat hier en in soortgelijke gevallen niet zo 
is, dan moet men constateren dat het uniciteitspunt meestal voorbij de woordgrens ligt. E r  
kan namelijk veelal nog weer een morfeem volgen (olifant - olifanten - o lifantentemmer - 
etc.). M aar  daarm ee  wordt de ziel uit het cohort-model geslagen. M en kan ook de oors­
pronkelijke notie handhaven, en aannemen dat de hoorder  bij het bereiken van het unici­
teitspunt een voorlopige woordidentificatie uitvoert, om die vervolgens te herzien wanneer 
er meer morfemen volgen die bij het woord blijken te horen.
M aar hoe kan de waarnemer weten dat een volgend morfeem nog bij het voorlopig 
geidentifïceerde woord hoort? Daarvoor zijn er tenminste vier bronnen van informatie. D e 
eerste is een klankmodificatie in het voorlopig geidentifïceerde woord zelf. Daarvan be ­
staan weer een aantal varianten die we niet in detail zullen bespreken; we geven slechts 
een paar voorbeelden. Het gesproken woord zaterdag bereikt zijn uniciteitspunt bij [e]; op 
dat moment kan de waarnemer het identificeren. W anneer  dan verderop in het woord blijkt 
dat niet da maar daa gezegd wordt, kan de hoorder daaruit reeds afleiden dat er nog een 
morfeem gaat volgen: za terdagen . A nder  voorbeeld: de klinker in het woord stoor is langer 
dan die in het woord s toorzender . De hoorder kan soms aan de lengte van een klinker 
horen of hij bezig is met de laatste syllabe van een woord, of dat er nog meer gaat 
volgen. Hetzelfde geldt voor de intonatie.
De tweede bron van informatie is de aard van het morfeem dat volgt op het voorlopig 
geidentifïceerde woord. W anneer  de waarnemer het woord stroom heeft geidentificeerd, en 
er volgt dan nog -pje^ dan kan dat morfeem alleen maar bij het voorlopig geidentificeerd 
woord horen; er is namelijk geen Nederlands woord dat met pje_ begint.
Een  derde  informatiebron is de syntactische context van het woord. W anneer  de  spreker 
zegt: wat zit je nou te lumme-, dan kan de hoorder  het laatste woord identificeren 
(lummel). M aar  de syntactische context vereist hier een werkwoord; de spreker kan dus 
een extra werkwoordsmorfeem -en verwachten.
D e vierde bron is semantisch van aard. Die zal vooral een grote rol spelen bij de 
identificatie van samengestelde woorden. W anneer je hoort Jan  stottert en zijn zusje heeft 
ook een sp raak- dan is het om semantische redenen dat het door de spreker bedoelde  
woord niet spraak zal zijn. De hoorder kan hier een samengesteld woord verwachten, zoals 
sp raakgebrek .
De laatstgenoemde twee informatiebronnen liggen geheel of ten dele buiten het stimu- 
luswoord zelf; noemen we dit de context. De oplossing van het pars-pro-to toprobleem  
moet dus ten dele worden gezocht in eigenschappen van de woordstimulus zelf, en voor 
een deel in de context waarin het woord verschijnt. E r  bestaat nog geen theorie van de 
taalwaarnemer waarin de interactie van stimulusinformatie en context zo wordt behandeld  
dat aan het uniciteitscriterium op zelfs maar enigszins bevredigende wijze tegemoet wordt 
gekomen. Theorieen  over spraakwaarneming zouden, om het pars-pro-to toprobleem  te 
omzeilen een principe moeten volgen dat ongeveer als volgt kan worden geformuleerd:
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Maximaliseringsprincipe. De hoorder voert een definitieve woordidentificatie pas uit wan­
neer een additioneel segment hetzij een non-woord doet ontstaan, hetzij een woord ople­
vert dat door de context is uitgesloten.
Met andere  woorden, de hoorder maakt maximaal grote woorden gegeven de vigerende 
context. De grote vraag is natuurlijk hoe die context structureel precies gedefinieerd moet 
worden, en hoe de werking daarvan in een procesmodel kan worden voorgesteld.
Wat is de moraal van dit verhaal? O p één na alle behandelde theorieen en modellen 
staan op goede voet met het snelheidscriterium, en de ene uitzondering, de discriminatie- 
net-theorie, was nooit expliciet bedoeld als psycholinguistische theorie. Anderzijds blijkt 
het uniciteitscriterium een algemeen struikelblok te zijn. Geen enkele theorie van lexicale 
toegang houdt voldoende rekening met de semantische en morfologische opbouw van het 
lexicon. Vermoedelijk uit zich hier een neiging die bij psycholinguisten heel algemeen te 
constateren is: er bestaat grote aandacht voor het verloop in de tijd van taalpsychologi­
sche processen, maar de linguistische complexiteit van wat de taalgebruiker p roduceer t  en 
verstaat wordt voortdurend onderschat. Psycholinguisten neigen meer naar de psychologie 
dan naar de taalkunde.
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