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Abstract 22 
Diverse features of sensory stimuli are selectively processed in distinct brain areas. The 23 
relative recruitment of inhibitory and excitatory neurons within an area controls the gain of 24 
neurons for appropriate stimulus coding. We examined how such a balance of inhibition and 25 
excitation is differentially recruited across multiple levels of a cortical hierarchy by mapping the 26 
locations and strengths of synaptic inputs to pyramidal and parvalbumin (PV)-expressing 27 
neurons in feedforward and feedback pathways interconnecting primary (V1) and two higher 28 
visual areas. While interareal excitation was stronger in PV than in pyramidal neurons in all 29 
layer 2/3 pathways, we observed a gradual scaling down of the inhibition/excitation ratio from 30 
the most feedforward to the most feedback pathway. Our results indicate that interareal gain 31 
control depends on the hierarchical position of the source and the target, the direction of 32 
information flow through the network, and the laminar location of target neurons. 33 
. 34 
 35 
 36 
 37 
 38 
 39 
 40 
 41 
 42 
3 
 
Introduction 43 
Visual perception and visually guided actions result from coordinated neuronal 44 
communication between multiple, functionally diverse areas of visual cortex.  Within visual 45 
cortex, interareal communication is achieved through axons of pyramidal (Pyr) cells carrying 46 
feedforward (FF) information from lower to higher areas and feedback (FB) signals through ‘top-47 
down’ connections descending across the hierarchy of visual areas1,2. How neurons within such 48 
a highly interconnected network and increasing densities of inputs at higher levels of the cortical 49 
hierarchy3,4 maintain stimulus-specificity without saturating their spike output has been studied 50 
by modelling the effects of inhibitory synaptic inputs and by recording the balance of excitation 51 
and inhibition in local networks of sensory cortex5,6. However, the rules by which the 52 
inhibition/excitation (I/E) balance changes along processing pathways from early to deep stages 53 
of the brain and back are incompletely understood. 54 
In the rodent visual system, interareal FF and FB pathways communicate through 55 
excitatory synapses contacting Pyr and GABAergic neurons7. In the target area, both cell types 56 
are reciprocally connected by a fine-scale circuit embedded within the global network8-10. 57 
Although interareal FF and FB connections terminate on multiple types of GABAergic neurons, 58 
most of them synapse onto PV-expressing fast-spiking interneurons11-13, which provide 59 
feedforward inhibition (FFI) to local Pyr cells14,15.  60 
FFI is a common functional motif throughout the brain, capable of regulating the I/E 61 
balance and thereby influencing the gain, the integration window, and the temporal precision of 62 
inputs5,16-18. Similar to the thalamocortical and local circuits in mouse barrel cortex and in V116,17, 63 
FFI is also involved in interareal communication across the visual cortical hierarchy14. In fact, 64 
our studies in mouse visual cortex have shown that FF input to Pyr cells is more strongly 65 
counterbalanced by inhibition than FB input, suggesting pathway-specific differences in the gain 66 
and dynamic range of recurrent excitation involved in cortical computations15,16,19. 67 
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Here, we demonstrate that higher relative inhibition in FF than in FB pathways is part of 68 
a more general rule of cortico-cortical communication. We studied the strengths of FF and FB 69 
inputs interconnecting mouse V1 with Pyr and PV neurons in the extrastriate area PM 70 
(posteromedial) situated high in the hierarchy, and compared the I/E balance with input to and 71 
from the hierarchically intermediate area LM (lateromedial). Using whole-cell patch clamp 72 
recordings and laser-scanning photostimulation of Channelrhodopsin-2 (ChR2)-expressing FF 73 
and FB connections in acute cortical slices, we show that the relative strength of excitatory input 74 
to Pyr and PV cells is pathway-specific and depends on the position of the source and target 75 
areas within the hierarchy. Interareal inputs to PV interneurons in upper layers, but not in lower 76 
layers, are stronger than to Pyr cells, and the asymmetry of I/E balance was greater for V1 to 77 
PM than for LM to PM connections, suggesting weaker FFI by inputs from hierarchically higher 78 
areas. In support of the notion that pathways from sources deeper in the brain, which deliver 79 
input that vary over a narrower range than input from the outside world, would require lower 80 
levels of inhibitory control, we found that FFI is weaker in FB connections and weakest in FB 81 
input to V1, at the bottom of the hierarchy. Our findings therefore suggest that in FF and FB 82 
pathways targeting neurons in layer 2/3 (L2/3), excitation is more strongly counterbalanced by 83 
inhibition and that the imbalance is gradually rectified according to hierarchical distance from the 84 
most feedforward to the most feedback. 85 
 86 
Results 87 
Hierarchy between V1, LM and PM 88 
To study interareal inhibition across different levels of the cortical architecture we first 89 
asked whether the visual areas V1, LM and PM lie at distinct levels of an interconnected 90 
hierarchical network. To do this we traced the outputs from V1, LM and PM with the anterograde 91 
tracer biotinylated dextran amine (BDA) and studied the laminar patterns of axon terminals in 92 
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each of the visual cortical target areas: V1, LM, POR (postrhinal), AL (anterolateral), P 93 
(posterior), LI (laterointermediate), PM, AM (anteromedial), RL (rostrolateral) and A (anterior) 94 
(Figure 1, Figure 1 – figure supplement 1-3). Projections were assigned to areas by their 95 
locations relative to retrogradely bisbenzimide-labeled callosal landmarks20, which we imaged in 96 
situ before sectioning the brain, and by their relative positions to each other (Figure 1a). 97 
Sections were numbered from the posterior pole of cortex so that the callosal landmarks seen in 98 
the coronal plane could be matched to specific locations of the in situ pattern. BDA labeled 99 
fibers were then superimposed onto the callosal pattern observed in the same section, and 100 
projections were assigned to specific areas according to the map by Wang and Burkhalter20 101 
(Figure 1a). Optical density maps of projections showed striking laminar differences (Figure 1b). 102 
Although most projections involved L1-6, inputs from V1 consistently showed dense 103 
terminations in L2-4 of each of the higher areas with much sparser projections in L1. In contrast, 104 
projections from both LM and PM strongly targeted L1 of V1 while weakly targeting L2-4 (Figure 105 
1 – figure supplement 2 and 3). The selective targeting of L1 by FB projections is consistent with 106 
observations in other species1,2,21,22. To analyze these patterns quantitatively, we computed the 107 
density ratio (DR) of terminations in L2-4 to that in L1 of axons from V1, LM and PM to each of 108 
the other nine areas and plotted DRs in a 3 x 9 matrix (Figure 1c). We reasoned that FF 109 
projections from lower areas would, on average, have a higher DR than FB projections from 110 
higher areas. The matrix showed that the average DRs in all targets of V1 were > 2.52 ± 0.31, 111 
whereas the DRs for projections to V1 were < 0.72 ± 0.08 (Figure 1c). Pairwise comparisons of 112 
average DRs of projections from each of V1, LM, and PM to the other areas showed significant 113 
(p < 0.001, Mann-Whitney U test) differences, demonstrating that V1, LM and PM are at distinct 114 
hierarchical levels, with LM at the intermediate level between V1 and PM (Figure 1d, e).   115 
L2/3 FF and FB pathways between V1 and PM 116 
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Cortico-cortical inhibition between areas involves both, the initial excitation of 117 
interneurons by long-range axonal projections of Pyr cells, and the disynaptic inhibition of Pyr 118 
cells by interneurons. As a first step in the analysis of the recruitment of interareal inhibition, we 119 
first confirmed the role of PV interneurons in inhibiting neighboring Pyr cells. These experiments 120 
were performed in area PM, one of the targets of V1, in acute slices from mice in which PV cells 121 
expressed tdTomato (tdT) (Figure 2 – figure supplement 1a). The axonal projections from V1 to 122 
PM were labeled by anterograde tracing with adeno associated virus (AAV) expressing a ChR2-123 
Venus fusion protein23 (Figure 2 – figure supplement 1a-f). PM is the posterior projection zone 124 
medial to the densely type 2 muscarinic acetylcholine receptor (M2)-expressing area V124,25 125 
(Figure 2 – figure supplement 1d, e). Similar to other cortical areas, PM contained tdT-PV cell 126 
bodies in L2-6, with axons and dendrites reaching into L1 (Figure 2 – figure supplement 1f, 127 
figure supplement 2a). We performed paired recordings to examine whether increasing the 128 
excitation of PV cells results in stronger inhibition of neighboring synaptically connected Pyr 129 
cells (Figure 2 – figure supplement 2c). To do this, we evoked action potentials by injecting 130 
current steps (100, 200, 300, and 400 pA; 50 ms; Figure 2 – figure supplement 2c-f) into PV 131 
cells and recorded inhibitory postsynaptic currents (IPSCs) in connected Pyr cells. Similar to 132 
recordings in other cortical areas10,26 we found a high connection probability. Recordings from 133 
PV and Pyr neurons within ~100 µm of each other resulted in 11/13 (84.6%) and 7/15 (46.6%) 134 
synaptically connected pairs in L2/3 and L5, respectively (Figure – figure supplement 2g). In 135 
both layers, increasing the firing of PV cells resulted in larger IPSCs in Pyr cells (n = 11 pairs in 136 
L2/3, 7 pairs in L5; Figure 2 – figure supplement 2d-f). The increase in inhibition was due to 137 
both, the increased probability of PV cells to reach spike threshold, as well as increased spiking. 138 
These findings reveal a local subnetwork that is likely tapped by interareal connections for FFI 139 
of Pyr cells in target areas. 140 
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Because the level of PV cell excitation determines the feedforward inhibitory drive to 141 
synaptically connected Pyr cells, we examined the strength of excitatory inputs to neighboring 142 
PV and Pyr cells by different pathways. We performed subcellular ChR2-assisted circuit 143 
mapping (sCRACM)15,23,27 in acute slices of visual cortex to measure the input strength and 144 
laminar location of interareal connections to PV and Pyr cells in different pathways. To study 145 
connections in the FFV1→PM pathway, we expressed ChR2-Venus in axons projecting from V1 to 146 
PM, and recorded excitatory postsynaptic currents (EPSCs) from PV and Pyr cells centered at 147 
the peak of the PM projection (Figure 2a). Photostimulation of ChR2-expressing axon terminals 148 
was achieved by a 473 nm laser delivered one spot at a time in a grid pattern separated by 75 149 
µm (Figure 2b). Recordings were performed in the presence of 1 µm TTX (tetrodotoxin) and 50 150 
µm 4-AP (4-aminopyridine) in the bath to block polysynaptic currents and repolarization of axon 151 
terminals, respectively. Resulting EPSCs were measured by whole cell patch clamp recordings 152 
from PV and Pyr neurons voltage-clamped at -70 mV (Figure 2c). We compared EPSCs 153 
between PV and Pyr neurons whose cell bodies were in the same layer of the same slice, within 154 
~100 µm of each other. 155 
In the L2/3 FFV1→PM pathway, EPSCs recorded from PV cells were larger than those 156 
from Pyr cells (Figure 2c-f). On average, the largest EPSCs were evoked from synaptic inputs to 157 
proximal dendrites at the bottom of L2/3 whereas inputs to distal dendrites were weaker (Figure 158 
2d, e). The mean total current in PV cells was 12.85 ± 4.48-fold stronger than that in 159 
neighboring Pyr cells (p < 0.001, n = 14 pairs). To illustrate the relative excitation of PV and Pyr 160 
cells, we plotted the total EPSC in each PV cell against the total EPSC in its Pyr neighbor, and 161 
measured the mean slope for all such pairs in this pathway (Figure 2f). We also computed the 162 
mean slope after normalizing the EPSC to the mean cell conductance to control for cell size. 163 
Similar to observations in thalamocortical and local circuits, the time to peak of EPSCs was 164 
significantly shorter in PV than in Pyr cells (Figure 2g; n = 14 pairs, p < 0.05, paired t-test), 165 
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consistent with the notion that PV interneurons can be recruited more rapidly than Pyr neurons 166 
in diverse brain areas28,29. 167 
We next asked whether connections to PV and Pyr cells in the FBPM→V1 pathway showed 168 
a different I/E balance. Recordings in V1 showed that similar to PM, EPSCs in PV cells were 169 
larger and faster than in Pyr cells (Figure 3a-f). In contrast to the FFV1→PM pathway, however, 170 
the excitation of PV cells in the FBPM→V1 pathway was only 1.93 ± 0.44-fold stronger than Pyr 171 
cell excitation. Thus, the excitation of PV cells, relative to that of neighboring Pyr cells, was 172 
weaker in the FBPM→V1 than in the FFV1→PM pathway (Figure 3g; n = 14 pairs for FFV1→PM, n = 21 173 
pairs for FBPM→V1; p < 0.001), similar to previous observations in the L2/3 FFV1→LM and FBLM→V1 174 
pathways15. The larger EPSCs in PV cells could be a result of either a higher density of 175 
excitatory input or due to a larger area over which individual PV cells are contacted by interareal 176 
projections, or both. We therefore measured the mean EPSC per pixel and the total area over 177 
which each cell type exhibited measurable EPSCs (Figure 3 – figure supplement 1). In the 178 
FFV1→PM pathway, PV cells exhibited larger EPSCs per pixel than Pyr cells (Figure 3 – figure 179 
supplement 1a) as well as received input over a larger area (Figure 3 – figure supplement 1b). 180 
In contrast, in the FBPM→V1 pathway, the mean EPSC per pixel between the two cell types were 181 
not significantly different (Figure 3 – figure supplement 1c), indicating that the larger total 182 
EPSCs in PV cells were the result of PV cells receiving excitatory input over a larger area 183 
(Figure 3 – figure supplement 1d).  184 
The laminar organization of interareal input to individual neurons was significantly 185 
different for the two pathways. Unlike FFV1→PM projections, FB axons from PM provided strong 186 
inputs to L1 of V1. We quantified L1 input by measuring the total pixel values in each row of the 187 
photostimulation grid pattern and plotting EPSCs against distance from the pial surface (Figure 188 
3h, i). The values are percentages in each row of the total EPSC in the respective cell type. 189 
Consistent with the distribution of projections (Figure 1b) the proportion of inputs to L1, relative 190 
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to total EPSCs, was larger in the FBPM→ V1 pathway than in the FFV1→PM pathway (Figure 3i; p < 191 
0.01 for both PV and Pyr cells). It must be noted, however, that due to dendritic filtering of 192 
signals, EPSCs at distal dendrites are attenuated more than those near the soma. Thus, the 193 
proportion of L1 inputs to the total current may be an underestimate.  194 
L2/3 FF and FB pathways between LM and PM 195 
Do connections originating from higher areas follow the same normalization rules as 196 
those from V1? We addressed this question with sCRACM experiments in L2/3 of FFLM→PM and 197 
FBPM→LM pathways (Figure 4). Similar to FF and FB pathways between V1 and PM, EPSCs 198 
were larger in PV cells than in Pyr cells in both pathways (Figure 4a-f). In the FFLM→PM pathway, 199 
the mean total current in PV cells was 3.62 ± 0.75-fold larger than in neighboring Pyr cells (n = 200 
15 pairs, p < 0.02; Figure 4c, g). Inputs to both cell types were maximal at proximal dendrites in 201 
L3 and 4, but weak in L1 and L2 (Figure 4a, b, i; Figure 4 – figure supplement 1). In the FBPM→LM 202 
pathway, the mean total EPSC to PV cells was 3.77 ± 0.81-fold the total EPSC in neighboring 203 
Pyr cells, with substantial input into L1 (n = 18 pairs, p < 0.01; Figure 4d-f, h, i; Figure 4 – figure 204 
supplement 1). Similar to connections between V1 and PM, EPSCs were faster in PV than in 205 
Pyr cells in both FFLM→PM and FBPM→LM pathways (Figure 4 – figure supplement 2d). Hence, the 206 
faster activation of PV cells appears to be a general rule for FFI provided by long-range 207 
connections28,29.  208 
 While PV cells received stronger excitatory inputs than Pyr cells in all four L2/3 pathways 209 
described here, the difference in the relative excitation of PV and Pyr was bigger in the FFV1→PM 210 
originating at the bottom and terminating at the top of the hierarchy than in the FFLM→PM pathway 211 
originating from the higher area, LM (Figure 4g). In contrast, in the FBPM→V1 pathway, the 212 
difference was smaller for connections originating at the top and terminating at the bottom of the 213 
hierarchy than for terminations at an intermediate level in LM (Figure 4h). These relationships 214 
are evident in a significant (p < 0.001, Kruskal-Wallis test) decrease of the EPSCPV/EPSCPyr 215 
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ratios, when pathways are ordered by hierarchical distance from the most feedforward to the 216 
most feedback (Figure 1e, 4j). The plot suggests that inhibitory counterbalance to long-range 217 
excitation is gradually adjusted depending on the hierarchical location of the source and target 218 
areas. Although the total input to PV and Pyr cells differed across pathways, the pathway-219 
specific normalization was independent of the absolute strength of the excitatory input so that 220 
the EPSCPV/EPSCPyr ratios, and not the absolute values of EPSCs in PV and Pyr cells, show a 221 
hierarchy-dependent variation (Figure 4 – figure supplement 2a-c). 222 
FF and FB pathways in L5 223 
 We next asked if interareal inputs to L5 neurons follow a similar physiological 224 
connectivity rule as those to L2/3. Unlike in L2/3, the EPSCs recorded in L5 PV and Pyr cells 225 
upon stimulation of FFV1→PM and FFLM→PM axons were not significantly different (Figure 5a-f). 226 
The relative excitation of L5 PV cells, expressed by the EPSCPV/EPSCPyr ratio, was smaller than 227 
that observed in L2/3 for both FF pathways (Figure 5g, h). While we did not observe EPSCs in 228 
L1 for L5 Pyr cells, likely due to attenuation of signals by dendritic filtering, we detected 229 
significant input to L2-4. In particular, L5 Pyr cells in FFLM→PM exhibited large EPSCs at apical 230 
dendrites in L2-4, hundreds of microns distal to the cell body (Figure 5d, e, i, j). The proportion 231 
of such L2-4 inputs to the total EPSC was higher in FFLM→PM than in FFV1→PM for L5 Pyr cells but 232 
not for PV cells, whose input distributions were similar in both pathways (Figure 5i, j). Thus 233 
depending on the source of long-range synaptic input, L5 Pyr cells in PM receive FF input at 234 
different locations of their dendritic arbor. 235 
 Finally, we examined the two FB pathways projecting from PM to L5 neurons in V1 and 236 
LM respectively. Activation of either FBPM→V1 or the FBPM→LM projecting axons resulted in EPSCs 237 
of similar magnitudes in neighboring PV and Pyr cells (Figure 6a-f), with the strongest inputs 238 
primarily recorded at proximal dendrites in L5 for both cell types (Figure 6g). These results 239 
suggest that the stronger activation of PV cells observed in L2/3 is absent in L5. Consistent with 240 
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this observation, we found no significant difference between the EPSCPV/EPSCPyr ratios for L5 241 
cell pairs for the different pathways (Figure 6h), suggesting equal potency of FFI among these 242 
pathways regardless of whether they are FF or FB. Similar to L2/3, however, the EPSCs in PV 243 
cells showed faster rise times than those in Pyr cells in all L5 pathways (Figure 6i). 244 
Discussion 245 
We have mapped input strengths to inhibitory PV and excitatory Pyr cells in diverse 246 
pathways interconnecting three visual cortical areas with distinct spatiotemporal sensitivities and 247 
specialized functions30-33. The results in L2/3 support the notion that in FF and FB pathways, 248 
excitation is more strongly counterbalanced by inhibition and that the imbalance is gradually 249 
rectified according to hierarchical distance from the most FF to the most FB (Figure 1e, 4j). The 250 
results further suggest that the hierarchical distance rule of normalization is independent of the 251 
absolute magnitude of EPSCs across the hierarchy (Figure 4 – figure supplement 2a-c). Our 252 
findings argue that excitation ascending across multiple hierarchical levels is gradually adjusted 253 
to keep the dynamic range of L2/3 Pyr cell firing constant and compensate for the increased 254 
density of synaptic input to Pyr cells in higher cortical areas4.  Strong activation of PV neurons 255 
may narrow the window for effective excitation and result in high frequency gamma-band 256 
synchronization of activity found in FF signaling17,34,35. In contrast, in FB pathways excitation is 257 
weakly counterbalanced by inhibition, which may broaden the window for synaptic integration 258 
and result in slower synchronization frequencies found in FB communications35. Thus, variation 259 
in I/E balance, through the differential recruitment of PV and Pyr neurons in different cortical 260 
pathways, is a key feature of distributed hierarchical processing. 261 
Reciprocal connections between areas are a highly conserved feature of mammalian 262 
cortex. However, the exact pattern of termination of FF and FB axonal projections in the target 263 
area appears to vary between species, particularly in the termination patterns of FF pathways in 264 
layers 2, 3 and 41,36,37. Despite these differences, a consistent observation among different 265 
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species is a tendency for FF projections to avoid L1 and the selective targeting of L1 by FB 266 
pathways2,21,22,38. We therefore used the average DR of axonal terminations in L2-4 to those in 267 
L1 to classify pathways on a sliding scale as being FF or FB. In this reference frame, V1, LM 268 
and PM constitute a clear hierarchy, which broadly matches that of rat visual cortex2 and is 269 
consistent with the increasing size of receptive fields20. The hierarchical ordering of V1, LM and 270 
PM based on average DRs is consistent with the ordering based on the difference of DRs 271 
between reciprocally connected pairs. This is notable because differences in the laminar 272 
patterns of reciprocal projections between two areas have traditionally been used to arrange 273 
areas in a hierarchy1,2. While our method of averaging DRs provides a hierarchy based on how 274 
individual visual areas project to every other area within the network, it is conceivable that such 275 
a hierarchical arrangement may not be consistent with defining pathways between every 276 
reciprocally connected pair of areas as being FF or FB by comparing the DRs of projections to 277 
each other. The absolute value of the difference between DRs of reciprocally connected areal 278 
pairs therefore remains an open issue for defining hierarchical distance and designating 279 
connections as FF, FB, or lateral1,2. 280 
Cortical Pyr cells typically receive thousands of synaptic contacts, raising the question of 281 
how these neurons successfully generate graded spike outputs, without saturating their spike 282 
output, in response to varying levels of excitatory input5. This problem is compounded by the 283 
need for deeper parts of the brain, which are further separated from the outside world than 284 
lower areas, to respond robustly and appropriately to sensory input varying in intensity over 285 
several orders of magnitude. Pertinently, Pyr cells in higher areas have been shown to have a 286 
higher density of dendritic spines than those in lower areas in both primates4 and rodents39, 287 
indicating that Pyr neurons in higher areas must integrate a larger number of excitatory inputs. 288 
To maintain a wide dynamic range over which Pyr cells can signal, inhibitory neurons have been 289 
proposed to be critical5,6. In particular, PV neurons normalize cortical activity by inhibiting Pyr 290 
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cells by a level that is proportional to the latter’s excitation, thus controlling their gain16,40,41. 291 
Because they are strongly targeted by interareal inputs11, PV cells are also ideally suited to 292 
mediate long-range FFI between areas. Such an interareal inhibitory circuit would make Pyr 293 
cells coincidence-detectors17,42, leading to a reduction of noise levels and the preservation of 294 
temporal precision in the target area43,44. Coincidence-detection has also been proposed to help 295 
achieve a wide dynamic range by allowing only a fraction of excitatory inputs to summate and 296 
evoke a spike response5. Our observation that L2/3 PV cells are recruited most strongly by 297 
pathways transmitting signals from V1 to higher cortical areas imply that signals sent to deeper 298 
parts of the brain from more peripheral areas are more potently controlled by inhibition than 299 
pathways originating in higher areas. Such a high level of inhibition may be crucial in order for 300 
Pyr cells to efficiently integrate excitatory input from a large number of areas. On the other 301 
hand, lower I/E levels in FB pathways would broaden the “window of opportunity” for spikes to 302 
be integrated and trigger an output in the postsynaptic cell45, suggesting that FB signals 303 
originating in association cortex require less gain control than FF signals. Rather, by broadly 304 
modulating the excitability of neurons in lower areas (such as by targeting the primary dendrites 305 
of Pyr cells in L1/2), FB pathways are well-placed to prime Pyr cells to selectively respond to FF 306 
input in a context-dependent manner46.  307 
Although synaptic inputs to L5 Pyr cells are also denser in higher areas47, we found that 308 
excitation of these neurons in FF and FB pathways is similar and appears to be less strongly 309 
counterbalanced by inhibition. This provides a putative mechanism for the previously observed 310 
sparse coding in L2/3 Pyr cells and dense excitation in intrinsically burst-spiking L5 Pyr cells, 311 
allowing for distinct computational strategies within individual neurons depending on their 312 
postsynaptic targets48-50. The laminar difference may indicate that, similar to thalamocortical 313 
input51, interareal inputs to L5 are driving Pyr cells. This may enable interareal communication 314 
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through cortico-thalamo-cortical loops52 as well as with subcortical motor targets, thereby linking 315 
perception and action53.   316 
While PV neurons are a critical component of cortical gain control, it must be noted that 317 
they are only one of a number of inhibitory sources9,10,54. For instance, neocortical GABAergic 318 
interneurons that express vasoactive intestinal polypeptide (VIP) are thought to be an important 319 
target of long-range and neuromodulatory inputs55,56, and in turn, primarily inhibit other 320 
interneurons leading to disinhibition of cortical Pyr cells10,57-59. Somatostatin (SOM)-expressing 321 
interneurons, which include Martinotti cells, make extensive inhibitory contacts with local Pyr 322 
cells, and can consequently mediate disynaptic inhibition between neighboring Pyr cells60,61. 323 
SOM neurons have also been shown to provide inhibitory inputs to other interneurons, including 324 
PV cells, suggesting a role in the disinhibition of Pyr cells as well10. A perhaps surprising source 325 
of inhibition and disinhibition is glutamate. By activating pre- and postsynaptic metabotropic 326 
receptors in various neocortical circuits, glutamate release can induce suppression of GABA 327 
release and inhibition of L4 neurons, respectively62,63. Thus, multiple, partially overlapping54 328 
sources of inhibition may be differentially recruited depending on context, providing a 329 
multilayered control of cortical function57,64. 330 
Materials and methods 331 
All experimental procedures were approved by the Institutional Animal Care and Use Committee 332 
at Washington University.  333 
Animals 334 
For analyzing projection patterns between cortical areas, we used 6 - 8 week-old C57BL/6J 335 
male and female mice. In addition, we crossed Pvalb-Cre mice (RRID:IMSR_JAX:008069) with 336 
Ai9 reporter mice (C57BL/6 background, The Jackson laboratory, Bar Harbor, ME; 337 
RRID:IMSR_JAX:007905), which harbored a floxed STOP cassette that prevents transcription 338 
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of the fluorescent protein tdTomato (tdT). The crossing resulted in offspring in which PV 339 
neurons express tdT. All electrophysiology experiments were performed in male and female PV-340 
tdT mice. 341 
Tracing connections 342 
Mice were anesthetized by intraperitoneal injection of a ketamine/xylazine (86 mg·kg-1/13 343 
mg·kg-1, IP) mixture and secured in a headholder. Analgesia was achieved by buprenorphine (5 344 
mg·kg-1, SC). Callosal connections were labeled by 30-40 pressure injections (20 nl each) of the 345 
retrograde tracer bisbenzimide (BB, 5% in H2O, Sigma) into the right occipital cortex. Interareal 346 
projections were labeled by iontophoretic injections (3 µA, 7 s on/off duty cycle for 7 minutes) of 347 
the anterograde tracer biotinylated dextran amine (BDA; 10,000 molecular weight, 5% in H2O; 348 
Invitrogen) using a coordinate system whose origin was the intersection between the midline 349 
and a perpendicular line drawn from the anterior border of the transverse sinus at the posterior 350 
pole of the occipital cortex. The coordinates of the injected areas were (anterior/lateral in mm): 351 
V1 (1.1/2.6); LM (1.4/4.1); PM (1.9/1.6). Mice were randomly assigned for injections of a 352 
particular area.  353 
Visualization of connections 354 
Three days after the tracer injections, mice were overdosed with ketamine/xylazine, perfused 355 
through the heart with heparinized phosphate buffer (PB; 0.1 M, pH 7.4) followed by 4% 356 
paraformaldehyde in PB (PFA).  Brains were postfixed with 4% PFA and equilibrated in 30% 357 
sucrose. To enable areal identification of injection and projection sites, BB labeled callosal 358 
landmarks in the left hemisphere were imaged in situ under a fluorescence stereomicroscope 359 
(Leica MZ16F), equipped with UV optics. The imaged hemispheres were then cut on a freezing 360 
microtome at 40 µm in the coronal plane. Sections were collected and numbered as complete 361 
series across the full caudo-rostral extent of the hemisphere. Sections were wet mounted onto 362 
glass slides and imaged under UV illumination under a fluorescence microscope equipped with 363 
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a CCD camera. The sections were then removed from the slides and BDA labeled axonal 364 
projections were visualized with avidin and biotinylated HRP (Vectastain ABC Elite) in the 365 
presence of H2O2 and diaminobenzidine (DAB)3. Sections were mounted onto glass slides, 366 
coverslipped in DPX and imaged under a microscope equipped with dark field optics.  367 
Virus injections 368 
16 to 23-day-old mice were anesthetized with a mixture of ketamine/xylazine (86 mg·kg-1/13 369 
mg·kg-1, IP). Held in a stereotaxic apparatus, intracerebral injections of viral vector 370 
(AAV2/1.CAG.ChR2-Venus.WPRE.SV40 (Addgene20071); Vector Core, University of 371 
Pennsylvania)23 were made with glass pipettes (tip diameter 25 μm) connected to a Nanoject II 372 
Injector (Drummond). Injections were performed stereotaxically into V1, LM or PM, 0.3 and 0.5 373 
mm below the pial surface, to ensure infection of neurons throughout the thickness of cortex. 374 
The total volume of the viral vector at each depth was 46 nl. Successful injections resulted in the 375 
simultaneous expression of Channelrhodopsin-2 (ChR2) and the fluorescent protein Venus in 376 
terminals of outgoing axons. Mice were randomly selected for the study of a particular pathway. 377 
Slice electrophysiology 378 
30 to 45 day-old mice, 14-21 days after viral injection, were anesthetized with a mixture of 379 
ketamine/xylazine (86 mg·kg-1/13 mg·kg-1, IP), and transcardially perfused with 10 ml of ice-cold 380 
oxygenated 95% O2/5% CO2 dissection solution (sucrose-ACSF) containing (in mM): 228 381 
sucrose, 2.5 KCl, 1.25 NaH2PO4, 25 NaHCO3, 0.5 CaCl2, 7.0 MgCl2, and 10 D-glucose. Mice 382 
were decapitated, the brain removed from the skull, and mounted on the specimen plate of 383 
Leica Vibratome (Leica VT1200) with a cyanoacrylate adhesive (Krazy Glue). Visual cortex was 384 
cut coronally at 350 µm in ice-cold sucrose-ACSF. Slices were transferred to a holding chamber 385 
filled with ACSF containing (in mM): 125 NaCl2, 2.5 KCl, 1.25 NaH2PO4, 25 NaHCO3, 2.0 CaCl2, 386 
1.0 MgCl2, and 25 D-glucose. Slices were incubated in ACSF for 30 minutes at 34°C and 387 
maintained at room temperature until recordings. Acute slices were superfused with 388 
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recirculating oxygenated ACSF at room temperature in a submersion chamber mounted on the 389 
fixed stage of an upright microscope (Nikon Eclipse FN1). For subcellular, optogenetic mapping 390 
experiments, 1 µM TTX and 100 µM 4-AP were added to the bath in order to block action 391 
potentials (and therefore polysynaptic excitation) and fast repolarizing potassium currents. 392 
Whole-cell patch clamp recordings were performed with borosilicate pipettes (4-6 MΩ 393 
resistance). The pipette solution contained (in mM) 128 potassium gluconate, 4 MgCl2, 10 394 
HEPES, 1 EGTA, 4 Na2ATP, 0.4 Na2GTP, 10 sodium phosphocreatine, 3 sodium L-ascorbate, 395 
and 3 mg/ml biocytin. The pH was adjusted to 7.2-7.3, and osmolarity to 290 mOsm. 396 
Fluorescence of ChR2/Venus-expressing fibers and tdT-expressing PV neurons was imaged 397 
with a CCD camera (Retiga 2000DC, QImaging). Pyr and PV neurons lying within maximal 398 
levels of ChR2/Venus-expressing axonal projections were selected for recordings. PV neurons 399 
were identified by tdT expression. For sCRACM experiments (see below), neurons were voltage 400 
clamped at -70 mV. All voltage-clamp and current-clamp experiments were performed using the 401 
Ephus software65 (Vidrio Technologies), an Axopatch 700B amplifier (Molecular devices), and a 402 
data acquisition (DAQ) device (NI USB-6259, National Instruments Corp., Austin, TX). 403 
Optogenetic photostimulation 404 
Photostimulation of ChR2-expressing fibers was achieved by a blue laser (473 nm; 405 
CrystaLaser) delivered in an 8×16 grid in which stimulation points were spaced 75 µm apart, 406 
one spot at a time, 400 ms between laser delivery at each spot. The grid was aligned such that 407 
the longer axis was perpendicular to the pial surface and stimulated spots in all six layers. The 408 
position of the laser beam was controlled by galvanometer scanners (Cambridge Scanning), 409 
and the duration of stimulation (1 ms) was controlled by a shutter (LS6, Uniblitz). The laser 410 
beam (~20 µm at half maximal intensity) passed through a Pockels cell (ConOptics) and an air 411 
objective (4x PlanApo). Because the expression level of ChR2-Venus in interareal axons varied 412 
across slices and animals, the laser power was adjusted in every slice so that the largest 413 
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EPSCsCRACM (EPSC recorded under sCRACM conditions) in a neuron did not increase upon 414 
increasing laser intensity. Importantly, the laser power was constant for all recordings made in 415 
the same slice, in order to compare EPSCssCRACM between neighboring neurons. The laser 416 
power measured at the image plane was 0.7 - 1 mW/cm2. Photostimulation was repeated three 417 
to five times for each neuron. The shutter timing and the position of galvanometer mirrors was 418 
controlled by Ephus65. 419 
Immunostaining  420 
After recordings, slices were fixed in 4% PFA, cryoprotected in 30% sucrose and re-sectioned 421 
on a freezing microtome at 40 µm. The sections were then incubated with an antibody against 422 
the type 2 muscarinic acetylcholine receptor (M2; 1:500 in PB; MAB367, Millipore; 423 
RRID:AB_94952) and stained with Alexa Fluor 647-labeled IgG (1:500 in 10% NGS; A21247; 424 
Invitrogen). M2-expression was imaged under a microscope equipped with IR fluorescence 425 
optics. The intense M2-expression in V1 was used as landmark for assigning Venus labeled 426 
axonal projections to LM and PM 24. 427 
Dendritic morphology 428 
M2 stained sections containing biocytin-filled neurons were treated with 1% H2O2, and 429 
incubated in avidin and biotinylated horseradish peroxidase (Vectastain ABC Elite) in the 430 
presence of DAB. The soma and dendritic arbor of biocytin-filled neurons were reconstructed 431 
under a 60x oil objective using Neurolucida (MBF Bioscience; RRID:SCR_001775). 432 
Data analysis and statistics 433 
Areal hierarchy analysis 434 
One BDA injection was performed in each mouse, and injection into a particular area (V1, LM, 435 
or PM) was performed in two mice (n = 6 animals for all injections). Three adjacent sections 436 
containing projections in the target area were typically used for analyses of each pathway in 437 
each brain. Projections were assigned to areas by their location relative to retrogradely 438 
19 
 
bisbenzimide-labeled callosal landmarks20 and by their relative positions to each other. Callosal 439 
landmarks were imaged in situ before sectioning the brain. Sections were numbered from the 440 
posterior pole of cortex so that the callosal landmarks seen in the coronal plane could be 441 
matched to specific locations (multiplying section number by section thickness) of the in situ 442 
pattern. BDA labeled injection sites and axonal projections were then superimposed onto the 443 
callosal pattern observed in the same section, and terminations were assigned to specific areas 444 
according to the map by Wang and Burkhalter 20. 445 
Grayscale images of anterogradely BDA-labeled axonal projections in target areas were used 446 
for analyses of termination patterns. The coronal sections were imaged under 8x magnification. 447 
A custom-written MATLAB script were used to generate contour plots of the optical density of 448 
axons after processing the image through a circular averaging 2-D filter. Previous analyses 449 
have shown that optical density correlates with bouton density24. Regions within contours of the 450 
highest 70% of optical densities in L2-4 and in L1 were used to generate the L2-4:L1 ratio for 451 
each slice. The optical density was measured using the mean Gray Value in ImageJ 452 
(RRID:SCR_003070) within the 70% contour.  453 
Electrophysiology analyses 454 
EPSCs recorded upon photostimulation, > 4 times the standard deviation of baseline, were 455 
used for analysis. Individual pixel values for each position of the 8×16 photostimulus grid was 456 
calculated as the average EPSC value within 75 ms after photostimulation, and expressed in 457 
pA. These calculations were done by custom-written MATLAB scripts. EPSCs at each location 458 
of the grid were averaged over three to five repetitions of photostimulation to generate sCRACM 459 
maps for each neuron. To compare the total interareal input to pairs of PV and Pyr neurons in 460 
the target area, we summed the pixel values for each cell, and compared the total EPSC value 461 
of PV and Pyr neurons lying within ~100 µm of each other, either in L2/3 or in L5. For 462 
comparison of mean EPSCs per stimulation point (Figure 3 – figure supplement 1), we 463 
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averaged pixel values with significant responses (> 4 times standard deviation of baseline) for 464 
each cell. For statistical analysis of differences of interareal input to PV and Pyr cells for a 465 
particular pathway, we generated scatter plots (for example, Figure 2f) in which each data point 466 
plotted the total EPSCsCRACM from a PV neuron (vertical axis) against the total EPSCsCRACM from 467 
its Pyr neighbor (horizontal axis). The solid black line in such a scatter plot was generated by 468 
connecting the origin (0, 0) to the geometric mean of all EPSCPV/EPSCPyr ratios for the 469 
respective pathway. The solid blue line was plotted in a similar fashion, but after normalization 470 
to the average cell conductance. The non-parametric Wilcoxon signed-rank test was used for 471 
comparing total EPSCs between cell types within pairs. For average heat maps of multiple PV 472 
or Pyr neurons, we used a smoothening function in MATLAB that interpolates EPSC values 473 
between pixels.  474 
All box plots show mean (black squares), median (horizontal line within box), 25-75 percentile 475 
range (horizontal lines bounding box) and outermost points within upper and lower inner fences 476 
(whiskers). The non-parametric Kruskal-Wallis test was used to compare mean 477 
EPSCPV/EPSCPyr ratios between pathways, while the One-Way Analysis of Variance (ANOVA) 478 
was used for comparing means of groups whose probability distributions were expected to be 479 
parametric. Statistical significance was p < 0.05. No statistical method was used to 480 
predetermine number of neurons, slices, or animals used (sample size), but our sample sizes 481 
were consistent with other comparable experiments3,15,27. 482 
 483 
 484 
 485 
 486 
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Figure titles and legends 697 
Figure 1. Hierarchy between V1, LM, and PM. (a) Rostrocaudal series of coronal slices through 698 
left hemisphere showing anterogradely labelled axonal projections (yellow/orange) after V1 was 699 
injected with BDA. Retrogradely labelled callosally projecting neurons (light cyan), upon 700 
injection of bisbenzimide in the right hemisphere, act as landmarks for identification of areas 20. 701 
Numbers denote sections corresponding to positions shown in inset. See Figure 1 – figure 702 
supplement 1 for higher magnification of areas within dotted squares. Projection to LM adjacent 703 
to LI in section 33 is indicated. Arrowhead indicates region in V1 near injected site. Inset: In situ 704 
image of retrograde bisbenzimide-labelled callosally projecting neurons in the left hemisphere. 705 
Injection site in V1 (asterisk) and positions of coronal slices shown above are indicated. Scale 706 
bars, 1 mm. (b) Optical density of axonal projections in the target areas of the indicated 707 
pathways, normalized to peak density. Contours connect regions with similar optical densities. 708 
Arrowheads denote edge of slice and edge artifacts due to interpolation of optical density with 709 
dark background. (c) Color-coded heat map of L2-4:L1 density ratio (DR) for each of 25 distinct 710 
cortico-cortical connections. Blocks in grey indicate projections that were too weak to analyze. 711 
V1 exhibits the highest DRs, and PM the lowest, indicating the relative hierarchical positions of 712 
the areas. (d) The mean DR for all target areas is highest for V1, intermediate for LM, and 713 
lowest for PM; ***p < 0.001, Mann-Whitney U-test. (e) Our schematic interpretation of the 714 
hierarchy of V1, LM, and PM in visual processing. Feedforward pathways are denoted in green, 715 
feedback in red. 716 
Figure 1 – figure supplement 1. Darkfield images of the termination patterns of BDA-labelled 717 
axonal projections from V1 to LM, LI, P, POR, AL, PM, RL, AM and A. Images are taken from 718 
the boxed regions shown in 1A. All projections are FF, which target L2-4 more strongly than L1. 719 
Scale bar, 0.5 mm. 720 
Figure 1 – figure supplement 2. Coronal sections showing anterogradely labelled axons 721 
(yellow/orange) from LM to V1, LI, P, POR, AL, PM, RL, AM and A, upon BDA injection into LM. 722 
Calossally projecting neurons (light cyan) are labelled retrogradely after injection of 723 
bisbenzimide into the opposite hemisphere. Boxed regions show projections to each of the nine 724 
target areas. Asterisk in coronal section 28 denotes injection site in LM. Scale bar, 1 mm. Inset: 725 
In situ image of left hemisphere shows retrogradely bizbenzimide-labelled neurons marking 726 
callosal landmarks. Injection site in LM (asterisk) and numbers of coronal slices shown above 727 
are indicated. Scale bar, 1 mm. 728 
Figure 1 – figure supplement 3.  Axonal projections (yellow/orange) from PM to V1, LM,  LI, P, 729 
POR, AL, RL, AM and A, upon BDA injection into PM. Calossally projecting neurons (light blue, 730 
labeled with bisbenzimide) provide landmarks for areal identification20. Boxed regions show 731 
projections to target areas. Asterisk in section 48 denotes region in PM adjacent to injection site. 732 
Inset: Left hemisphere in situ shows injection site in PM (asterisk) and positions of coronal slices 733 
shown above. Scale bars, 1 mm. 734 
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Figure 2. Subcellular ChR2-assisted mapping of V1→PM connections to L2/3 PV and Pyr cells. 736 
(a) Coronal slices showing injection (left) and target (right) sites two weeks after the injection of 737 
AAV2/1.CAG.ChR2-Venus.WPRE.SV40 into V1. Scale bar, 500 µm. Select target areas 738 
indicated in right panel. SC, superior colliculus. (b) Schematic of laser-scanning 739 
photostimulation of ChR2-expressing axon terminals during whole-cell recording of a biocytin-740 
filled neuron. TTX and 4-AP are added to the bath solution, and the blue laser is delivered 741 
successively one spot at a time in a grid pattern separated by 75 µm. (c) EPSCssCRACM in a PV 742 
(left) and a neighboring Pyr (right) cell upon photostimulation. Grey shapes denote location of 743 
cell body of recorded neuron. (d) Heat map of mean EPSCs within 75 µs after photostimulation 744 
for the EPSCs in 3c. Reconstructions of respective biocytin-filled neurons are superimposed on 745 
heat map. (e) Average heat map of 14 neighboring PV-Pyr cell pairs in L2/3 receiving V1→PM 746 
input, normalized to largest pixel value between a pair. PV cells receive substantially stronger 747 
input. (f) Scatter plot denoting the relative input strengths to 14 PV-Pyr cell pairs. Each data 748 
point represents a pair with the respective EPSCs in the PV (vertical axis) and the Pyr 749 
(horizontal axis) cell. The total EPSC in PV cells is significantly larger than that in neighboring 750 
Pyr cells (p < 0.001, Wilcoxon signed-rank test). Solid black line: mean slope, blue line: mean 751 
slope after normalizing currents to mean cell conductance. (g) The mean time to peak of EPSCs 752 
after photostimulation is larger in Pyr cells than in PV cells (*p < 0.05, paired t-test). 753 
Figure 2 – figure supplement 1. V1→PM pathway in a PV-tdT mouse. (a-e) Image of coronal 754 
section two weeks after the injection of AAV2/1.CAG.ChR2-Venus.WPRE.SV40 into V1. Slice 755 
includes areas PM, AL, and V1. PV cells in red (a,c), ChR2-Venus-expressing axons in green 756 
(b,c). Merged image in (c). Dotted lines demarcate AL/V1 and V1/PM boundaries indicated by 757 
the sharp decline of M2 expression between V1 and surrounding areas (d). V1 is characterized 758 
by a thick band of M2 expression (purple) in L4, showing that the axonal terminations (green) lie 759 
outside V1 (d,e). (f) Higher magnification view of PM from (c) with layers indicated. 760 
Figure 2 – figure supplement 2. Paired recordings of excitation-dependent, PV cell-mediated 761 
inhibition of Pyr cells. (a) Coronal section through V1 and PM of a PV-Cre × Ai9 mouse in which 762 
PV cells express tdT (red).  Scale bar, 200 µm. Inset: Higher magnification of boxed region 763 
shows a high density of tdT-expressing dendrites in L1 even though PV cell bodies are not 764 
found in this layer. (b) Left, PV cell identified by tdT expression targeted for whole-cell 765 
recordings. Scale bar, 20 µm. Middle, same cell as in left panel, imaged under DIC-IR optics. 766 
PV cell shows a non-adapting, fast-spiking firing pattern (inset, red trace) upon current injection. 767 
Right, A Pyr cell under infrared optics exhibits an adapting spiking physiology (blue trace) upon 768 
current injection. (c) Schematic of paired recordings of a PV (red) and a Pyr (blue) cell. 769 
Successively increasing current steps (100, 200, 300 and 400 pA) were injected into the PV cell 770 
under current clamp, and inhibitory currents (IPSCs) were recorded in the Pyr cell held at 0 mV 771 
under voltage clamp. (d) Example trace in a L2/3 PV-Pyr connected pair in PM. Increasing 772 
current injections into the PV cell results in stronger inhibitory drive to the Pyr cell. (e) Example 773 
traces of a connected PV-Pyr cell pair in L5 of PM. (f) Pooled data from connected PV-Pyr pairs 774 
in L2/3 (left) and L5 (right) show that increasing the excitation of PV cells results in stronger 775 
inhibition of synaptically connected Pyr cells (p < 0.001 for both sets of data; ANOVA). Mean 776 
IPSCs measured over 75 ms after start of current step. (g) Probability of a PV cell connected to 777 
a neighboring Pyr cell (< 100 µm) in L2/3 and L5 of PM. 778 
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Figure 3. Lower I/E balance in PM→V1 pathway. (a) Coronal slices showing 780 
AAV2/1.CAG.ChR2-Venus (green) injection in PM (top) and axonal labelling in target areas 781 
(bottom) of a PV-tdT (red) mouse. Scale bar, 1 mm. (b) EPSCssCRACM in a pair of neighboring 782 
PV (left) and Pyr cells (right) in V1. (c) Heat map of the currents in 4b superimposed with 783 
biocytin-filled neurons (white). Note significant input into L1 of both cell types. (d) PV cells, on 784 
average, exhibit larger EPSCssCRACM than neighboring Pyr cells in the PM→V1 pathway (p < 785 
0.02, Wilcoxon signed-rank test). Solid black line: mean slope of data points; blue line: mean 786 
slope after normalization to cell conductance. (e) Normalized, mean heat map of all L2/3 pairs in 787 
the FBPM→V1 pathway. (f) EPSCs are faster in L2/3 PV than in neighboring Pyr cells upon 788 
stimulation of FBPM→V1 axon terminals (*p < 0.001, paired t-test). (g) The interareal excitation of 789 
PV cells, normalized to that of neighboring Pyr cells, is on average larger in the FFV1→PM than in 790 
the FBPM→V1 pathway (***p < 0.001, Mann-Whitney U-test). (h) Total currents in each row of the 791 
8×16 grid for FFV1→PM and FBPM→V1 pathways plotted against relative position of each of the 16 792 
rows. EPSCs normalized to total EPSC in each cell-type. pia, pia mater; wm, white matter. (i) 793 
Interareal input to L1 is stronger in the FBPM→V1 than in the FFV1→PM pathway in both cell types 794 
(**p < 0.01, ***p < 0.001, Mann-Whitney U-test). L1 input was calculated as the mean of the 795 
total input to each row of the 8×16 grid that resided in L1, presented as the percentage of the 796 
total input to the neuron. 797 
Figure 3 – figure supplement 1. (a) The EPSC per 75 µm x 75 µm pixel, calculated as pA/µm2, 798 
is larger in PV than in Pyr cells in FFV1→PM. (b) Individual PV cells receive interareal FFV1→PM 799 
input over a larger area than Pyr cells (***p < 0.001). (c) The EPSC per pixel in PV and Pyr cells 800 
is not significantly different in the FBPM→V1 pathway. (d) PV cells receive input over a larger area 801 
than Pyr cells in the FBPM→V1 pathway (*p < 0.05). 802 
 803 
Figure 4. Interareal recruitment of L2/3 PV cells depends on pathway and hierarchical distance 804 
between areas. (a) EPSCssCRACM in a L2/3 PV (left) and Pyr (right) cell in the FFLM→PM pathway. 805 
(b) sCRACM map of EPSCs in 5a with reconstructed neuron positions. (c) Scatter plot of all PV-806 
Pyr cell pairs in the L2/3 FFLM→PM pathway. PV cells exhibit larger currents than Pyr cells. (d-f) 807 
Similar data as in (a-c) but for the L2/3 FBPM→LM pathway. Note stronger L1 input in this 808 
pathway. (g) PV cell excitation, normalized to that of a neighboring Pyr cell, is stronger in the 809 
FFV1→PM than in the hierarchically shorter FFLM→PM pathway (*p < 0.05, Mann-Whiteney U-test). 810 
(h) Normalized PV cell excitation is stronger in the FBPM→LM than in the hierarchically longer 811 
FBPM→V1 pathway (*p < 0.05, Mann-Whiteney U-test). (i) Normalized plot of total current in each 812 
row of the 8×16 grid, plotted against row position. EPSCs normalized to total current in each 813 
cell-type. (j) The total EPSCssCRACM in a PV cell, normalized to the total EPSCssCRACM in a 814 
neighboring Pyr cell, depends on directionality of the pathway and hierarchical distance 815 
between areas. Red boxes represent data describing connections between V1 and LM from 816 
Yang et al, 2013. ***p < 0.001, Kruskal-Wallis test. 817 
Figure 4 – figure supplement 1. (a) Normalized heat maps of average EPSCs in L2/3 PV cells 818 
in the FFLM→PM and FBPM→LM pathways. EPSC values normalized to peak pixel in each panel. (b) 819 
Interareal input to L1 is stronger for PV cells in the FBPM→LM pathway than in FFLM→PM. L1 input 820 
calculated as average input to each row of the 8×16 grid that resided in L1, normalized to total 821 
EPSC recorded from the cell. (c) Normalized heat maps of average EPSCs in L2/3 Pyr cells in 822 
FFLM→PM and FBPM→LM. EPSC values normalized to peak value within panel. (d) Interareal input 823 
to L1 is stronger for Pyr cells in the FBPM→LM than in the FFLM→PM pathway.  824 
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Figure 4 – figure supplement 2. (a) Total EPSC per row plotted against row position for L2/3 825 
PV and Pyr cells in the FFV1→PM, FFLM→PM, FBPM→LM and FBPM→V1 pathways. Strongest EPSCs in 826 
both cell types are observed in the LM→PM pathway, with weak EPSCs to Pyr cells in the 827 
FFV1→PM pathway. (b) FFLM→PM inputs result in the strongest current density (measured as 828 
EPSC/pixel, converted to pA/µm2) among all examined L2/3 pathways for both PV and Pyr cells 829 
(#p < 0.05 against each of the other three pathways) (c) The total area over which individual PV 830 
cells receive input is not significantly different for PV cells. Pyr cells in the FFV1→PM pathway 831 
receive input over the smallest area (#p < 0.05 against each of the other pathways). (d) The 832 
mean time to peak for interareal EPSCs is smaller in PV than in Pyr cells in both FFLM→PM and 833 
FBPM→LM pathways. 834 
 835 
Figure 5. FF input to L5 neurons. (a) FFV1→PM EPSCssCRACM in a pair of neighboring L5 PV (left) 836 
and Pyr (right) cells. (b) Heat map of EPSCs in 6a superimposed with respective biocytin-filled 837 
L5 neurons. (c) Scatter plot, as previously described, of EPSCssCRACM in PV and Pyr cell pairs in 838 
L5 FFV1→PM. The total current in PV and Pyr cells were not significantly different. (d-f) Similar 839 
data as in 6a-c but for L5 FFLM→PM. (g,h) PV cell excitation, normalized to the excitation of a 840 
neighboring Pyr cell, is stronger in L2/3 than in L5 for both V1→PM (g) and LM→PM pathways 841 
(h). (i) Total EPSC in each row of the 8×16 grid normalized to total current recorded, plotted 842 
against row position (16 rows). Note that L5 PV cells do not show significant differences in the 843 
laminar distribution of EPSCs in the two pathways, but L5 Pyr cells receive more input in the 844 
upper layers from LM than from V1. (j) Interareal input in L2-4 for L5 PV cells (left) in PM is not 845 
significantly different for the two pathways. L5 Pyr cells (right) receive more L2-4 input in the 846 
FFV1→PM than in the FFLM→PM pathway. L2-4 input calculated as the average EPSC in each row 847 
that resided in L2-4, shown as the percentage of the total EPSC in the cell (***p < 0.001, Mann-848 
Whitney U-test). 849 
 850 
Figure 6. FB input to L5 neurons. (a) FBPM→LM EPSCssCRACM in a pair of neighboring L5 PV (left) 851 
and Pyr (right) cells. (b) Heat map of EPSCs from 7a superimposed with the respective biocytin-852 
filled L5 neurons. (c) Scatter plot of all L5 PV-Pyr neuron pairs receiving input from FBPM→LM. 853 
Total EPSC in the two cell types are not significantly different. (d-f) Similar data as 7a-c but for 854 
the FBPM→V1 pathway. (g) Total EPSC in each row of the stimulation grid plotted against row 855 
position. The grids of the two different pathways are aligned to pial surface. (h) EPSCs in PV 856 
cells normalized to EPSCs in neighboring Pyr cells (EPSCPV/EPSCPyr) for all L5 pathways 857 
arranged from most FF to most FB. Unlike in L2/3, the EPSCPV/EPSCPyr ratios in L5 are not 858 
significantly different in different pathways (p > 0.2, Kruskal-Wallis test). Red boxes describe 859 
data from Yang et al., 2013. (i) Interareal EPSCs are faster in PV than in Pyr cells in all L5 860 
pathways (*p < 0.05, ***p < 0.001, paired t-test). 861 
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