Introduction
Bayesian networks (BNs) are graphical probabilistic models of interactions between a set of variables where the joint probability distribution can be As in BNs, the joint density can be factorized using the conditional probability densities for every X i (i = 1, ..., p) given its parents in the DAG, pa(X i ) ⊂ {X 1 , ..., X i−1 }. These, are univariate normal distributions with density
being μ i the mean of X i , β ji the regression coefficients of X i with respect to X j ∈ pa(X i ), and v i the conditional variance of X i given its parents. Note that β ji = 0 if and only if there is no link from X j to X i .
From the conditional specification it is possible to determine the parameters of the joint distribution. The means μ i are the elements of the p−dimensional mean vector μ, and the covariance matrix Σ can be obtained with the coefficients b ji and v i , as follows: let D be a diagonal matrix D = diag(v) with the conditional variances v T = (v 1 , ..., v p ) and let B be a strictly upper triangular matrix with the regression coefficients b ji where j ∈ {1, ..., i − 1}. Then, Σ = [(I − B)
−1 ] T D(I − B) −1 (see [1] ).
In general, building a BN is a difficult task because it requires the user to specify the quantitative and qualitative parts of the network. Experts knowledge is important to fix the dependence structure between the variables of the network and to determine a large set of parameters. In this process, it is possible to work with a database of cases, nevertheless the experience and knowledge of experts is also necessary. In GBNs the conditional specification of the model is easy for experts, because they only have to describe univariate distributions. Then, for each X i variable (node i in the DAG), it is necessary to specify its mean, the regression coefficients between X i and each parent X j ∈ pa(X i ) and the conditional variance of X i given its parents. Moreover, with this specifica-tion each arc in the DAG can be represented with the corresponding regression coefficient and the model is specified by the normal regression model of each variable given its parents.
Our objective in this work, is to study uncertainty about the parameters of the conditional specification. With this aim, the effect of different values for the prior hyperparameters on the posterior distribution is studied.
The problem of Bayesian learning in this context has been handled with different approximations depending on the different priors for the parameters considered (see [2] and [3] ). We deal with the most usual: the normal/gamma inverse prior.
The effect of hyperparameters is studied with the Kullback-Leibler divergence [4] . This measure is used to define an appropriate local sensitivity measure to compare prior and posterior deviations. Then, with the obtained results it is possible to decide the values to be chosen for the hyperparameters considered.
Some sensitivity analyses have been developed to study uncertainty about the parameters of a GBN. [5] performed a one-way sensitivity analysis investigating the impact of small changes in the network parameters μ and Σ. [6] proposed a one-way sensitivity analysis evaluating global sensitivity measure, rather than local aspects as location and dispersion, over the network's output. Moreover, as a generalization of this one, in [7] a n−way sensitivity analysis is presented. The problem of perturbed structures is also studied in [8] .
The paper is organized as follows. In Section 1 the problem assessment is introduced so as the distributions considered. Section 2 is devoted to the calculation of Kullback-Leibler divergence measures. A local sensitivity measure is introduced in Section 3 and finally in Sections 4 and 5 some examples and conclusions are shown.
Preliminary framework
As we introduced before, the interest model is given by the conditional specification of a GBN, where the parameters are {μ, B, D} with
Let us suppose μ = 0. Then, the parameters to be considered are the regression coefficients and the conditional variances of each X i given its parents in the DAG. Note that β ji = 0 if X j (for j < i) is not a parent of X i .
Selecting columns of B matrix and denoting
. . .
, for i > 1 the parameters to be considered now are {v 1 , β i , v i } i>1 .
In next subsections, prior distributions, likelihood functions and posterior distributions are computed for the parameters {v 1 , β i , v i } i>1 . Furthermore, orphan nodes (node/variable without parents in the DAG) are considered different from nodes with parents in the DAG. Thus, all the distributions of interest are determined for both cases.
Nodes with parents
Let us consider a general node X i with a nonempty set of parents pa (X i ) ⊂ {X 1 , . . . , X i−1 }.
Prior Distribution
From the normal standard theory, an Inverted Wishart is used as a prior distribution for the covariance matrix then a Wishart prior for the precision matrix
It can be shown the implied prior distributions of the normal-inverse gamma form are
with the hyperparameter τ > 0.
ith the hyperparameters λ > p and the previous τ > 0.
The corresponding expressions of prior distributions are given below
Finally, the joint prior distribution can be computed by
and v i > 0
Likelihood function
A random sample of size n is observed giving the next data matrix
For the variable X i we have to consider the observations of its parents pa (X i )
as well as the observations of X i ,
T and the regression model
Then, the likelihood function is as follows
and
Posterior distribution
The joint posterior distribution is given by
]} then substitutingβ i with its value and making some calculations it yields
Therefore, returning to the posterior density expression
and v i > 0.
It follows immediately the posterior densities of the parameters in the model
Orphan nodes
When a node X i has no parents in the DAG, there is no arc to X i , then β ki = 0 (for every k < i). Then the parameter to be studied is only v i .
Prior distribution, likelihood function and posterior distribution
If a node X i has no parents, the normal distribution to be considered is the marginal N 1 (0, v i ) and the prior distribution has to be π
The data are the observations of X i
therefore, the posterior distribution of the parameter is given by
Divergence measure
In this section we compute the Kullback-Leibler divergence to evaluate uncertainty in hyperparameters in terms of additive perturbations, δ ∈ R + . Then, the objective is to evaluate the effect of different peturbed hyperparameters by means of the Kullback-Leibler divergence.
Throughout this work, perturbed models obtained by adding a δ ∈ R + perturbation to the hyperparameters, are denoted by π δ (·). The original model corresponds to δ = 0.
Moreover, to evaluate joint distributions next result relating marginal and conditional divergences is used.
Given that the joint prior and posterior distributions are of the same form π(β, v) = π (β|v) π (v), expression (1) can be applied both to prior and posterior distributions by comparing the original and the perturbed model.
Nodes with parents
Let X i be a general node with a nonempty set of parents pa (X i ) ⊂ {X 1 , . . . , X i−1 }.
Prior hyperparameter perturbation
The hyperparameter λ appears only in the distribution of the parameter v i . Then, with (1) the Kullback-Leibler divergence of the joint distribution corresponds to the marginal distribution of v i . Next expressions are the prior and posterior distributions for the original and perturbed models.
Prior distributions:
osterior distributions:
hen, divergences between joint densities are Prior distributions:
ith Ψ (x) the digamma function.
Posterior distributions:
Prior hyperparameter perturbation τ → τ + δ
The hyperparameter τ appears in the distribution of both parameters β i and v i . Next expressions are the prior and posterior distributions for the original and perturbed models as well as the Kullback-Leibler divergence calculated later.
Therefore, divergences between joint densities are Prior distributions:
with some calculations
Adding these last equations we obtain the divergence measure between the original and perturbed posterior distributions.
Orphan nodes
Previous calculations are used for evaluating differences between distributions in this case.
Prior hyperparameter perturbation λ → λ + δ
The results are the same as for nodes with parents.
Prior hyperparameter perturbation
and between posterior distributions the Kullback-Leibler divergence is
Sensitivity measure
To asses the sensitivity of the posterior to prior variations given by small perturbations in the hyperprior parameters, we introduce a local sensitivity measure given by
3.1 Nodes with parents 3.1.1 Hyperparameter perturbation λ → λ + δ
In this case
with Ψ 0 the trigamma function.
Note that it is always less than one because the trigamma function Ψ 0 (x) is monotone decreasing as well it is monotonically dominated when the node index increases.
Hyperparameter perturbation τ → τ + δ
First, it can be considered
By calculating separately the two summands we obtain the limit.
(1 * )
(1
Let {λ k , e k } k=1,...,i−1 be the eigenvalues and eigenvectors of the X T pa i X pa i matrix, then {λ k + τ, e k } k=1,...,i−1 are the corresponding ones of M i and {λ k + τ + δ, e k } k=1,...,i−1 of M δ i . Therefore an eigen analysis of the X T pa i X pa i matrix allows us to find the limit in terms of these elements.
with P = µ e 1 . . . . . . . . .e i−1 ¶ the eigenvectors orthogonal matrix, then
.
The previous limit can be obtained using next general result with lim x→0 h (x) = 0 lim x→0
and with an eigen analysis of the X T pa i X pa i matrix and P as above, it follows
, with
. .
Orphan nodes
The only perturbation to be analyzed corresponds to the hyperparameter τ because the same results of nodes with parents can be applied to orphan nodes if λ is considered. 
Experiments
Let us consider a GBN with parameters β ji and v i being j < i and a dependence structure given by the DAG in Figure 1 (see [7] ). Sensitivity measure when the hyperparameter perturbation is τ → τ + δ Figure 2 shows the sensitivity measure obtained for τ > 0 with different color lines for each variable visualizing the node numbers in the circles. When Sens(τ ) < 1, posterior Kullback-Leibler divergence is smaller than prior one for infinitely small perturbations. Therefore recommended values of τ can be those with Sens(τ ) < 1. In Figure 2 , it can be seen that X 6 is the most sensitive node for all the values of τ , then if its sensitivity measure is restricted to be less than one, the rest of the nodes will be controlled. The red zone of recommended values corresponds to τ < 12.130363.
Conclusions
In this work a sensitivity analysis to evaluate the effect of unknown prior hyperparameters in GBN is developed. The Kullback-Leibler divergence is used to determine deviations of perturbed models from the original ones, both in prior and posterior distributions. A local sensitivity measure to compare posterior and prior behavior to hyperparameters perturbations is proposed. From a robust Bayesian perspective, a range of values for the hyperparameters satisfying our sensitivity measure less than one is desirable in order to get a posterior effect to hyperparameter perturbations smaller than prior. It is shown that this condition is always satisfied for the hyperparameter λ, whereas 18 the hyperparameter τ needs a particular analysis for each network.
