A Bayesian framework for incorporating multiple data sources and heterogeneity in the analysis of infectious disease outbreaks by Moser, Carlee B.
Boston University
OpenBU http://open.bu.edu
Theses & Dissertations Boston University Theses & Dissertations
2013
A Bayesian framework for
incorporating multiple data sources
and heterogeneity in the analysis
of infectious disease outbreaks
https://hdl.handle.net/2144/13149
Boston University
BOSTON UNIVERSITY 
 
GRADUATE SCHOOL OF ARTS AND SCIENCES 
 
 
 
 
 
Dissertation 
 
 
 
 
 
A BAYESIAN FRAMEWORK FOR INCORPORATING MULTIPLE 
DATA SOURCES AND HETEROGENEITY IN THE ANALYSIS OF 
INFECTIOUS DISEASE OUTBREAKS  
 
 
by 
 
 
 
CARLEE BROOKS MOSER 
 
B.S., University of New Hampshire, 2007 
M.A., Boston University, 2009 
 
 
 
 
 
 
Submitted in partial fulfillment of the 
 
requirements for the degree of 
 
Doctor of Philosophy 
 
2013  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 © 2013 by 
  CARLEE BROOKS MOSER 
  All rights reserved  
Approved by 
 
 
 
 
 
 
 
 
 
 
 
First Reader _______________________________________________   
  Laura F. White, Ph.D. 
  Associate Professor of Biostatistics 
 
 
 
 
 
 
Second Reader _______________________________________________  
  Mayetri Gupta, Ph.D. 
  Associate Professor of Biostatistics 
 
 
 
 
 
 
Third Reader ________________________________________________  
  Paola Sebastiani, Ph.D.  
  Professor of Biostatistics 
 
 
 
 
 
 
 
iv 
 
Acknowledgements  
I would like to take this opportunity to thank the many people who have contributed to 
the completion of this dissertation.  I would first like to express thanks to my dissertation 
committee for their thoughtful critiques and encouragement.  I am especially grateful to 
Laura White, my thesis advisor, for her endless support and confidence in me.  The union 
of infectious disease and Bayesian methods posed a unique challenge that you were ever 
eager to tackle with me.  Your patience and calm nature have made the highs and 
especially the lows of the last years seem not so bad.     
I am also appreciative of Mayetri Gupta and Paola Sebastiani for their mentorship 
and support.  You both introduced me to Bayesian methods, which are the foundation of 
this thesis, and also provided insights and suggestions that made this dissertation 
possible.  Beyond your contributions this work, you both have given me countless advice 
and have made me a better Biostatistician (and Bayesian!)  My committee would not be 
complete without Gheorghe Doros and Susan Brogly.  Thank you both for your 
enthusiasm and eagerness as well as comments and recommendations.  
The six year journey to the completion of this dissertation would not have been 
possible without my classmates and friends.  Sarah Leatherman and Jacqui Milton, I owe 
you more than you know and can probably say; I’m so grateful to be able to call you two 
of my best friends.  To Alie, Kat, Dan, Greg, Xiaopeng, Julius, Vanessa, Alison Pedley, 
Sean, Danielle, and Paula, thanks for all our math talks, being my friends, and keeping 
me sane.  I certainly wouldn’t have survived my first few years without you!  My friends 
v 
 
outside of BU are owed many thanks as well; Emily, Holly, Liz, Lisa, Laura, HQ, Amy, 
… thank you for keeping me grounded and making me laugh - you are the best!   
My family has been unrelenting source of support and love.  To my mom and dad, 
my Papa, and Brian – thank you for believing in me, cooking me freezer ready mini 
lasagnas during qualifiers, and instilling in me a great work ethic.  I’d also like to thank 
Dr. Frank E. Perkins (aka my Uncle Ed) for his advice and guidance, particularly in 
regards to applying to graduate school.   You were right – when one door closes another 
one always opens, so I’m glad I decided to “give it a try.” 
  
vi 
 
A BAYESIAN FRAMEWORK FOR INCORPORATING MULTIPLE 
DATA SOURCES AND HETEROGENEITY IN THE ANALYSIS OF 
INFECTIOUS DISEASE OUTBREAKS  
(Order No.                 ) 
CARLEE BROOKS MOSER 
Boston University Graduate School of Arts and Sciences, 2013 
Major Professor:  Laura F. White, Associate Professor of Biostatistics  
 
ABSTRACT 
When an outbreak of an infectious disease occurs, public health officials need to 
understand the dynamics of disease transmission in order to launch an effective response. 
Two quantities that are often used to describe transmission are the basic reproductive 
number and the distribution of the serial interval. The basic reproductive number, R0, is 
the average number of secondary cases a primary case will infect, assuming a completely 
susceptible population.  The serial interval (SI) provides a measure of temporality, and is 
defined as the time between symptom onset between a primary case and its secondary 
case.  
Investigators typically collect outbreak data in the form of an epidemic curve that 
displays the number of cases by each day (or other time scale) of the outbreak.  
Occasionally the epidemic curve data is more expansive and includes demographic or 
other information.  A contact trace sample may also be collected, which is based on a 
sample of the cases that have their contact patterns traced to determine the timing and 
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sequence of transmission.  In addition, numerous large scale social mixing surveys have 
been administered in recent years to collect information about contact patterns and 
infection rates among different age groups.  These are readily available and are 
sometimes used to account for population heterogeneity.   
In this dissertation, we modify the methods presented in White and Pagano (2008) 
to account for additional data beyond the epidemic curve to estimate R0 and SI.  We 
present two approaches that incorporate these data through the use of a Bayesian 
framework.  First, we consider informing the prior distribution of the SI with contact 
trace data and examine implications of combining data that are in conflict.  The second 
approach extends the first approach to account for heterogeneity in the estimation of R0. 
We derive a modification to the White and Pagano likelihood function and utilize social 
mixing surveys to inform the prior distributions of R0.  Both approaches are assessed 
through a simulation study and are compared to alternative approaches, and are applied to 
real outbreak data from the 2003 SARS outbreak in Hong Kong and Singapore, and the 
influenza A(H1N1)2009pdm outbreak in South Africa.   
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Chapter 1 Introduction 
 
1.1 Quantifying Infectious Disease Epidemics 
 
Infectious diseases are caused by bacteria, viruses, fungi, parasites, and prions, and can 
be characterized by their route of transmission, such as from an environmental source, 
contaminated food, zoonotic or person to person contact.  Infectious diseases are 
considered epidemics when the amount of disease in a given area exceeds what is 
expected.  Large scale diseases, such as respiratory infections, which are transmitted 
person to person, often spread and grow quickly.  Some recent examples of these types of 
infections include Severe Acute Respiratory Syndrome (SARS), H5N1 (Avian Flu), and 
H1N1 (Swine Flu). 
The main concern with any infectious disease outbreak is to slow and/or stop 
infection.  Investigators are concerned with the infectiousness, transmission and 
pathogenicity of the infectious agent, the virulence of the subsequent disease, and the 
necessary control measures.  To make effective public health policy decisions, 
appropriate metrics are used to quantify the epidemiology of the infectious disease.  To 
quantify the severity of an outbreak, secondary attack rates and case fatality rates are 
often used.  These measures quantify the proportion of exposed susceptible contacts of a 
primary case that are infected, and the proportion of infected individuals that die from the 
infectious disease, respectively.  These measures are ideal when the denominators (total 
number exposed and total number infected) are known, which can be difficult to quantify 
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especially when the outbreaks are large.  Transmission is quantified by the basic 
reproductive number (R0), defined as the average number of secondary cases a primary 
case will infect in a completely susceptible population.  As the number of susceptible 
individuals decreases the effective reproductive number, Rt, a time-varying quantity, is 
used in place of R0.  The reproductive number is always nonnegative; values less than 
one are indicative of an outbreak that will not occur in the absence of imported cases.  
The last metric of interest is a measure of temporality which describes the timing of 
infections.  The serial interval (SI), an observable quantity, measures the time between 
the appearance of the same stage of infectious disease (i.e., the same symptoms) in 
successive cases in a chain of transmission.  The SI is used as a surrogate measure for the 
generation interval, which is unobservable and measures the time between consecutive 
infectious in the chain of transmission, because the intervals have the same mean [1-3]. 
Quantifying the severity, transmission, and the timing of cases helps public health 
officials determine the types of interventions needed, such as school, work, or public 
facility closures, vaccinations, or travel alerts.  For larger scale outbreaks, such as flu or 
other respiratory diseases, having an estimate for R0 and SI will provide a good picture of 
how the outbreak will spread, and thus guide these public health decisions. When R0 is 
larger than one, the magnitude of the value guides the type of control measures necessary 
to restrict transmission and control the outbreak.  For a given R0, if secondary cases occur 
shortly after the primary cases, a rapidly growing outbreak will result, which is more 
difficult to control than an outbreak with a longer time interval between cases.  
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Investigators typically collect outbreak data in the form of an epidemic curve that 
displays the number of cases by each day (or other time scale) of the outbreak.  
Occasionally the epidemic curve data is more expansive and includes additional 
demographic or other information.  A contact trace sample may also be collected, and is 
based on a subsample of the cases.  These cases will have their infection traced to 
determine who infected whom, and is frequently used to estimate the shape of the SI.  
Numerous large scale social mixing surveys have been administered in recent years to 
collect information about contact patterns and rates between and among age groups [4-7].  
These data are readily available and are sometimes used to account for population 
heterogeneity by age.   
 
1.2 Review of Existing Methods  
 
In this thesis I will focus on methods to estimate the reproductive number and serial 
interval for large scale infectious disease outbreaks.  There are numerous methods that 
attempt to estimate these parameters using both mathematical and statistical approaches 
[8].  One such method is to assume the outbreak is growing exponentially, and to solve 
for R0 given this assumption [55].  Many outbreaks grow exponentially during the initial 
phase; however this assumption is not always appropriate, and furthermore does not 
provide insight into the shape of the serial interval.  More sophisticated approaches have 
been developed including mathematical models, which divide the population into groups 
or compartments to estimate transmission rates.  These models are typically deterministic 
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though stochastic versions are being increasingly used.   These models are often 
effectively used to examine vaccine programs or determine optimal intervention 
strategies.   Deterministic models do not provide an estimate for the SI, but instead 
assume a shape or use only the contact trace sample to construct the SI [9-14].    
Statistical models have grown in popularity since the introduction of a novel 
method by Wallinga and Teunis [15], which provides an estimator of Rt that requires an 
assumption about the shape of the serial interval and the epidemic curve.  Cauchemez et 
al. [16] adjusted the Wallinga and Teunis approach with a Bayesian modification to 
perform real-time estimation of Rt.    Recent work by White and Pagano [17] introduced a 
maximum likelihood approach that jointly estimates the R0 and SI using only epidemic 
curve data.  Using a Bayesian framework and maximum likelihood methods, Becker et al. 
[18] examined how to incorporate contact trace data to obtain estimates for R0 and SI by 
augmenting the White and Pagano likelihood.   
The previously mentioned methods assume population homogeneity and typically 
estimate one overall R0 for all individuals in the population.  Recent studies have 
documented differences in R0 by age and have motivated the use methods that account 
for heterogeneity.  Some studies account for heterogeneity by using the next-generation 
matrix, a square matrix of group specific reproductive numbers, to compute R0 [19-27].  
The next-generation matrix is often used with deterministic models by calculating the 
dominant eigenvalue to obtain an estimate for R0, while others utilized the next-
generation matrix through a modification to existing stochastic homogeneous methods.  
Glass et al. [27] introduces an approach in which they modify the Wallinga and Teunis 
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[15], and White and Pagano [17] methods to account for age differences in the estimation 
of R0 via the next-generation matrix.  Assumptions about the shape of the next-generation 
matrix are necessary, and are often based on data from social mixing surveys.  
 
1.3 Structure of Dissertation 
 
This dissertation focuses on methods to estimate the reproductive number and serial 
interval for large scale infectious disease outbreaks.  We present a more flexible Bayesian 
framework to implement the methods introduced by White and Pagano [17], while 
allowing for the introduction of other data beyond the epidemic curve.  In Chapter 2 we 
first develop a Markov chain Monte Carlo (MCMC) simulation method to estimate R0 
and SI using only epidemic curve data.  We focus on obtaining posterior estimates using 
only epidemic curve data, and explore how to select prior distributions when no 
additional information is available.  We then outline how to include additional 
information about the SI, such as contact trace data, to inform its prior distribution.  Our 
approach is a more flexible extension of the work introduced by Becker et al. [18] and a 
comparison between the methods is included.    
In Chapter 3 we propose the use of social mixing data to inform the prior 
distributions of the reproductive numbers to account for heterogeneity in the population.   
We present a modification to the White and Pagano likelihood function to obtain 
heterogeneous estimates for R0, which accounts for up to G groups in population,   
  .  The modified likelihood function is shown in a generalized form; however Chapter 
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3 concentrates on estimating reproductive numbers for two mutually exclusive groups.  
Without loss of generality, we stratify the population by age, assuming children compose 
one group and adults compose the other.   This chapter employs the Bayesian framework 
presented in Chapter 2.   A formal comparison is conducted between our approach and 
one presented in Glass et al., who utilized constrained next-generation matrices to 
estimate reproductive numbers.   The methods discussed in both Chapters 2 and 3 are 
examined through two simulation studies and applications to real outbreak data from the 
2003 SARS outbreak in Hong Kong and Singapore, and the 2009 pandemic influenza 
A(H1N1) outbreak in South Africa.  Finally, in Chapter 4 we provide a discussion of the 
limitations of this work and potential future projects.   
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Chapter 2  
A Bayesian Framework for the Incorporation of Multiple Data Sources with the 
Analysis of Infectious Disease Outbreaks 
 
Summary 
In this chapter we introduce a more flexible extension of framework introduced by 
Becker et al.  This Bayesian framework implements the methods presented by White and 
Pagano while also allowing for the introduction of other relevant data.  Within the 
Bayesian framework, additional data such as a contact trace sample can be used to inform 
the prior distribution of the SI, allowing for more accurate estimation as opposed to only 
using the observations from the epidemic curve.  This differs from the approach 
introduced by Becker et al. [18] in two ways.  First, we do not require that the contact 
trace data be independent from the epidemic curve data.  Because we use observations 
from the SI to inform the prior distribution we can utilize SI information from cases from 
epidemic curve, as opposed to the Becker approach that augments the likelihood function 
with the observations. Second, although the Becker method allows for serial interval 
observations from outside data sources, if the samples are from different populations it 
may not be appropriate to combine them in the likelihood.  Our framework allows the 
outside data to be used even if the data sources differ.  
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2.1 Introduction 
 
When an outbreak of an infectious disease occurs, public health officials need to 
understand the dynamics of disease transmission in order to launch an effective response. 
Two quantities that are often used to describe transmission are the basic reproductive 
number and the distribution of the serial interval (SI).  The basic reproductive number, 
R0, is the average number of secondary cases a primary case will infect, assuming a 
completely susceptible population [1].  As the number of susceptible individuals 
decreases the effective reproductive number, Rt, a time-varying quantity, is used in place 
of R0.   The reproductive number is always nonnegative; values less than one are 
indicative of an outbreak that will not continue to grow in the absence of imported cases.  
When R0 is larger than one, the magnitude of the value guides the types of control 
measures necessary to restrict transmission and control the outbreak.   
In addition to understanding the reproductive number, it is essential to understand 
the timing between primary and secondary cases.  For a given R0, if secondary cases 
occur shortly after the primary cases, a rapidly growing outbreak will result, which is 
much more difficult to control than an outbreak with a longer time interval between 
cases.  The timing of the secondary cases is most easily measured by the SI distribution, 
an observable quantity.  The SI is defined as the time between symptom onset in 
successive cases in a chain of transmission.  The SI is a used as surrogate measure for the 
generation interval, which is unobservable and measures the time between consecutive 
infections in the chain of transmission [2].  R0 and the shape of the SI distribution provide 
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crucial information that is used to initiate an appropriate response to an infectious disease 
outbreak.  
 
2.2 Review of Methods 
Numerous methods exist to quantify the parameters of interest, R0 and SI [8]. Typically, 
the SI distribution has been estimated using contact trace data or household data (see for 
example [9-10]); however, these studies are often small and subject to potential bias and 
errors in recall by participants.  Mathematical models, such as SIR or SEIR models, have 
often been used to estimate R0 in epidemiological studies by modeling the average 
behavior of disease in the population [11-14].  Statistical modeling approaches have been 
growing in popularity since the introduction of a novel method by Wallinga and Teunis 
[15], which using a network based approach to estimate the effective reproductive 
number, Rt, assuming the SI distribution is known.  White and Pagano [17] introduced a 
novel approach to simultaneously estimate R0 and SI using only data from the epidemic 
curve.  Using a Bayesian framework, Becker et al. [18] examined how to incorporate 
contact trace data into the White and Pagano approach and made recommendations about 
the number of observations from the epidemic curve and contact trace sample needed to 
obtain reliable estimates for R0 and SI.  To combine the two data sources, Becker et al. 
augmented the White and Pagano likelihood with independent observations from the SI 
when contact trace data were available.   
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2.3 Bayesian Framework 
 
The method proposed in White and Pagano [17] simultaneously estimates R0 and SI by 
maximizing the likelihood given in (2.1).  
         
       
  
   
 
   
                    
        
   
                              
The number of new cases at a given time t is defined as   , and without loss of generality 
we assume t indexes days. The disease transmission process is shown below; in this 
example we assume the serial interval has a maximum length of three days. 
Day 0: N0      
Day 1: N1 = X01    
Day 2: N2 = X02 +   X12   
Day 3: N3 = X03 +   X13 +   X23  
Day 4: N4 =  +   X14 +   X24 +   X34 
…… ...........    
Day T: NT      
 
In this example, the initial number of cases,   , will infect secondary cases over 
the next k days of the outbreak, where k represents the maximum length of the SI.  At the 
same time, these secondary cases will begin to infect secondary cases, and thus the 
outbreak will continue to grow.   The secondary cases are denoted by    , such that     
represents the number of cases that appear sick on day j that infected by Ni, and the total 
number of secondary cases infected by    is   , where          .   
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The number of secondary cases produced by primary cases is assumed to follow a 
Poisson distribution:                     .  The timing of the secondary cases is 
determined by the SI distribution, which we assume to be multinomial.  We parameterize 
the multinomial distribution with         where                    and 
        
The distributions are combined together, but because we do not observe the 
infection process, the     are removed from the model through algebraic manipulation.  
The resulting likelihood function contains only the observed incidence data,   , with 
parameters of interest R0 and p=(p1,…, pk),.   
In what follows, we perform estimation on (2.1) using a Markov chain Monte 
Carlo (MCMC) method.  The MCMC estimation is performed using OpenBUGS 
software via the BRugs package in R version 2.11.1 [28-30]. See Appendix for details. 
 
2.4 Prior Distributions 
 
Prior distributions are necessary for R0 and p, the parameters of interest.   Because the 
reproductive number is a non-negative quantity, a prior distribution with a non-negative 
parameter space is appropriate [3].  The log-normal distribution is a natural choice, and 
becomes noninformative when the variance is large.  We set R0 to be distributed log-
normal, such that log(R0) is distributed normally with mean zero and variance one-
thousand.  
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A natural choice for a prior distribution for p is the Dirichlet distribution, which is 
the conjugate prior for the multinomial distribution.  The Dirichlet distribution, 
           
       
       
   
       
        
                                                                   
is parameterized by a set of α, known as hyperparameters; with each αi, corresponding to 
a specific pi.   
 
2.4.1 Assessment of Noninformative Priors 
 
In the absence of prior information, we want to select hyperparameters for the Dirichlet 
prior such that the distribution will be noninformative [31-33].  For the prior to be 
completely noninformative all the hyperparameters must be set to zero, which is also 
known as the Haldane prior [34-36].  The Haldane prior is ideal when no information 
about the SI is available; however, the resulting prior distribution is improper.  To 
alleviate this issue, αi can be increased slightly from zero; however, when the 
hyperparameters become larger the prior distribution becomes more informative because 
it provides some weight to the parameters.   We examined different priors such as 
Jeffrey’s prior, which assigns 0.5 for all values of αi, and the Bayes-Laplace prior which 
assigns 1 to all αi values, and found that using hyperparameters that are less than 1 can 
result in a lack of convergence or poor mixing.  Because of this, when no additional 
information about the SI distribution is available, we utilize the Bayes-Laplace prior.  
This choice is not noninformative as it imposes a uniform distribution on the prior, but is 
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reasonable when no additional information is provided.  This prior will be referred to as 
the Uniform prior in the following sections.  
 
2.4.2 Incorporating Contact Trace Data 
 
When prior information is available, such as contact trace data from initial cases, the 
prior distribution can be updated by assigning the number of observations for each SI 
length to the corresponding hyperparameters of the Dirichlet distribution.  Previously, 
Becker et al. [18] incorporated this information by augmenting the likelihood and using a 
Bayes-Laplace prior distribution.  Our approach directly informs the prior distribution 
with the SI observations when contact trace data is available.  This allows us to utilize the 
same cases as part of the epidemic curve in the likelihood function and part of the prior.  
If no contract trace sample is available for the current outbreak, data from another 
outbreak of the same or similar pathogen could be used to inform the prior. If the contact 
trace data is obtained from a population that is very different from that of the outbreak 
population, then combining the data in the likelihood function is not necessarily 
appropriate.  Using the contact trace data to inform the serial interval prior allows for it to 
be utilized, but not with the same weight as the observed data. 
 
2.5 Simulation Study 
 
We generate outbreaks in the same manner as suggested by White and Pagano [17].  We 
model our simulated epidemics to be similar to influenza by setting the SI to have a 
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maximum length 5 and mean of 2.74 (see Figure 2.1).  The parameters are selected based 
on estimates from CDC influenza data [37].  R0 assumes the values of 1.25, 3, and 6, and 
we examine epidemic sizes of 50, 200 and 500 cases.   For each scenario discussed, 300 
epidemics are generated.  A description of the epidemic curves for each scenario is 
shown in Table 2.1.  
 
 
 
Figure 2.1  Serial interval distribution of influenza based on CDC data for simulated outbreaks 
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R0 N 
Length (days) 
Mean Range 
1.25 
500 50 25 - 123 
200 40 21 - 96 
50 24 9 – 59 
3 
500 13 11 - 19 
200 11 8 – 21 
50 8 6 – 15 
6 
500 8 7 – 11 
200 7 6 – 9 
50 5 4 – 7 
 
Table 2.1  Simulation scenarios with the corresponding lengths of the 300 simulated epidemics. 
 
 
These nine scenarios are analyzed using the prior distributions outlined in Table 
2.2.  We first use two “ideally” informative prior distributions, where the observations of 
the SI are selected to match the SI distribution used to generate the data.  The first case 
(prior 2) has 20 observed SIs, where the second (prior 3) considers only 10 observations.  
We also consider the situation when the contact trace data used to inform the prior are 
biased.  The first misspecified prior (prior 4) is informed using a distribution that differs 
from the true distribution; however, the overall shape and mean of the SI (μ = 2.8) are 
very similar.  This could occur when contact trace data from another study of the same or 
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similar pathogen is used.   The last misspecified prior (prior 5) has a SI that varies 
dramatically from the true distribution with a heavy tail and a mean of four.  We also 
include the uniform prior (prior 1), which represents only having daily incidence data and 
no additional SI data. 
 
Uniform Correctly Specified Misspecified 
1. α = (1, 1, 1, 1, 1) 2. 
3.  
α = (3, 4, 10, 1, 2)  
α = (1, 2,  5, 1, 1)   
4. 
5. 
α = (1, 10, 4, 2, 3) 
α = (1, 2, 3, 4, 10)  
 
Table 2.2  Prior distributions used for the simulation study 
 
The simulations are also analyzed using the Becker et al. method.  The likelihood 
function [18], shown in (2.3), is based on the White and Pagano likelihood (2.1) and is 
augment by an additional component based on the contact trace data.  The    represent the 
number of observed serial intervals for each increment of the serial interval distribution.  
           
  
 
   
  
       
  
   
 
   
                    
        
   
                              
 
As before, the prior distribution for the reproductive number is log-normal.  The 
serial interval prior remains the same across all scenarios, as the contact trace data is 
incorporated in the likelihood function.  The SI prior is Dirichlet with α = (1, 1, 1, 1, 1).  
The contact trace data for priors 2-5, outlined in Table 2.2, are used to augment the 
likelihood function (2.3).  These data are treated as independent observations of the SI.   
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We analyze all the simulations via MCMC methods and provide posterior 
summaries.  For each simulated outbreak, single chains were run for 20,000 iterations 
with a 10,000 iteration burn-in.  Trace plots, density plots, and autocorrelation plots are 
examined to explore sampler convergence.  When summarizing the posterior samples we 
use mean square error (MSE) as a measure of variation and bias for R0 and μ.  The MSE 
calculates the expected value of the squared error loss by comparing the estimate to the 
true value of the parameter.  It also can be formulated to be the sum of the variance and 
bias-squared.  The Kullback-Leibler divergence (2.4) is used to compare the estimated SI 
distribution,   , to the true interval p.  The Kullback-Leibler divergence allows us to 
better understand how similar the estimated SI distributions are by comparing the 
individual probabilities as opposed to only examining the overall SI mean (μ).   
                
    
    
 
   
                                                                    
 
 
2.6 Description of Outbreak Data 
 
We apply these methods to influenza A(H1N1)2009pdm data from the 2009 outbreak in 
South Africa and to the 2003 SARS outbreak in Hong Kong and Singapore.   
The National Institute for Communicable Diseases (NICD) of the National Health 
Laboratory (NHLS) in South Africa maintained a database of laboratory confirmed cases 
of H1N1 during the 2009 pandemic.  Data were collected throughout the country 
beginning in April and lasting until October, and include basic demographic information 
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and spatial and temporal data for each case; date of symptom onset was imputed using a 
multiple imputation approach for some cases [38-39, 41]. We randomly select one 
imputed outbreak, and because we are interested in estimating R0, only the initial 
epidemic growth phase of the outbreak is examined, which includes 2423 cases from 
days 15 to 35 of the epidemic.  Large gaps in cases occurred during the first two weeks of 
the epidemic due to no sustained transmission from these presumably imported cases, 
therefore only cases occurring after sustained transmission was established are included.  
Three possible informative SI distributions are considered as shown in Figure 2.2.  The 
confirmed and suspected Influenza-like illness (ILI) secondary cases are from contact 
trace data obtained in South Africa during the pandemic [39].  The third set of data is 
from observations on the SI during the influenza A(H1N1)2009pdm outbreak in Victoria, 
Australia [20]. 
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Figure 2.2  Contact trace data from influenza A(H1N1)2009pdm 
 
Severe acute respiratory syndrome (SARS) first appeared in Hong Kong and 
Singapore in 2003.  Reported cases of SARS and the date of onset were collected and 
reported by the World Health Organization (WHO) for Hong Kong and Singapore [15].  
Both outbreaks had complete epidemic curve data, but we focus our analysis on the initial 
growth phase in order to estimate R0.  Hong Kong experienced 659 cases in the first 39 
days of the outbreak (February 15
th
 – March 25th), while Singapore had 57 cases in the 
first 20 days of the outbreak (February 25
th
 – March 16th) [15].  The SI prior distribution 
had 179 cases observed in Singapore with a mean SI of 8.41 days [40]. 
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2.7 Results 
2.7.1 Simulation Results 
 
The results from the simulations outlined in Section 2.5 are displayed in Figures 2.3 and 
2.4, and Tables 2.5-2.10 in the appendix.  Figure 2.3 and Figure 2.4 plot the posterior 
means for R0 and µ, respectively.  The ranges of the posterior means across the MCMC 
simulations are displayed with error bars. Figure 2.4 similarly displays simulation results 
for µ.  The White and Pagano maximum likelihood estimates are included for 
comparison. 
The means and ranges of the posterior means for R0 and μ from the 300 MCMC 
simulations are displayed in Tables 2.5-2.7.  Tables 2.8-2.10 summarize the MSE for R0 
and μ, and the Kullback-Leibler divergence. Both tables include White and Pagano 
estimates for comparison. 
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Figure 2.3  Simulation results for 0Rˆ . Each row shows results for a different R0 (row 1:  R0 = 1.25; row 2:  R0 = 3; row 3:  R0 = 6).  Each 
column shows results for a different N (column 1: N=500; column 2:  N=200, column 3:  N=50).  The mean for each prior is plotted as a 
black triangle and the ranges are shown as error bars.  The solid black line represents the true R0 and the White and Pagano estimate is 
displayed with the dashed line.  The gray shaded region is the range of values for the White and Pagano estimates  
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Figure 2.4  Simulation results for the mean of the SI (µ).  Each row shows results for a different R0 (row 1:  R0 = 1.25; row 2:  R0 = 3; row 
3:  R0 = 6). . Each column shows results for a different N (column 1: N=500; column 2:  N=200, column 3:  N=50). The mean for each 
prior is plotted as a black triangle and the ranges are shown as error bars.  The solid black line represents the true µ and the White and 
Pagano estimate is displayed with the dashed line.  The gray shaded region is the range of values for the White and Pagano estimates  
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For simulations with a R0=1.25, the method works well in estimating R0 and μ 
regardless of the prior distribution.  Even with a misspecified prior distribution the R0 
estimate is robust, for instance 0Rˆ = 1.33 for the two larger outbreaks and 1.40 for the 
smallest.  The ˆ  obtained for the misspecified prior (prior 5) is slightly inflated with 
values ranging from 3.50-3.64; which is close to the prior mean (μ=4).  The KL 
divergence, which summarizes p, is best (smallest) for the correctly specified priors, and 
increases in size as the information becomes more biased from values of 0.02 to 0.38  
(N=200). The posterior estimates are also similar to the White and Pagano maximum 
likelihood estimates with 0Rˆ = 1.26-1.33 and ˆ  =2.88-3.01. The posterior estimate 
ranges from priors 1-4 are narrower than those from the White and Pagano estimation, 
implying more precise results are obtained using the Bayesian method.   
Increasing R0 to R0=3, results in more variable estimates, with the amount of 
variation dependent on the prior information.  Good estimates for R0 and μ are obtained 
when epidemic sizes are 500 and 200, and priors 2-4 are used; posterior estimates for R0 
and μ are consistently 2.90-3.04 and 2.69-2.79, respectively.  As the prior becomes more 
misspecified, 0Rˆ  and ˆ  become increasingly biased; prior 5 has values of 0Rˆ  = 4.22 
[Range:  3.07-5.79] and ˆ  = 3.72 [Range:  3.27-3.95] for N=200, and 0Rˆ = 4.22 [Range:  
3.06-5.27] and ˆ  = 3.69 [Range:  3.21-3.95] for N=500.   
For the smaller epidemic, N=50, 0Rˆ  
is slightly underestimated across priors 1-4 
and has larger variability than the larger outbreaks; however, the estimates are close to 
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the true R0 = 3.  When the prior 5 is used R0 becomes inflated to 3.92 [Range:  2.48-
6.33].  The KL divergence is smallest for the correctly specified priors 2-3, and is largest 
for the misspecified prior 5.  We observe that the KL divergence is smaller for prior 4 
(misspecified, but reasonably shaped) than for prior 1 (uniform prior).  The White and 
Pagano maximum likelihood estimates are slightly inflated regardless of the sample size, 
with 0Rˆ  
= 3.54-3.79.  We observe a larger range of estimates for the White and Pagano 
method, as compared to the posterior estimates. 
In the extreme case with R0 = 6, the priors and epidemic sizes have an 
increasingly powerful influence on the results.  For N=500 and 200, 0Rˆ  is close to 6 for 
priors 1-4, 0Rˆ =5.56-6.01.  Estimates using misspecified prior 5 are inflated, 0Rˆ  = 9.81-
9.89, as are those from White and Pagano, 0Rˆ  = 9.17-10.10.  With the smallest outbreak, 
N=50, 0Rˆ  
is underestimated for priors 2-4:  0Rˆ = 5.01-5.45 and overestimated for prior 5:  
0Rˆ =9.16.  For prior 1, 0Rˆ =6.96, but has a larger range than priors 2-4.   
The results for μ are slightly better for R0=6 simulations, with the correctly 
specified priors 2-4; ˆ = 2.68-2.87, for all N.  The uniform and misspecified priors have 
larger posterior estimates (prior 1:  ˆ = 2.84-3.16 and prior 5: ˆ = 3.73-3.94).  The 
uniform prior estimates are slightly larger than the truth, but are still reasonably close. 
The White and Pagano estimates are as large as those of obtained from misspecified prior 
5, ˆ = 3.24-3.38. 
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2.7.2 Becker et al. Comparison 
 
The results from the simulations using the Becker method are displayed in Tables 2.11-
2.16 in the appendix.  The mean and range of the posterior means for R0 and μ, from the 
300 MCMC simulations are displayed in Tables 2.11-2.13.  Tables 2.14-2.16 summarize 
the MSE for R0 and μ, and the Kullback-Leibler divergence. 
The results from the Becker analysis are comparable to those from our 
simulations. For all epidemic sizes and R0 values, the Becker results are identical to our 
simulation results when we use a uniform prior.  This is expected for this prior because 
they are mathematically equivalent.  For priors 2-4, the Becker method has slightly larger 
estimates than our approach, and for prior 5, the estimates from our proposed method are 
slightly larger.   
 
2.7.3 Real Data Results 
2.7.3.1 South Africa Influenza A(H1N1)2009pdm 
 
The results of the South African influenza A(H1N1)2009pdm outbreak are shown in 
Table 2.3.  Five separate MCMC analyses were conducted, each with a different SI prior 
distribution, as well as two additional analyses with the White and Pagano method.  
Analyses 1-3 were performed using the informative priors displayed in Figure 2.2.  The 
confirmed ILI cases have a five day SI length, while the others have a six day length.  
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Two uniform prior distributions (analyses 4-5) were examined, with five and six day 
interval lengths.  R0 was estimated between 1.36-1.46 for all the priors, which is 
consistent with other estimates from South Africa [14, 41].  The estimates for μ range 
from 2.00-2.66 days.  Slightly larger estimates for μ and R0 are observed for the analyses 
with six day SIs, but overall the results are similar. The results obtained using the White 
and Pagano MLE method are consistent with those observed from the MCMC.  The five 
and six day SI maximum likelihood estimates are 0Rˆ = 1.36 and 1.47, and ˆ , = 2.07 and 
2.70, respectively.  The confidence intervals for the White and Pagano are wider than the 
credible intervals obtained for the Bayesian approach.  The overall run time for MCMC 
simulations ranged between 16-19 seconds per case. 
 
2.7.3.2 Severe Acute Respiratory (SARS) 
 
Singapore and Hong Kong SARS data are analyzed separately for each location and the 
results are shown in Table 2.4.  For each location, two analyses are conducted, using a 
contact trace informed prior distribution for the SI and a uniform prior distribution, both 
with length 20.  Additionally, both outbreaks are analyzed with the White and Pagano 
method.  The R0 and μ estimates vary depending on the use of the observed SI data.  
Larger values for both R0 and μ are seen for analyses using the uniform prior in both 
locations (Singapore:  0Rˆ   = 3.86 v. 4.43, ˆ  = 8.45 v. 10.68; Hong Kong:  0Rˆ   = 2.02 v. 
2.78, ˆ  = 7.42 v. 11.33).   
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The results observed for the informative Singapore analysis are similar to those 
observed in Lipsitch et al. [40] who observed a mean SI of 8.4 days.  The epidemic curve 
data from Singapore is primarily composed of cases prior to March 12
th
, the date in 
which WHO released their first global SARS alert.  Lipsitch et al. noted that the mean SI 
was slightly larger prior to this date with a μ=10 days, which is consistent with our results 
for the uniform prior.  Our estimate of R0, 3.86 (2.86-5.01), is similar to the estimate 
calculated by Wallinga and Teunis before the global health alert, tRˆ  
= 3.1 [95% CI:  2.3-
4.0] and to R0 calculated by Lipsitch et al., 0Rˆ  
= 3.5 [90% CI:  1.5-7.7].   The results 
from Hong Kong are slightly different than those from Singapore, but a similar trend is 
seen across prior distributions.  Our estimates for R0 (2.02 for the informative prior; 2.78 
for the uniform prior) are smaller than what Wallinga and Teunis calculated ( tRˆ  = 3.6, 
95% CI:  3.1-4.2).  
 The estimates from White and Pagano are substantially larger, especially for 
Singapore, and are likely to be due to a small sample size. The 95% confidence intervals 
for the White and Pagano estimates are also wide.  The   are shown in Figure 2.5 in the 
appendix.  The SARS MCMC simulations took longer than those from South Africa, with 
run times between 26-49 minutes.  This increase in computation time is likely to do the 
increased number of parameters and serial interval length.  
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 R0 μ p1 p2 p3 p4 p5 p6 
1 
Informative 1: 
Confirmed ILI 
1.36 
1.27-1.45 
2.00 
1.62-2.42 
0.55 
0.43-0.67 
0.19 
0.09-0.32 
0.04 
0.01-0.11 
0.12 
0.04-0.23 
0.09 
0.00-0.22 
- 
2 
Informative 2: 
Confirmed and  
Suspected ILI 
1.41 
1.32-1.51 
2.33 
1.92-2.81 
0.45 
0.38-0.61 
0.15 
0.07-0.25 
0.08 
0.03-0.15 
0.14 
0.06-0.24 
0.07 
0.01-0.18 
0.06 
0.00-0.18 
3 
Informative 3: 
Australia H1N1 
1.43 
1.35-1.53 
2.42 
2.06-2.85 
0.42 
0.31-0.52 
0.21 
0.12-0.31 
0.11 
0.06-0.19 
0.11 
0.05-0.20 
0.11 
0.04-0.20 
0.04 
0.00-0.14 
4 
Uniform 1 
  k=5 
1.38 
1.28-1.49 
2.19 
1.66-2.67 
0.56 
0.43-0.70 
0.15 
0.04-0.29 
0.03 
0.00-0.10 
0.05 
0.00-0.18 
0.20 
0.04-0.35 
- 
5 
Uniform 2 
 k=6 
1.46 
1.34-1.60 
2.66 
2.03-3.29 
0.49 
0.35-0.63 
0.15 
0.04-0.28 
0.03 
0.00-0.09 
0.04 
0.00-0.13 
0.10 
0.01-0.26 
0.18 
0.02-0.35 
6* 
White and 
Pagano 
 k=5 
1.36 
1.06-2.65 
2.07 
1.08-3.70 
0.57 
0.08-0.96 
0.22 
0.00-0.54 
0.00 
0.00-0.42 
0.00 
0.00-0.41 
0.21 
0.00-0.57  
7* 
White and 
Pagano 
k=6 
1.47 
1.08-2.81 
2.70 
1.35-4.37 
0.50 
0.10-0.85 
0.20 
0.00-0.49 
0.00 
0.00-0.38 
0.00 
0.00-0.32 
0.00 
0.00-0.39 
0.30 
0.00-0.61 
 
Table 2.3  Means and 95% Credible Intervals for South Africa Influenza A(H1N1)2009pdm 
*Means and 95% Bootstrap Confidence Intervals 
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Singapore 
 
Informed with  
Contact Trace 
Uniform White and Pagano* 
R0 3.86 (2.86-5.01) 4.43 (2.63-7.19) 23.95 (16.67-49.27) 
µ 8.45 (7.91-9.01) 10.68 (8.23-13.24) 16.86 (15.10-18.39) 
Hong Kong 
 
Informed with  
Contact Trace 
Uniform White and Pagano* 
R0 2.02 (1.83-2.22) 2.78 (2.19-3.55) 4.93 (3.54-26.71) 
µ 7.42 (6.77-8.11) 11.33 (9.27-13.39) 15.73  (13.78-18.55) 
 
Table 2.4  Means and 95% Credible Intervals for SARS outbreaks in Singapore and Hong Kong 
*Means and 95% Bootstrap Confidence Intervals 
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2.8 Summary and Conclusions 
 
We modified the Bayesian framework introduced by Becker et al. to obtain robust 
estimates of the reproductive number and SI distribution using the White and Pagano [17] 
likelihood function.  This framework allows for the incorporation of additional data 
sources beyond the epidemic curve through the prior distributions, and we explore the 
inclusion of a contact trace sample or household study data.  Our simulation study shows 
that the Bayesian approach provides good estimation when we correctly specify the prior 
distribution, reasonable estimation when we use a uniform prior, and inconsistent results 
when we have misspecified the prior and have a small sample size.  If the prior is 
misspecified, but the shape of the distribution is similar to the true shape of the SI, then 
the results are still valid.  We see in our simulations, when the outbreak is small, with 
N=50 cases for example, using a reasonable shape for the SI prior is often preferable to 
using the uniform prior.  As the outbreak size grows, up to N=500, the influence of the 
prior decreases and even misspecified priors can obtain satisfactory estimates. 
We observe that as the reproductive number decreases, the estimates obtained 
from the Bayesian method improve.  For larger values of the reproductive number, 
estimation improves as the epidemic size increases.  We see in some scenarios, with 
R0=6, that the R0 is underestimated, which is likely due to the small epidemic length (see 
Table 2.1).  The issues with estimating the parameters with a relatively small N and large 
R0 are likely due to a lack of observed generations of transmission, rather than a total 
number of cases.  When N=50 and R0=6 we only observe epidemics of length four to five 
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days, for an SI of length five.  Griffin et al. [42] notes that estimation is better when cases 
are spread over many generations, as opposed to having more individuals in fewer 
generations, as is likely to occur with a large reproductive number.  We observe that not 
only is the total number of observed cases important, but also when these cases appear 
[18].  The issues with estimating the parameters with the larger R0 could be resolved by 
allowing the epidemic curve to cover more generations of data (larger N). In fact, one is 
unlikely to begin an analysis such as this on an outbreak that has only been occurring for 
so few days.  Additional information about the reproductive number that could be used to 
inform its prior distribution, could potentially improve this issue as well. However, in 
practice, these scenarios where the SI is relatively short and the reproductive number is 
large are uncommon. 
Realistically, the methods we have proposed are much more applicable to a 
setting where the reproductive number is relatively small.  We are able to show when we 
have sufficient data from the epidemic curve and an accurate contact trace sample that 
our approach is preferable to only using epidemic curve data, as demonstrated through 
simulation.  Our findings support those seen in Becker et al. [18], in which they conclude 
that having only 10 additional observations on the SI can improve estimation 
substantially.  If the additional data source, such as contact trace data, is substantially 
different from the true underlying process, the estimation may be biased as seen with 
prior 5.  We recommend analyzing the data with and without the contact trace sample to 
see if the final estimates differ substantially.  In the case where substantial differences are 
observed, we recommend critical examination of the techniques used to obtain the 
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samples, in order to evaluate potential explanations for the inconsistencies. Ideally, one 
would be able to determine if the data are in conflict, or if the differences are due to an 
improvement in estimation because more information is being incorporated.   Examining 
the results from the Singapore SARS outbreak, we see smaller estimates for R0 and μ 
when using a contact trace sample based on data collected during the entire course of the 
outbreak, not just the exponential growth period.  When we ignore the contact trace 
sample by using a uniform prior these estimates increase to values close to those 
observed during the initial stage of the SARS outbreak [40].  In this case, the results 
differ because the contact trace data used is from a different part of the outbreak when 
transmission dynamics had changed (i.e. the SI had decreased).  
If additional data is not included in the analysis then the Bayes-Laplace prior for 
the SI, which assigns ones to the hyperparameters of the Dirichlet distribution, is 
recommended.  We have shown that even using a uniform prior provides improvements 
on the frequentist approach originally proposed by White and Pagano [17]. This method 
has been shown to overestimate R0 as R0 increases [42], likely due to a flattening of the 
likelihood and the challenge of finding a maximum using a numerical optimizer. In our 
simulation study, we obtain much more consistent results using a Bayesian approach. 
We also showed through simulation that our method is comparable to the Becker 
approach.  In the case when no contact trace data is available, the methods are 
mathematically equivalent.  When we incorporate observations on the SI the two 
approaches are very similar, as illustrated through simulation.  The difference between 
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the two methods is in how the contact trace data is incorporated in the estimation process. 
The method we propose provides a more flexible framework.  
 
2.9 Appendix 
2.9.1 Simulation Tables 
 
  
 
 
3
4 
 
 
N
 =
 5
0
0
 
R0 
 
Prior 1 Prior 2 Prior 3 Prior 4 Prior 5 W&P 
1.25 
0Rˆ  
1.256  
(1.109-1.476) 
1.242  
(1.109-1.42) 
1.249  
(1.11-1.443) 
1.250  
(1.113-1.433) 
1.327  
(1.139-1.613) 
1.263  
(1.098-1.579) 
μ  
2.846  
(2.213-3.46) 
2.704 
 (2.382-3.036) 
2.770 
 (2.318-3.251) 
2.785 
 (2.419-3.102) 
3.498 
 (2.928-3.786) 
2.881 
 (1.563-3.912) 
 3 
0Rˆ  
3.113 
 (2.201-4.206) 
2.932 
 (2.474-3.42) 
3.039 
 (2.361-3.838) 
3.011 
 (2.569-3.566) 
4.218 
 (3.060-5.265) 
3.542 
 (2.001-6.079) 
μ  
2.906 
 (2.168-3.596) 
2.693 
 (2.427-3.004) 
2.772 
 (2.314-3.34) 
2.776 
 (2.502-3.164) 
3.685 
 (3.208-3.947) 
3.101  
(1.891-4.291) 
6 
0Rˆ  
5.901 
 (1.01-11.57) 
5.677 
 (4.493-7.027) 
5.999 
 (4.292-8.838) 
6.001 
 (4.739-7.171) 
9.890  
(5.654-15.3) 
9.172 
 (2.294-31.37) 
μ  
2.840  
(1.035-3.703) 
2.675 
 (2.408-2.893) 
2.755 
 (2.312-3.226) 
2.772  
(2.459-3.000) 
3.727 
 (3.177-4.096) 
3.241 
 (1.107-4.388) 
 
Table 2.5  Simulations results for N=500 using five different priors and White and Pagano method.  R0 varies across scenarios, as shown.  
True values μ and p:  μ=2.74 and p=(0.1687, 0.2102, 0.4437, 0.0642, 0.1132).  Means and ranges are shown for R0 and μ 
  
  
 
 
3
5 
 
N
 =
 2
0
0
 
R0 
 
Prior 1 Prior 2 Prior 3 Prior 4 Prior 5 W&P 
1.25 
0Rˆ  
1.253 
 (1.032-1.524) 
1.237 
 (1.029-1.481) 
1.245 
 (1.029-1.495) 
1.245 
 (1.029-1.497) 
1.331 
 (1.041-1.692) 
1.266 
 (1.033-1.621) 
μ  
2.853 
 (2.289-3.539) 
2.700  
(2.469-3.139) 
2.769 
 (2.415-3.359) 
2.782 
 (2.515-3.14) 
3.546 
 (3.159-3.815) 
2.924 
 (1.761-3.906) 
3 
0Rˆ  
3.088  
(2.314-4.048) 
2.902 
 (2.406-3.604) 
3.015 
 (2.406-3.767) 
2.986 
 (2.461-3.676) 
4.216 
 (3.068-5.793) 
3.688 
 (1.619-7.575) 
μ  
2.923 
 (2.367-3.525) 
2.702 
 (2.509-2.858) 
2.787 
 (2.457-3.053) 
2.787 
 (2.55-3.019) 
3.717 
 (3.274-3.951) 
3.184 
 (1.167-4.227) 
6 
0Rˆ  
6.012 
 (3.90-10.34) 
5.564 
 (4.330-7.255) 
5.900 
 (4.254-8.731) 
5.883 
 (4.587-7.298) 
9.805 
 (5.844-15.56) 
10.099 
 (2.289-30.862) 
μ  
2.920 
 (2.314-3.655) 
2.677 
 (2.450-2.808) 
2.760 
 (2.389-3.021) 
2.775 
 (2.547-3.062) 
3.759 
 (3.267-4.043) 
3.379 
 (1.209-4.685) 
 
Table 2.6  Simulations results for N=200 using five different priors and White and Pagano method.  R0 varies across scenarios, as shown.  
True values μ and p:  μ=2.74 and p=(0.1687, 0.2102, 0.4437, 0.0642, 0.1132).  Means and ranges are shown for R0 and μ 
  
  
 
 
3
6 
 
N
 =
 5
0
 
R0 
 
Prior 1 Prior 2 Prior 3 Prior 4 Prior 5 W&P 
1.25 
0Rˆ  
1.284 
 (1.006-2.061) 
1.261 
 (1.001-1.887) 
1.272  
(1.002-1.957) 
1.272 
 (1.005-1.963) 
1.400  
(1.021-2.67) 
1.329  
(0.995-2.379) 
μ  
2.861 
 (2.403-3.523) 
2.698 
 (2.518-2.959) 
2.770 
 (2.483-3.176) 
2.771 
 (2.600-3.083) 
3.638 
 (3.299-3.921) 
3.011 
 (1.646-4.141) 
3 
0Rˆ  
2.850 
 (1.971-4.475) 
2.718 
 (1.95-3.885) 
2.811  
(1.991-4.083) 
2.784  
(1.968-3.991) 
3.922 
 (2.483-6.328) 
3.792 
 (1.681-8.894) 
μ  
2.892  
(2.202-3.511) 
2.692 
 (2.446-2.843) 
2.771 
 (2.355-3.018) 
2.769 
 (2.532-3.027) 
3.746  
(3.226-3.978) 
3.183 
 (1.553-4.315) 
6 
0Rˆ  
5.956 
 (3.537-9.982) 
5.012 
 (3.803-7.313) 
5.447 
 (3.765-8.291) 
5.348 
 (3.731-7.546) 
9.161 
 (5.351-19.39) 
9.165 
 (3.624-30.112) 
μ  
3.158 
 (2.483-3.975) 
2.723 
 (2.550-2.862) 
2.867 
 (2.516-3.198) 
2.833  
(2.550-3.069) 
3.936 
 (3.447-4.168) 
3.250  
(2.195-4.504) 
 
Table 2.7  Simulations results for N=50 using five different priors and White and Pagano method.  R0 varies across scenarios, as shown.  
True values μ and p:  μ=2.74 and p=(0.1687, 0.2102, 0.4437, 0.0642, 0.1132).  Means and ranges are shown for R0 and μ 
  
  
 
 
3
7 
N
 =
 5
0
0
 
R0  Prior 1 Prior 2 Prior 3 Prior 4 Prior 5 W&P 
1.25 
MSE( 0Rˆ ) 
0.004 
 (0.000-0.005) 
0.003 
(0.000-0.004) 
0.003 
 (0.000-0.004) 
0.003 
(0.000-0.004) 
0.012 
 (0.001-0.015) 
0.006 
 (0.001-0.007) 
MSE(μ ) 
0.050 
 (0.006-0.060) 
0.011 
 (0.001-0.016) 
0.022 
 (0.002-0.026) 
0.012 
(0.001-0.014) 
0.588 
 (0.456-0.711) 
0.170 
 (0.021-0.205) 
KL div 
0.112 
 (0.004-0.435) 
0.021 
 (0.001-0.069) 
0.040 
 (0.001-0.145) 
0.094 
 (0.010-0.258) 
0.285 
 (0.092-0.483) 
0.634 
 (0.006-3.715) 
3 
MSE( 0Rˆ ) 
0.123 
 (0.013-0.136) 
0.032 
 (0.004-0.047) 
0.051 
 (0.004-0.061) 
0.031 
 (0.003-0.038) 
1.631 
 (0.896-2.114) 
0.872 
 (0.079-0.896) 
MSE(μ ) 
0.071 
 (0.011-0.088) 
0.008 
 (0.001-0.010) 
0.016 
 (0.002-0.016) 
0.008 
(0.001-0.008) 
0.904 
 (0.772-1.072) 
0.365 
 (0.055-0.597) 
KL div 
0.186 
 (0.023-0.517) 
0.014 
 (0.000-0.063) 
0.034 
 (0.001-0.189) 
0.149 
 (0.021-0.319) 
0.416 
 (0.199-0.593) 
0.916 
 (0.036-4.643) 
6 
MSE( 0Rˆ ) 
1.564 
 (0.082-1.222) 
0.273 
 (0.042-0.343) 
0.400 
 (0.030-0.440) 
0.162 
 (0.011-0.172) 
17.35 
 (10.22-21.28) 
24.410 
 (1.048-31.357) 
MSE(μ ) 
0.135 
 (0.010-0.094) 
0.009 
 (0.001-0.011) 
0.014 
 (0.001-0.017) 
0.007 
 (0.001-0.008) 
0.987 
 (0.858-1.141) 
0.632 
 (0.062-1.153) 
KL div 
0.294 
 (0.013-3.113) 
0.014 
 (0.000-0.055) 
0.037 
 (0.003-0.139) 
0.171 
 (0.039-0.268) 
0.461 
 (0.191-0.711) 
1.063 
 (0.076-4.576) 
 
Table 2.8  Simulations results for N=500 using five different priors and White and Pagano method.  R0 varies across scenarios, as shown.  
True values μ and p:  μ=2.74 and p=(0.1687, 0.2102, 0.4437, 0.0642, 0.1132).  Mean and IQR of the MSE for R0 and μ, and Kullback-
Leibler divergence means and ranges for p are shown 
  
  
 
 
3
8 
N
 =
 2
0
0
 
R0  Prior 1 Prior 2 Prior 3 Prior 4 Prior 5 W&P 
1.25 
MSE( 0Rˆ ) 
0.009 
 (0.001-0.010) 
0.007 
 (0.001-0.010) 
0.008 
 (0.001-0.011) 
0.008  
(0.001-0.011) 
0.022 
 (0.001-0.027) 
0.012 
 (0.001-0.016) 
MSE(μ ) 
0.051 
 (0.005-0.065) 
0.010 
 (0.001-0.012) 
0.019 
 (0.002-0.023) 
0.010 
 (0.001-0.013) 
0.660 
 (0.520-0.798) 
0.207 
 (0.025-0.280) 
KL div 
0.127 
 (0.010-0.515) 
0.019 
 (0.001-0.089) 
0.039 
 (0.002-0.180) 
0.107 
 (0.015-0.278) 
0.316 
 (0.139-0.564) 
0.747 
 (0.013-3.715) 
3 
MSE( 0Rˆ ) 
0.125 
 (0.011-0.146) 
0.058 
 (0.008-0.080) 
0.068 
 (0.008-0.088) 
0.054 
 (0.006-0.073) 
1.721 
(0.736-2.236) 
1.203 
 (0.073-1.206) 
MSE(μ ) 
0.068 
 (0.013-0.098) 
0.006 
 (0.001-0.007) 
0.013 
 (0.001-0.018) 
0.008 
 (0.001-0.011) 
0.962 
 (0.842-1.089) 
0.449 
 (0.075-0.681) 
KL div 
0.192 
 (0.017-0.595) 
0.015 
 (0.001-0.086) 
0.035 
 (0.002-0.200) 
0.154 
 (0.040-0.269) 
0.430 
 (0.221-0.649) 
1.285 
 (0.052-4.716) 
6 
MSE( 0Rˆ ) 
11.72 
 (1.405-23.83) 
11.56 
 (2.84-23.94) 
11.59 
 (2.279-23.83) 
11.82 
 (1.95-23.95) 
10.11 
 (0.87-23.88) 
40.022 
 (2.541-48.784) 
MSE(μ ) 
1.339 
 (0.111-2.846) 
1.332 
 (0.144-2.765) 
1.339 
 (0.126-2.849) 
1.393 
 (0.147-2.829) 
1.084 
 (0.053-2.779) 
0.943 
 (0.214-1.480) 
KL div 
1.606 
 (0.040-5.597) 
1.295 
 (0.010-4.828) 
1.46 
 (0.035-5.283) 
1.497 
 (0.029-5.575) 
1.57 
 (0.065-6.032) 
1.474  
(0.017-5.459) 
 
Table 2.9  Simulations results for N=200 using five different priors and White and Pagano method.  R0 varies across scenarios, as shown.  
True values μ and p:  μ=2.74 and p=(0.1687, 0.2102, 0.4437, 0.0642, 0.1132).  Mean and IQR of the MSE for R0 and μ, and Kullback-
Leibler divergence means and ranges for p are shown 
  
  
 
 
3
9 
N
 =
 5
0
 
R0  Prior 1 Prior 2 Prior 3 Prior 4 Prior 5 W&P 
1.25 
MSE( 0Rˆ ) 
0.029  
(0.002-0.029) 
0.023 
 (0.002-0.026) 
0.026  
(0.002-0.028) 
0.026 
 (0.002-0.028) 
0.080 
 (0.004-0.073) 
0.055 
 (0.003-0.041) 
MSE(μ ) 
0.049 
 (0.005-0.063) 
0.007 
 (0.001-0.010) 
0.014 
(0.002-0.015) 
0.006 
 (0.001-0.008) 
0.813 
 (0.666-0.945) 
0.314 
 (0.040-0.453) 
KL div 
0.164 
 (0.007-0.583) 
0.016 
 (0.001-0.073) 
0.034 
 (0.001-0.121) 
0.140 
 (0.033-0.279) 
0.383 
 (0.198-0.582) 
1.181 
 (0.022-5.020) 
3 
MSE( 0Rˆ ) 
0.247 
 (0.029-0.340) 
0.215 
 (0.035-0.339) 
0.203 
 (0.025-0.318) 
0.206 
 (0.024-0.321) 
1.392 
 (0.137-1.954) 
2.526 
 (0.128-1.857) 
MSE(μ ) 
0.058 
 (0.007-0.081) 
0.006 
 (0.001-0.008) 
0.011 
 (0.001-0.014) 
0.006 
 (0.000-0.005) 
1.017 
 (0.926-1.132) 
0.555 
 (0.072-0.913) 
KL div 
0.224 
 (0.026-0.614) 
0.012 
 (0.001-0.090) 
0.030 
 (0.001-0.196) 
0.181 
 (0.028-0.300) 
0.463 
 (0.246-0.636) 
1.511 
 (0.021-5.512) 
6 
MSE( 0Rˆ ) 
1.360 
 (0.151-1.654) 
1.312 
 (0.463-1.885) 
0.859 
 (0.141-1.329) 
0.939 
 (0.135-1.346) 
13.70 
 (3.511-16.40) 
26.616 
 (0.506-23.345) 
MSE(μ ) 
0.215 
 (0.077-0.253) 
0.002 
 (0.000-0.002) 
0.023 
 (0.006-0.027) 
0.012 
 (0.003-0.013) 
1.432 
 (1.338-1.533) 
0.494 
 (0.040-0.701) 
KL div 
0.327 
 (0.051-0.955) 
0.011 
 (0.001-0.049) 
0.045 
 (0.004-0.198) 
0.198 
 (0.082-0.290) 
0.590 
 (0.318-0.865) 
1.109  
(0.037-5.578) 
 
Table 2.10  Simulations results for N=50 using five different priors and White and Pagano method.  R0 varies across scenarios, as shown.  
True values μ and p:  μ=2.74 and p=(0.1687, 0.2102, 0.4437, 0.0642, 0.1132).  Mean and IQR of the MSE for R0 and μ, and Kullback-
Leibler divergence means and ranges for p are shown 
  
  
 
 
4
0 
N
 =
 5
0
0
 
R0 
 
Prior 1 Prior 2 Prior 3 Prior 4 Prior 5 
1.25 
0Rˆ  
1.256  
(1.109-1.476) 
1.248  
(1.112-1.432) 
1.256  
(1.113-1.456) 
1.253 
 (1.116-1.439) 
1.319 
 (1.137-1.592) 
μ  
2.846 
 (2.213-3.460) 
2.765 
 (2.457-3.032) 
2.843  
(2.421-3.204) 
2.818 
 (2.481-3.083) 
3.437 
 (3.051-3.698) 
 3 
0Rˆ  
3.113 
 (2.201-4.206) 
2.989 
 (2.544-3.467) 
3.112  
(2.480-3.682) 
3.039 
 (2.609-3.504) 
4.035 
 (3.185-4.940) 
μ  
2.906 
 (2.168-3.596) 
2.765 
 (2.532-3.002) 
2.867  
(2.484-3.250) 
2.820 
 (2.572-3.126) 
3.595 
 (3.208-3.827) 
6 
0Rˆ  
5.901 
 (1.010-11.57) 
5.827 
 (4.644-7.131) 
6.198 
 (4.525-8.469) 
6.056 
 (4.849-7.189) 
9.168  
(5.701-13.32) 
μ  
2.840 
 (1.035-3.703) 
2.754 
 (2.498-2.944) 
2.862 
 (2.462-3.204) 
2.821 
 (2.528-3.015) 
3.634 
 (3.148-3.951) 
 
Table 2.11  Simulations results for N=500 using five different priors using Becker et al. method.  R0 varies across scenarios, as shown.  
True values μ and p:  μ=2.74 and p=(0.1687, 0.2102, 0.4437, 0.0642, 0.1132).  Means and ranges are shown for R0 and μ 
  
  
 
 
4
1 
N
 =
 2
0
0
 
R0 
 
Prior 1 Prior 2 Prior 3 Prior 4 Prior 5 
1.25 
0Rˆ  
1.253  
(1.032-1.524) 
1.243 
 (1.028-1.498) 
1.252  
(1.031-1.515) 
1.253 
 (1.116-1.439) 
1.322 
 (1.039-1.675) 
μ  
2.853 
 (2.289-3.539) 
2.764 
 (2.553-3.137) 
2.846 
 (2.539-3.310) 
2.818 
 (2.481-3.083) 
3.476 
 (3.145-3.729) 
3 
0Rˆ  
3.088 
 (2.314-4.048) 
2.957 
 (2.454-3.624) 
3.083 
 (2.471-3.804) 
3.012 
 (2.504-3.710) 
4.018 
 (3.003-5.388) 
μ  
2.923  
(2.367-3.525) 
2.773  
(2.584-2.917) 
2.878 
 (2.581-3.084) 
2.830 
 (2.623-3.024) 
3.619 
 (3.237-3.816) 
6 
0Rˆ  
6.012 
 (3.900-10.34) 
5.670  
(4.516-7.293) 
6.068  
(4.539-8.531) 
5.928 
 (4.644-7.339) 
9.017  
(5.774-13.58) 
μ  
2.920 
 (2.314-3.655) 
2.755 
 (2.557-2.869) 
2.863  
(2.551-3.063) 
2.822 
 (2.616-3.047) 
3.655 
 (3.148-3.906) 
 
Table 2.12  Simulations results for N=200 using five different priors using Becker et al. method.  R0 varies across scenarios, as shown.  
True values μ and p:  μ=2.74 and p=(0.1687, 0.2102, 0.4437, 0.0642, 0.1132).  Means and ranges are shown for R0 and μ 
 
  
  
 
 
4
2 
N
 =
 5
0
 
R0 
 
Prior 1 Prior 2 Prior 3 Prior 4 Prior 5 
1.25 
0Rˆ  
1.284  
(1.006-2.061) 
1.269 
 (1.007-1.919) 
1.282 
 (1.004-2.002) 
1.276 
 (1.003-1.978) 
1.383 
 (1.022-2.559) 
μ  
2.861 
 (2.403-3.523) 
2.761  
(2.613-2.975) 
2.849 
 (2.632-3.153) 
2.811 
 (2.648-3.073) 
3.548 
 (3.270-3.801) 
3 
0Rˆ  
2.850 
 (1.971-4.475) 
2.764 
 (1.988-3.950) 
2.868 
 (2.042-4.139) 
2.809 
 (1.989-4.048) 
3.728 
 (2.406-5.800) 
μ  
2.892 
 (2.202-3.511) 
2.762 
 (2.535-2.897) 
2.863 
 (2.510-3.042) 
2.815 
 (2.604-3.003) 
3.637 
 (3.208-3.829) 
6 
0Rˆ  
5.956 
 (3.537-9.982) 
5.104 
 (3.836-7.499) 
5.512 
 (3.974-8.331) 
5.349 
 (3.788-7.689) 
8.226 
 (5.199-15.49) 
μ  
3.158  
(2.483-3.975) 
2.797 
 (2.631-2.927) 
2.949 
 (2.642-3.188) 
2.873 
 (2.637-3.066) 
3.795 
 (3.385-4.010) 
 
Table 2.13  Simulations results for N=50 using five different priors using Becker et al. method.  R0 varies across scenarios, as shown.  
True values μ and p:  μ=2.74 and p=(0.1687, 0.2102, 0.4437, 0.0642, 0.1132).  Means and ranges are shown for R0 and μ 
  
  
 
 
4
3 
N
 =
 5
0
0
 
R0  Prior 1 Prior 2 Prior 3 Prior 4 Prior 5 
1.25 
MSE( 0Rˆ ) 
0.004 
 (0.000-0.005) 
0.003 
(0.000-0.004) 
0.004 
 (0.000-0.004) 
0.003 
(0.000-0.004) 
0.011 
 (0.001-0.014) 
MSE(μ ) 
0.050 
 (0.006-0.060) 
0.001 
 (0.001-0.008) 
0.024 
 (0.003-0.031) 
0.013 
 (0.002-0.018) 
0.495 
 (0.387-0.593) 
KL div 
0.112 
 (0.004-0.435) 
0.017 
 (0.000-0.069) 
0.041 
 (0.003-0.153) 
0.098 
 (0.014-0.234) 
0.258 
 (0.082-0.436) 
3 
MSE( 0Rˆ ) 
0.123 
 (0.013-0.136) 
0.027 
 (0.003-0.035) 
0.056 
 (0.006-0.071) 
0.030 
 (0.003-0.037) 
1.179 
 (0.650-1.529) 
MSE(μ ) 
0.071 
 (0.011-0.088) 
0.005 
 (0.001-0.005) 
0.026 
 (0.006-0.034) 
0.011 
 (0.002-0.014) 
0.739 
 (0.635-0.869) 
KL div 
0.186 
 (0.023-0.517) 
0.012 
 (0.001-0.064) 
0.045 
 (0.008-0.171) 
0.149 
 (0.022-0.287) 
0.366 
 (0.188-0.513) 
6 
MSE( 0Rˆ ) 
1.564 
 (0.082-1.222) 
0.186 
 (0.014-0.236) 
0.369 
 (0.030-0.444) 
0.150 
 (0.011-0.178) 
11.37 
 (6.943-14.17) 
MSE(μ ) 
0.135 
 (0.010-0.094) 
0.004 
 (0.000-0.004) 
0.024 
 (0.007-0.033) 
0.010 
 (0.003-0.014) 
0.806 
 (0.712-0.927) 
KL div 
0.294 
 (0.013-3.113) 
0.014 
 (0.001-0.058) 
0.053 
 (0.011-0.157) 
0.170 
 (0.042-0.248) 
0.406 
 (0.182-0.597) 
 
Table 2.14  Simulations results for N=500 using five different priors using Becker et al. method.  R0 varies across scenarios, as shown.  
True values μ and p:  μ=2.74 and p=(0.1687, 0.2102, 0.4437, 0.0642, 0.1132).  Mean and IQR of the MSE for R0 and μ, and Kullback-
Leibler divergence means and ranges for p are shown 
  
  
 
 
4
4 
N
 =
 2
0
0
 
R0  Prior 1 Prior 2 Prior 3 Prior 4 Prior 5 
1.25 
MSE( 0Rˆ ) 
0.009 
 (0.001-0.010) 
0.007 
 (0.001-0.010) 
0.008 
 (0.001-0.010) 
0.003 
 (0.000-0.004) 
0.020 
 (0.001-0.024) 
MSE(μ ) 
0.051 
 (0.005-0.065) 
0.007 
 (0.001-0.008) 
0.023 
 (0.003-0.032) 
0.013 
 (0.002-0.018) 
0.548 
 (0.440-0.653) 
KL div 
0.127 
 (0.010-0.515) 
0.016 
 (0.001-0.087) 
0.042 
 (0.006-0.172) 
0.098 
 (0.014-0.234) 
0.284 
 (0.123-0.487) 
3 
MSE( 0Rˆ ) 
0.125 
 (0.011-0.146) 
0.052 
 (0.006-0.070) 
0.074 
 (0.006-0.082) 
0.053 
 (0.005-0.066) 
1.222 
 (0.500-1.611) 
MSE(μ ) 
0.068 
 (0.013-0.098) 
0.004 
 (0.000-0.006) 
0.026 
 (0.009-0.036) 
0.012 
 (0.003-0.016) 
0.778 
 (0.691-0.876) 
KL div 
0.192 
 (0.017-0.595) 
0.013 
 (0.001-0.074) 
0.046 
 (0.008-0.155) 
0.153 
 (0.047-0.249) 
0.377 
 (0.213-0.614) 
6 
MSE( 0Rˆ ) 
1.163 
 (0.126-1.587) 
0.359 
(0.052-0.503) 
0.506 
 (0.038-0.759) 
0.263 
 (0.023-0.364) 
11.10 
 (5.206-14.06) 
MSE(μ ) 
0.074 
 (0.011-0.102) 
0.004 
 (0.000-0.005) 
0.024 
 (0.007-0.036) 
0.011 
 (0.003-0.014) 
0.846 
 (0.740-0.986) 
KL div 
0.255 
 (0.053-0.638) 
0.015 
 (0.001-0.081) 
0.055 
 (0.017-0.171) 
0.181 
 (0.052-0.279) 
0.422 
 (0.266-0.601) 
 
Table 2.15  Simulations results for N=200 using five different priors using Becker et al. method.  R0 varies across scenarios, as shown.  
True values μ and p:  μ=2.74 and p=(0.1687, 0.2102, 0.4437, 0.0642, 0.1132).  Mean and IQR of the MSE for R0 and μ, and Kullback-
Leibler divergence means and ranges for p are shown 
  
  
 
 
4
5 
N
 =
 5
0
 
R0  Prior 1 Prior 2 Prior 3 Prior 4 Prior 5 
1.25 
MSE( 0Rˆ ) 
0.029 
 (0.002-0.029) 
0.025 
 (0.002-0.027) 
0.028 
 (0.002-0.030) 
0.027 
 (0.002-0.028) 
0.070 
 (0.003-0.063) 
MSE(μ ) 
0.049 
 (0.005-0.063) 
0.004 
 (0.000-0.005) 
0.019 
 (0.003-0.028) 
0.009 
 (0.001-0.012) 
0.657 
 (0.554-0.750) 
KL div 
0.164 
 (0.007-0.583) 
0.013 
 (0.001-0.055) 
0.041 
 (0.007-0.119) 
0.140 
 (0.033-0.261) 
0.338 
 (0.189-0.491) 
3 
MSE( 0Rˆ ) 
0.247 
 (0.029-0.340) 
0.197 
 (0.023-0.309) 
0.189 
 (0.020-0.289) 
0.195 
 (0.022-0.303) 
0.963 
 (0.083-1.347) 
MSE(μ ) 
0.058 
 (0.007-0.081) 
0.003 
 (0.000-0.004) 
0.021 
 (0.006-0.030) 
0.009 
 (0.002-0.011) 
0.808 
 (0.734-0.901) 
KL div 
0.224 
 (0.026-0.614) 
0.011 
 (0.001-0.080) 
0.045 
 (0.008-0.171) 
0.174 
 (0.029-0.268) 
0.402 
 (0.199-0.531) 
6 
MSE( 0Rˆ ) 
1.360 
 (0.151-1.654) 
1.148 
 (0.377-1.662) 
0.754 
 (0.089-1.143) 
0.906 
 (0.124-1.363) 
7.158 
 (1.453-9.038) 
MSE(μ ) 
0.215 
 (0.077-0.253) 
0.004 
 (0.001-0.005) 
0.047 
 (0.029-0.054) 
0.019 
 (0.010-0.022) 
1.113  
(1.043-1.181) 
KL div 
0.327 
 (0.051-0.955) 
0.013 
 (0.002-0.056) 
0.063 
 (0.020-0.172) 
0.190 
 (0.093-0.264) 
0.491 
 (0.286-0.696) 
 
Table 2.16  Simulations results for N=50 using five different priors using Becker et al. method.  R0 varies across scenarios, as shown.  
True values μ and p:  μ=2.74 and p=(0.1687, 0.2102, 0.4437, 0.0642, 0.1132).  Mean and IQR of the MSE for R0 and μ, and Kullback-
Leibler divergence means and ranges for p are shown 
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6 
2.9.2 SARS Plot 
 
 
Figure 2.5  Plots of    from SARS analysis. 
Means and 95% Credible Intervals. 
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2.9.3 BUGS and R Code 
 
############################## 
#   White and Pagano Model   # 
############################## 
 
model{ 
 
for (k in 1:K) { 
   p[k] <- delta[k] / sum(delta[]) 
   delta[k] ~ dgamma(alpha[k],1) 
} 
 
for (j in 1:K) { 
   w[j] <- j 
} 
mu<-inprod(w[],p[]) 
 
 
for (i in K:(T-1+K)) { 
      Ns[i]<-N[i-K+1] 
} 
 
for (i in 1:(K-1)) { 
      Ns[i]<-0 
} 
 
  
for (t in 1:T) { 
   for (j in 1:K) { 
    NN[t,j]<-Ns[t-j+K] 
} } 
 
for (t in 1:T) { 
    muN[t+1]<-R*inprod(NN[t,],p[]) 
} 
 
 for (t in 2:T)  {  
        M[t-1] ~ dpois(muN[t])  
 } 
 
log(R) <- logR 
logR ~ dnorm(0,1.0E-6) 
} 
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################################ 
#   R code with BRUGS Package  # 
################################ 
 
 
library(BRugs) 
 
for (i in 1:300){ 
modelCheck("Model.txt") 
modelData(“Data.txt”) 
modelCompile(1) 
 
modelInits(“Initials.txt”) 
samplesSet(c('mu', 'p', 'R')) 
modelUpdate(20000, thin=20) 
 
samplesSetBeg(10000) 
samplesSetEnd(20000) 
 
sumstats11[[i]] <- samplesStats('*') 
means11[[i]] <- sumstats11[[i]][,1] 
 
R = samplesSample('R') 
mu = samplesSample('mu') 
p1 = samplesSample('p[1]') 
p2 = samplesSample('p[2]') 
p3 = samplesSample('p[3]') 
p4 = samplesSample('p[4]') 
p5 = samplesSample('p[5]') 
 
 
post.samples = data.frame(R, mu, p1, p2, p3, p4, p5) 
} 
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Chapter 3  
Accounting for Heterogeneity in Estimating Reproductive Numbers using Social 
Mixing Data in a Bayesian Framework  
 
Summary 
In this paper we propose an approach to incorporate contact pattern data in the 
estimation of reproductive numbers to account for heterogeneity in the population.  We 
utilize the approach presented by White and Pagano [17] and in Chapter 2, and derive a 
modified likelihood which allows for heterogeneity in the estimation of   .  The serial 
interval (SI) is not assumed to be known, but we do assume a contact trace sample is 
available.  Building on methods first introduced in Moser et al. [43] we perform the 
estimation in a Bayesian framework, which allows for joint estimation of the 
reproductive numbers and serial interval distribution, and the incorporation of contact 
trace data to inform the SI prior distribution.  In what follows we introduce a method to 
additionally incorporate social mixing data to inform the prior distributions of the 
reproductive numbers.  We focus on a two-group scenario, such that the population is 
divided into two mutually exclusive groups.  Without loss of generality, we stratify the 
population by age, assuming children compose one group and adults compose the other.  
We first introduce the framework from which we will estimate group specific 
reproductive numbers, including the modified likelihood function and details of the 
Bayesian approach.   To assess our method, a simulation study will examine different 
scenarios, i.e. different combinations of reproductive numbers and contact patterns, as 
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well as a formal comparison to the methods presented in Glass et al. [27].   Finally, we 
will apply these methods to data from the 2009 pandemic influenza A(H1N1) outbreak in 
South Africa.   
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3.1 Introduction 
 
The main concern with any infectious disease outbreak is to slow and/or stop infection 
through the implementation of control measures.  To make effective public health 
decisions, appropriate metrics are used to quantify the epidemiology of the disease.  
Disease transmission is typically quantified by the basic reproductive number (R0), 
defined as the average number of secondary cases a primary case will infect in a 
completely susceptible population.  For a measure of temporality the serial interval (SI), 
an observable quantity, is used to measure the time between symptom onset between 
successive cases in a chain of transmission [1, 2].  Together R0 and the SI can provide a 
good picture of how the outbreak will spread.  Reproductive numbers have been shown to 
vary within populations such as by age groups or geographic location, which suggests 
that although R0 is a good estimate of transmission, it might not be sufficient to inform 
decisions [44-48, 19-20]. 
 
 
3.2 Review of Existing Methods 
 
Numerous studies account for heterogeneity in the population by using the next-
generation matrix (NGM), a square matrix of group specific reproductive numbers, to 
compute R0 [19-23, 25-27].  Many use the next-generation matrix with deterministic 
models by calculating the dominant eigenvalue, while others modify existing 
homogenous methods to include the NGM.  One such approach is presented in Glass et 
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al. [27], in which they modify the Wallinga and Teunis [15], and White and Pagano [17] 
methods to account for heterogeneity in the estimation of R0 via the next-generation 
matrix.  In Glass et al. contact pattern data from a social mixing survey [4] is 
incorporated in the estimation of the next-generation matrix. Large social mixing surveys 
have been administered in numerous locations across the world, including for example 
Europe, Vietnam, and South Africa. [4-7].  These surveys are increasingly utilized in 
infectious disease studies to obtain estimates for the next-generation matrix and other 
parameters [25-26, 49-51] 
 
3.3 Defining Heterogeneous Reproductive Numbers 
 
In this paper we stratify the population into adults and children.  Each group has an 
associated reproductive number, which we define as    and   , for children and adults 
respectively.     is the average number of secondary cases that a primary child case will 
infect, assuming a completely susceptible population.      is similarly defined as the 
average number of secondary cases that a primary adult case will infect, assuming a 
completely susceptible population.   Because children will infect other children and also 
adults, and adults will infect both adults and children, the group reproductive numbers 
can be viewed as a combination of reproductive numbers between and within groups.  
The overall group reproductive numbers can be further defined as: 
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where     is the average number of secondary cases of type   that a case of type   will 
infect.  This formulation is similar to that presented in Glass et al [27] in which they 
define a reproductive next-generation matrix for two types of individuals [21].  
We further parameterize the group specific reproductive numbers in terms of the 
proportion of contacts between and within groups.  Let     be the proportion of contacts 
that cases of type   have with cases of type  .  For example, in the context of adults and 
children,     is the proportion of contacts children have with adults, and can be thought 
of as a conditional probability:   
 
    = P(contact adult | child) 
 
 Thus, we let      
   
   
  and      
   
   
  and we assume the vectors for each group 
sum to one, i.e.         and        .  The reproductive numbers then can be 
written as: 
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3.4 Modified Likelihood Function 
 
The new likelihood function is derived, based on the White and Pagano approach [17], to 
estimate heterogeneous reproductive numbers.  We present the generalized form for the 
likelihood below (3.3), which can model up to G groups in the population,      .   
 
          
         
   
    
 
   
 
   
                
 
   
          
        
   
                              
 
We define     as the number of new cases of type   at a given time t, and without 
loss of generality we assume t index days.  The reproductive numbers are distributed as 
Poisson random variables.  The SI follows a multinomial distribution parameterized by  , 
a vector of probabilities of length k, and is assumed to sum to one.  We assume one SI 
distribution across the population [52].  Details of the derivation can be found in the 
appendix in section 3.10.2. 
There are four parameters of interest:                    , and only two 
growth rates, which results in a model identifiability issue.  The model cannot distinguish 
the within group reproductive numbers, i.e. between             and also             .  
Glass et al. [27] provides a nice discussion about the identifiability issues with this 
model.  To circumvent this problem we propose an alternative parameterization, shown in 
(3.2), which estimates    ,   ,    and   .  In this form    and    are identifiable.  The  
55 
 
 
 
   and    are not identifiable; however we propose the use of informative prior 
distributions for q, based on social mixing data, to discern these parameters 
 
3.5 Prior Distributions 
 
We select prior distributions for the parameters of the modified likelihood function (3.3).  
Because the SI follows a multinomial distribution we select the Dirichlet distribution, the 
conjugate prior for the multinomial, for its prior.  If available, contact trace data can be 
used to inform this prior distribution, or otherwise a Uniform prior is selected.  Prior 
distributions are selected for the reproductive number numbers,    and   , and mixing 
proportions,    and   .  Because reproductive numbers are non-negative quantities we 
select log-normal distributions for    and   , as they have non-negative parameter 
spaces [3].  This distribution can be noninformative when the variance is large, and can 
also be adjusted to represent plausible values for    and   .   
The contact proportions,    and   , each follow a binomial distribution, or 
multinomial in situations with more than two groups.  Because of this, the Dirichlet 
distribution is chosen as the prior for each q.  Due to the identifiability issues, we require 
that    and    have informative prior distributions.  The hyperparameters are chosen 
based on social mixing data, such that the numbers of contacts between and within 
groups serve as pseudo counts.  Social contact data is available in different forms and can 
be scalable to different prior weights, which we will explore through simulations outlined 
below.   
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3.6 Simulation Study 
3.6.1 Data Simulation 
 
We generate outbreaks using the approach suggested by White and Pagano [17] and 
simulate the epidemics to be similar to influenza by setting the SI to have maximum 
length 5 and mean 2.74 [37].  This process is adjusted to account for heterogeneity in the 
population; two parallel infection chains are used to create epidemics assuming child and 
adult groups in the population.  Three different sets of reproductive numbers and three 
different sets of contact proportions are used to generate the outbreaks, resulting in a total 
of nine simulation scenarios.  For each scenario shown in Table 3.1, 100 outbreaks of size 
2000 are generated.   
Scenario             
1 
2.5 1 
0.72  0.28 0.20  0.80 
2 0.80  0.20 0.75  0.25 
3 0.50  0.50 0.50  0.50 
4 
2.5 1.5 
0.72  0.28 0.20  0.80 
5 0.80  0.20 0.75  0.25 
6 0.50  0.50 0.50  0.50 
7 
2.5 2.5 
0.72  0.28 0.20  0.80 
8 0.80  0.20 0.75  0.25 
9 0.50  0.50 0.50  0.50 
 
Table 3.1  Simulations Scenarios 
 
Scenario 1 and 2 are chosen to match the unstructured matrix scenarios presented 
in Glass et al.   Scenarios 4 and 5 are included to illustrate how the methods perform 
when both groups have reproductive numbers greater than one, and thus both children 
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and adults are able to sustain transmission.  We include the scenario (3 and 6) when 
children and adults both contact each other equally with differing    and   .  Scenarios 7 
and 8 are included to assess how the method performs when the overall reproductive 
numbers are the same, but the contact proportions still differ.  Scenario 9 is analogous to 
that of a homogeneous population. 
 
3.6.2 Prior Distributions 
 
We choose to estimate the serial interval and reproductive numbers simultaneously, as 
opposed to assuming a form for the SI distribution.  To build on methods first introduced 
in [43] we assume contact trace data is available with 20 observed SIs to inform the prior 
distribution.  The Dirichlet prior is parameterized with                for all 
simulations and is selected to match the shape of the true distribution of the SI.  In 
Chapter 2, we selected a noninformative prior for R0 because Bayesian methods with 
noninformative priors are most similar to frequentist methods, and we wanted to compare 
our approach to the frequentist method when no contact trace sample was available (i.e.  
when we used the Uniform prior for the SI).  Because reproductive numbers have a 
limited range, we choose semi informative priors with both          and          
normally distributed with mean 1.4 and variance 0.5. Thus, both reproductive numbers 
have prior means of approximately 5.2 and prior variances of approximately 17.6.   A 
variety of prior distributions are considered for    and   , and are discussed in the next 
sections. 
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3.6.2.1 Description of Prior Weights for the Matched Prior 
To examine the impact of different prior weights the Dirichlet priors for    and 
   are informed with hyperparameters that are selected to match the true    and    
values in Table 3.1.  We refer to this prior as the matched prior and display the 
hyperparameter values in Table 3.2.  We consider three prior weights that represent 0.5%, 
1%, and 10% of the overall outbreak size, and refer to them as priors W1, W2, and W3.  
For our simulations this corresponds to 10, 20, and 200 pseudo counts, respectively.   
Scenarios Group Prior W1 Prior W2 Prior W3 
1, 4, 7 
C 3.6     1.4 7.2       2.8 72       28 
A  1        4 2        8 20      80 
2, 5, 8 
C 4        1  8         2 80      20 
A 3.75   1.25 7.5       2.5 75      25 
3, 6, 9 
C 2.5       2.5 5        5  50      50 
A 2.5       2.5 5        5  50     50 
 
Table 3.2  Hyperparameters for Dirichlet priors for q for simulation study 
A=Adults, C=Children 
 
3.6.2.2 Description of Social Mixing Survey Data 
To explore how our method performs with real social mixing data we utilize data 
from two large population surveys to inform the contact rate distributions in our 
simulation study. Mossong et al. [4] conducted a population based survey across eight 
European countries, including Belgium, Germany, Finland, Great Britain, Italy, 
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Luxembourg, The Netherlands, and Poland.  Subjects were asked to describe their 
physical and non-physical contacts in diary entries, with 7,290 subjects reporting 97,904 
contacts.  Johnstone-Robertson et al. [5] conducted a similar survey in 2010 in a South 
African Township, in which 571 subjects completed diary entries about their daily 
physical and non-physical contacts and reported a total 29,125 contacts.  
For each of the social mixing surveys, we aggregate the number of contacts to 
obtain the contact rates for children and adults.  The contact rates are then used to inform 
the prior distributions for    and   , and are weighted to represent 0.5%, 1%, and 10% 
of our epidemic size. We present these values in Table 3.3.   
The first row (Mossong prior) is based on the Mossong calibration from Glass et 
al., in which they assume 50 percent of child contacts are with other children, and that 75 
percent of adult contacts are with other adults.  The second row (JR prior) is based on a 
data from Johnstone-Robertson, in which 60 percent of child contacts are with other 
children and 80 percent of adults contacts are with other adults.   
 Group Prior W1 Prior W2 Prior W3 
Mossong 
C 2.5      2.5 5         5 50       50 
A  1.25     3.75 2.5       7.5 25      75 
Johnstone-Robertson 
C 3        2  6        4 60      40 
A 1        4 2        8 20      80 
 
Table 3.3  Hyperparameters for Dirichlet priors for q from social mixing data for simulation study 
and analysis.    A=Adults, C=Children 
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3.6.3 Comparison to Glass et al. Method 
 
 The Glass et al. method, previously described, is compared to our method through 
simulation.  In their approach they impose a structure on the reproductive number next 
generation matrices in order to obtain closed form solutions for    and   .  Four matrices 
are introduced and assume different transmission between children and adults:  separable, 
high child-to-child (HiC2C), contact-frequency, and modified proportional.  The 
separable and HiC2C matrices are both symmetric and do not require additional 
calibration.  The contact-frequency matrix requires contact rates for calibration and they 
utilize data from Mossong et al. [4] to do so.  They assume 50 percent of children’s 
contacts are with other children, and that 75 percent of adult contacts are with other 
adults.  For the proportional matrix, the percentage of adults and children in the 
population is used and it is assumed that children compose 25 percent and adults 75 
percent of the population.  We analyze the simulations outlined in Table 3.1 with the four 
Glass matrices with the described calibrations.  Means and ranges of the estimates are 
provided for each of the nine simulation scenarios.  
 
3.7 Description of Outbreak Data 
 
The methods are also applied to the influenza A(H1N1)2009pdm data from the 2009 
outbreak in South Africa.  The National Institute for Communicable Diseases (NICD) of 
the National Health Laboratory (NHLS) in South Africa maintained a database of 
laboratory confirmed cases of H1N1 during the 2009 pandemic.  Data were collected 
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throughout the country beginning in April and lasting until October, and include basic 
demographic information and spatial and temporal data for each case; date of symptom 
onset was imputed using a multiple imputation approach for some cases [38-39, 41]. We 
randomly select one imputed outbreak for analysis, and note that this outbreak is the 
same imputed data from Chapter 2.  Large gaps in cases occurred during the first two 
weeks of the epidemic due to no sustained transmission from these presumably imported 
cases, therefore only cases occurring after sustained transmission was established are 
included.  The initial epidemic growth phase of the outbreak is examined, which includes 
2390 cases with non-missing age from days 15 to 35 in the epidemic.  The epidemic 
curves for children and adults are shown in Figure 3.11 in the appendix. 
  We classify cases as children or adults depending on age, with those younger than 
15 years defined as children, and those 15 years or older as adults.  An age summary of 
the sample is shown in Table 3.4. 
 N Mean Median Min Max 
Children 901 9.9 10.8 0 14.9 
Adults 1489 24.8 20 15 80 
 
Table 3.4  Summary of ages from South Africa sample stratified by age 
 
3.8 Results 
3.8.1 Simulation Results 
 
Three sets of priors are used to analyze the simulated data outlined in Table 3.1. The first 
set of priors is chosen to match the parameters used to simulate data, which we refer to as 
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the matched prior.  The second and third sets of priors are chosen to represent real data 
from social mixing surveys, which we refer to as the Mossong prior and Johnstone-
Robertson (JR) prior.  All the analyses are summarized for each scenario with the 
following metrics: 
 Percent of credible intervals (CI) that contain the true value of the parameter 
 Width of credible interval  
 Mean square error (MSE) 
All results are displayed in Figures 3.1-3.9 and in Tables 3.10-3.18 in the appendix. 
Means and ranges of the estimates are also provided in the appendix Tables 3.19-3.21. 
 
3.8.1.1 Assessment of Matched Prior and Prior Weights  
 The matched prior simulations are analyzed using three different prior weights for  
   and   .  We refer these prior weights as W1, W2, and W3 (see Table 3.2).  Figure 3.1 
displays the percent of credible intervals that contain the true reproductive number for the 
matched prior.   All scenarios and prior weights have high percentages ranging from 93-
100%, except for scenarios 2 and 3, which have percentages between 85-90%.  The 
widths of the credible intervals, shown in Figure 3.2, are consistent across prior weights 
and small for most scenarios ranging from 0.66-3.62.   For some scenarios we observe a 
slight decrease in maximum width as the prior weight increases, however the medians are 
similar.  Scenarios 2, 5, and 8 have large CI widths for    with widths 0.77-7.32.  A 
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similar trend is seen with the MSE plots in Figure 3.3.  For scenarios 2, 5, and 8 the MSE 
for    is 0-11.04. 
 
3.8.1.2 Assessment of Mossong and Johnstone-Robertson Priors 
The Mossong prior and Johnstone-Robertson (JR) prior are also analyzed using three 
different prior weights for     and    (see Table 3.3).   The results for the Mossong prior 
(Figures 3.4-3.6) are similar to those observed for the JR prior (Figures 3.7-3.9), which 
indicates that reasonable choices of social mixing data can result in similar findings. 
We compare these results to the matched prior results and observe that the 
percentage of credible intervals containing the truth is also high for all scenarios and prior 
weights with the exception of prior W3.  We see in Figure 3.4 and 3.7 that the largest 
weighted prior, prior W3, does not perform as well with the Mossong and JR priors.   The 
widths of the credible intervals (Figure 3.5 and 3.8) are narrower for scenarios 2, 5, and 
8, compared to the matched prior analysis, and are consistent for the other scenarios.  
Similar trends in the MSEs are also seen in Figures 3.6 and 3.8.  For scenarios 2 and 8, 
we observe that the range of the MSE for prior W1 remains large; however priors W2 and 
W3 have a reduced range with the use of the Mossong and JR priors.  Prior W3 has a 
smaller MSE range for    for scenarios 5 and 8; however the estimate is biased, which 
implies that although prior W3 may reduce variability it can also result in bias estimates.   
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Figure 3.1  Percent of Credible Intervals that contain the truth for simulations with matched Prior 
 = Prior W1,  = Prior W2, = Prior W3 
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Figure 3.2  Median and range of Credible Interval widths for simulations with matched prior 
 = Prior W1,  = Prior W2, = Prior W3 
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Figure 3.3  Median and range of MSE for simulations with matched prior 
 = Prior W1,  = Prior W2, = Prior W3 
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Figure 3.4  Percent of Credible Intervals that contain the truth for simulations with Mossong prior 
 = Prior W1,  = Prior W2, = Prior W3 
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Figure 3.5  Median and range of Credible Interval widths for simulations with Mossong prior 
 = Prior W1,  = Prior W2, = Prior W3 
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Figure 3.6  Median and range of MSE for simulations with Mossong prior 
 = Prior W1,  = Prior W2, = Prior W3 
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Figure 3.7  Percent of Credible Intervals that contain the truth for simulations with Johnstone-
Robertson prior 
 = Prior W1,  = Prior W2, = Prior W3 
  
71 
 
 
 
 
 
 
Figure 3.8  Median and range of Credible Interval widths for simulations with Johnstone-
Robertson prior 
 = Prior W1,  = Prior W2, = Prior W3 
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Figure 3.9  Median and range of MSE for simulations with Johnstone-Robertson prior 
 = Prior W1,  = Prior W2, = Prior W3 
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3.8.2 Comparison to Glass et al. Method 
 
The simulation scenarios outlined in Table 3.1 are also analyzed using the next-
generation matrices originally suggested by Glass et al.  Each difference between the 
truth and the estimate was calculated for all outbreaks and scenarios, and the means and 
ranges of these differences are shown in Tables 3.5-3.7 for    and   .  These results are 
compared to the means and ranges of the differences between the truth and the estimates 
for the matched prior W2 and Mossong prior W2, also included in Tables 3.5-3.7.  The 
mean and ranges of the estimates for the Glass method, and the matched and Mossong 
W2 priors are shown in Figure 3.10.  We only compare the mean and range of the 
differences from the simulated outbreaks, as the Glass method does not provide a 
confidence interval.  
 In general, the Glass method results in different mean estimates and narrower 
ranges compared to our approach.  For scenario 1, the Glass method has good estimates 
for    and    for the asymmetric matrices, which supports their original findings; 
however our approach performs better compared to the symmetric matrices.  When we 
increase    in Scenarios 4 and 7, when adults are infrequently contacted, the Glass 
estimates are not as good.  There are conflicting results depending on the type of matrix, 
with symmetric matrices underestimating    and overestimating   , and the asymmetric 
matrices overestimating      and underestimating   .  Our estimates for these scenarios 
are closer on average to the true values of    and   .  Scenarios 3, 6, and 9, which were 
generated based on symmetric mixing patterns, result in equivalent    and    estimates 
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(scenario 3:      =    =1.75, scenario 6:       =    =2.00, scenario 9:       =    =2.50) with 
the Glass method.  The true    and    values are equal for scenario 9, but not for 
scenarios 3 and 6.  The matched and Mossong priors slightly underestimate     and 
overestimate    for scenarios 3 and 6, but the method is able to distinguish the two.  The 
estimates for    for scenarios 2, 5, and 8 are lower on average across all assumed 
matrices (scenario 2:     =0.45-0.90, scenario 5:     =0.47-0.95, scenario 8:     =0.54-
1.06), and for scenarios 5 and 8,    is overestimated (scenario scenario 5:     =2.65-2.77, 
scenario 8:     =2.89-3.03).  The matched prior overestimates    for these scenarios and 
the Mossong prior overestimates for scenarios 2 and 8, which is the opposite of Glass.  
The estimate for    is slightly larger for Mossong compared to the matched prior, but 
both are close to the truth and are smaller than the Glass estimates.  
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Scenario  Separable HiC2C Contact Freq Proportional Matched W2 Mossong W2 
1 
RC 
0.24 
-0.01, 0.44 
0.29 
0.06, 0.47 
0.00 
-0.21, 0.18 
-0.02 
-0.20, 0.14 
0.18 
-0.20, 0.76 
0.15 
-0.23, 0.75 
RA 
-0.40 
-0.56, -0.23 
-0.48 
-0.61, -0.34 
-0.02 
-0.14, 0.11 
0.01 
-0.08, 0.11 
-0.38 
-1.03, 0.13 
-0.33 
-1.08, 0.18 
2 
RC 
-0.09 
-0.28, 0.03 
-0.03 
-0.22, 0.08 
-0.15 
-0.34, -0.01 
-0.11 
-0.30, 0.03 
0.24 
-0.09, 0.80 
0.01 
-0.20, 0.34 
RA 
0.33 
0.24, 0.46 
0.10 
0.00, 0.23 
0.55 
0.48, 0.65 
0.40 
0.33, 0.49 
-1.06 
-3.32, -0.08 
-0.23 
-1.53, 0.20 
3 
RC 
0.76 
0.62, 0.94 
0.76 
0.62, 0.95 
0.32 
0.15, 0.48 
0.17 
0.00, 0.32 
0.36 
-0.25, 1.11 
0.28 
-0.28, 1.02 
RA 
-0.75 
-0.87, -0.66 
-0.75 
-0.87, -0.66 
-0.31 
-0.41, -0.24 
-0.17 
-0.25, -0.11 
-0.38 
-0.97, 0.16 
-0.31 
-0.96, 0.20 
 
Table 3.5  Mean and Range of the differences for simulation scenarios 1-3 with Glass method, and matched prior W2 and  
Mossong prior W2 
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Scenario  Separable HiC2C Contact Freq Proportional Matched W2 Mossong W2 
4 
RC 
0.27 
0.00, 0.66 
0.29 
0.04, 0.67 
-0.13 
-0.30, 0.07 
-0.23 
-0.39, -0.08 
0.07 
-0.40, 0.97 
0.02 
-0.47, 1.00 
RA 
-0.34 
-0.57, 0.04 
-0.36 
-0.58, -0.08 
0.14 
-0.07, 0.43 
0.26 
0.11, 0.45 
-0.15 
-1.34, 0.49 
-0.10 
-1.40, 0.51 
5 
RC 
-0.21 
-0.45, -0.06 
-0.15 
-0.38, 0.00 
-0.27 
-0.51, -0.11 
-0.23 
-0.47, -0.08 
0.14 
-0.19, 0.55 
-0.10 
-0.48, 0.15 
RA 
0.80 
0.71, 0.89 
0.55 
0.45, 0.65 
1.03 
0.96, 1.10 
0.87 
0.80, 0.93 
-0.68 
-2.25, 0.26 
0.18 
-0.48, 0.61 
6 
RC 
0.50 
0.33, 0.69 
0.50 
0.33, 0.70 
0.00 
-0.17, 0.13 
-0.17 
-0.32, -0.07 
0.26 
-0.45, 0.90 
0.16 
-0.53, 0.89 
RA 
-0.49 
-0.37, -0.64 
-0.49 
-0.37, -0.65 
0.00 
-0.12, 0.10 
0.17 
0.07, 0.25 
-0.29 
-1.04, 0.38 
-0.19 
-1.02, 0.45 
 
Table 3.6  Mean and Range of the differences for simulation scenarios 4-6 with Glass method, and matched prior W2 and  
Mossong prior W2 
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Scenario  Separable HiC2C Contact Freq Proportional Matched W2 Mossong W2 
7 
RC 
0.51 
-0.02, 0.96 
0.68 
-0.02, 1.66 
-0.37 
-0.70, 0.00 
0.78 
-1.00, -0.43 
0.07 
-1.48, 0.88 
-0.11 
-1.61, 0.85 
RA 
-0.34 
-0.58, -0.12 
-0.45 
-0.84, -0.13 
0.26 
0.00, 0.50 
0.54 
0.27, 0.75 
-0.06 
-0.79, 0.87 
0.03 
-0.76, 0.96 
8 
RC 
-0.46 
-0.64, -0.30 
-0.39 
-0.56, -0.24 
-0.53 
-0.73, -0.36 
-0.49 
-0.68, -0.32 
0.12 
-0.32, 0.80 
-0.23 
-0.66, 0.61 
RA 
1.70 
1.52, 1.84 
1.44 
1.26, 1.59 
1.96 
1.83, 2.07 
1.79 
1.67, 1.89 
-0.53 
-2.73, 0.87 
0.74 
-2.00, 1.43 
9 
RC 
0.00 
-0.22, 0.19 
0.00 
-0.22, 0.19 
-0.63 
-0.86, -0.44 
-0.84 
-1.05, -0.64 
0.03 
-1.07, 1.03 
-0.11 
-1.21, 0.95 
RA 
0.00 
-0.15, 0.20 
0.00 
-0.15, 0.20 
0.63 
0.51, 0.79 
0.84 
0.74, 0.97 
-0.07 
-1.05, 1.07 
0.06 
-1.01, 1.41 
 
Table 3.7  Mean and Range of the differences for simulation scenarios 7-9 with Glass method, and matched prior W2 and  
Mossong prior W2 
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Figure 3.10  Mean and range of estimates for Glass method, matched prior W2, and Mossong prior W2 for all simulation scenarios.   
 = Glass Separable Matrix,  = Glass HiC2C Matrix, = Glass Contact Frequency Matrix,  = Glass Proportional Matrix,  
 = matched prior W2,  = Mossong prior W2 
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3.8.3 South Africa Influenza A(H1N1)2009pdm 
 
The results for the South African influenza A(H1N1)2009pdm outbreak are shown in 
Table 3.8.  Social mixing data from Mossong [4] and Johnstone-Roberston [5] were used 
to inform the priors for    and    with values shown in Table 3.3.   We observe 
differences in the estimates of    and    depending on the amount of prior weight; 
however the results did not depend on the type of social mixing data.   We observed 
almost identical estimates for the Mossong and Johnston-Robertson (JR) results, and thus 
we only discuss the JR results next.  Weighting the prior with 0.5% or 1% of the 
epidemic sizes (priors W1 and W2) resulted in similar estimates with     = 1.38 and     = 
1.44 for prior W1 and     = 1.36 and     = 1.48 for prior W2.  As we increase the prior 
weight to 10% of the epidemic size,     = 1.30 and     = 1.58.  The estimates for μ were 
approximately 2.30 across all the priors (see Table 3.21) and are consistent with results 
seen in [43].    
We also analyzed the South Africa data with the Glass method (Table 3.8).  The 
Glass method has varied estimates depending upon matrix forms.  Symmetric matrices 
estimate    to be larger than    with     = 0.87, 1.06 and     = 1.75, 1.86.  The 
asymmetric matrices estimate    to be larger with     = 1.63, 1.92 and     = 1.41, 1.24 
for the contact frequency and proportional matrices, respectively.  The contact frequency 
asymmetric matrix is most similar to our results with the Mossong and JR priors.  
 The choice of age cut-off influences the estimates we obtain for    and   .  
Previously published literature defines adults at the 15 year cut-off, thus motivating the 
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use of this value [57-58].  We explored additional cut-off values as a sensitivity analysis 
and provide discussion in the Appendix.   
 
       
     Mossong   
 Prior W1 1.47    (1.07-1.90) 1.37    (1.11-1.64) 
 Prior W2 1.51    (1.10-1.93) 1.34    (1.08-1.61) 
 Prior W3 1.61    (1.22-2.00) 1.28    (1.04-1.54) 
Johnston-Robertson   
 Prior W1 1.44    (1.04-1.88) 1.38    (1.11-1.65) 
 Prior W2 1.48    (1.09-1.90) 1.36    (1.10-1.62) 
 Prior W3 1.58    (1.23-1.93) 1.30    (1.09-1.53) 
      Glass   
 Separable 1.06 1.75 
 HiC2C 0.87 1.86 
 Contact Freq. 1.63 1.41 
 Proportional 1.92 1.24 
 
Table 3.8  Mean and Credible Interval estimates using Mossong and Johnstone-Roberston social 
mixing data, and Glass et al. estimates of South Africa H1N1 data 
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3.9 Summary and Conclusions 
 
In this paper we introduce a method to estimate reproductive numbers in a heterogeneous 
population that utilizes social mixing survey data.   We provide a modification to the 
White and Pagano likelihood function that accounts for heterogeneity in the population, 
and provides estimates for multiple reproductive numbers.  In a Bayesian framework we 
are able to incorporate social mixing survey data to inform the prior distributions of the 
contact rates between groups, while allowing for the estimation of the serial interval.  We 
show through simulation that utilizing the social mixing survey data results in reasonable 
estimates for the group specific reproductive numbers.  When social mixing data differs 
from the true underlying contact patterns, heavily weighted priors are often biased and 
should be used with caution.  A prior weighted with 1% of the overall epidemic size 
performed well in our simulation study.   If we believe the social mixing data is 
consistent with the underlying contact patterns then more weight could be placed on the 
prior distributions, even if the outbreak is small. 
 We assessed the impact of different prior weights through simulation and observe 
that for most scenarios increasing the prior weight results in no improvement in the 
estimates.   Scenarios with assortative contact patterns (scenarios 1, 4, and 7) show some 
improvements in MSE and CI width as the prior weight increases, but the amount is 
minor.  We observed a detrimental effect when we increased prior weight with real social 
mixing priors.  The estimates with the largest weighted prior (prior W3) had reduced 
variability, but were often biased; however we do see an improvement in MSE with the 
use of prior W2 v. prior W1.  When analyzing outbreaks with heterogeneity we 
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recommend the use of social mixing data, but only weighted to ~1% of the overall 
outbreak size to prevent the prior from having too much influence on the estimates. We 
note that small outbreaks were not considered in our simulation study and real outbreak 
analysis, and our conclusions may not be generalizable to smaller outbreak sizes.   
Some issues emerged in our simulation study for scenarios 2, 5, and 8.  We 
observed large variation in our estimates and overestimation of   .  These three scenarios 
are generated with the same contact pattern matrix, in which children and adults contact 
other children frequently, but very little contact occurs with adults.  The epidemic curves 
for the simulation scenarios, displayed in Figure 3.12, illustrate the effect of this mixing.   
For these scenarios, children have considerably faster epidemic growth compared to 
adults and constitute on average 79% of the cases in each of the outbreaks.  Adult cases 
are limited, thus we believe the increased variability and overestimation of     is due to a 
shortage of adult cases.  The simulations using the Mossong or Johnstone-Robertson 
priors perform better for these scenarios; however the variability is still large for priors 
W1 and W2.  The Glass estimates for these scenarios also support this conclusion, that 
adults are underrepresented in our sample.  Glass et al. explored issues of 
disproportionate thinning between groups, i.e. when one type of cases is underreported.  
They determined if only adult cases were thinned then estimates for     would be slightly 
overestimated and    would be underestimated. 
We believe our estimates are also sensitive to disproportionate reporting fractions 
and thinning.  Because influenza cases are typically recorded via physician reporting and 
surveillance systems, difference in health care seeking behavior could result in the under 
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reporting or thinning of a particular group.  Brooks-Pollock et al. [52] examined factors 
that influence health-care seeking behaviors in England and observed significant 
difference between age groups in healthcare usage. 
We aimed to formally compare our results to the Glass method, but were limited 
in the types of comparisons we can conduct without a measure of variability for the Glass 
method.  The Glass method had a narrower range of estimates in the simulation study, 
which is likely due to the imposed structure on the next-generation matrix.   We don’t 
impose structure on the form of our estimates, which could lead to increased variability in 
the estimates.   Although the Glass method had more precise estimates, there are some 
scenarios in which their estimates were biased (scenarios 8 and 9).  We also observed 
conflicting results depending on the type of matrix, asymmetric v. symmetric, used for 
the analysis.  We do not require any assumptions about the form of the reproductive 
numbers, but rather inform the prior distributions with the contact pattern data.  This 
approach, as opposed to constraining parameters, allows the reproductive numbers to be 
more freely estimated.  
In all our analyses we utilized contact trace data to inform the prior distributions 
for the serial interval.  In our simulations we selected the hyperparameters such that they 
matched the underlying SI distribution and total 20 observed serial intervals.  We opted 
for this approach, as opposed to setting the serial interval distribution or using a uniform 
prior because we wanted to build on the methods from Chapter 2.  The SI prior 
distribution for the South Africa analysis was informed with contact trace data from the 
outbreak, which a priori has a mean SI of 2.69.   There were 29 confirmed and suspected 
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Influenza-like illness (ILI) secondary cases that were used to construct the SI prior.  The 
estimates we obtained for μ were between 2.06-2.22 across all the priors and are 
consistent with results seen in [43].  We are able to estimate heterogeneous reproductive 
numbers and simultaneously obtain estimates for the SI by combining daily incidence 
data, contact trace observations, and social mixing surveys.  The results from South 
Africa illustrate the utility of our approach.  
We provide an approach to obtain estimates for heterogeneous reproductive 
numbers without imposing parametric constraints.  Social mixing data, which are readily 
available, are used to inform prior distributions for the contact rates among groups.  We 
simultaneously estimate the serial interval and also allow for contact trace data to be 
incorporated via its prior distribution.  Reasonable estimates are obtained for our 
parameters for our simulation study and also through applications to H1N1 data from 
South Africa.  We caution that heavily weighted priors can bias results if social mixing 
data differs from the underlying contact rates; however modest weightings result in 
reasonable estimates.   
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3.10 Appendix 
3.10.1 Figures and Tables  
 
 
Figure 3.11  Epidemic Curves for Children (dotted line) and Adults (solid line) for South Africa 
H1N1 outbreak 
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Scenario  Prior W1 Prior W2 Prior W3 
1 
RC 99 99 100 
RA 96 97 100 
2 
RC 95 97 97 
RA 85 86 87 
3 
RC 93 93 93 
RA 90 90 89 
4 
RC 98 98 100 
RA 98 98 100 
5 
RC 100 100 100 
RA 100 100 100 
6 
RC 98 98 98 
RA 95 94 96 
7 
RC 99 99 100 
RA 98 98 100 
8 
RC 98 98 98 
RA 98 98 99 
9 
RC 99 99 99 
RA 99 99 100 
 
Table 3.9  Percent of Credible Intervals that contain the truth for matched prior 
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Scenario  Prior W1 Prior W2 Prior W3 
1 
RC 99 99 95 
RA 96 99 90 
2 
RC 100 100 95 
RA 99 100 2 
3 
RC 93 95 100 
RA 91 91 100 
4 
RC 98 98 67 
RA 98 99 70 
5 
RC 100 100 71 
RA 100 100 0 
6 
RC 98 100 93 
RA 96 97 92 
7 
RC 99 99 95 
RA 98 98 96 
8 
RC 100 99 14 
RA 100 95 0 
9 
RC 98 99 35 
RA 99 99 32 
 
Table 3.10  Percent of Credible Intervals that contain the truth for Mossong prior 
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Scenario  Prior W1 Prior W2 Prior W3 
1 
RC 99 99 100 
RA 96 99 100 
2 
RC 100 100 97 
RA 100 100 16 
3 
RC 93 96 100 
RA 91 91 100 
4 
RC 98 99 85 
RA 98 99 84 
5 
RC 100 99 78 
RA 100 100 0 
6 
RC 99 100 99 
RA 97 99 98 
7 
RC 99 99 96 
RA 98 98 97 
8 
RC 100 99 17 
RA 99 90 0 
9 
RC 98 99 30 
RA 99 99 27 
 
Table 3.11  Percent of Credible Intervals that contain the truth for Johnstone-Robertson prior 
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Scenario  Prior W1 Prior W2 Prior W3 
1 
RC 
1.22 
0.76-1.84 
1.17 
0.72-1.72 
0.85 
0.67-1.15 
RA 
1.72 
0.82-3.07 
1.60 
0.80-2.73 
1.03 
0.66-1.25 
2 
RC 
1.06 
0.77-1.53 
1.07 
0.77-1.53 
1.05 
0.77-1.45 
RA 
3.05 
1.49-5.21 
3.05 
1.51-5.15 
2.97 
1.54-5.13 
3 
RC 
1.51 
1.11-2.04 
1.50 
1.11-2.08 
1.50 
1.10-2.09 
RA 
1.43 
0.94-1.86 
1.43 
0.93-1.86 
1.42 
0.93-1.86 
4 
RC 
1.40 
0.91-2.16 
1.35 
0.89-2.06 
1.02 
0.80-1.29 
RA 
1.52 
0.76-2.66 
1.48 
0.74-2.46 
1.03 
0.62-1.29 
5 
RC 
1.13 
0.81-1.66 
1.15 
0.82-1.65 
1.13 
0.82-1.60 
RA 
3.18 
1.76-5.86 
3.17 
1.79-5.77 
3.10 
1.80-5.75 
6 
RC 
1.83 
1.36-2.21 
1.83 
1.37-2.21 
1.82 
1.34-2.25 
RA 
1.77 
1.34-2.23 
1.77 
1.34-2.23 
1.76 
1.35-2.20 
7 
RC 
2.40 
1.30-3.54 
2.33 
1.26-3.39 
1.58 
1.06-1.92 
RA 
1.81 
0.97-2.66 
1.75 
0.95-2.53 
1.24 
0.88-1.54 
8 
RC 
1.42 
1.08-2.00 
1.44 
1.08-2.02 
1.43 
1.08-2.01 
RA 
4.35 
2.61-7.60 
4.38 
2.62-7.64 
4.31 
2.67-7.32 
9 
RC 
2.49 
1.72-3.62 
2.48 
1.75-3.56 
2.50 
1.74-3.59 
RA 
2.50 
1.88-3.42 
2.49 
1.87-3.41 
2.47 
1.87-3.38 
 
Table 3.12  Median and Range of Credible Intervals widths for the matched prior 
  
90 
 
 
 
Scenario  Prior W1 Prior W2 Prior W3 
1 
RC 
1.25 
0.73-1.91 
1.19 
0.73-1.91 
0.84 
0.68-1.14 
RA 
1.77 
0.80-3.20 
1.69 
0.78-3.12 
0.85 
0.62-1.07 
2 
RC 
0.99 
0.71-1.55 
0.91 
0.70-1.39 
0.75 
0.58-1.02 
RA 
2.55 
1.28-5.37 
1.98 
1.16-4.90 
0.64 
0.53-0.81 
3 
RC 
1.52 
1.09-2.17 
1.50 
1.10-2.18 
1.13 
0.92-1.55 
RA 
1.46 
0.92-1.93 
1.41 
0.89-1.90 
0.98 
0.75-1.35 
4 
RC 
1.41 
0.91-2.20 
1.38 
0.89-2.21 
1.10 
0.81-1.57 
RA 
1.54 
0.75-2.72 
1.49 
0.74-2.68 
1.03 
0.66-1.48 
5 
RC 
1.05 
0.74-1.61 
0.97 
0.73-1.38 
0.85 
0.65-1.13 
RA 
2.64 
1.49-5.22 
2.14 
1.33-3.96 
0.68 
0.58-0.82 
6 
RC 
1.84 
1.42-2.34 
1.81 
1.41-2.24 
1.40 
1.13-1.73 
RA 
1.79 
1.33-2.28 
1.75 
1.28-2.26 
1.20 
0.97-1.67 
7 
RC 
2.50 
1.28-3.72 
2.50 
1.29-3.69 
2.28 
1.29-3.18 
RA 
1.85 
1.00-2.81 
1.84 
1.00-2.69 
1.62 
0.98-2.23 
8 
RC 
1.42 
1.02-1.97 
1.28 
0.92-1.95 
1.02 
0.77-1.45 
RA 
3.90 
2.10-8.00 
2.95 
1.75-7.10 
0.76 
0.64-0.98 
9 
RC 
2.55 
1.73-3.73 
2.58 
1.80-3.79 
1.98 
1.58-2.58 
RA 
2.53 
1.75-3.45 
2.55 
1.72-3.42 
1.69 
1.29-2.39 
 
Table 3.13  Median and Range of Credible Intervals widths for the Mossong prior 
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Scenario  Prior W1 Prior W2 Prior W3 
1 
RC 
1.23 
0.75-1.91 
1.16 
0.73-1.77 
0.84 
0.68-1.15 
RA 
1.74 
0.83-3.12 
1.62 
0.81-2.82 
0.90 
0.61-1.09 
2 
RC 
0.95 
0.71-1.50 
0.88 
0.69-1.23 
0.75 
0.59-1.07 
RA 
2.43 
1.23-5.31 
1.87 
1.15-4.20 
0.70 
0.57-0.87 
3 
RC 
1.52 
1.09-2.19 
1.48 
1.07-2.14 
1.06 
0.92-1.25 
RA 
1.43 
0.90-1.91 
1.39 
0.89-1.84 
0.93 
0.76-1.09 
4 
RC 
1.39 
0.90-2.20 
1.35 
0.88-2.16 
1.05 
0.79-1.43 
RA 
1.53 
0.76-2.70 
1.47 
0.75-2.56 
0.99 
0.64-1.24 
5 
RC 
1.03 
0.75-1.57 
0.96 
0.71-1.24 
0.85 
0.63-1.09 
RA 
2.51 
1.43-4.99 
2.00 
1.25-3.52 
0.74 
0.63-0.90 
6 
RC 
1.82 
1.30-2.26 
1.81 
1.41-2.27 
1.27 
0.98-1.53 
RA 
1.78 
1.40-2.76 
1.70 
1.27-2.21 
1.10 
0.96-1.40 
7 
RC 
2.50 
1.28-3.67 
2.44 
1.27-3.56 
1.92 
1.22-2.49 
RA 
1.81 
0.96-2.76 
1.80 
0.95-2.60 
1.35 
0.90-1.69 
8 
RC 
1.38 
0.99-1.92 
1.21 
0.91-1.84 
1.02 
0.79-1.45 
RA 
3.67 
2.01-7.31 
2.72 
1.67-6.74 
0.83 
0.68-1.05 
9 
RC 
2.59 
1.70-3.69 
2.57 
1.80-3.64 
1.78 
1.39-2.38 
RA 
2.54 
1.75-3.38 
2.52 
1.71-3.26 
1.49 
1.24-1.75 
 
Table 3.14  Median and Range of Credible Intervals widths for the Johnstone-Robertson prior 
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Scenario  Prior W1 Prior W2 Prior W3 
1 
RC 
0.04 
0.00-0.68 
0.03 
0.00-0.57 
0.01 
0.00-0.10 
RA 
0.15 
0.00-1.57 
0.11 
0.00-1.06 
0.02 
0.00-0.20 
2 
RC 
0.05 
0.00-0.63 
0.05 
0.00-0.64 
0.05 
0.00-0.64 
RA 
0.89 
0.00-10.76 
0.89 
0.01-11.04 
0.87 
0.01-10.94 
3 
RC 
0.10 
0.00-1.23 
0.11 
0.00-1.23 
0.11 
0.00-1.27 
RA 
0.11 
0.00-0.93 
0.11 
0.00-0.95 
0.11 
0.00-0.95 
4 
RC 
0.04 
0.00-1,17 
0.04 
0.00-0.94 
0.01 
0.00-0.10 
RA 
0.07 
0.00-2.26 
0.06 
0.00-1.78 
0.01 
0.00-0.16 
5 
RC 
0.02 
0.00-0.30 
0.02 
0.00-0.31 
0.02 
0.00-0.31 
RA 
0.36 
0.00-4.91 
0.37 
0.00-5.05 
0.36 
0.00-5.02 
6 
RC 
0.09 
0.00-0.79 
0.19 
0.00-0.81 
0.09 
0.00-0.84 
RA 
0.10 
0.00-1.08 
0.10 
0.00-1.08 
0.09 
0.00-1.11 
7 
RC 
0.11 
0.00-2.44 
0.10 
0.00-2.18 
0.02 
0.00-0.25 
RA 
0.06 
0.00-0.89 
0.05 
0.00-0.76 
0.01 
0.00-0.42 
8 
RC 
0.01 
0.00-0.65 
0.01 
0.00-0.64 
0.01 
0.00-0.62 
RA 
0.28 
0.00-7.11 
0.29 
0.00-7.47 
0.25 
0.00-7.48 
9 
RC 
0.07 
0.00-1.21 
0.07 
0.00-1.14 
0.07 
0.00-1.09 
RA 
0.06 
0.00-1.15 
0.06 
0.00-1.15 
0.06 
0.00-1.14 
 
Table 3.15  Median and Range of MSE for matched prior 
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Scenario  Prior W1 Prior W2 Prior W3 
1 
RC 
0.03 
0.00-0.69 
0.02 
0.00-0.57 
0.06 
0.00-0.26 
RA 
0.15 
0.00-1.82 
0.09 
0.00-1.16 
0.09 
0.00-0.23 
2 
RC 
0.01 
0.00-0.34 
0.01 
0.00-0.12 
0.04 
0.00-0.19 
RA 
0.19 
0.00-6.15 
0.04 
0.00-2.33 
0.30 
0.19-0.39 
3 
RC 
0.08 
0.00-1.16 
0.07 
0.00-1.04 
0.02 
0.00-0.26 
RA 
0.09 
0.00-0.95 
0.07 
0.00-0.91 
0.02 
0.00-0.15 
4 
RC 
0.04 
0.00-1.33 
0.03 
0.00-1.00 
0.18 
0.00-0.65 
RA 
0.06 
0.00-2.21 
0.05 
0.00-1.95 
0.17 
0.00-0.71 
5 
RC 
0.01 
0.00-0.16 
0.01 
0.00-0.23 
0.12 
0.00-0.46 
RA 
0.05 
0.00-1.61 
0.06 
0.00-0.38 
1.04 
0.78-1.20 
6 
RC 
0.07 
0.00-0.83 
0.06 
0.00-0.80 
0.17 
0.00-0.77 
RA 
0.07 
0.00-1.07 
0.06 
0.00-1.03 
0.16 
0.00-0.46 
7 
RC 
0.14 
0.00-2.68 
0.14 
0.00-2.59 
0.19 
0.00-2.58 
RA 
0.06 
0.00-0.96 
0.06 
0.00-0.92 
0.12 
0.00-0.89 
8 
RC 
0.03 
0.00-0.65 
0.07 
0.00-0.44 
0.34 
0.09-1.09 
RA 
0.32 
0.00-7.42 
0.76 
0.00-3.99 
3.91 
3.34-4.25 
9 
RC 
0.07 
0.00-1.45 
0.10 
0.00-1.46 
1.30 
0.01-2.81 
RA 
0.08 
0.00-1.28 
0.09 
0.00-1.30 
1.12 
0.01-2.09 
 
Table 3.16  Median and Range of MSE for Mossong prior 
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Scenario  Prior W1 Prior W2 Prior W3 
1 
RC 
0.03 
0.00-0.65 
0.02 
0.00-0.52 
0.03 
0.00-0.19 
RA 
0.13 
0.00-1.49 
0.07 
0.00-0.95 
0.03 
0.00-0.16 
2 
RC 
0.01 
0.00-0.27 
0.01 
0.00-0.07 
0.04 
0.00-0.18 
RA 
0.16 
0.00-5.04 
0.03 
0.00-1.43 
0.25 
0.14-0.35 
3 
RC 
0.08 
0.00-1.10 
0.05 
0.00-1.02 
0.01 
0.00-0.16 
RA 
0.07 
0.00-0.92 
0.06 
0.00-0.81 
0.00 
0.00-0.16 
4 
RC 
0.04 
0.00-0.11 
0.03 
0.00-0.86 
0.11 
0.00-0.43 
RA 
0.05 
0.00-2.16 
0.05 
0.00-1.67 
0.09 
0.00-0.55 
5 
RC 
0.01 
0.00-0.17 
0.01 
0.00-0.24 
0.11 
0.00-0.44 
RA 
0.06 
0.00-1.24 
0.08 
0.00-0.39 
0.93 
0.63-1.10 
6 
RC 
0.07 
0.00-0.84 
0.06 
0.00-0.77 
0.07 
0.00-0.50 
RA 
0.07 
0.00-1.06 
0.05 
0.00-0.96 
0.08 
0.00-0.31 
7 
RC 
0.11 
0.00-2.67 
0.14 
0.00-2.49 
0.16 
0.00-1.45 
RA 
0.05 
0.00-0.94 
0.06 
0.00-0.88 
0.09 
0.00-0.56 
8 
RC 
0.04 
0.00-0.54 
0.08 
0.00-0.50 
0.32 
0.08-1.06 
RA 
0.39 
0.00-6.27 
0.87 
0.00-2.21 
3.66 
3.05-4.09 
9 
RC 
0.10 
0.00-1.44 
0.12 
0.00-1.45 
0.90 
0.02-2.11 
RA 
0.07 
0.00-1.27 
0.10 
0.00-1.24 
0.75 
0.10-1.54 
 
Table 3.17  Median and Range of MSE for Johnstone-Robertson prior 
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Scenario  Prior W1 Prior W2 Prior W3 
1 
RC 
2.29 
1.68-2.71 
2.32 
1.74-2.70 
2.47 
2.18-2.74 
RA 
1.43 
0.85-2.25 
1.38 
0.87-2.03 
1.14 
0.85-1.45 
2 
RC 
2.26 
1.71-2.59 
2.26 
1.70-2.59 
2.27 
1.70-2.60 
RA 
2.06 
1.06-4.28 
2.06 
1.08-4.32 
2.03 
1.09-4.31 
3 
RC 
2.14 
1.39-2.76 
2.14 
1.39-2.75 
2.14 
1.38-2.74 
RA 
1.38 
0.84-1.96 
1.38 
0.84-1.97 
1.39 
0.84-1.97 
4 
RC 
2.40 
1.42-2.91 
2.43 
1.53-2.90 
2.53 
2.21-2.82 
RA 
1.68 
1.02-3.00 
1.65 
1.01-2.84 
1.53 
1.10-1.87 
5 
RC 
2.36 
1.95-2.69 
2.36 
1.95-2.69 
2.36 
1.95-2.69 
RA 
2.17 
1.22-3.72 
2.18 
1.24-3.75 
2.17 
1.26-3.74 
6 
RC 
2.24 
1.61-2.96 
2.24 
1.60-2.96 
2.24 
1.58-2.93 
RA 
1.79 
1.11-2.54 
1.79 
1.12-2.54 
1.80 
1.14-2.56 
7 
RC 
2.49 
1.56-4.06 
2.49 
1.62-3.98 
2.48 
2.04-3.00 
RA 
2.55 
1.56-3.31 
2.56 
1.63-3.29 
2.55 
2.10-3.15 
8 
RC 
2.38 
1.69-2.80 
2.38 
1.70-2.82 
2.38 
1.71-2.87 
RA 
3.02 
1.60-5.17 
3.03 
1.63-5.23 
3.00 
1.66-5.24 
9 
RC 
2.47 
1.46-3.60 
2.47 
1.47-3.57 
2.47 
1.49-3.54 
RA 
2.57 
1.43-3.55 
2.57 
1.43-3.55 
2.58 
1.43-3.53 
 
Table 3.18  Means and Ranges for matched prior 
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Scenario  Prior W1 Prior W2 Prior W3 
1 
RC 
2.29 
1.67-2.71 
2.35 
1.75-2.73 
2.76 
2.41-3.01 
RA 
1.42 
0.84-2.35 
1.33 
0.82-2.08 
0.70 
0.52-1.02 
2 
RC 
2.40 
1.92-2.63 
2.49 
2.16-2.70 
2.72 
2.48-2.94 
RA 
1.54 
0.90-3.48 
1.23 
0.80-2.53 
0.46 
0.38-0.56 
3 
RC 
2.18 
1.42-2.78 
2.22 
1.48-2.78 
2.62 
2.13-3.01 
RA 
1.34 
0.80-1.98 
1.31 
0.80-1.96 
0.92 
0.61-1.34 
4 
RC 
2.43 
1.44-2.95 
2.48 
1.50-2.97 
2.93 
2.39-3.31 
RA 
1.65 
1.02-2.99 
1.60 
0.99-2.90 
1.07 
0.66-1.62 
5 
RC 
2.51 
2.17-2.90 
2.60 
2.35-2.98 
2.84 
2.51-3.18 
RA 
1.64 
0.99-2.77 
1.32 
0.89-1.98 
0.48 
0.41-0.62 
6 
RC 
2.29 
1.59-3.00 
2.34 
1.61-3.03 
2.91 
2.35-3.38 
RA 
1.74 
1.06-2.54 
1.69 
1.05-2.52 
1.12 
0.82-1.72 
7 
RC 
2.57 
1.60-4.14 
2.61 
1.65-4.11 
3.00 
2.26-4.11 
RA 
2.50 
1.52-3.39 
2.47 
1.54-3.26 
2.19 
1.56-2.91 
8 
RC 
2.57 
1.70-3.01 
2.73 
1.89-3.16 
3.10 
2.79-3.54 
RA 
2.32 
1.24-5.22 
1.76 
1.07-4.50 
0.53 
0.44-0.67 
9 
RC 
2.53 
1.49-3.71 
2.61 
1.55-3.71 
3.58 
2.58-4.18 
RA 
2.51 
1.37-3.56 
2.44 
1.36-3.51 
1.47 
1.05-2.39 
 
Table 3.19  Means and Ranges for Mossong prior 
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Scenario  Prior W1 Prior W2 Prior W3 
1 
RC 
2.31 
1.70-2.72 
2.37 
1.78-2.73 
2.69 
2.37-2.93 
RA 
1.40 
0.84-2.22 
1.31 
0.84-1.97 
0.81 
0.60-1.08 
2 
RC 
2.43 
1.98-2.66 
2.50 
2.23-2.71 
2.70 
2.45-2.93 
RA 
1.46 
0.89-3.24 
1.18 
0.76-2.20 
0.51 
0.41-0.62 
3 
RC 
2.20 
1.45-2.78 
2.24 
1.49-2.77 
2.50 
2.10-2.82 
RA 
1.32 
0.80-1.96 
1.28 
0.79-1.90 
1.03 
0.71-1.40 
4 
RC 
2.44 
1.45-2.95 
2.49 
1.57-2.95 
2.83 
2.38-3.16 
RA 
1.64 
1.01-2.97 
1.58 
0.98-2.79 
1.18 
0.76-1.62 
5 
RC 
2.53 
2.23-2.91 
2.61 
2.35-2.99 
2.83 
2.49-3.16 
RA 
1.56 
0.96-2.62 
1.27 
0.88-1.84 
0.54 
0.45-0.71 
6 
RC 
2.32 
1.59-3.04 
2.37 
1.62-3.08 
2.79 
2.39-3.21 
RA 
1.72 
1.04-2.53 
1.66 
1.03-2.48 
1.24 
0.94-1.67 
7 
RC 
2.56 
1.60-4.13 
2.61 
1.68-4.08 
2.95 
2.34-3.70 
RA 
2.50 
1.53-3.28 
2.47 
1.56-3.25 
2.23 
1.75-2.85 
8 
RC 
2.61 
1.77-3.07 
2.76 
2.08-3.21 
3.08 
2.77-3.53 
RA 
2.18 
1.22-5.00 
1.63 
1.02-3.77 
0.59 
0.48-0.75 
9 
RC 
2.58 
1.51-3.70 
2.68 
1.59-3.70 
3.43 
2.64-3.95 
RA 
2.47 
1.38-3.55 
2.37 
1.39-3.49 
1.62 
1.26-2.18 
 
Table 3.20  Means and Ranges for Johnstone-Robertson prior 
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3.10.2 South Africa Sensitivity Analysis  
 
We explored the use of different age cut offs to stratify the data for the South Africa 
H1N1 analysis.  The data were stratified at ages 15, 18, and 20 years of age.  As 
discussed in Chapter 3 we selected the 15 year cut off based on previously published 
literature from South Africa.  A study from Japan used a 20 year cut off to explore 
heterogeneous reproductive numbers [19], motivating that choice of cut off.  Lastly, 
stratifying at 18 years in examined as an intermediary.   
We observe different results depending on the choice of age cut off.  The results 
using prior W3 are consistent between age 18 and age 15 cut offs.  When stratifying at 
age 20, prior W3 has larger estimates for children and lower for adults.  Priors W1 and 
W2 are similar between age 18 and 20 cut offs, showing adults to have slightly larger 
estimates compared to children; however this relationship reverses at 15 years.   
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  Prior W1 Prior W2 Prior W3 
C
u
t 
O
ff
: 
A
g
e 
=
 1
5
 
  Mossong    
         1.47   (1.07-1.90) 1.51   (1.10-1.93) 1.61   (1.22-2.00) 
        1.37   (1.11-1.64) 1.34   (1.08-1.61) 1.28   (1.04-1.54) 
    μ 2.30   (1.91-2.76) 2.29   (1.90-2.76) 2.30   (1.90-2.76) 
JR    
        1.44   (1.04-1.88) 1.48   (1.09-1.90) 1.58   (1.23-1.93) 
        1.38   (1.11-1.65) 1.36   (1.10-1.62) 1.30   (1.09-1.53) 
       μ 2.29   (1.91-2.74) 2.29   (1.91-2.74) 2.29   (1.89-2.75) 
C
u
t 
O
ff
: 
A
g
e 
=
 1
8
 
Mossong    
         1.32   (1.12-1.53) 1.36   (1.15-1.57) 1.55   (1.35-1.76) 
        1.45   (1.21-1.71) 1.41   (1.17-1.67) 1.20   (0.98-1.43) 
    μ 2.15   (1.81-2.56) 2.17   (1.82-2.60) 2.25   (1.87-2.70) 
JR    
        1.31   (1.11-1.53) 1.35   (1.14-1.56) 1.54   (1.35-1.74) 
        1.46   (1.21-1.72) 1.43   (1.18-1.69) 1.20   (1.00-1.41) 
       μ 2.15   (1.80-2.56) 2.16   (1.81-2.56) 2.23   (1.85-2.66) 
C
u
t 
O
ff
: 
A
g
e 
=
 2
0
 
Mossong    
         1.34   (1.11-1.58) 1.37   (1.16-1.60) 1.67   (1.47-1.88) 
        1.51   (1.12-1.91) 1.45   (1.07-1.85) 0.94   (0.67-1.23) 
    μ 2.24   (1.86-2.70) 2.25   (1.86-2.71) 2.44   (2.02-2.92) 
JR    
        1.33   (1.01-1.57) 1.37   (1.16-1.60) 1.65   (1.47-1.85) 
        1.52   (1.13-1.92) 1.45   (1.08-1.83) 0.97   (0.71-1.25) 
       μ 2.23   (1.86-2.69) 2.25   (1.87-2.70) 2.42   (2.00-2.91) 
 
Table 3.21  Reproductive Number and Mean SI estimates for South Africa H1N1 Analysis with 
Bayesian methods 
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Cut Off 
Age 
 Separable HiC2C Contact Freq Proportional 
15 
   1.06 0.87 1.63 1.92 
   1.75 1.86 1.41 1.24 
18 
   1.65 1.63 1.91 1.97 
   1.29 1.31 0.95 0.87 
20 
   1.78 1.73 1.90 1.89 
   0.90 1.00 0.64 0.67 
 
Table 3.22  Reproductive Number estimates for South Africa H1N1 Analysis with Glass method 
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Figure 3.12  Epidemic Curves for children and adults for 50 outbreaks across Simulation Scenarios 
Children = Gray Lines, Adults = Black Lines 
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3.10.3 Derivation of Modified Likelihood Function 
 
The following pages show the derivation of the likelihood function shown in (3.3) in 
section 3.4.  We derive the likelihood function assuming a 3-day Serial Interval and 2 
groups, and show that it can be generalized to other SI lengths and group sizes.  The 
following terms are defined: 
 
NtG = Number of cases of G type observed on day t  
X
H
sGt = Number of cases of type G observed on day t, infected from a day s type 
 H case 
 
We assume for the generation of secondary cases occurs according to this schematic.  We 
assume all secondary cases are generated according to a Poisson distribution and appear 
over the next few days according to a Multinomial distribution.  These distributional 
assumptions are used to combine terms in (3.3). 
 
Note:  Boxes indicate terms to combine in (3.13)
  
 
1
0
3 
 
N0A         
N0B         
N1A =   X
A
0A1 +  X
B
0A1       
N1B =   X
A
0B1 +  X
B
0B1       
N2A =   X
A
0A2 +  X
B
0A2 +  X
A
1A2 +   X
B
1A2     
N2B =   X
A
0B2 +  X
B
0B2 +  X
A
1B2 +   X
B
1B2     
N3A =   X
A
0A3 +  X
B
0A3 +   X
A
1A3 +   X
B
1A3 +   X
A
2A3 +   X
B
2A3   
N3B =   X
A
0B3 +  X
B
0B3 +   X
A
1B3 +   X
B
1B3 +   X
A
2B3 +   X
B
2B3   
N4A =  +   X
A
1A4 +   X
B
1A4 +   X
A
2A4 +   X
B
2A4 +   X
A
3A4 +   X
B
3A4 
N4B =  +   X
A
1B4 +   X
B
1B4 +   X
A
2B4 +   X
B
2B4 +   X
A
3B4 +   X
B
3B4 
N5A =    +   X
X
2A5 +   X
B
2A5 +   X
A
3A5 +   X
B
3A5 
N5B =    +   X
A
2B5 +   X
B
2B5 +   X
A
3B5 +   X
B
3B5 
N6A =      +   X
A
3A6 +   X
B
3A6 
N6B =      +   X
A
3B6 +   X
B
3B6 
….        …. 
 
  
  
 
1
0
4 
(3.3) Combine terms together. 
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(3.4) Rewrite terms: 
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(3.5) Sum out X3.6 and X3.5.  Focus on those terms in the above formula: 
 
    
          
    
  
    
   
  
          
    
  
    
   
  
          
    
  
    
   
   
          
    
  
    
   
   
  
          
    
  
    
   
  
          
    
  
    
   
  
          
    
  
    
   
   
          
    
  
    
   
    
 
 
Add an exponential to each part to make terms Possion distributed.  
Sum X over the sample space. 
 
Results in the following: 
 
 
                                                                               
 
 
 
(3.6) Repeat this process for X2.5.  Focus on that contain X2.5 
 
 
          
    
  
    
  
   
          
    
  
    
  
  
          
    
  
    
  
   
          
    
  
    
  
   
 
 
Add exponential to make Poisson distributed and sum out X2.5  
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(3.7) Use multinomial formula to remove X3.4.  Focus on X3.4 terms. 
 
We know: 
 
    
          
      
      
      
      
   
    
          
      
      
      
      
   
 
 
 
  
          
        
      
      
      
      
  
         
      
      
      
      
    
  
          
    
  
    
   
  
          
        
      
      
      
      
  
         
      
      
      
      
    
  
          
    
  
    
   
   
 
                                 
 
 
 
 
Apply Multinomial formula to obtain: 
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(3.8) Use multinomial formula to remove X2.4.  Focus on X2.4 parts.   
 
Write result in (5) and add on X2.4 parts: 
 
  
                   
        
      
      
      
  
         
      
      
      
    
  
          
    
  
    
   
  
          
    
  
    
      
   
    
    
                   
        
      
      
      
  
         
      
      
      
    
  
          
    
  
    
   
  
          
    
  
    
   
   
 
 
 
Apply multinomial formula twice: 
 
  
                                     
        
      
  
         
      
    
   
                                     
        
      
  
         
      
    
    
 
 
 
 
 
(3.9) Use multinomial formula to remove X1.4.  Focus on X1.4 parts: 
  
Write result in (6) and add on X1.4 parts. 
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Apply multinomial formula twice: 
 
  
                                                       
    
     
     
    
                                                       
    
     
    
 
 
 
 
Use Multinomial formula to remove X2.3.  Focus on X2.3 parts. 
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Apply Multinomial formula: 
 
   
                   
        
      
      
      
 
        
      
      
      
    
   
                   
        
      
      
      
 
        
      
      
      
    
   
 
                                 
 
 
 
 
(3.10) Use Multinomial formula to remove X1.3 and X0.3.  Write result in (3.9) and add on those terms. 
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Apply multinomial formula twice for X1.3: 
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Apply multinomial formula twice for X0.3 part: 
 
  
                                                       
   
      
  
    
                                                       
   
      
   
 
 
 
 
 
(3.11) Use Multinomial formula to remove X1.2.  Focus on these terms. 
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Apply Multinomial formula: 
 
 
                   
        
      
 
        
      
   
  
                   
        
      
 
        
      
   
                                  
 
 
 
 
Use Multinomial formula to remove X0.2.  Write result in (3.11) with these terms. 
 
  
                   
        
      
 
        
      
   
  
          
    
  
    
  
  
          
    
 
    
  
   
    
                   
        
      
 
        
      
   
  
          
    
  
    
  
  
          
    
  
    
  
   
 
                                 
 
 
 
Apply Multinomial formula twice:  
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(3.12) Use Multinomial formula to remove X0.1.   
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Apply Multinomial formula: 
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(3.13) Combine together all parts: 
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(3.14) Add exponential pieces to each fraction to make Poisson distributed: 
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(3.15) Exponential terms cancel.  Rewrite remaining piece  
 
 
   
 
      
         
        
   
   
                   
        
   
   
    
   
    
     
 
   
     
 
 
 
 
 
 
 
(3.16)  Generalize this to up to T days and G groups.   
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3.10.4 BUGS and R Code 
 
######################################### 
#   White and Pagano Model – 2 Groups   # 
######################################### 
 
model{ 
 
for (k in 1:K) { 
     p[k] <- delta[k] / sum(delta[]) 
     delta[k] ~ dgamma(alpha[k],1) 
} 
 
for (j in 1:K) { 
    w[j] <- j 
} 
mu<-inprod(w[],p[]) 
 
 
for (i in K:(T-1+K)) { 
     Ns1[i]<-N1[i-K+1] 
     Ns2[i]<-N2[i-K+1] 
} 
 
for (i in 1:(K-1)) { 
     Ns1[i]<-0 
     Ns2[i]<-0 
} 
 
for (t in 1:T) { 
    for (j in 1:K) { 
         NN1[t,j]<-Ns1[t-j+K] 
         NN2[t,j]<-Ns2[t-j+K] 
} } 
 
for (t in 1:T) { 
     muN1[t+1]<-R11*inprod(NN1[t,],p[]) + R21*inprod(NN2[t,],p[]) 
     muN2[t+1]<-R12*inprod(NN1[t,],p[]) + R22*inprod(NN2[t,],p[]) 
} 
 
for (t in 2:T) {  
     M1[t-1] ~ dpois(muN1[t]) 
     M2[t-1] ~ dpois(muN2[t])  
} 
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for (g in 1:G) { 
     q1[g] <- delta1[g] / sum(delta1[]) 
     delta1[g] ~ dgamma(beta1[g],1) 
} 
 
for (h in 1:H) { 
    q2[h] <- delta2[h] / sum(delta2[]) 
    delta2[h] ~ dgamma(beta2[h],1) 
} 
 
log(R1) <- logR1 
log(R2) <- logR2 
 
logR1 ~ dnorm(0,1.0E-6) 
logR2 ~ dnorm(0,1.0E-6) 
 
R11 <- R1*q1[1]   
R12 <- R1*q1[2]   
R21 <- R2*q2[1]   
R22 <- R2*q2[2] 
 
} 
  
119 
 
 
################################# 
#   R Code with BRUGS Package   # 
################################# 
 
library(BRugs) 
 
for (i in 1:100){ 
modelCheck("Model_2groups.txt") 
modelData(“Data.txt”) 
modelCompile(1) 
 
modelInits(“Initials.txt”) 
samplesSet(c('mu', 'p', 'R11', 'R12', 'R21', 'R22', 'R1', 'R2', 
'q1', 'q2')) 
modelUpdate(20000,thin=10) 
 
samplesSetBeg(10000) 
samplesSetEnd(20000) 
 
sumstats11[[i]] <- samplesStats('*') 
means11[[i]] <- sumstats11[[i]][,1] 
 
R1 = samplesSample('R1') 
R11 = samplesSample('R11') 
R12 = samplesSample('R12') 
R2 = samplesSample('R2') 
R21 = samplesSample('R21') 
R22 = samplesSample('R22') 
mu = samplesSample('mu') 
p1 = samplesSample('p[1]') 
p2 = samplesSample('p[2]') 
p3 = samplesSample('p[3]') 
p4 = samplesSample('p[4]') 
p5 = samplesSample('p[5]') 
q11 = samplesSample('q1[1]') 
q12 = samplesSample('q1[2]') 
q21 = samplesSample('q2[1]') 
q22 = samplesSample('q2[2]') 
 
post.samples = data.frame(R1, R11, R12, R2, R21, R22, mu, p1, p2, 
p3, p4, p5, q11, q12, q21, q22) 
}  
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Chapter 4  
 
Summary and Future Work 
 
 
In this dissertation we present a Bayesian framework to estimate the reproductive number 
(R0) and serial interval (SI) during infectious disease outbreaks.  We build on the 
approach introduced by White and Pagano [17] to include additional data sources and 
provide more meaningful estimates. In Chapter 2 we introduce the Bayesian framework 
and incorporate contact trace data via the SI prior distribution in an assumed homogenous 
population.  We also explore the implications of informing with different types of data 
sources, such as data from outside populations, to assess how the method performs in 
these situations.  In Chapter 3 we account for heterogeneity in the population of interest 
when estimating the reproductive number.  The White and Pagano likelihood function is 
modified to allow for heterogeneity in the estimation of reproductive numbers for 
multiple groups in the population.  In the Bayesian framework we incorporate data from 
social mixing surveys to inform the prior distributions for the contacts between groups 
and explore how the model performs in a variety of scenarios.  This chapter also utilizes 
the methods from Chapter 2 and includes a contact trace sample for the SI prior.   
 The methods introduced in this dissertation are valuable to the field of infectious 
disease epidemiology.  During large scale outbreaks incidence data are typically collected 
and have been used to provide reasonable estimates for R0 and SI [17].  Our method 
improves upon these estimates with the use of additional data sources that are often 
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readily available during an outbreak.  Additionally, our framework allows for the 
estimation of heterogeneous reproductive numbers without the necessity of imposed 
constraints, which have been shown to influence results [27].  These methods are easy to 
implement with BUGS software and only require the epidemic curve(s), contact trace 
counts, and contact rates between groups.   
There exist some limitations to our approach of estimating R0 and SI.  Many of 
the assumptions presented in White and Pagano [17] also exist in our framework, such as 
no migration, that secondary cases appear after primary cases, homogenous mixing, and 
all cases in the chain are observed.  The assumption of no migration is addressed in [37], 
in which White et al. adjust for imported cases by subtracting them from the sample.  
White and Pagano [54] also explore modifying the likelihood to adjust for changes in the 
reporting of cases or delays in reporting, which relax the assumption that all cases are 
observed.  We do not account for these adjustments in this dissertation, but believe our 
framework could easily account for these changes.  Additionally we are able to relax the 
assumption of homogenous mixing with our work in Chapter 3.   
 In our analyses we set the maximum SI length based on estimated SIs from other 
publications or available contact trace data [10, 20, 37, 39-40].   We do not attempt to 
select the maximum length through a model selection tool such as Bayes factor or other 
diagnostic technique.  This is a potential limitation of this work given that R0 and µ 
(mean of SI) are related [55].  This is illustrated with the analysis of the South Africa 
H1N1 where we include three different contact trace samples.  There are two contact 
trace samples collected during the outbreak, one includes only confirmed ILI cases and 
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the other includes confirmed and suspected ILI cases.  An additional contact trace sample 
from a study conducted in Australia [20] is also included.  The confirmed and suspected 
ILI cases, and the Australian contact trace sample have a maximum SI length of 6 days, 
while the confirmed ILI cases have a maximum SI length of 5 days.  We observe that the 
estimate of µ is affected depending on the choice of maximum SI length, but only 
minimally.  In the occurrence of a novel disease with limited to no information on the 
serial interval, we suggest exploring multiple SI lengths using the Uniform prior, and 
identifying the optimal choice using AIC or Bayes Factor.  Once contact tracing is 
performed, the SI prior can be adjusted accordingly.   
The model presented in Chapter 3 is potentially problematic due to indentifiabiltiy 
issues.  We parameterize the reproductive numbers such that we estimate overall group 
reproductive numbers and contact rates between groups.  This approach is one potential 
solution for this problem; however others may exist (see [27] for example).  In this 
parameterization we define q as the percent (probability) of contact between members of 
the groups, and we assume the probability of contact is a proxy for the probability of 
transmission.  Transmission probability is likely influenced by additional characteristics, 
and therefore this assumption is a limitation.   
 The estimation of the parameters when data is limited or incomplete becomes 
challenging; however this is not unique to our methods.  When estimating small 
outbreaks and/or outbreaks with large R0, the number of generations of cases can be 
limited and leads to poorer estimates of R0.  We tend to underestimate R0 in these 
instances; however the Bayesian approach is an improvement from the MLE method 
123 
 
 
which tends to drastically overestimate R0.  Some simulation scenarios in Chapter 3 
further highlight these data issues.  When certain groups in the population have limited 
contacts they also tend to have a limited number of cases. When a group is 
underrepresented such as from disproportionate thinning due to differences in health care 
seeking behavior for example, our estimates of the group reproductive numbers are 
affected.  Reporting fractions that change over time have been shown in influence 
estimates, as well as reporting that differs by group in a heterogeneous model [27, 53-54].   
Imposing constraints on the reproductive numbers when disproportionate thinning has 
occurred could improve this problem.   
 Additional data sources are incorporated in our framework through prior 
distributions of the parameters.  We examine the impact of different types of priors and 
observe that some choices of prior could bias our estimates.  In Chapter 2 we analyze the 
simulated outbreaks with an extremely biased prior that has a heavy tail (µ=4) and 
observe the estimates from smaller outbreaks and outbreaks with larger R0 are influenced 
by the prior.  We also observe the prior influence in Chapter 3 in the analysis of 
heterogeneous reproductive numbers.  We inform the prior distributions of the contact 
rates with social mixing data from Mossong and Johnstone-Roberston and note when we 
use a large prior weighing (10% of N) that our estimates have reduced variability, but are 
biased.  The Bayesian framework allows for data sources to be incorporated through prior 
distributions; however this approach needs to be used with carefulness.  Reasonable 
choices for the priors and prior weightings perform well in our analysis. 
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 There are numerous opportunities to expand the methods introduced in this 
dissertation.   We focus our analyses in Chapter 3 on the development of a two-group 
heterogeneous model; however this work could be extended to more age groups which 
could offer more insight into high risk groups, such as the elderly or very young children.  
Generalizing this approach to more groups could result in additional issues not seen with 
the two group example.  With more groups there will be an increase in the number of 
parameters to be estimated and will also reduce the number of cases in each age group.  
Attention will have to be given to the group sizes when increase the number of strata, as 
well as the potential to merge similar groups together.  There exist other sources of 
heterogeneity, such as risk group (e.g. MSM, IDU, sex) that could be accounted for in our 
model.  Differences in infection were observed across provinces in South Africa, which if 
accounted for could provide better insight into transmission [38].  Accounting for 
differences in reporting across age groups or other heterogeneities could improve our 
estimates, as previously discussed.  Developing a model that accounts for SI distributions 
that differ by group could also improve estimation as the assumption of a constant SI may 
not be appropriate in all social settings [56].  
 This dissertation explores the use of different priors and prior weights through 
simulations and real data analyses.  Both chapters assign lognormal prior distributions for 
the reproductive number(s), but differ in the choice of hyperparameters.  We suggest 
selecting a mean and variance such that the distribution is centered around and covers 
plausible values for the reproductive numbers.  The noninfomrative prior in Chapter 2 is 
also a possible choice for prior, but as the number of reproductive numbers increases as 
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in Chapter 3, using a more informative prior can improve estimates.  Estimation with 
noninformative priors can become difficult if the number of parameters is large. When a 
contact trace sample is available we recommend informing the SI prior with these data, 
but also recommend analyzing the data using the Uniform prior for comparison.  We 
observed with the SARS analysis in Chapter 2 that results can differ when using a 
Uniform prior v. contact trace informed prior, but these differences were explained by 
changes in reporting or interventions.  It’s always acceptable to use the Uniform prior if 
the contact trace sample is unavailable or is believed to be biased in some way.  Lastly, 
we inform the contact rates between age groups in Chapter 3 with social mixing survey 
data.  Due to model identifiability issues we require that some information be used to 
inform these priors; however we recommend weighting the prior appropriately.  The rates 
by which groups interact can be weighted relative to the overall outbreak size, which 
allows the prior influence to be appropriately adjusted.  If social mixing data is expected 
to match the true contact rate, then higher weights can be placed on these data, otherwise 
lower weights are preferred.   
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