Lubricated wrinkles: imposed constraints affect the dynamics of wrinkle
  coarsening by Kodio, Ousmane et al.
Lubricated wrinkles: imposed constraints affect the dynamics of wrinkle coarsening
Ousmane Kodio, Ian M. Griffiths and Dominic Vella∗
Mathematical Institute, University of Oxford, Woodstock Rd, Oxford, OX2 6GG, UK
We study the dynamic coarsening of wrinkles in an elastic sheet that is compressed while lying
on a thin layer of viscous liquid. When the ends of the sheet are instantaneously brought together
by a small distance, viscous resistance initially prevents the sheet from adopting a globally buckled
shape. Instead, the sheet accommodates the compression by wrinkling. Previous scaling arguments
suggested that a balance between the sheet’s bending stiffness and viscous effects lead to a wrinkle
wavelength λ that increases with time t according to λ ∝ t1/6. We show that taking proper account
of the compression constraint leads to a logarithmic correction of this result, λ ∝ (t/ log t)1/6.
This correction is significant over experimentally observable time spans, and leads us to reassess
previously published experimental data.
I. INTRODUCTION
The term ‘fluid–structure interaction’ is usually used
to describe the interaction between large scale structures
(such as bridges and aircraft) and high-speed flow [1].
Motivated by applications at small scales, including Mi-
croelectromechanical systems (MEMS) and the locomo-
tion of microscopic organisms [2], however, there has re-
cently been increased interest in fluid–structure interac-
tion at low Reynolds number [3]. Of this general class of
problems, those involving the coupling between the elas-
tic deformation of a slender structure, such as a beam,
and flow in a thin, viscous layer allow the essential inter-
action between elasticity and hydrodynamics to be teased
out relatively easily: the pressure jump across the beam
can be related to its shape (via the Euler–Bernoulli beam
equation) and used to develop model equations for the
deflection of the beam’s centre-line. The resulting mod-
els are then amenable to analytical, as well as numeri-
cal, techniques. Furthermore, the results of these models
are useful in applications at a range of scales from mi-
crofluidic devices that incorporate elastic elements [4, 5],
through soft robots [6] to deformations on a geological
scale [7–9]. In these studies, the focus is, quite naturally,
the effect of the beam’s bending stiffness on the result-
ing dynamics. However, elastic beams can also support
a tensile or compressive force along the axis. While in
many situations of interest, one end of the beam is free
[4, 10], making the neglect of this force entirely appro-
priate, in other situations the elastic beam is subject to
some confinement: both bending and compression may
play a role.
The interaction between a compressive force and a thin
object’s bending stiffness is known to be an intricate
one. In the simplest possible case, compressing an elas-
tic beam, the beam buckles once the compressive force
reaches a critical value. This process, known as Euler
buckling [11], generally leads to the development of a sin-
gle bump, occupying the whole system. With additional
physics, however, an intermediate length scale may be se-
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lected, leading to the development of an array of regular
wrinkles. For example, an elastic sheet floating on a deep
liquid bath and compressed quasi-statically wrinkles with
a wavelength that is determined by the balance between
the sheet’s bending stiffness and the hydrostatic pressure
within the liquid [12]. The dynamic buckling of an elas-
tic beam immersed in a liquid and subject to a constant
compressive force P has been studied by Biot [13]; here
wrinkles form with a wavelength that is proportional to
P−1/2.
As well as being visually striking, the regular pat-
terns formed by wrinkles have many potential applica-
tions including photonic devices [14, 15] and surfaces with
anisotropic wetting properties [16], amongst others. In
general, these wrinkle patterns are determined statically
by properties such as the thickness of the beam and the
contrast in elastic stiffnesses between the substrate and
the beam. This quasi-static picture limits the range of
applications somewhat, for example preventing the devel-
opment of ‘chirp’ in photonic devices. What is required
in such scenario is a wavelength that evolves in time in a
controllable way [17]. In other scenarios, wrinkles are an
intermediate step caused in the manufacture of devices,
and so it is the time scale over which they disappear that
is of most interest [18].
A simple form of dynamics may be obtained by using a
beam whose thickness increases as additional material is
polymerized [15]. However, several papers have focussed
on experiments in which a relatively stiff layer (generally
metal) is adhered to a soft polymer layer. This compos-
ite is then heated above the glass transition temperature
of the polymer layer [19–21]. The differential thermal
expansion is believed to be the cause of the observed
wrinkles. However, since the substrate is now rubbery,
it is able to flow, and the wrinkles gradually coarsen.
Here, the differential thermal expansion is merely a way
by which the top layer is forced to adopt a longer contour
length than the lower layer, becoming relatively com-
pressed. The essential mechanism is illustrated in fig. 1
without the complication of heating: an elastic sheet lies
on a thin layer of a viscous liquid, of thickness h0(fig. 1a).
When its two ends are brought together by a fixed dis-
tance δ (the end-shortening), the sheet buckles to main-
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FIG. 1. The dynamic wrinkling of an elastic sheet on a thin
viscous film. (a) Initially an elastic sheet of length 2` is sup-
ported on a viscous film of thickness h0. (b) At time t = 0
+
an end-shortening δ/2 is imposed (instantaneously) to each
of the two ends, and maintained for all t > 0. (The imposed
displacement requires a compressive force P , per unit width,
to be applied at the ends; P is not known a priori and may
evolve dynamically.) The sheet accommodates this displace-
ment, while preserving its contour length by buckling. Rela-
tively large amplitude displacements require viscous fluid to
be drawn in, which is a slow process. At intermediate times,
the sheet adopts a wrinkled profile, with fine wrinkles that
coarsen as more liquid is sucked in. (c) Ultimately, the sheet
adopts the lowest Euler-buckling mode.
tain its natural length. However, adopting the Euler-
buckling profile (fig. 1c) would require a great deal of
viscous fluid to be brought in to the system, which can-
not happen instantaneously. Instead, the sheet adopts a
wrinkled profile (fig. 1b), allowing the length constraint
to be met with only minimal movement of viscous liquid.
Over time, these wrinkles coarsen, until eventually the
system does indeed adopt the expected Euler-buckling
profile. Our aim in this paper is to go beyond the scaling
analysis presented previously [17, 21] and to account for
the global nature of the constraint appropriately.
II. THEORETICAL FORMULATION
We assume that the typical thickness of the viscous
film, h0, is small compared with the horizontal extent of
the system, `. Assuming also that the horizontal length
scale on which the film thickness varies is large compared
with the thickness (i.e. the angle of deflection of the beam
is small), we may use the lubrication approximation [22]
to describe the thickness profile; in particular, the evolu-
tion of the film thickness h(x, t) is related to the pressure
profile within the film, p(x, t), by Reynolds’ equation [22]
∂h
∂t
=
1
12µ
∂
∂x
(
h3
∂p
∂x
)
, (1)
where µ is the viscosity of the liquid inside the film. As-
suming that motion occurs quickly enough that the beam
is instantaneously in equilibrium (i.e. neglecting inertia)
the pressure in the film is given by the beam equation
[11]
p = B
∂4h
∂x4
+ P
∂2h
∂x2
, (2)
where B = Eh3b/[12(1 − ν2)], is the bending stiffness of
the beam (with E its Young’s modulus, hb its thickness,
and ν its Poisson ratio), while P is the compressive force
applied at the ends of the beam. Note that here our
use of the linear beam equation is consistent with the
lubrication approximation already made. Furthermore,
the compressive force P is homogeneous, i.e. P = P (t):
variations in P with x arise from viscous stresses but are
negligible. To see this, we use a horizontal force balance,
which gives ∂P/∂x = µ∂u/∂y|y=h where u is the horizon-
tal velocity, with y the vertical coordinate. Since the flow
is Poiseuille, we have ∂P/∂x ≈ (dp/dx)h/2 ∼ h0∆p/`,
where ∆p is the typical hydrodynamic pressure differ-
ence over the length of the beam. Hence the typical
change in the compressive force within the sheet due to
fluid shear stresses is ∆P ∼ h0∆p. The typical pres-
sure change in the viscous film ∆p ∼ Bh0/`4∗, so that
∆P ∼ Bh20/`4∗ (here `∗ is a relevant horizontal length
scale, which may change during the evolution but will
always satisfy `∗ . `). Finally, we note that the bal-
ance between the first and second terms on the RHS of
(2) suggests that P ∼ B/`2∗, and so we conclude that
∆P ∼ Bh20/`4∗  B/`2∗ ∼ P by virtue of the thin-layer
approximation h0/`  1. As a result we conclude that
spatial variations in the compressive force P may be ne-
glected, so that P (x, t) ≈ P (t). We note that in ne-
glecting spatial variations in P , our approach differs from
previous numerical work [18, 23, 24].
We therefore find that the film thickness is governed
by
∂h
∂t
=
B
12µ
∂
∂x
[
h3
(
∂5h
∂x5
+
P
B
∂3h
∂x3
)]
(3)
for t > 0, −` < x < `.
3The motion studied in this paper is driven by an im-
posed end–end compression δ. Assuming that the beam
is inextensible (which corresponds to an assumption of
being sufficiently slender [11, 25]), this end–end compres-
sion imposes an integral constraint on the problem. With
the approximation of small slopes, this constraint may be
written
1
2
∫ `
−`
(
∂h
∂x
)2
dx = δ. (4)
A. Initial and boundary conditions
The problem (3) subject to the constraint (4) requires
an initial condition for h and six boundary conditions.
We denote the initial shape of the beam by
h(x, t = 0) = f(x) (5)
for some given function f(x). We also assume that
the film thickness is prescribed at the edges, giving the
boundary conditions
h(x = −`, t) = h(x = `, t) = h0. (6)
Various further boundary conditions are possible for
beams (e.g. no shear force, no torque, or clamped). For
simplicity, we shall assume that no moment is applied to
the beam at its ends (so that hxx vanishes there) and
that the pressure is atmospheric (without loss of general-
ity zero) there too; because of the beam equation (2), this
guarantees that hxxxx = 0 at these edges. We therefore
have
hxx(x = −`, t) = hxx(x = `, t) = 0, (7)
hxxxx(x = −`, t) = hxxxx(x = `, t) = 0. (8)
B. Scaling analysis
To gain some understanding of the evolution of the film
thickness h(x, t), as described by (1) and (2), we begin by
neglecting the compressive force, i.e. we set P (t) ≡ 0. For
small variations of the film thickness from the uniform
value h0, we see that, in scaling terms, we have
∂h
∂t
≈ Bh
3
0
12µ
∂6h
∂x6
. (9)
This linear equation has similarity solutions [10, 26, 27]
in which the horizontal length scale x ∝ (Bh30/µ)1/6t1/6.
We therefore anticipate that the observed wrinkle wave-
length should coarsen with time according to
λ(t) ∼
(
Bh30
µ
t
)1/6
. (10)
The scaling law (10) is identical to that given by en-
ergy considerations [21]. With a non-zero compressive
force, the similarity structure of the problem appears to
remain if P (t) ∝ (B2µ/h30)1/3t−1/3. We shall see shortly
that neglecting the constraint (4) is, in fact, an over-
simplification in the problem considered here. First, how-
ever, we consider the appropriate non-dimensionalization
of our problem.
C. Non-dimensionalization
It is natural to scale the thickness of the film with the
value that it takes at the edges, h0. There is no natural
horizontal length scale that characterizes the wrinkling
behaviour in the problem (hence the appearance of sim-
ilarity solutions in the unconfined case). We therefore
introduce an arbitrary horizontal scale, x∗, which leads
to natural time and force scales
t∗ =
12µx6∗
Bh30
, P∗ =
B
x2∗
. (11)
Introducing dimensionless variables
t˜ = t/t∗, x˜ = x/x∗, h˜ = h/h∗, P˜ = P/P∗, (12)
(and immediately dropping tildes) we find that (3) be-
comes
∂h
∂t
=
∂
∂x
[
h3
(
∂5h
∂x5
+ P
∂3h
∂x3
)]
(13)
for t > 0, −L < x < L, where L = `/x∗.
In the problem as currently specified, there are two
sources of nonlinearity. The first is the integral constraint
corresponding to the imposed end-shortening, (4). This
nonlinearity arises from the geometry, and so we shall re-
fer to it as the geometric nonlinearity. The second source
of nonlinearity is the nonlinear permeability that arises
in Reynolds’ equation, i.e. the h3 terms in (13); we re-
fer to this as the hydrodynamic nonlinearity. In what
follows it will be useful for us to be able to isolate the
effect of the geometric, rather than hydrodynamic, non-
linearity. To facilitate this, we let h = 1 + u(x, t) so that
the leading-order equation for u when |u|  1 is a lin-
ear PDE, subject to a nonlinear constraint. With this
substitution the fully nonlinear problem
∂u
∂t
=
∂
∂x
(
h3
∂5u
∂x5
)
+ P (t)
∂
∂x
(
h3
∂3u
∂x3
)
(14)
1
2
∫ L
−L
(
∂u
∂x
)2
dx = ∆, (15)
u(x, t = 0) = u0(x), (16)
u(x = −L, t) = u(x = L, t) = 0, (17)
uxx(x = −L, t) = uxx(x = L, t) = 0, (18)
uxxxx(x = −L, t) = uxxxx(x = L, t) = 0. (19)
Here the dimensionless end-shortening ∆ = δx∗/h20.
4III. NUMERICAL RESULTS
We solve the problem specified in equations (14)–(19)
numerically using the method of lines [28]. The partial
differential equation (14) is discretized using finite differ-
ences in space (written in flux conservative form), lead-
ing to a series of ordinary differential equations for the
evolution of ui(t) = u(xi, t). The constraint (15) is an
algebraic condition on the evolution, which we differen-
tiate with respect to time to reduce the index of the sys-
tem [29]. The resulting differential algebraic equation can
then be integrated forward in time using the MATLAB R©
ODE solvers [28]. Further details of the numerical scheme
are given in Appendix A.
In the simulations reported here we use a dimensionless
system L = 1000 and N = 1024 uniformly distributed
grid points. The numerical scheme implemented in this
way runs quickly on a laptop computer (simulations re-
ported here typically complete in a few minutes).
Throughout the simulations, we use two types of initial
conditions. The first type is a fully random noise that is
uniformly distributed. This initial condition is then of
the form
u(xi, 0) = u0(xi) = Ri (20)
where the Ri are randomly drawn from the uniform dis-
tribution [−ε, ε]. The second type of initial condition
is localized, and of the form u(xi, 0) = εe
−x2i . In both
cases, we typically take ε = 10−2 here. The value of the
end-shortening constraint at later times is imposed to be
that of the initial condition.
The key quantity of interest in this study is the evolu-
tion of the average wrinkle wavelength, λ¯(t). Here we
measure λ¯ in a way that mimics experimental proce-
dures [30]: the number of peaks in the instantaneous
beam profile, n(t), is counted so that, by definition,
λ¯(t) = 2L/n(t). We prefer this technique to others (such
as discrete Fourier Transforms) since we shall see that
there is not a true wavelength (in the sense of a length
scale over which the pattern repeats).
The evolution of the mean wavelength is shown in
fig. 2. Despite the expectations of equation (10) that
λ¯ ∝ t1/6, over the long duration shown in our numerical
experiments we observe a significant (and systematic) de-
viation from this scaling law (see the inset of fig. 2). For
the data range shown in this figure a more appropriate
power law appears to be t0.153. However, the precise
value of this alternative exponent depends on the inter-
val of time that is considered, suggesting that the true
behaviour may not quite be a power law at all.
The λ¯ ∼ t1/6 scaling predicted in (10) was based on
a simple, linearized balance between the terms in the
governing nonlinear PDE. We therefore ask whether this
discrepancy is a result of one of the two nonlinearities in
the system. To address this question, we consider numer-
ically the hydrodynamically linear (geometrically nonlin-
ear) PDE that is obtained by setting h ≈ 1 in (14). The
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FIG. 2. Evolution of the mean wrinkle wavelength, λ¯(t), as a
function of time, determined from the numerical solution of
(14)–(19). Main figure: The mean wavelength as determined
in both the nonlinear system (blue curve) and the linearized
system (red curve). For times 1 . t . 1010 the behaviour ap-
pears to follow a power-law relationship, but with λ¯ ∝ t0.153
(black dashed line), which is subtly different from the power
law λ ∼ t1/6 suggested previously [21]. Inset: A compensated
plot of the evolution of λ¯/t1/6 shows a systematic drift from
the scaling λ ∼ t1/6. Here, the wavelength is determined by
counting the number of peaks in the profile at any instant,
n(t), so that λ¯(t) = 2L/n(t). In these simulations, L = 1000,
∆ = 17.7× 10−3 and N = 1024 grid points. The initial con-
dition is h(x, 0) = 1 + u0(x) with −ε ≤ u(x) ≤ ε a uniformly
distributed random number at each point and ε = 10−2; the
same random condition is used for both sets of simulations.
evolution of λ¯(t) in this linear case is identical to the hy-
drodynamically nonlinear problem, at least for early and
intermediate times.
The close correspondence between the linearized and
nonlinear problems can also be seen in the evolution of
the film thickness h(x, t), for each case, shown in fig. 3.
In particular, both the nonlinear and linearized problems
show a smoothening of the initial condition with time,
and a coarsening of the wrinkles. The similarity between
the nonlinear and linearized problems suggests that the
anomalous behaviour in the wrinkle wavelength is due
to the geometric nonlinearity (the integral constraint),
and not the hydrodynamic nonlinearity due to Reynolds’
equation, (14). To gain some insight into the role that
this geometrical nonlinearity plays, we therefore focus on
the linearized case, i.e. when the term h3 in (14) is ap-
proximated by unity. We expect that this approximation
will be valid when u = h − 1  1, though we note that
this condition may not necessarily remain valid through-
out the evolution of the system (since, as the wrinkles
coarsen, u increases).
5FIG. 3. Comparison of the evolution of the beam deflection
(and hence film thickness) governed by (14)–(19) observed in
the (a) nonlinear and (b) linear cases. Colours represent the
value of the film thickness, h = 1 + u(x, t), at each point of
(x, t)-space, according to the colour bar on the right of each
plot. (Note that to emphasize wrinkles, regions with h < 1
are whited-out.) In each case, we observe qualitatively sim-
ilar coarsening, motivating a more detailed analytical study
of the linear problem. In these simulations, L = 1000, with
N = 1024 grid points and ∆ = 17.7× 10−3. The initial con-
dition u(x, 0) is drawn randomly from a uniform distribution
on [−ε, ε] with ε = 10−2; the same random initial condition
is used in both (a) and (b).
IV. ANALYSIS
Our numerical solution of the linearized problem
(shown in fig. 3) shows that this problem also demon-
strates the wrinkle coarsening behaviour that is of inter-
est here. More quantitatively, we have already seen that
the numerically determined wrinkle wavelength varies
with time in a very similar way (at least for small and
intermediate times) in both the linearized and nonlinear
problems. In particular, the linear problem also shows
that the wrinkle wavelength does not obey the expected
λ¯ ∝ t1/6 behaviour. In this section we analyse the lin-
earized problem to gain some understanding of this dis-
crepancy.
To simplify the problem, we consider the spatial do-
main to be infinite, i.e. L = ∞, which we expect to be
relevant before the wrinkles feel the effect of the edges.
We then have the following linear system (albeit with
a nonlinear integral constraint) for u(x, t) and the com-
pressive force P (t):
∂u
∂t
=
∂6u
∂x6
+ P (t)
∂4u
∂x4
, (21)
with initial condition
u(x, t = 0) = u0(x), (22)
boundary conditions
u =
∂2u
∂x2
=
∂4u
∂x4
= 0 (23)
at x = ±∞ and the constraint
1
2
∫ ∞
−∞
(
∂u
∂x
)2
dx = ∆. (24)
Given that the boundary conditions are now imposed
at infinity, and that the governing partial differential
equation is linear, it is natural to Fourier transform equa-
tion (21). We adopt the following definition of the Fourier
Transform:
uˆ(k, t) =
1√
2pi
∫ ∞
−∞
u(x, t)e−ikx dx, (25)
so that the appropriate Inversion Theorem is
u(x, t) =
1√
2pi
∫ ∞
−∞
uˆ(k, t)eikx dk. (26)
Taking the Fourier Transform of (21) yields
∂uˆ
∂t
= k4[P (t)− k2]uˆ, (27)
which may be integrated to give
uˆ(k, t) = uˆ0(k) exp[−k6t+ Π(t)k4], (28)
where uˆ0(k) is the Fourier Transform of the initial con-
dition and
Π(t) =
∫ t
0
P (s) ds. (29)
Inverting the Fourier transform of the profile by sub-
stituting (28) into (26), we find that the solution of the
problem may be expressed as
u(x, t) =
1√
2pi
∫ ∞
−∞
uˆ0(k) exp[−k6t+ Π(t)k4]eikx dk.
(30)
We note that if the compressive force P were con-
stant then we would expect from eqn (28) that the solu-
tion would consist of waves with wavenumber k = kc =
6(2/3)1/2P 1/2, which corresponds to the fastest growing
mode [13]. However, in this problem P (t) evolves with
time and, further, P (t), and hence Π(t), are not known a
priori. Physically, P (t) is determined by the constraint
(24) which may be rewritten in terms of uˆ(k, t) using the
Parseval–Plancherel Theorem [31]
1
2
∫ ∞
−∞
k2|uˆ|2 dk = ∆, (31)
and must hold for all time. Substituting the general so-
lution (28) into the constraint (31), we have
1
2
∫ ∞
−∞
k2|uˆ0(k)|2 exp
[−2(k6t−Π(t)k4)] dk = ∆. (32)
A. Late-time behaviour
In this section we seek to determine the late-time be-
haviour of the compressive force P (t) and the profile
u(x, t). Defining
σ(t) = Π(t)3/t2
and letting k = t−1/6σ(t)1/6z then (32) becomes
σ1/2I (σ; t) = 2t1/2∆, (33)
where
I(σ; t) =
∫ ∞
−∞
z2
∣∣∣uˆ0(zσ1/6t−1/6)∣∣∣2 e−2σ(z6−z4) dz. (34)
The natural scaling suggested in §II B predicts that P ∝
t−1/3, Π ∝ t2/3 as t → ∞. However, this implies that
σ and I both tend to constants as t → ∞. This would
cause the LHS of (33) to be constant, which is inconsis-
tent with the diverging RHS. We therefore conclude that
σ → ∞, and hence that P (t) must decay more slowly
than t−1/3. The quantity σ therefore gives a measure of
how far the compressive force P is from the P ∼ t−1/3
behaviour required for self-similarity. To quantify the
actual behaviour, however, we need to understand the
asymptotic behaviour of the integral I(σ; t) when t 1.
This integral can be evaluated using Laplace’s method
[32] and follows the analysis of a related problem by Budd
et al. [7].
In applying Laplace’s method, we find that the dom-
inant contribution to the integral arises when the ex-
ponent is stationary, i.e. when z = z± = ±
√
2/3.
We must therefore evaluate uˆ0
(
zσ1/6t−1/6
)
at z = z±.
If the quantity σ/t were to grow without bound then
uˆ0
(
σ1/6t−1/6z±
) → uˆ0(∞), which, according to the
Riemann-Lebesgue Lemma is zero assuming u0(x) is in-
tegrable. It is also not possible that σ/t tends to a
constant other than zero, by considering the constraint
(33) directly. We therefore see that dominant contribu-
tion to the integral arises from k ≈ 0 and approximate
uˆ0(k) ≈ uˆ0(0). (Here, we assume that uˆ0(0) 6= 0; in Ap-
pendix C we generalize the following analysis to the case
uˆ0(0) = 0.)
We find that
I(σ; t) ∼
√
pi
3
|uˆ0(0)|2σ−1/2e 8σ27 as σ, t→∞. (35)
and hence, upon substituting (35) into (34), that
∆ ∼ 12
√
pi
3
|uˆ0(0)|2t−1/2 exp
(
23
33
σ
)
. (36)
Inverting (36) we find that
σ ∼ 3
3
23
[
1
2 log(t/tc)
]
, (37)
where
tc =
pi
12
|uˆ0(0)|4
∆2
. (38)
The initial condition enters the asymptotic prediction
(37) only through uˆ0(0) in the time scale tc. Since
uˆ0(0) =
1√
2pi
∫∞
−∞ u0(x) dx this quantity represents the
excess (or deficit) of fluid that is introduced in the initial
condition.
The relative error in the leading-order expression (35)
may be calculated using standard arguments [33]. We
find that this correction, R, is given by
R =
9
64σ
[
1 +
2
3
(σ/t)1/3
uˆ′′0(0)
uˆ0(0)
]
, (39)
and so conclude that for our asymptotic analysis to be
valid (R 1), we must have
σ  9/64, (40)
and
t1/3σ2/3  3
32
uˆ′′0(0)
uˆ0(0)
. (41)
As a consequence, our late-time analysis is valid for a
symmetric localized initial condition of typical width L0,
when log(t/tc) 1/12 and t1/6(log t)1/3  L0/31/227/6.
The first condition, (40), shows that tc gives the time
scale over which the system ‘forgets’ the initial condition,
u0(x); we shall comment on the physical significance of
the second condition, (41), later.
From the expression (37), we may deduce that
Π(t) ∼ 3
2
t2/3
[
1
2 log (t/tc)
]1/3
. (42)
Note that this asymptotic behaviour of Π(t) is close to
the t2/3 scaling that would have been anticipated from
the analyis in §II B but includes a logarithmic correction.
7With Π(t) determined asymptotically, we can now de-
termine the asymptotic behaviour of the compressive
force, P (t), by differentiating (42); we find that
P (t) ∼
[
log (t/tc)
2t
]1/3
. (43)
Furthermore, for t tc, the leading-order result is
P (t) ∼ 2−1/3
(
log t
t
)1/3
. (44)
The effect of the constraint on the dynamics of wrin-
kling is embodied in the relationship (43) for the com-
pressive force that must be applied to impose the given
end-shortening (after all, without this force, there is no
imposed end-shortening). However, what interests us
most is the apparent wavelength of the buckling pattern;
to understand this, we now turn to the profile of the beam
itself.
The inverse Fourier transform of the profile, (30), may
be written as
u(x, t) =
1√
2pi
σ1/6
t1/6
Uσ(ξ, t), (45)
where
Uσ(ξ, t) =
∫ ∞
−∞
uˆ0
(
σ1/6
t1/6
z
)
exp
[−σ(z6 − z4)] eiξz dz,
(46)
and ξ = x(σ/t)1/6, where from equation (42), we may
infer the late-time behaviour of the new variable ξ, which
is given by ξ ∼
√
3
2 x/(2t/ log(t/tc))
1/6 ∼ x√3P/2 as
t→∞.
To evaluate Uσ(ξ, t) for large σ, we again use Laplace’s
method; as in the evaluation of the integral in (34) we find
that the integral is dominated by the behaviour around
z = z± = ±
√
2/3. Making the usual approximation of
the integrand for z ≈ z±, we find that
Uσ(ξ, t) ∼
√
3pi
2
uˆ0(0)
exp
(
4
27σ − 332 ξ
2
σ
)
σ1/2
cos(
√
2
3ξ),
(47)
for σ  1 and hence that the long-time behaviour of the
profile may be written
u(x, t) ∼ A0 exp
(
− 3
32
ξ2
σ
)
cos
(√
2
3ξ
)
, (48)
where A0 ∼ ±25/63−1/4pi−1/4∆1/2(log t)−1/3t1/12. In
(48), the positive sign for A0 corresponds to the case
of a profile that has an initial excess of fluid, while the
negative sign corresponds to the case of a profile with an
initial deficit of fluid. Having determined the asymptotic
relationship (48), we note two interesting features of this
result. Firstly, for late times the u(x, t) ∝ t1/12 (ignor-
ing logarithmic terms), following what would be expected
from the scaling analysis discussed in §II B. Secondly, the
initial condition u0(x) does not appear explicitly in the
result (48): the only feature of the initial condition that
is ‘remembered’ at very late times is the imposed end-
shortening, ∆. We can now also interpret the second
condition for the validity of the asymptotic expression,
(41), as the time over which the exponential envelope in
(48) becomes larger than the typical width of the initial
condition, as might intuitively be expected.
The late-time profile (48) also shows that the asymp-
totically correct shape of the deformed beam does
not adopt a self-similar shape: having introduced a
similarity-like variable, ξ, in (48), we see that there re-
mains some (albeit weak) time dependence in the expo-
nential term that cannot be removed by rescaling. An-
other perspective on this absence of a similarity solution,
and the crucial role of the compressive constraint, is given
in Appendix B.
Finally, we note that the profile in (48) takes the form
of a spatial oscillation that is modulated by an exponen-
tial decay. As such, the wrinkle pattern is not perfectly
periodic and does not have a true wavelength. Never-
theless, wrinkles are observed and a natural measure of
this wrinkle pattern is the distance between consecutive
zeros, ∆x, which is given for late times by
∆x ∼ 21/6pi
[
t
log(t/tc)
]1/6
. (49)
We estimate the apparent wavelength λ¯ as twice the
distance between zeros, hence
λ¯ ∼ 27/6pi
[
t
log(t/tc)
]1/6
, (50)
which for late times, t tc, reads
λ¯ ∼ 27/6pi
(
t
log t
)1/6
. (51)
B. Comparison with numerical results
Having determined asymptotic predictions for the evo-
lution of the compressive force and effective wavelength
evolve for late times, we now turn to compare these re-
sults with numerical simulations of the fully nonlinear
problem, (14)–(19).
1. A localized initial condition
The asymptotic analysis relies on the initial condi-
tion being localized (for the error in the application of
Laplace’s method to be small). In fig. 4 we therefore
show numerical results for a localized initial condition,
u0(x) = εe
−x2 with ε = 10−2. One might expect such
8an initial condition to yield a single bump spreading out-
wards; instead, the space–time plot of fig. 4a shows that
wrinkles form on either side of the bump, resulting in
a spreading corrugated pattern a wavelength that in-
creases with time. When the wrinkles reach the boundary
this continuous gradual coarsening is replaced by quick
jumps between the quasi-static Euler-buckling modes as
the number of wrinkles decreases towards the final Euler-
buckled state. We see in fig. 4b that the compressive force
P (t) follows the asymptotic prediction (43) well, until
the system starts to feel its size: the compressive force P
then gets temporarily ‘stuck’ at a value that corresponds
to one of the appropriate Euler-buckling modes. The sys-
tem then transitions quickly to the next Euler buckling
mode, as signified by a sudden decrease in P . The val-
ues of P selected by our simulations at these very late
times appears to depend on the symmetry of the initial
condition: the symmetric initial condition used leads to
values of P close to those of the symmetric Euler buck-
ling modes (i.e. LP 1/2 = (n + 1/2)pi, with n an integer)
until a single bump remains.
2. A random initial condition
It is also informative to examine data for the average
wavelength in the fully nonlinear system with a random
initial condition. A direct comparison of this numerical
data and the corresponding asymptotic prediction (51)
is shown in fig. 5. Again, this shows good agreement
between the fully nonlinear problem and the linear anal-
ysis, at least until the wrinkles fill the domain. This is
somewhat surprising since the initial condition used here
is random and hence may not have a Fourier Transform
that is dominated by the value of uˆ0(0), as is required for
the late-time analysis to hold. This good agreement sug-
gests that the existence of local inhomogeneities in the
initial condition may be important in determining the
evolution of the coarsening of wrinkles, as has been ob-
served in elastocapillary aggregation [34]. As expected,
the higher-order correction offered by including tc im-
proves the agreement between the asymptotic and nu-
merical results (fig. 5).
C. Comparison with previous experiments
Having thoroughly investigated the evolution of the
mean wrinkle wavelength using numerical simulations
and a linearized analysis, we now return to reconsider
the earlier experiments [21] that motivated this study. In
their experiments, Vandeparre et al. [21] studied the evo-
lution of a thin titanium sheet (thickness hTi = 15 nm,
and Young’s modulus ETi = 10
11 Pa) above a thin sub-
strate of polystyrene (thickness h0 = 250 nm). The
titanium–polystyrene composite is prepared as a solid
and then heated above the glass transition temperature of
the polystyrene. At early times, the system wrinkles with
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FIG. 4. Numerical solution of the fully nonlinear system (14)–
(19) subject to a localized initial condition u0(x) = εe
−x2 . (a)
The profile quickly develops wrinkles that eventually fill the
entire domain before individually being squeezed out to give
the final Euler-buckled mode. Colours represent the value of
the film thickness, h, at each point of (x, t)-space, according to
the colour bar on the right of the plot. Note that to highlight
wrinkles, regions with h(x, t) < 1 are whited-out. (b) The
compressive force evolves according to the prediction of the
linearized analysis (43) but ultimately breaks down when the
presence of the boundaries becomes important. For very late
times the compressive force steps through periods where it is
approximately constant, taking values close to the eigenvalues
of the corresponding Euler-buckling problem, 2LP 1/2 = (2n+
1)pi for n = 0, 1, 2, ... (indicated by horizontal dashed lines).
(c) The numerically determined distance between the first and
the second zeros (points) is consistent with the asymptotic
prediction (49) (dashed line). For very late times ( t & 1015)
only a few, larger bumps remain; at this stage the effect of
the edges become important and the asymptotic result breaks
down. In all simulations reported here, L = 1000, N = 1024,
∆ = 4.9× 10−5 and ε = 10−2.
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FIG. 5. Wrinkle coarsening from a random initial condition
appears to be governed by the evolution of localized bumps.
Here the fully nonlinear problem is solved numerically with a
randomized initial condition. The mean wrinkle wavelength
(λ¯ = 2L/n(t)) evolves according to the long-time asymptotic
prediction of the linearized problem with a localized initial
condition, (51), which is shown as the dash–dotted curve. The
numerical results presented here are obtained with L = 1000,
N = 1024, ∆ = 17.7 × 10−3 and a random initial condition
drawn from the uniform distribution on [−ε, ε] with ε = 10−2.
Note that at very late times the system gets temporarily
stuck close to Euler-buckled modes with sudden jumps be-
tween them; this accounts for the sudden large jumps in λ¯
that are observed at late times.
a wavelength determined purely by the elastic properties
of the system [35]. At later times the polystyrene relaxes
viscously and the wavelength starts to grow as a function
of time (all while the temperature remains fixed). Using
different temperatures above the glass transition temper-
ature allowed the effective viscosity of the polystyrene to
be varied, and hence the time scale of the evolution to
be varied too. However, the results as presented by Van-
deparre et al. [21] are shifted to obtain a master curve
at a temperature close to 120◦C using the WLF time–
temperature superposition.
Motivated by our asymptotic analysis, we re-examine
the experimental data presented by Vandeparre et al.
[21]. In the inset of fig. 6 we show a compensated plot of
t/λ6 versus t (on a semi-logarithmic scale). This shows,
firstly, that there is a systematic difference between ex-
periments and the λ ∼ t1/6 behaviour expected from the
naive scaling analysis (though we note that calculating λ6
is likely to accentuate errors). Secondly, plotted in this
way, the experimental data suggest the presence of a log t
behaviour, as predicted by our theory (51). The noise in-
herent in the data make it difficult to infer an effective
value of tc, and there are not sufficient experimental de-
tails to compute tc. Nevertheless, the time scale tc is the
time at which t/λ6 vanishes on a semi-logarithmic plot
(see inset of fig 6). Here, we estimate this value to be
tc = 0.0837 s from a best fit of all experimental data.
We therefore non-dimensionalize times with a time scale
t0 = tc and note that this corresponds to a length scale
λ0 =
[
Bh30t0/(12µ)
]1/6
. The length scale λ0 can only
be estimated once the viscosity µ is known. However,
for the range of temperatures studied experimentally, es-
timates of µ vary in the range 105 − 106 Pa s [36]. We
therefore use the viscosity µ as a (the only) fitting pa-
rameter, finding that µ = 2 × 105 Pa s (consistent with
previous published data [36]); using standard values for
titanium this gives that λ0 ≈ 0.16 µm.
In figure 6 we compare the evolution of the wrinkle
wavelength measured experimentally by Vandeparre et
al. [21] with the long-time asymptotic behaviour pre-
dicted here, (51). We see that the asymptotic prediction
(51) gives extremely good agreement with experiments,
particularly for t/t0  1. We emphasize that in plot-
ting fig. 6 we have fitted only one parameter (the liq-
uid viscosity µ), with the same value used to plot all
data sets. Of particular interest is that for the time
scales of experimental interest, the difference between
the scaling prediction t1/6 of Vandeparre et. al.[21] and
our result (t/ log t)1/6 is relatively large: the line of best
fit suggested previously [21] corresponds to an exponent
≈ 0.133. As a result we conclude that the refined theory
presented here is likely to be of considerable use for un-
derstanding the moderate time scales that are accessible
experimentally, for which the variation due to the log t is
large enough to be observable.
V. CONCLUSION
In this paper, we have studied in detail the coarsen-
ing of wrinkles in a thin elastic beam on a thin vis-
cous layer, subject to a constant end-shortening. Using
a combination of numerical and asymptotic techniques
we have shown that the nonlinear constraint of a fixed
end–end compression modifies the behaviour of the sys-
tem in important ways. Rather than a horizontal length
scale ∝ t1/6, as has been frequently observed in analo-
gous unconstrained problems [10, 24], we observe that
the appropriate length scale ∝ (t/ log t)1/6. This loga-
rithmic correction means that the evolution is no longer
self-similar, though we are able to express the evolution
of the beam profile in a form that is close to self-similar
in the long-time limit. This logarithmic correction re-
sults from the asymptotic evaluation of an integral (see
(36)) and so, to our knowledge, cannot be rationalized
by means of a simple scaling argument. Nevertheless,
we suggest that previous experimental measurements of
an effective wavelength in fact show a discrepancy with
the expected t1/6 behaviour that is consistent with our
prediction of (t/ log t)1/6 behaviour. As a result, even
though logarithmic corrections are often ignored, they
may be especially noticeable on the intermediate time
scales of evolution that are accessible experimentally.
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FIG. 6. Comparison of previous experimental data [21]
(points, courtesy of Pascal Damman) with the asymptotic
prediction (51) (dashed curve). Inset: Compensated plot of
t/λ6 which increases as a function of time instead of being
a constant, as predicted by the naive scaling. Our model
suggests that t/λ6 ∝ log t/tc. We extract tc as the value
of the time t for which the best fit of t/λ6 vanishes (red
dashed line in the inset), giving tc = 0.0837 s. In the main
figure we non-dimensionalize time by t0 = tc and lengths
by λ0 =
[
Bh30t0/(12µ)
]1/6 ≈ 0.16 µm where µ is used as
a fitting parameter (within the limits given previously [36]).
Experiments at different temperatures are signified by differ-
ent colours (as in the colour bar), and also using symbols:
T = 110◦C (circles), T = 120◦C (diamonds), T = 125◦C
(squares), T = 130◦C (triangles) and T = 140◦C (crosses).
These results have been shifted to a single effective tempera-
ture of ≈ 120◦C using the WLF time-temperature superposi-
tion.
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Appendix A: Numerical simulations
To solve the system of equations (14)–(19) numeri-
cally, we discretize the spatial domain into xi, 1 ≤ i ≤
N + 1, in a way that conserves the flux on the interval
[(x1 + x2)/2, (xN , xN+1)/2]. The end points are x1 and
xN+1 and there are N − 1 unknowns, ui = u(xi), for
i = 2, . . . , N . The evolution of the ui is given by
dui
dt
= aipi+1 − (ai + bi)pi + bipi−1, (A1)
pi = κi+1 − 2κi + κi−1 + Pκi, (A2)
κi = ui+1 − 2ui + ui−1, (A3)
ai =
1
∆x6
[1 + (ui+1 + ui)/2]
3, (A4)
bi =
1
∆x6
[1 + (ui + ui−1)/2]3, (A5)
subject to the imposed constraint (15), which becomes
∆ =
1
2∆x
N∑
i=1
(ui+1 − ui)2. (A6)
In order to obtain (A6), the integrand of the constraint,
(15), is computed using finite differences, centred at the
half points (xi + xi+1)/2.
The system (A1)–(A6) is a differential algebraic equa-
tion (DAE) of index 2. We decrease its index to 1 by
differentiating the constraint. The resulting system is a
differential algebraic equation that may be integrated in
time using the MATLAB routine ode15s (ode15s is able
to handle a DAE of index 1 automatically). The solu-
tion of this DAE conserves the value of ∆ of the initial
condition to within 1% in the simulations reported here.
Appendix B: The breakdown of similarity solutions
From the simple scaling law presented previously [21] it
is natural to assume that the partial differential equation
(21) subject to the constraint (24) should have a similar-
ity solution in which x ∼ t1/6, u ∼ t1/12, and P ∼ t−1/3.
This expectation is further reinforced by the calculation
of such similarity solutions for the unconstrained problem
[10]. However, we see from (48) that the true long-time
solution for u(x, t) cannot be expressed in similarity form.
For another perspective on why this approach does not
work for the constrained problem considered here, we fol-
low the approach of Budd et al. in a related problem [7]
and make the similarity ansatz
η = x/t1/6, u(x, t) = t1/12f(η), P = t−1/3Q. (B1)
Substituting this into (24), we find that the governing
partial differential equation becomes
d6f
dη6
+Q
d4f
dη4
=
1
12
f − 1
6
η
df
dη
, (B2)
which is to be solved with the constraint
1
2
∫ ∞
−∞
(f ′)2 dη = ∆. (B3)
To see why the constraint (B3) is incompatible with
the similarity problem (B2), we examine the behaviour of
11
f(η) as η →∞. This is most readily done by examining
the ω → 0 limit of the Fourier Transform fˆ(ω); we find
that fˆ(ω) ∝ ω−3/2 as ω → 0. However, in Fourier space,
the constraint (B3) reads
1
2
∫ ∞
−∞
ω2fˆ2 dω = ∆. (B4)
Since fˆ(ω) ∝ ω−3/2 as ω → 0, the integral on the LHS
of (B4) does not converge; we conclude that the solution
of the similarity equation (B2) is not sufficiently well be-
haved as η → ±∞ for the integral on the LHS of (B3) to
converge.
Appendix C: Initial conditions with no excess of
fluid, uˆ0(0) = 0
The asymptotic analysis presented in §IV A relied on
the assumption that uˆ0(0) 6= 0, i.e. that the initial
condition contains an excess (or deficit) of fluid since∫∞
−∞ u0(x) dx =
√
2piuˆ0(0) 6= 0.
Here, we consider the case in which the initial condition
which has no deficit or excess of liquid so that uˆ0(0) = 0.
This may happen with a perfectly anti-symmetric initial
condition. The analysis follows through in much the same
was as in §IV A but using uˆ0(k) ≈ kuˆ′0(0) for k  1 where
uˆ′0(0) = −
i√
2pi
∫ ∞
−∞
u0(x)xdx (C1)
(so that it is the dipole moment of the initial condition
that dominates). We find that σ ∼ 3323 log[(t/tc)5/6] at
late times, where now tc =
(√
3pi|uˆ′0(0)|2/9∆
)6/5
and so
the late-time behaviour of the compressive force is
P (t) ∼ ( 56)1/3( log tt
)1/3
. (C2)
Note that the prefactor in this new late-time behaviour
of the compressive force eqn (C2) is (5/6)
1/3 ≈ 0.941,
compared to (1/2)
1/3 ≈ 0.794 for an initial condition
with an excess or deficit, uˆ0(0) 6= 0. To appreciate this
difference between the two cases, the inset of fig. 7 shows
this difference via a compensated plot of the evolution of
P (t) in the two cases.
At late times, the beam profile is given by
u(x, t) ∼ A1 exp
(
− 3
32
ξ2
σ
)[
sin(
√
2
3ξ)
]
, (C3)
where A1 = ±21/23−1/4pi−1/4∆1/2t1/12(log t5/6)−1/3.
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