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Fermi-LAT observations of the Milky Way Galactic Center (GC) have revealed a spherically-
symmetric excess of GeV γ rays extending to at least 10◦ from the dynamical center of the Galaxy.
A critical uncertainty in extracting the intensity, spectrum, and morphology of this excess concerns
the accuracy of astrophysical diffuse γ-ray emission models near the GC. Recently, it has been
noted that many diffuse emission models utilize a cosmic-ray injection rate far below that predicted
based on the observed star formation rate in the Central Molecular Zone. In this study, we add
a cosmic-ray injection component which non-linearly traces the Galactic H2 density determined in
three-dimensions, and find that the associated γ-ray emission is degenerate with many properties of
the GC γ-ray excess. Specifically, in models that utilize a large sideband (40◦×40◦ surrounding the
GC) to normalize the best-fitting diffuse emission models, the intensity of the GC excess decreases
by approximately a factor of 2, and the morphology of the excess becomes less peaked and less
spherically symmetric. In models which utilize a smaller region of interest (15◦ × 15◦) the addition
of an excess template instead suppresses the intensity of the best-fit astrophysical diffuse emission,
and the GC excess is rather resilient to changes in the details of the astrophysical diffuse modeling.
In both analyses, the addition of a GC excess template still provides a statistically significant
improvement to the overall fit to the γ-ray data. We also implement advective winds at the GC,
and find that the Fermi-LAT data strongly prefer outflows of order several hundred km/s, whose
role is to efficiently advect low-energy cosmic rays from the inner few kpc of the Galaxy. Finally, we
perform numerous tests of our diffuse emission models, and conclude that they provide a significant
improvement in the physical modeling of the multi-wavelength non-thermal emission from the GC
region.
I. INTRODUCTION
Gamma-ray data from observations with the Large
Area Telescope on board the Fermi Gamma-Ray Satel-
lite (Fermi-LAT) have consistently indicated the presence
of a bright, extended, and spherically symmetric excess
coincident with the position of the dynamical center of
the Milky Way (Galactic Center, hereafter GC) [1–11].
Most notably, Ref. [8] and [10] have obtained detailed de-
terminations of the γ-ray excess, significantly improving
our understanding of its spectrum and morphology, and
including an assessment of possible systematic effects in
extracting the spectral and morphological details of the
excess. Using the current set of Galactic foreground mod-
els, the key features of the GC excess are as follows:
(i) A spectrum which peaks at a γ-ray energy of
∼2 GeV, with a low-energy tail harder than generically
expected from astrophysical pi0-decay;
(ii) A morphology which extends out to at least
10◦ away from the GC, with a 3D intensity falling as
r−2.2 to r−2.8;
(iii) An approximate spherical symmetry throughout
its spatial extent, and
(iv) An intensity peak centered on the dynamical po-
sition of Sgr A* to within 0.05◦.
The GC excess features listed above have attracted
significant attention, in part because of their consistency
with predictions from simple models where the excess is
explained by the pair-annihilation of dark matter parti-
cles [see e.g. 12–16]. Most notably, the excess is well fit
by generic dark matter models with a dark matter par-
ticle mass of around 35—50 GeV and pair-annihilates to
a quark-antiquark final state with a cross-section similar
to that expected for a simple thermal relic, and a density
profile similar to that expected from a Navarro-Frenk-
White (NFW) [17] dark matter density profile that has
undergone moderate adiabatic contraction due to bary-
onic effects [2, 3, 12, 18].
In addition to dark matter models of the GC excess,
several astrophysical scenarios have also been posited as
counterparts to the excess. These include the emission
from a yet-undetected population of milli-second pul-
sars densely concentrated near the GC and throughout
the Galactic bulge [4, 19–22], or an outburst originating
from the position of Sgr A*, of either hadronic [23] or
leptonic [24, 25] origin. At present, these astrophysical
models have produced fits to the γ-ray data which are
of poorer quality than dark matter models [8, 10, 26], or
which appear to be in strong tension with existing con-
straints, especially in the case of pulsar emission mod-
els [26, 27]. However, further investigation of these mod-
els is highly warranted, due to the high Bayesian prior on
the existence of unknown astrophysical emission compo-
nents in the unique GC environment. Intriguingly, recent
studies have tentatively shown that the excess appears
compatible with a collection of (unresolved) point sources
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2rather than with a genuinely diffuse emission [28, 29], an
observation which would favor e.g. a pulsar interpre-
tations of the GC excess. Further analyses are clearly
needed in order to assess the robustness of this conclu-
sion. In reality, an astrophysical interpretation of the
Galactic center excess is likely to involve both cosmic-
ray and pulsar contributions.
The detailed features of the GC excess are prone to
large systematic uncertainties stemming from bright as-
trophysical diffuse emission which must be removed in or-
der to determine the excess. It is important to note that
the GC excess only accounts for approximately 10–20% of
total emission within 10◦ of the GC, where the excess can
be statistically observed. The majority of the γ-ray emis-
sion in this region of interest (ROI) instead stems from
the collision of high-energy cosmic rays with the diffuse
Galactic medium. Moreover, all existing studies of the
GC excess rely on very similar (or in some cases iden-
tical) models for the diffuse Galactic background, thus
increasing the likelihood of systematic errors associated
with incorrect modeling of the astrophysical diffuse emis-
sion. In particular, the majority of studies [4–8] have uti-
lized the diffuse emission models provided by the Fermi-
LAT collaboration1. While these models are based on a
physically motivated model of the γ-ray sky, and should
in principle provide accurate models for the diffuse Galac-
tic γ-ray emission, these models are intended primarily
to maximize the sensitivity of Fermi-LAT searches for γ-
ray point sources in regions far from the GC. Thus, the
Fermi-LAT team has, in some cases, added non-physical
extended emission templates in order to reduce extended
astrophysical excesses.
We note that several studies of the GC excess have uti-
lized alternative models for the astrophysical diffuse γ-
ray emission. The earliest studies, e.g. Ref. [1–3] utilized
simple background subtraction models which assumed
that the astrophysical γ-ray emission was either planer,
or directly traces the molecular gas density in the GC re-
gion. More recent analyses, e.g. Ref. [10, 11] have utilized
diffuse emission models based on the Galprop cosmic-ray
propagation code, but have typically assumed that the
cosmic-ray propagation parameters near the GC region
are identical to those which best fit cosmic-ray data in
the solar neighborhood. This introduces a similar prob-
lem as models utilizing the Fermi-LAT diffuse emission
models, where the physical modeling of the GC is based
on analyses tuned to fit residuals far from the GC region.
In Ref. [30] we showed that improving the physical
modeling of the Galactic diffuse emission can dramati-
cally affect the nature, and possibly the very existence,
of the GC excess. In particular, in Ref. [30] we pushed
the envelope of current physical models for diffuse Galac-
tic γ rays in two distinct but complementary directions,
1 The analyses of [4, 5, 7, 8] employ gal 2yearp7v6 v0.fits, while
[6, 8] employ the gll iem v02 P6 V11 DIFFUSE.fit diffuse model
for an Inner Galaxy type analysis.
producing:
(i) a 3-dimensional modeling of cosmic-ray propaga-
tion, and
(ii) a 3-dimensional and up-to-date choice for the
Galactic gas density distribution combined with phys-
ical models for the morphology of cosmic-ray injection
sources.
Specifically, we postulated that cosmic-ray injection
traces regions of star formation, which is, in turn, traced
by the observed molecular hydrogen (H2) density distri-
bution via Schmidt laws.
The key results of our study are that:
(1) diffuse emission models of the full sky strongly fa-
vor a cosmic-ray injection distribution that includes a
counterpart to star-forming regions, and
(2) the features of the GC excess are significantly af-
fected by the choice of the cosmic-ray source distribution.
In particular, we found that postulating 20-25% of the
cosmic-ray injection to trace the distribution of H2 re-
gions improves the global fit to the observed γ-ray data,
while also suppressing the GC excess and distorting its
spherical symmetry. However, we note that the GC ex-
cess is still present in the best-fit models focused toward
the inner Galaxy.
In this paper, we examine the parameter space of mod-
els which utilize H2 as a tracer of cosmic-ray injection,
and determine the degeneracies between the ensemble of
diffusion scenarios and the properties of the γ-ray ex-
cess in various regions of interest. Our key results show
that in all cases, γ-ray data toward the inner Galaxy
and Galactic center statistically favor models with 10%
to 15% of cosmic-ray sources tracing H2. Notably, all fits
to the γ-ray data near the GC prefer the existence of a
GC excess component. However, both all-sky γ-ray fits
and the observed star formation rate near the Galactic
center prefer a larger fraction of H2 distributed sources.
Depending on one’s confidence in these as Bayesian pri-
ors on the source distribution, we find that the intensity,
morphology and spectrum of this emission component
change considerably under different assumptions for the
astrophysical diffuse γ-ray emission model. Finally, the
preferred Galactic diffuse emission models that include
physically-motivated cosmic-ray injection sources are ob-
served to produce a significant population of low energy
(<∼ 30 GeV) electrons and protons, giving rise to a bright
sub-GeV γ-ray emission. We find that such emission
is naturally suppressed in the presence of high-velocity
winds emanating from the Galactic center region – a re-
sult which brings γ-ray observations into considerably
better agreement with multi-wavelength observations in-
dicating the existence of a strong Galactic wind [31–38].
We explore the interplay between the many diffuse emis-
sion processes and scenarios in the GC region in great de-
tail, and produce an astrophysical diffuse emission model
which substantially enhances our understanding of this
complex region of the sky.
The outline of this study is as follows. In Section II A
we summarize the current state of the art of public
3tools that compute Galactic cosmic-ray propagation; we
then discuss current gas models in Section II B, and
the distribution of cosmic-ray injection sources in Sec-
tion II C. Within the latter section we address the key
pitfalls of previously employed source distributions for
cosmic rays in the Galactic center region, and describe a
physically-motivated new prescription based on the no-
tion that cosmic-ray injection traces star forming regions
(Sec. II C 2). We then describe a set of reference bench-
mark models (Section II D) before delving into a detailed
comparison of our newly-proposed diffuse models with γ-
ray data from the Fermi telescope (sec. III). The results
of our study, especially in connection with the features
of the Galactic center excess, are given in Section IV,
while Section VI summarizes and concludes. The Ap-
pendices present additional details on gas distributions
(App. A), the XCO conversion factor toward the inner
Galaxy (B), the ROI dependence of the fit results (C), a
comparison to the Gaussian CMZ models of Ref. [39], fits
of the Galactic center excess over 10 sky segments from
Ref. [10], and stability of the Galactic center results when
using the 1FIG point source catalog [11].
II. DIFFUSE EMISSION MODELING
A. Galprop Propagation Models
At the heart of several, modern attempts at Galactic
diffuse emission modeling lies the cosmic-ray propagation
code Galprop v54r2504 [40–44]. Here, we briefly review
cosmic-ray propagation in Galprop. Cosmic-ray trans-
port is modeled by the following differential equation:
∂ψ
∂t
= q(~r, p) + ~∇ · (Dxx~∇ψ − ~V ψ)− 1
τf
ψ − 1
τr
ψ
+
∂
∂p
p2Dpp
∂
∂p
1
p2
ψ − ∂
∂p
[
p˙− p
3
(~∇ · ~V )ψ
]
,
(1)
where ψ = ψ(~r, p, t) is the density per unit of total par-
ticle momentum, i.e. ψ(p)dp = 4pip2f(~p) where f(~p) in-
dicates the phase-space density, q(~r, p) is a cosmic-ray
injection source term, Dxx is the spatial diffusion co-
efficient, ~V is the convection velocity, re-acceleration is
described as diffusion in momentum space, and is deter-
mined by a diffusion coefficient in momentum space Dpp,
and p˙ ≡ dp/dt is the momentum loss rate. Finally, τf
and τr are the time scales for fragmentation and radioac-
tive decay, both of which we keep fixed to their default
values in Galprop.
For a given source distribution, Galprop solves the
above transport equation numerically, assuming free es-
cape boundary conditions at the edges of a cylindrical
diffusion halo with half-height zhalo and radius Rhalo. In
most Galactic diffuse emission (hereafter, GDE) models,
including the present one, the numerical solution pro-
ceeds until a steady state cosmic-ray density is reached
(for time-dependent effects see e.g. [23–25]). Diffusion
is normally assumed to be homogeneous and isotropic
throughout the Galaxy, and exclusively dependent on
the particle rigidity via a power law with an index
δ ∈ 0.3÷ 0.6,
Dxx(R) ≡ D0
( R
4 GV
)δ
. (2)
The validity of this assumption is difficult to test due
to astrophysical uncertainties and the significant degen-
eracy between transport parameters. In general, one
expects that the diffusion properties can vary consid-
erably in different regions of the Galactic, in particu-
lar within the Galactic center environment where strong
turbulence and large scale poloidal magnetic fields likely
induce strongly anisotropic diffusion [45]. Here, we will
typically assume isotropic diffusion, but will also exam-
ine enhanced diffusion perpendicular to the plane, i.e
Dzz ≥ Dxx, in Section IV D.
Galactic winds convect cosmic rays out of the plane of
the Galaxy at a velocity ~V = dv/dz× ~z where the gradi-
ent dv/dz is a free parameter and is assumed (likely un-
physically) to be independent of radius. Cosmic rays can
also scatter off of propagating interstellar Alfve´n waves,
leading to stochastic diffusive reacceleration. This can
be effectively described using momentum space diffu-
sion [46] and is related to the spatial diffusion coefficient
and Alfve´n velocity, va, via
Dpp(R) ≡ 4
3δ(2− δ)(4− δ)(2 + δ)
R2v2a
Dxx(R) . (3)
Large scale Galactic magnetic fields dominate syn-
chrotron energy losses for cosmic-ray electrons. Through-
out this paper we employ a cylindrically symmetric mag-
netic field model
B(r, z) = B0e
(R−r)/rBe−|z|/zB , (4)
whereR = 8.5 kpc is the solar radius, and rB and zB are
the radial and vertical scale-lengths. Very strong fields,
which we do not model here, are known to be present
within the inner few hundred parsecs of Galactic cen-
ter [47]. Although these will impact the resulting spatial
and spectral distribution of cosmic-ray leptons, as well as
the output synchrotron emission, the properties of these
magnetic fields are poorly constrained, occur at the reso-
lution limit of our simulations, and complicate any analy-
sis of leptonic CR injection near the Galactic center [25].
On a Galactic scale, it is worth noting that more elabo-
rate magnetic field models (see e.g. Ref. [48]) have been
incorporated into the latest Galprop release [49], which
may provide a promising avenue for describing more re-
alistic spatially-varying and anisotropic diffusion. These
effects include an enhanced diffusion constant along the
magnetic field direction, as has been done before in
studies of isotropic γ-ray emission [50]. Variations on
the magnetic field strength and morphology can signif-
icantly impact the GCE spectrum [10], particularly for
4the new centrally concentrated source distributions de-
scribed below. We present details of such variations in
Section IV D.
The interstellar radiation field is comprised of three
main components, as described in detail in Refs. [51, 52]:
(1) cosmic microwave background radiation (CMB),
(2) starlight, which peaks in the optical band (Opt.),
and
(3) a far-infrared component (FIR) arising from dust-
reprocessed starlight.
The tightly correlated origin of the optical and FIR com-
ponents motivates linking their normalizations and allow-
ing for variations with respect to the fixed CMB radiation
density. We have tested Opt.+FIR normalizations from
0.5 − 3 compared to their Galprop default of 1, finding
that values near .75− 1.5 are slightly preferred and that
the significance and spectrum of the GCE is hardly af-
fected, consistent with energy loss timescales near the
Galactic center being dominated by synctrotron losses.
Additional details are presented in Sec. IV D.
It is important to note the limitations of Galprop’s
current ISRF model near the Galactic center. Current
models are oriented toward reproducing the global ICS
component and have not yet evolved to the point of
adding in individual small scale Galactic structures. This
includes contributions from the stellar populations and
the corresponding dust reprocessed photons in the Cen-
tral Molecular Zone, where additional radiation fields will
directly steepen the radial profile of ICS emission over the
inner few degrees of the Galactic center. Unfortunately,
state-of-the-art ISRF models are complex, placing im-
proved implementations near the GC beyond the scope of
the present work. Some additional details are presented
in Section V, but we note that these caveats should be
considered when assessing the quality of diffuse models
very close to the Galactic center.
For the purposes of generating γ-ray sky-maps, we
only calculate primary spectra of nuclear species up to
A = 4, additionally neglecting secondary hadrons which
contribute less than 10−4 of the total nuclear abundance.
This very significantly reduces the required computation
time and memory footprint. For leptonic species, the
contribution of secondaries is significant (5-15% of the
total between 1 GeV and 1 TeV [53, 54]) and must be
included. The injected spectrum of primary cosmic rays
is assumed to be spatially homogeneous and distributed
as a broken power-law in rigidity with lower and higher
indices fixed to the values of the reference models from
Refs. [10, 55] and listed in Table I. If treated as spatially
homogeneous, the exact spectrum of cosmic-rays does not
significantly impact our inner Galaxy or Galactic center
analyses since the γ-ray spectrum is fit bin-by-bin. We
generate the photon spectrum arising from pi0 decays us-
ing the formalism of Kamae et al [56] to facilitate compar-
ison to previous results, although improved calculations
are available [57] which can result in non-negligible dif-
ferences [23, 58]. However, we again note that allowing
the spectrum of pi0-decay emission to float independently
in each energy bin should alleviate errors in the pi0 spec-
trum calculation. We fix the relative electron and proton
normalizations to their locally measured ratio noting that
variations should only have minor effects, given the de-
generacy between the pi0 & bremsstrahlung components,
and the existence of a freely floating ICS template.
In contrast to previous (2-dimensional) studies of
the Galactic center, we run Galprop on a fully three-
dimensional cosmic-ray grid with a spacing of 500 pc in
the plane of the Galaxy and 125 pc in the vertical di-
rection. In the planar axes, this represents a doubling
of the resolution compared with previous studies. Fur-
ther resolution increases are computationally expensive,
and do not noticeably impact our results as can be seen
in Section IV E where we add Galactic center winds and
double the planar resolution.
Below we describe a new gas model used to map
cosmic-ray sources. Since this gas cube varies signifi-
cantly on ∼100 pc scales, we subsample the source den-
sity over each grid cell using trilinear interpolation. Line
of sight integrals are also subsampled during the gener-
ation of γ−ray skymaps. We use the Crank-Nicholson
method to forward evolve the numerical solution in
Galprop2.
Moving to 3D cosmic-ray propagation not only allows
for new modeling possibilities, but it also, remarkably, re-
moves numerical artifacts present in 2D solutions. Specif-
ically, the implicit boundary condition at the Galactic
center prevents cosmic-rays from propagating through
r = 0 and systematically underestimates the cosmic-ray
population at the GC. Using otherwise identical models,
we do find a few-percent enhancement to the CR density
near the GC (larger for electrons), but the resulting dif-
fuse model and GCE properties are essentially indistin-
guishable. In light of the similarities, we do not further
study this effect in isolation, and focus instead on the
much larger impact of fully 3D source distributions.
B. Gas Models
Galprop traditionally uses gas density models for two
purposes: propagation and γ-ray generation. During
propagation, the spatial distribution of gas is used to
calculate both ionization and hadronic energy loss rates,
and to generate secondary particles produced through
cosmic-ray spallation. Below, we employ a new and im-
proved model of the Galactic CO distribution (a tracer
for H2) in order to distribute cosmic-ray sources in dense
star-forming giant molecular cloud complexes. In each
2 Specifically, we use start (end) timestep=109 (102) yr,
timestep factor=0.25 and timestep repeat=20 following
Ref. [55]. These settings are much more computationally efficient
and are found to yield stable, convergent solutions compared with
much finer time-stepping, and compared with explicit time-step
solutions.
5of these cases, the cosmic-ray distribution function is ul-
timately smoothed out through diffusion, and thus our
results are not sensitive to the precise cosmic-ray injec-
tion distribution on scales smaller than ∼500 pc. An im-
portant exception is the extremely dense Galactic center
region where leptonic cosmic-rays are confined by very
rapid energy losses. For the γ-ray generation phase, how-
ever, the γ-ray signal is directly impacted by the mor-
phology of Galactic gas, and the precise gas distribution
is important. In this case, the γ-ray intensity along each
line-of-sight is renormalized using survey column densi-
ties.
Previous studies of the Galactic center using Galprop
have relied on azimuthally symmetric gas models for
cosmic-ray propagation, renormalizing the γ-ray inten-
sities using 21cm [59] and COJ=1→0 [60] (used as a
tracer for H2) line surveys. Assuming circular motion,
a Galactic rotation curve [61] is used to bin gas in 10 to
20 ‘Galactocentric annuli’ along each line-of-sight, pro-
viding a pseudo-three-dimensional distribution of gas in
the Galaxy. This procedure is described in full detail
in Refs. [43, 55], but contains several important caveats
toward the Galactic center which are reviewed in Ap-
pendix A.
We incorporate a novel gas model into the Galprop
code as far as the source injection is concerned, referring
to this new model as the ‘PEB’ gas model, based on the
improved velocity deconvolution performed by Pohl, En-
glemier, and Bissantz (2008) [62]. Gas flow in the inner
Galaxy gives rise to large non-circular motions that are
not correctly reconstructed by standard (circular) veloc-
ity de-convolutions. PEB resolves this issue by employ-
ing smoothed particle hydrodynamic simulations of gas
flow in a gravitational potential [63] containing 2 spiral
arms and a strong central bar which feeds gas into the
Galactic center. The simulated gas velocity field can then
be used rather than assuming pure circular motion. Not
only does this more accurately resolve cloud orbits, spiral
arms, and the Galactic bar, but it provides kinematic res-
olution toward the Galactic center where there was previ-
ously none. Beyond the solar circle (8.5 kpc), the Galaxy
is essentially in pure circular motion and simulations be-
come less reliable. PEB therefore linearly interpolates
between the gas flow model and pure circular motion for
Galactic radii between 7 and 9 kpc. Additional details
are described in Appendix A.
It is also possible to utilize the PEB gas model for γ-
ray generation, i.e. the production of the γ-ray emission
map through a convolution of the steady state cosmic-
ray population and the target gas density. However, we
find that (i) the impact of alternative gas models on the
properties of the GCE is minimal, (ii) the parametric
dependence of the GCE properties on the source model
parameters is qualitatively similar, and (iii) the overall χ2
near the Galactic center is worse compared with the usual
Galprop treatment. As the conclusions of this paper are
unaffected by the choice of gas model for γ-ray generation
we thus proceed using the usual Galprop models when
generating γ-rays.
C. Primary Cosmic Ray Sources
Primary cosmic rays are believed to arise from in situ
shock acceleration of supra-thermal precursor ions and
electrons. While, in principle, the source distribution
depends on the species of interest, in practice, the vast
majority of primary Galactic cosmic-rays are believed to
originate in supernova remnants (SNR) and the source
distributions of all species are typically taken to be iden-
tical, neglecting the significantly smaller contributions
from millisecond pulsars and pulsar wind nebulae.
Currently, primary source distributions used in diffuse
γ-ray emission modeling assume cylindrical symmetry
about the Galactic rotation axis. Specifically, they (i)
are spatially smooth and continuous distributions, (ii)
utilize isotropic injection spectra, and (iii) are not time-
dependent. It is remarkable that despite these drastic
simplifications, these models reproduce most properties
of the locally measured cosmic-ray nuclei and electron
spectra as well as the global spectrum and intensity of γ-
rays. This provides good evidence that, on average, the
cosmic-ray density in the Galaxy is reasonably smooth
and uniform. On finer scales, however, these simplifying
assumptions break down, as is likely to be true in the case
of the significant rise in the local positron spectrum above
10 GeV [53, 54], which might point toward stochastic dis-
crete sources in the vicinity of the solar system. Simple
three dimensional source distributions containing loga-
rithmic spiral arms [64, 65] and a central bar [66, 67] have
already been investigated in the context of cosmic-ray
data. However, local cosmic-ray measurements are not
sensitive to sources at the Galactic center. Gamma-rays
provide a more granular probe of the three-dimensional
cosmic-ray density, and the observed abundance of diffuse
residuals along the Galactic plane highlight not only the
difficulty of foreground modeling, but also rich ecosystem
of astrophysical environments whose cosmic-ray physics
deviate from the Galactic norm, with the Galactic center
being the ultimate example.
1. Pitfalls of Previous Source Distributions at the Galactic
Center
As a starting point, we delineate the four traditional
cosmic-ray source distributions used in Galprop. Each is
intended to approximate the true azimuthally averaged
surface density3 of supernovae remnants and consist of
either direct observations of SNR, Pulsars, or OB type
stars. Most importantly for the current study, three of
3 The surface density here is defined as the three dimensional den-
sity integrated over the height (z-axis) of the Galaxy.
6them are strictly zero at the Galactic center, and all four
underestimate the CMZ injection rate by more than a
factor 20.
The first distribution, ‘SNR’, uses the direct observa-
tion of 178 SNR [68], of which 36 had reliable distance
estimates. Distances to the remaining SNRs were esti-
mated by fitting a model of radio surface-brightness to
apparent diameter. The Galaxy was then divided into
2 kpc wide radial bins which were used to fit a gamma
function,
f(r) =
(
r
r
)α
exp
(
−β r − r
r
)
. (5)
In all Galprop models, the surface density is assumed
to fall off as e−|z|/z0 with z0 = 0.2 kpc. Ref. [68] notes
that although this form suggests the surface density is
zero at r = 0, the data indicate that this is not correct,
proposing an alternative functional form to describe the
inner 16.8 kpc (this distribution is not used in Galprop).
f(r) = A sin
(
pir
r0
+ θ0
)
e−βr. (6)
Notably, the statistical and systematic uncertainties on
the central 0-2 kpc bin used to fit these distributions are
75% of the nominal value.
Since this 1998 study, the number of known SNR has
now grown by almost 50% as have the number of reliable
distance indicators, the calibration of surface brightness-
distance relations and the understanding of selection ef-
fects. New distributions [69] have very recently become
available, which are much more concentrated toward the
inner Galaxy. However, as the Eq. (5) parameterization
is still used, the models again neglect the Galactic cen-
ter and still remain unsuitable for studies of the Galactic
center region.
The next two distributions rely on the observed sur-
face density of pulsars from Lorimer et al [70, 71] and
Yusifov & Ku¨c¸u¨k [72]. Pulsars offer both a factor 5-
10 improved statistics as well as improved distance esti-
mates via radio pulse dispersion, which, used in combi-
nation with a model of the free electron density provide a
more reliable estimate compared with the SNR surface-
brightness/diameter relations. The Lorimer model at-
tempts to derive the underlying pulsar population by
matching surveys to Monte-Carlo simulations which in-
clude survey selection effects, free electron model uncer-
tainties, and pulsar timing. Unfortunately, the radial dis-
tribution of pulsars is still very strongly correlated with
the assumed free electron density [71]. In the inner 1
kpc, this leads to an uncertainty of more than a factor
two, but contains a nonzero surface density at a 2 − 3σ
level. However, the resulting data is nonetheless fit to the
functional form of Eq. (5), which again artificially forces
the distribution to zero at the Galactic center. Similarly,
the Yusifov distribution [72] is a fitted gamma function
(Equation 5). In this case, however, r and r are shifted
to r → r − roff in order to explicitly preserve a non-
zero value at the origin. This is the only Galprop source
distribution which is non-zero at the Galactic center. As
we will see below, our improved cosmic-ray source models
still imply more than an order of magnitude more sources
within 500 parsecs of the GC with respect to the Yusi-
fov distribution, suggesting that the innermost regions
of the Galaxy have a cosmic-ray injection rate which is
dramatically underestimated.
The final standard cosmic-ray source distribution is
based on the observed surface density of 748 regions
of OB star formation regions [73] and motivated by
the long-standing connection [74, 75] between cosmic-ray
sources (i.e. Type II supernovae) and OB star forma-
tion. Detection and distance measurements of these re-
gions rely on CS(2 → 1) molecular line surveys. Near
the Galactic center this method not only suffers from
poor kinematic resolution due to the vanishing LSR ve-
locity, but CS(2 → 1) provides an unreliable tracer of
massive star forming regions (SFR) in the unique GC
environment [76]. For these reasons, the OB distribu-
tion of Ref. [73] explicitly indicates that their focus is on
the Galactic disk and neglects all sources within 10◦ of
the Galactic center. On its own, this distribution should
therefore be excluded from future studies of the γ-rays at
the Galactic center, though it is included here for com-
pleteness.
These traditional Galprop source distributions are
plagued by two additional problems that are specific to
the Galactic center region:
• The first issue is due to course binning and
azimuthal averaging which blend together three
structures: the CMZ, central bar, and gas depleted
regions on either side of the bar (see Fig 1 bottom
panel, discussed below). Radial surface densities
are derived by binning counts of SNR, pulsars, or
OB stars in bins of ∆r ≈ 1 − 2 kpc. Between the
CMZ (r <∼ 250pc) and the inner spiral arms (0.25-3
kpc) the Galaxy is largely devoid of gas and sig-
nificant star formation. By area, the CMZ only
represents 1-2% of the central radial bin and this
depletion gap at larger radii strongly suppresses the
resulting fitted source density at the GC. In real-
ity, the source density should be sharply peaked
over the CMZ and bar, whose semi-major axis is
∼3 kpc and oriented within 20-40◦ to our line of
sight [60, 62, 77]. This results in a projected cen-
tral density of cosmic-ray sources which is much
higher than reflected in current models.
• Second, high extinction and distance uncertainties
toward the GC make both selection effects and sys-
tematic uncertainties large. For example, pulsar
dispersion measures only provide a reliable distance
estimate when the free electron density along the
line of sight is well known, and distance measures
to OB star forming regions require kinematic reso-
lution.
We have shown that the radial distributions of all cur-
rent tracers of cosmic-ray sources are systematically bi-
7ased toward zero in the Galactic center, primarily due
to the fact that these studies have focused on large scale
properties of the disk, and thus choose parametrization
that explicitly force the source density to zero at r = 0.
Additionally, the inherent observational, systematic, and
statistical difficulties surrounding the Galactic center re-
gion make the reliable determination of the cosmic-ray
injection rate from each existing tracer difficult. Further-
more, axial symmetry in the Galaxy is strongly broken
by the central bar and spiral arms. These issues prompt
the exploration of alternative models of primary cosmic-
ray source distributions which more realistically reflect
the geometry of the Milky Way and resolve scales below
1 kpc.
2. Primary Cosmic-Rays from Star Forming H2 Regions
The connection between supernova and star forming
regions is well known [74, 75]. The high-mass OB stars
which precede Type II supernovae evolve on time scales
of 10-30 Myr and thus produce cosmic rays on timescales
similar to the typical 17±4 Myr lifetimes of giant molec-
ular clouds [84]. We therefore expect that a significant
fraction of cosmic-rays in the Galaxy are accelerated in
the vicinity of collapsed molecular clouds, and that the
rate of cosmic-ray injection should be approximately pro-
portional to the rate of star formation. Under these as-
sumptions, we present a new primary source distribution
based on high-resolution (∼ 100pc) three dimensional
density maps of H2 [62] and a simple model of star for-
mation based on the local volumetric gas density.
At the most basic level, star formation rates are
thought to be governed by the gravitational collapse of
these clouds, with a characteristic free fall-time τf.f. ∝
(ρgas)
−1. In the absence of feedback the star formation-
rate should then be proportional to the gas infall rate
ρ˙∗ ∝ ρgas/tf.f. ∝ G1/2ρ3/2gas . This relation is known as the
Schmidt law [85].
On the other hand, the Kennicutt-Schmidt law [85]
encapsulates the empirical observation that the surface
density of star formation scales as a power law in the gas
surface density with index 1.4 ± .15[86]. If one assumes
a constant scale-height for the gas disk, then the surface
density and volume density are linearly proportional and
the Kennicutt-Schmidt law is reproduced within 1σ er-
ror bars on the power law index. Of course, this sce-
nario is highly oversimplified and one can devise much
more advanced models, particularly in the context of full
magnetohydrodynamic simulations [87] where not only
thermodynamic quantities are known, but effects such as
radiative feedback, cooling, turbulence, processes can be
included [88, 89]. This can significantly alter the relation-
ship between the Kennicutt-Schmidt (surface density)
power-law index and the Schmidt (volume) index ns. In
addition to the power-law relationship between the local
gas density and the star-formation rate, star-formation is
observed to terminate below a critical gas density ρc. In
our cosmic-ray simulations, we adopt a phenomenologi-
cal prescription which reproduces these essential features,
setting the cosmic-ray injection proportional to
ρ˙CR ∝ ρ˙∗ ∝
{
0 ρH2 < ρc
ρnsH2 ρH2 ≥ ρc
, (7)
where the Schmidt-index ns is allowed to vary between
1 and 2, and ρc = 0.1 cm
−3, consistent with numer-
ical simulations and theoretical expectations [87]. In
Section IV A, we will show that our results are rela-
tively independent of ρc, except for extremely high val-
ues which are disfavored by our γ-ray results. One must
also consider that the gas density in the Galaxy is evolv-
ing and may not reflect the distribution of cosmic-ray
sources at past epochs. A benchmark diffusion rate
for cosmic rays at the energies of interest for Fermi γ-
ray studies is, Rdiff = 2
√
D0t ≈ 3 kpc t1/2Myr (assum-
ing D0 ∼ 1028 cm2 s−1), where a few kpc is the scale
at which non-axisymmetric structure in the Galaxy be-
comes washed out. A few Myr can also compared against
the typical residence time of Galactic cosmic-ray protons,
107 − 108 yr (depending on the height of the Galaxy’s
diffusion halo) [90, 91]. We should therefore expect that
only a portion of cosmic rays should be represented by
the current gas distribution and introduce a single ad-
ditional parameter, fH2, that controls the fraction of
cosmic-rays injected according to the star formation pre-
scription. The remaining fraction (1-fH2) is then dis-
tributed according to the SNR-CB98 model, which pro-
vides the best fit of the four traditional primary source
distributions.
Because H2 molecules possess no permanent dipole mo-
ment, observations of the local H2 density instead em-
ploy observations of a tracer molecule, chosen here to be
the 12COj=1→0 transition line temperature, where the
brightness temperature WCO is related to the H2 column
density via a conversion factor XCO = NH2/WCO. Theo-
retical and observational results indicate thatXCO is sub-
ject to significant spatial and environmental variations,
especially in the centers of star forming galaxies in the
local group [92]. For simplicity, and to reduce the compu-
tational complexity of iterating solutions, we will assume
a uniform value of XCO = 2× 1020 cm−2 (K km s−1)−1
for propagation and cosmic-ray injection, while fitting
the radial profile of XCO in γ-ray fits (see sec. III C).
There is reasonable evidence for a significant suppression
of XCO in the central few kpc [92, 93] and thus a suppres-
sion in H2. In addition, CO does not provide an optimal
tracer of H2 in many cases. Nonetheless, it is the only
H2 related tracer with full sky coverage. These issues
are discussed further in Appendix B and in several re-
views [94, 95]. Here we will defer further study to future
work, but one should keep in mind that the H2 density in
the inner few kpc of the Galaxy may be lower than mod-
eled here, and thus our cosmic-ray injection rate may be
suppressed. In contrast, we show that our best fitting
models still slightly under-predict star formation in the
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FIG. 1. Top Left: The azimuthally averaged surface density of cosmic-ray source distributions used in this analysis. The
distribution of supernova remnants is taken from Ref. [68] (SNR CB98) and Ref. [69] (SNR G15). The Yusifov [72] and
Lorimer [70, 71] distributions use pulsars as a proxy for supernovae remnants while the cosmic-ray injection morphology
tracing OB Stars is taken from Ref. [73]. The best fitting cosmic-ray injection rate globally and in the inner Galaxy (with no
GCE template) is an admixture with 80% of cosmic-rays tracing SNR and 20% tracing the molecular gas density (fH2 =0.2)
according to the star formation prescription presented in Section II C 2 (with ns = 1.5 and ρc = 0.1 cm
−3). All distributions
have dimension of length−2 and are normalized in arbitrary units to have the same integrated source count. Note that the H2
distribution contains a strong Galactic bar and spiral arms making it highly azimuthally asymmetric, as seen in the bottom
panel. Top Right: Cumulative source count versus radius from the Galactic center for a variety of fH2 values, as well as
the axisymmetric SNR-CB98 and Yusifov pulsar models. Also shown are observations of the fraction of the Milky Way’s total
cosmic-ray injection rate produced within the CMZ as computed from either the average star formation rate within the CMZ
(F04 [78], YZ09 including an upper limit [79], I12 [80], L12 [81]) relative to the total Galactic SFR of 1.65± 0.19 M yr−1 [82],
estimates of the fractional SNR occurring within the CMZ (C11 [31]), or the fraction of Wolf-Rayet stars contained in the CMZ
(R14 [83]). The F04 marker should be placed at r = 50 pc, though this is below the resolution of our model. Bottom: The
primary cosmic ray source distribution derived from our star formation model for increasing values of fH2 assuming a Schmidt
index ns = 1.5 and a critical density ρc = 0.1 cm
−3. The leftmost panel corresponds to the pure SNR [68] source model while
the center panels are typical of models providing improved fits to the full-sky γ-ray data.
CMZ relative to observations, a contradiction that points
toward additional transport mechanisms near the Galac-
tic center as explored in Section IV E and Appendix B.
In the top-left panel of Figure 1 we show each of the
cosmic-ray source distributions described above as well
as the more recent SNR G15 parametrization [69]. We
also show the azimuthal average of our proposed star-
formation based model with 20% of sources distributed
as ρ1.5H2 and 80% following SNR CB98. This dramatically
enhances the source density within the central few hun-
dred parsecs and generally concentrates more sources in
the inner Galaxy. Additionally, this method adds signif-
icant structures like the clearly visible spiral arm from
3-5 kpc and gas depleted region from 1-3 kpc. Our later
global and inner Galaxy analyses will reveal this source
distribution be strongly preferred compared with any of
the previous four models.
The top-right panel shows the cumulative source count
for our new models as a function of Galactic radius, for
different values of fH2, with the fH2 = 0 case correspond-
ing to the SNR model. Also shown is the Yusifov pulsar
model which contains the largest central source density
of the axisymmetric distributions. Three of the mark-
ers shown (F04, YZ09 and I12, L12) are estimates of
the CMZ star formation rate averaged over periods of at
least several Myr [78–81]. These have then been divided
by recent estimates of the total Galactic star formation
rate [82] to yield the fractional SFR of the CMZ. For the
9C11 marker, Ref. [31] estimates the supernova rate of
the CMZ to be 2%+2−1 of the Galactic total. Finally, the
R14 marker estimates the fraction of Wolf-Rayet stars
contained in the inner 500 pc of the Galaxy [83].
It is clear that the traditional models of primary
cosmic-ray source injection severely underestimate the su-
pernova rate of the inner Galaxy by at least a factor 20,
while our best fitting proposed model (fH2 ≈ 0.2) lies just
below the measured rate. In current diffusion models, the
Galactic center region is highly calorimetric for both pro-
tons and electrons, and very high values of fH2 (>∼ 0.50)
lead to over-luminous pi0 and inverse-Compton fluxes
that are strongly disfavored by the γ-ray data. This
seems to imply that cosmic-ray transport must be much
more efficient near the Galactic center via some combi-
nation of strongly anisotopic diffusion driven by poloidal
magnetic fields, or intense advective winds driven by ei-
ther starbursts or activity from Sgr. A* [31, 35, 96]. We
explore such scenarios in Sec. IV D and Sec. IV E below.
In any case, only values of fH2 ≈ 0.3 − 0.5 are compati-
ble with observation, providing significant prior evidence
that the cosmic-ray injection rate may be even higher
than most of the models explored below. In what fol-
lows, we will show that models with large values of fH2
are also favored by γ-ray observations toward the inner
Galaxy (|b| < 8◦ and |l| < 80◦) and across the high-
latitude sky (|b| > 8 deg).
We have implicitly assumed that the star-formation
rate (in M yr−1) is proportional to the supernova rate.
However, some observations of stellar clusters near the
Galactic center [97–99] suggest that region may favor a
top-heavy initial mass function (IMF). For IMF slopes
1 < α < 2.35, the number of Type II SNe per unit star-
formation can increase by up to a factor ≈ 2, moving
many of our SFR based lines upward. The RC14 marker
is furthermore based on the relative population of Wolf-
Rayet stars in the CMZ and Galactic disk. If the CMZ
IMF has a slope α =1 (versus a Salpeter disk α = 2.35),
the number of Type II SNe per WR star is reduced by a
factor 2, moving the marker down by ∼50%.
In the bottom panel of Figure 1 we show a top-down
view of the Galaxy, plotting the surface density of cosmic-
ray injection as fH2 is increased. The left panel corre-
sponds to a pure SNR distribution, where the lack of
cosmic-ray sources in the central Galaxy is readily ap-
parent. As we increase fH2, the Galactic center becomes
populated by CMZ sources while preserving the observed
gas depleted regions above and below the Galactic bar
(|y| <∼ 3 kpc). The Galactic bar and spiral arms become
visible as well as many of the largest giant molecular
clouds which harbor star-formation. In each case, az-
imuthal symmetry is strongly broken and the model in-
troduces a wealth of new structure into the simulations.
These new cosmic-ray injection models strongly alter
the steady-state (after diffusion, energy losses and sec-
ondary production are accounted for) cosmic-ray popu-
lations in the Milky Way. In the top panel of Figure 2, we
show the resulting steady-state cosmic-ray density from
Galprop along the line of sight to the Galactic center. For
both protons and electrons, we show representative ener-
gies as fH2 is increased in our canonical diffusion model.
In the bottom panel, we show the steady state surface
density (integrated top-down through the Galactic disk)
of cosmic-ray protons and leptons for a subset of cases
with fH2 = 0, 0.2 at 25 and 157 GeV.
Although much of the fine structure of the new source
model is smoothed out by diffusion, the impact of an in-
creasing fH2 on the final cosmic-ray density is dramatic.
In the case of protons, the energy dependence is pre-
dictably very small from 5 GeV up to 2 TeV due to the
logarithmic energy dependence of proton cooling times.
The central source density is very strongly enhanced over
the traditional SNR model (fH2 = 0), which shows a sig-
nificant ‘deficit’ in the central Galaxy. As was discussed
in the above description of Figure 1, it is important to
note that this does not represent a dramatic change in
the total cosmic-ray power of the Galaxy due to the small
relative volume of the inner Galaxy region. Also visible in
the fH2 = 0.2 case are features which break axial symme-
try, including an elongated region of enhanced cosmic-ray
density from the central bar and several large clouds to
the north-west and south-east quadrants. More localized
features are visible when looking at planar cross-sections
of the Galaxy rather than the full column density.
The distribution of leptons is more interesting. High
energy electrons and positrons experience strong energy
dependent (dE/dt ∝ E2) energy losses due to inverse-
Compton and synchrotron cooling, which limit the dif-
fusion radius to a size dependent on the local strength
of the magnetic and interstellar radiation fields. These
are strongest at the Galactic center and confine leptonic
cosmic-rays on scales well below 2 kpc (under standard
diffusion assumptions). The range of CRe densities at
the Galactic center is stark, due to the peaked cosmic-
ray injection sources within the CMZ and Galactic bar.
For the SNR models, this region is systematically vacant
due to the vanishing of cosmic-ray sources toward the
Galactic center. Additional distinct clouds are also visi-
ble throughout the Galactic plane, particularly inside the
solar circle.
The results above have two important implications for
diffuse γ-ray emission modeling. First, many γ-ray anal-
yses opt to use gas column-density templates as a proxy
for the gas-correlated γ-ray emission. However, given
that the cosmic-ray density can vary by much more than
a factor of 2 along the line of sight (even in the fH2 = 0
case) a simple gas column density template will not pro-
duce the correct emission morphology, and large residuals
are likely to occur. Instead one should either allow for gas
templates to vary in annuli around the Galactic center,
or use a model of the cosmic-ray density along the line of
sight to compute the full three-dimensional convolution
of gas and cosmic-rays.
Secondly, one cannot arbitrarily increase the model’s
cosmic-ray density without over-brightening the gas-
correlated emission from the disk. This ‘cosmic-ray gra-
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FIG. 2. Top: The cosmic-ray proton and electron+positron fluxes, for several representative energies, along the line-of-sight to
the Galactic center (l = b = 0◦) after propagation in Galprop. Light to dark lines show increasing fH2. The distributions are
normalized at the solar position x = 8.5 kpc, y = 0, z ≈ 0 as indicated by a red ‘+’ Bottom: Steady state cosmic-ray surface
density for protons (left two columns) and electrons (right two columns) at representative energies for generating γ-rays over
the Fermi-LAT band. The top row shows the case of fH2 = 0 corresponding to the traditional axisymmetric SNR CB98 [68]
source density while the bottom row shows the case of fH2 = 0.2 which includes the proposed new source density model. A
white ‘+’ indicates the solar position, where the cosmic-ray densities have been normalized to unity.
dient problem’ is well known [42, 93, 100], and even tradi-
tional source+diffusion models require XCO in the inner
≈ 2 kpc to be a factor 5 lower than in the disk. Our new
source distributions exacerbate this problem and we find
that plausible CMZ injection rates are not reconcilable
with the range of XCO measured in the centers of nearby
spiral galaxies. Such issues can also be alleviated by effi-
cient evacuation cosmic-rays from the inner few kpc via
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either enhanced anisotopic diffusion perpendicular to the
disk or perhaps through high-velocity convective winds
in the Galactic center (see Sections IV D, IV E, and Ap-
pendix B).
An additional limitation of past and present models is
that the spectrum of primary cosmic-ray injection is tra-
ditionally assumed to be homogeneous throughout the
Galaxy, depending only on whether the injected particle
is an electron or nuclear species. We emphasize that this
is both theoretically and observationally known to be in-
correct. Fermi measurements of several SNR [101–106]
expanding into dense molecular clouds provide direct ev-
idence that cosmic-ray injection spectra at the energies
of interest (1-100 GeV) can be very sensitive to environ-
mental factors. Of particular importance at the Galactic
center is the likely presence of ion-neutral damping [107–
111]. When the upstream edge of supernovae shocks in-
teracts with molecular clouds, ion-neutral collisions effec-
tively damp a range of otherwise resonant Alfve´n waves,
severely deteriorating particle confinement within a slab
of momentum space and steepening the spectral index of
protons and electrons by precisely one. The energy break
for this softening depends strongly on environmental pa-
rameters [108]. This mechanism was studied in detail in
the context of the Galactic center environment by two of
the authors in Ref. [23], where it was shown that the cor-
responding pi0 emission can potentially reproduce the ob-
served spectral features and intensity of the GCE. While
we do test hardened CMZ injection spectra in Sec IV E,
we leave a detailed study of broken CMZ spectra to future
work.
As a final note, we discuss the impact of our new source
models on the predicted local cosmic-ray spectrum. As
noted by Refs [64–66], both the primary and secondary
cosmic-ray spectra depend mildly on the Solar System’s
proximity to Galactic spiral arms, particularly for leptons
where the spectra are hardened as one moves closer to the
CR source. Comparing the traditional SNR distribution
against our new model (with fH2 = 0.2), the proton and
antiproton spectral indices are negligibly changed above 1
GeV. Below 1 GeV, measurements of the local interstellar
spectra are strongly modulated by the heliosphere, but
our models predict a ≈ 1% hardening, well within mea-
surement errors. The ratio p¯/p is enhanced by an about
7% between 10 MeV and 100 TeV, likely owing to the
enhanced source density in the inner Galaxy which in-
creases antiproton production through spallation. While
this is not negligible, it is well within the systematic un-
certainties since the ratio here will be directly sensitive to
both the XCO profile of the inner Galaxy and to propa-
gation conditions (namely the convection gradient, diffu-
sion coefficient, and halo height). The positron fraction is
hardened above 1 GeV, with a 1% enhancement at 1 GeV
up to a 5% enhancement at 10 GeV. Thus our changes to
the injection morphologies are fully compatible with local
cosmic-ray measurements. We prefer also to remain ag-
nostic about propagation conditions throughout the rest
of the Galaxy, particularly in the Galactic center region.
For both of these reasons we do not further constrain our
models based on cosmic-ray measurements.
D. Benchmark Models
Throughout this paper we consider three benchmark
models and the effects of varying individual parameters
within those models. First, we adopt reference Model A
(hereafter ‘Mod A’) from Ref. [10] which performs bet-
ter than the P7V6 and P6V11 Fermi diffuse models over
a 40◦ × 40◦ ‘inner Galaxy’ region of interest centered on
the GC. The Galprop parameters are quite typical for
diffusion models, with the possible exception of an ele-
vated convection gradient dv/dz = 50 kms−1. Given the
intense star formation toward the inner Galaxy, such val-
ues are not unreasonable when focusing on the Galactic
center region. Furthermore, the cosmic-ray electron pop-
ulation is approximately doubled compared to the locally
measured e−/p flux, and the Opt.+FIR ISRF density is
enhanced by ≈ 40% over the Galprop value. Originally
this model uses a step function for the XCO gradient
taken from Ref. [93], though here we have refit the radial
XCO profile to more fairly compare against our modi-
fied models. This results in a significantly better overall
χ2, but does not strongly impact any of the other GCE
results below, including our profiles of fit quality versus
fH2.
Next, we consider a set of “Canonical” models which
take advantage of the improved features discussed above.
Most importantly, the models incorporate our new source
distribution with a fraction of the cosmic-ray injection
tracing fH2.
For propagation (energy losses and generation of sec-
ondary species) we use Galprop’s analytic gas model.
When generating γ-rays from pi0 or bremsstrahlung, we
use Galprop’s standard (survey renormalized) gas maps
assuming a hydrogen spin temperature Ts = 150 K and
a reddening cut such that E(B−V) ≤ 5 magnitudes. We
have also verified that varying these assumptions within
the model space of Ref. [55] does not change the primary
results below. Compared with Mod A, these models also
possess a slightly smaller diffusion halo height, no con-
vective wind, and a larger diffusion constant. Of less
importance is the higher spatial resolution in the plane
of the Galaxy, 3D diffusion, lower Opt.+FIR ISRF and a
smaller vertical magnetic field scale-height. The Canon-
ical models were roughly optimized by hand and provide
a better fit globally compared to Mod A. The model pa-
rameters are summarized in Table I. Below we will con-
sider the fH2 , ns, and ρc parameter space which most
intensely impacts the properties of the Galactic center
excess. In Section IV D, we will also study the effect of
varying global diffusion parameters on both the global
fits and on the Galactic center excess.
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Parameter Units Canonical Mod A Description
D0 cm
2 s−1 7.2× 1028 5.0× 1028 Diffusion constant at R = 4 GV
δ – 0.33 0.33 Index of diffusion constant energy dependence
zhalo kpc 3 4 Half-height of diffusion halo
Rhalo kpc 20 20 Radius diffusion halo
va km s
−1 35 32.7 Alfve´n velocity
dv/dz km s−1 kpc−1 0 50 Vertical convection gradient
αp – 1.88 (2.39) 1.88 (2.47) p injection index below (above) R = 11.5 GV
αe – 1.6 (2.42) 1.6 (2.43) e
− injection index below (above) R = 2 GV
Source – SNR SNR Distribution of (1− fH2) primary sources∗
fH2 – .20 N/A Fraction of sources in star formation model
∗
ns – 1.5 N/A Schmidt Index
∗
ρc cm
−3 0.1 N/A Critical H2 density for star formation∗
B0 µG 7.2 9.0 Local (r = R) magnetic field strength
rB , zB kpc 5, 1 5, 2 Scaling radius and height for magnetic field
ISRF – (1.0,.86,.86) (1.0,.86,.86) Relative CMB, Optical, FIR density
Ts K 150 150 Hydrogen spin temperature
E(B−V) mag 5 5 Reddening cutoff for SFD correction
dx, dy kpc 0.5, 0.5 1 (2D) x, y (3D) or radial (2D) cosmic-ray grid spacing
dz kpc 0.125 .1 z-axis cosmic-ray grid spacing
TABLE I. Summary of Galprop parameters for our Canonical model and Mod A from Ref. [10]. ∗See Section II C 2 for additional
details on the Star formation parameters.
III. GAMMA-RAY ANALYSES
In order to compare our new diffuse models against
Fermi γ-ray data, we employ three distinct maximum
likelihood template regressions. We first perform a
‘global’ γ-ray analysis over three regions (inner, outer,
and local Galaxy) which collectively cover the entire sky
and are used to fit the radial dependence of the CO→ H2
conversion factors XCO(r). It is necessary to refit XCO
in this analysis due to the re-distribution of cosmic-rays
and due to the variations in propagation parameters. A
major benefit of global fits is the ability to statistically
assess the quality of the global diffusion model rather
than focusing solely on the Galactic center region. Al-
though it is possible that diffusion in the Galactic center
deviates radically from the rest of the Galaxy, it can be
instructive to interpret the global likelihood (as well as
the CMZ star formation rate) as a Bayesian prior toward
conditions near the Galactic center, and to check that our
new models remain compatible with the broader Galactic
γ-ray emission.
The second analysis concerns the inner Galaxy, a 40◦
square region of interest centered on the Galactic center
with the plane (|b| < 2◦) masked. For this purpose we
have precisely reproduced the ‘inner Galaxy’ analysis of
Calore et al (2015) [10] which is used to characterize the
extended GCE emission without significant bias from the
Galactic plane.
Finally, the immediate vicinity around the Galactic
center is very complex and depends sensitively on bright
point sources which must be simultaneously fit to the dif-
fuse GCE component. This ‘Galactic center’ analysis is
based on that of Daylan et al (2015) [8], but extends the
window to a larger 15◦ square ROI.
We notice that the key differences with respect to pre-
vious studies of the Galactic center excess are (i) the
inclusion of XCO fitting, (ii) global likelihood results,
(iii) the first analysis of the GCE using Fermi’s Pass 8
dataset, and (iv) the use of the new Fermi 3FGL source
catalog [112]. Below we describe the individual analy-
ses in succession before presenting the overall analysis
results.
A. Data Selection
In our analysis we employ 360 weeks worth of
Fermi data using the recent Pass 8 release. We se-
lect front+back converting photons in the P8R2 CLEAN
event class (evclass=256, evtype=3) using Fermi
ScienceTools v10r0p5. Earth limb contamination is
mitigated using a zenith angle cut θ ≤ 90◦, which has
been updated from the Pass 7 standard θ ≤ 100◦. We
use gtmktime with the standard filters DATA QUAL>0 &&
LAT CONFIG==1 && ABS(ROCK ANGLE)<52.
We note that Pass 8 provides an approximately 25%
increase in effective area over Pass 7. Combined with
additional exposure time this provides ∼ 50% increased
statistics compared with Ref. [10], as well as more accu-
rate instrumental response functions.
For analyses of the extremely dense Galactic Center
ROI our event selection is identical except that we exam-
ine only events which convert in the front of the Fermi-
LAT instrument, providing an enhanced angular resolu-
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tion for this analysis (evclass=256, evtype=1).
B. Additional γ-ray Templates
In Section II A, we described Galprop’s diffuse emis-
sion components (pi0, bremsstrahlung, and ICS) arising
from the sea of Galactic cosmic-rays interacting with in-
terstellar matter and radiation. However, there are sev-
eral additional γ-ray components arising from individual
point and extended sources, collections of sub-threshold
extragalactic sources making up the Isotropic Gamma-
Ray Background (IGRB), as well as new diffuse compo-
nents such as the Fermi Bubbles [113], and possibly from
an additional Galactic center excess (GCE) template.
• Point Sources (PSC): The contribution of point
sources in each of our γ-ray analyses is based
on Fermi’s 4 year third point source catalog,
3FGL [112], including the 13 extended sources. In
the Global and Inner Galaxy analyses the spectrum
and normalization of each source is fixed to the
3FGL values and the finite angular resolution of
the Fermi-LAT is taken into account by smearing
photons according to the precise energy dependent
point spread function (PSF). Although changes to
the fore/background diffuse model will inevitably
change the spectrum and flux of 3FGL sources, re-
fitting sources with the new diffuse model intro-
duces a problematic number of degrees of freedom
over the large regions of interest here. We instead
fix sources to their 3FGL values and rely on adap-
tive masking [10] to reduce bias from mis-modeled
point sources.
In the Galactic center analysis, we utilize the 3FGL
catalog, and include all point sources within 18◦ of
the Galactic Center. We allow any point source to
vary freely in normalization if {|`|, |b|} < 8◦, which
combined with our diffuse models leaves us with
81 degrees of freedom. We note that allowing the
point source normalizations to float freely in each
small energy bin makes our fits independent of the
global 3FGL spectral shape. We have additionally
tested point source distributions based on the re-
cently released 1FIG catalog [11], and found that
the addition of these point sources has no impact
on the results presented in this paper, a result we
show in Appendix F.
• Isotropic Gamma-Ray Background (IGRB): In the-
ory, the IGRB template is composed only of
the population of unresolved, extra-galactic γ-ray
emitters, a distribution which should be roughly
isotropic throughout both the IG and GC ROIs.
However, due to relatively small ROIs employed
in each analysis, the IGRB template may also ab-
sorb any diffuse emission of Galactic origin which
appears relatively isotropic through out the inner
Milky Way (e.g. diffuse Galactic γ-ray emission
from nearby sources). While the spectrum and in-
tensity of the “true” IGRB is well constrained by
observations far from the Galactic center region,
the same is not true of the effective IGRB (which
includes Galactic contributions), and the degener-
acy between these components must be carefully
treated in order to correctly model and subtract
the IGRB component. In the Global analysis, the
spectrum of all components is fixed and we use the
Fermi collaboration’s most recent determination of
the IGRB spectrum [50], choosing Galactic fore-
ground Model A4. Like our constructed GDE mod-
els, this Model A assumes isotropic diffusion pa-
rameters throughout the Galaxy, but does not dif-
fer substantially from the IGRB spectrum inferred
using alternative foreground models. As detailed
in previous GCE studies [8, 10], the isotropic spec-
trum and flux are poorly constrained over the small
ROI of the inner Galaxy analysis. We therefore opt
to use the prescription of Ref. [10] whereby an ex-
ternal χ2ext is imposed to constrain the isotropic
spectrum within it’s uncertainties [50] as deter-
mined from the larger regions of interest (the entire
sky in this case). This takes the form
χ2ext =
∑
i
(
φi − φ¯i
∆φi
)2
(8)
where φi is the flux in energy bin i and φ¯i and ∆φi
are the mean and standard deviation of Ref. [50]’s
IGRB Model A. However, in the Galactic center
analysis, we employ a much smaller ROI, making
it difficult to avoid contamination of the isotropic
background by numerous diffuse Galactic sources.
This is particularly true at low energies where the
instrumental point spread function is large. In this
case, we allow the normalization of the isotropic
background to vary freely in each energy bin with-
out an external χ2 cost imposed. However, we will
also show results produced when this template is
fixed to the parameters of the physical isotropic
background emission.
• Fermi Bubbles: The flux and spectrum of the Fermi
bubbles is assumed to be spatially uniform over the
region defined in Ref. [113] with more recent cor-
rections made near the Galactic plane [114] which
are shown in Figure 3. We do not model the North
and South Lobes independently. Similarly to the
isotropic template above, we impose the spectrum
4 This is not to be confused with our benchmark Galactic diffuse
emission model ModA from Calore et al (2015) [10]. In all fol-
lowing sections, mention of ModA will always refer to the latter
GDE case.
14
−45−30−150153045
l [◦]
−60
−45
−30
−15
0
15
30
45
60
b
[◦
]
FIG. 3. The new Fermi bubbles template [114] used in this
analysis is shown in red, and extends throughout the Galactic
center region. The previous template versions [113] are shown
by white contours. Also shown are the bounding windows for
the inner Galaxy analysis (gold) and Galactic center analysis
(green).
from the latest Fermi Collaboration paper [115].
For the Global analysis, the spectrum is fixed (but
not the overall normalization), while in the inner
Galaxy, the spectrum is constrained to the form of
Eq. (8), In the Galactic Center analysis the spec-
trum is allowed to float freely due to our relatively
poor understanding of the Fermi bubbles in regions
close to the Galactic center. We also examine sce-
narios where the Fermi bubble spectrum and inten-
sity are fixed to their values far from the Galactic
center, and find that our treatment of the Fermi
bubbles has a negligible impact on our results of
the Galactic Center analysis.
• Galactic Center Excess: Motivated by numerous
studies observing an excess in γ-rays spherically
concentrated around the Galactic center [1–11], we
add and examine the properties of an additional
template built to model this emission. Motivated
by the reasonable fit provided by dark matter mod-
els to the morphology of the excess, we produce
an additional template with a global morphology
described by the integral over the line of sight of
the squared Navarro-Frenk-White (NFW) density
profile [17], which has a three dimensional density
profile given by:
ρ(r) = ρ0
(rs
r
)α 1
(1 + r/rs)3−α
. (9)
Based on several fits to the data, our Canonical
model employs an inner slope of α = 1.05, which
is shallower than the NFW profile used in previous
studies [8, 10], as well as a scale radius of rs =
20 kpc. In Section IV C 3 we scan over different
values of the inner slopes and ellipticity, in order to
determine the resilience of this excess component
to changes in the diffuse modeling.
C. Global Analysis and XCO Fitting
After utilizing Galprop to generate the energy-
dependent γ-ray morphology of each astrophysical model
component (excepting the NFW profile and Fermi-
bubbles), we construct the diffuse model by fitting the
radial variations of XCO. Galprop outputs pi
0 and
bremsstrahlung templates in 9 radial annuli (defined in
Tab. II) for each of the gas components HI, HII, and H2.
Given the strong degeneracy between the gas-correlated
pi0 and bremsstrahlung components, we merge the two
into a single pi0 + 1.25 × bremsstrahlung template for
each annulus and each gas component5. Next, we merge
the HI and HII annuli into a single template whose to-
tal normalization is freely varied. The H2 rings are kept
separate in order to fit the XCO conversion factor for
each annulus. ICS emission in Galprop is comprised
of the cosmic microwave background, optical, and far-
infrared components which have their relative normal-
izations fixed by the model under consideration. The
total ICS normalization, however, is left free. The point
source template has normalizations and spectra fixed to
3FGL values. The overall normalizations for the Fermi-
bubbles and isotropic component are allowed to vary with
constraints from the external χ2 described above.
Photons are spatially binned into an equal area
Healpix [116] grid with nside = 256, providing a spa-
tial resolution of ∼ 0.23◦. Spectral binning follows the
recipe of Ref. [10] consisting of four linearly spaced bins
between 300-500 MeV, with nbins = 20 additional bins
between Emin = 500 MeV and Emax = 500 GeV whose
5 For the diffuse models in Ref. [10], a pi0 to bremsstrahlung ratio
of 1:1.25 was found to minimize the absolute value the residu-
als. This precise ratio is not important even when fixed in the
Galactic center analysis where the bremsstrahlung template is
normally allowed to float independently. For the Global and In-
ner Galaxy analyses, combining these templates both improves
convergence and allows us to fit a single value of XCO for each
H2 ring.
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edges are defined recursively by,
Ej+1 =
(
E1−Γj −
E1−Γmin − E1−Γmax
nbins
) 1
1−Γ
, (10)
for j ∈ [0, 1, ..nbins]. This spacing provides an equal num-
ber of photons in each bin for a power-law spectrum with
index Γ. A hard index of Γ = 1.45 is chosen to balance
loss of statistics and unreasonably large bin widths at
high energies [10].
Next, each diffuse emission component is smoothed by
a Gaussian kernel to approximate the LAT PSF in a com-
putationally efficient manner6. For each energy bin, the
width of the Gaussian is set to the 68% containment ra-
dius of the actual PSF, computed by averaging the PSF
over the bin, weighted by the spectrum of Fermi’s P8R2
diffuse Galactic background model. We confirm previous
findings [10, 117] that the details of smoothing the dif-
fuse emission components are not important for the inner
Galaxy analysis.
For a given region of interest we use Minuit7 to mini-
mize the χ2 in three fitting regions as defined by,
χ2 ≡ −2 lnL+ χ2ext (11)
= 2
∑
i,j
wi,j(µi,j − θi,j lnµi,j) + χ2bub + χ2IGRB.
Here θi,j is the observed number of photons in energy
bin i and pixel j. The model flux µi,j is the normaliza-
tion weighted sum of all model templates. In the Global
analysis, the spectrum of all Galprop derived templates
is fixed and only the total normalization over all energy
bins is varied. The χ2ext terms constrain the spectrum of
the Fermi bubbles and isotropic components. Ref. [10]
developed the weighting coefficient wi,j which allows for
adaptive source masking based on the ratio of the point
(or extended) source flux µPSCi,j to the diffuse flux µ
BG
i,j ,
wi,j ≡
[(
µPSCi,j
fPSCµBGi,j
)αPSC
+ 1
]−1
. (12)
Here fPSC = 0.1 and αPSC = 5 determine the
point source masking threshold and transition rate from
masked to unmasked pixels [10].
6 Fermi’s PSF has substantially longer tails than a Gaussian func-
tion and one can more accurately implement the PSF by per-
forming a spherical harmonic transform, re-weighting the coeffi-
cients, and performing the inverse transform. Unfortunately, this
is only accurate if the PSF is much larger than the Healpix an-
gular size (≈ 0.23◦) or the Healpix resolution is first up-sampled,
reweighted, and downsampled, which is computationally expen-
sive. Maps for individual point sources are still calculated using
the precise Fermi PSF.
7 See https://seal.web.cern.ch/seal/MathLibs/Minuit2/html/
and its Python interface, iMinuit
http://iminuit.readthedocs.org/en/latest/ for further infor-
mation.
With the statistical framework and templates defined,
we now determine the value of XCO for each molecu-
lar ring. In order to avoid bias from the bright Galac-
tic plane emission, we preform subsequent fits over three
sky regions as was done in Ref. [55]. A major benefit of
this method is the ability to assess (via likelihood ratio
tests) the quality of our new diffuse models not just in
the Galactic center, but also in independent regions of
the global sky. We refer to these regions as global-local,
global-outer, and global-inner as defined below and sum-
marized in Table III. Annuli are defined in Table II.
1. Local Ring: As we are embedded inside the local
H2 gas ring, the local value of XCO is well deter-
mined by high-latitude emission which is not influ-
enced by emission along Galactic plane. We there-
fore fix all of the H2 rings except for the local ring
7 to their Galprop defaults and fit to the full high-
latitude sky |b| > 8◦, allowing the IGRB, Bubble,
pi0+bremsstrahlung, and ICS templates to vary.
2. Outer Rings: There are two H2 rings in the outer
Galaxy. We fix the normalizations of the Ring 7
and isotropic templates to the global-local values
and proceed to fit XCO in the outer two annuli over
the region |b| < 8◦|, |l| > 80◦.
3. Inner Rings: Rings 7-9 are now fixed and the 6 re-
maining H2 rings may be fit in the ‘Global Inner
Galaxy’, defined by the region |b| < 8◦|, |l| < 80◦.
The Fermi bubbles extend to |b| ≈ 50◦ and are
better constrained by high-latitude fits than in the
Galactic plane. We therefore fix their normaliza-
tion to the value determined in the global-local fit.
Ring Number Radius Fit Region XCO
[kpc] [cm−2 (K km s−1)−1 ]
1 0− 2.0 Inner 1.00× 1019†
2 2.0− 3.0 Inner 8.42× 1019
3 3.0− 4.0 Inner 1.61× 1020
4 4.0− 5.0 Inner 1.73× 1020
5 5.0− 6.5 Inner 1.72× 1020
6 6.5− 8.0 Inner 1.74× 1020
7 8.0− 10.0 Local 8.61× 1019
8 10.0− 16.5 Outer 4.29× 1020
9 16.5− 50.0 Outer 2.01× 1021
TABLE II. Definitions of gas annuli used during the 3-stage
global XCO fitting described in Section III C. The right col-
umn shows the iteratively determined ‘seed’XCO values which
are input to Galprop before discretely γ-ray fitting the rings
to each model.
When generating γ-ray skymaps, Galprop uses power-
law interpolation to determine XCO(r) from a discrete
set of XCO values. The final model is therefore somewhat
sensitive to the initial input values unless one iteratively
determines XCO by feeding the fitted values back into
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Galprop until convergence is reached [55]. In our high-
resolution three-dimensional simulations, however, this
approach is computationally expensive. Because XCO is
most strongly effected by the gas and source distribu-
tions, we choose to iterate our Canonical model four
times. These values are then used as the input XCO for
all other models and are listed in Table II. Finally, we
sum the XCO renormalized H2 rings and add them to the
HI+HII template (whose normalization is determined by
the global-inner fit) to obtain a single map for pi0 and
bremsstrahlung which can be used in the Inner Galaxy
or Galactic Center analyses below.
D. Inner Galaxy Analysis
In order to model the region of the sky near the Galac-
tic center, we define an inner Galaxy analysis comprised
of a 40◦ × 40◦ window centered on l = b = 0◦, but with
latitudes |b| < 2◦ masked out in order to avoid bias from
the bright and complex Galactic plane. The choice of
a 40◦ × 40◦ ROI balances the specificity of the model
for the Galactic center against the ability to fit model
components far away from regions where there may be a
significant GCE contribution.
The analysis details for the inner Galaxy are identical
to the global analysis with several important exceptions:
(i) each free component is now fit bin-by-bin in energy,
allowing for a model independent determination of the
spectrum based solely on the emission morphology;
(ii) a single pi0+1.25× bremsstrahlung template is used
for all the gas correlated emission; and
(iii) we consider fits with and without a GCE template
to assess the significance of a new spherical component.
The inner Galaxy analysis is thus an exact replica of
Ref. [10], but using Pass 8 data and instrument response
functions (versus Pass 7) as well as the 3FGL catalog
(versus 2FGL). Other than point sources, every template
is free to vary in each energy bin, with the Fermi bubbles
and IGRB constrained by χ2ext.
E. Galactic Center Analysis
To model the γ-ray intensity and spectrum in regions
very close to the GC (15◦×15◦ centered on the GC with
no latitude mask), we utilize the Fermi-LAT tools to bin
photons into 300×300 angular bins and 30 logarithmi-
cally spaced energy bins between 300 MeV and 300 GeV.
We place photon selection cuts which are identical to all
previous analyses in this paper, with the exception that
we select only events which convert in the front of the
Fermi-LAT detector. We utilize the gtsrcmaps toolset to
convolve all 81 model components with the Fermi-LAT
PSF in each energy range, using a minimum bin size of
0.01◦ to calculate each source model. By producing the
sourcemaps on an angular scale much smaller than our
analysis scale, we avoid errors in the determination of
steeply sloped emission profiles such as the NFW tem-
plate in regions very close to the GC.
We then utilize the gtlike algorithm to calculate the
best fitting normalization of each model component, fix-
ing the spectra of each source at their default values
within the very small energy bins chosen for this study.
We then calculate the resulting spectra of each emission
template from the ensemble of normalizations calculated
for each energy bin, and utilize gtmodel to determine
the emission model and calculate the LG(L) of our fit to
the γ-ray data. In some simulations (noted throughout
the text) we add a 2◦ latitude mask into the Galactic
Center analysis. This is done by masking the output
of gtsrcmaps, setting both the γ-ray data and model
fluxes to 0 within a given ROI. During the calculation
of the likelihood function by gtlike, the pixels within
the mask have no weight in determining the best fitting
model parameters. We have tested that this strategy pro-
duces consistent results and introduces no errors into the
fitting procedure. In simulations constraining the dark
matter density profile and ellipticity of the NFW profile,
we bin the Fermi-LAT data into 150×150 angular bins
in order to decrease the computational time, and have
tested that this change has no significant effect on our
results.
IV. RESULTS
The diffuse emission models and methodology adopted
here can be employed to address a wide variety of ques-
tions. For example, the specificity of our models to the
Galactic center region make them ideal for studies of the
Fermi bubbles, and the three-dimensional nature of our
models makes them ideal for studies of the contribution
of the spiral arms to the locally observed cosmic-ray pop-
ulation.
However, for the remainder of this paper, we will study
the impact of our improved diffuse emission models on
the existence, spectrum, and morphology of the Galac-
tic center γ-ray excess (GCE). In this context, we also
present the relevant results from the full-sky global anal-
ysis, which can be useful to inform our parameter choices,
and to establish the quality of these new models.
In the following sections, we first examine the param-
eter space of our star-formation model, studying the re-
sulting changes to the global diffuse γ-ray emission as
well as the impact of these models on the Inner Galaxy
and Galactic center ROIs and GCE properties. For the
interested Reader, we quickly note the key results of our
analysis:
1. Larger values of fH2 enhance the central popula-
tion of cosmic rays. The CMZ electron population
in particular, produces an approximately spherical,
extended, and sharply peaked ICS halo surround-
ing the Galactic center. Depending on the value of
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Analysis Template Fixed
Global-Local
ROI – |b| > 8◦
Pixel Type – Healpix Nside=256
Binning – 24 bins .3-500 GeV Ref.[10]
Events – P8 Clean Front+Back
Spectra Fixed to Galprop/3FGL
pi0+ 1.25 Bremss. (HI+HII) No
pi0+ 1.25 Bremss. (H2 Ring 7) No
pi0+ 1.25 Bremss. (H2 Ring 1-6,8,9) Yes
Inverse Compton Scattering No
Isotropic (Ext. χ2) No
Fermi Bubbles (Ext. χ2) No
Point Sources (3FGL) Yes (To 3FGL)
Global-Outer
ROI – |l| > 80◦, |b| < 8◦
Pixel Type – Healpix Nside=256
Binning – 24 bins .3-500 GeV Ref.[10]
Events – P8 Clean Front+Back
Spectra Fixed to Galprop/3FGL
pi0+ 1.25 Bremss. (HI+HII) No
pi0+ 1.25 Bremss. (H2 Ring 1-6) Yes
pi0+ 1.25 Bremss. (H2 Ring 7) Yes (From Local)
pi0+ 1.25 Bremss. (H2 Ring 8,9) No
Inverse Compton Scattering No
Isotropic Yes (From Local)
Point Sources (3FGL) Yes (To 3FGL)
Global-Inner
ROI – |l| < 80◦, |b| < 8◦
Pixel Type – Healpix Nside=256
Binning – 24 bins .3-500 GeV Ref.[10]
Events – P8 Clean Front+Back
Spectra Fixed to Galprop/3FGL
pi0+ 1.25 Bremss. (HI+HII) No
pi0+ 1.25 Bremss. (H2 Ring 1-6) No
pi0+ 1.25 Bremss. (H2 Ring 7) Yes (From Local)
pi0+ 1.25 Bremss. (H2 Ring 8,9) Yes (From Outer)
Inverse Compton Scattering No
Isotropic Yes (From Local)
Fermi Bubbles Yes (From Local)
Point Sources (3FGL) Yes (To 3FGL)
Inner Galaxy
ROI – |l| < 20◦, 2◦ < |b| < 20◦
Pixel Type – Healpix Nside=256
Binning – 24 bins .3-500 GeV Ref.[10]
Events – P8 Clean Front+Back
Bin-by-Bin Spectral Fit
pi0+ 1.25 Bremss. No
Inverse Compton Scattering No
Isotropic (Ext. χ2) No
Fermi Bubbles (Ext. χ2) No
Point Sources (3FGL) Yes (To 3FGL)
GCE NFWα=1.05 No
Galactic Center
ROI – |l| < 7.5◦, |b| < 7.5◦
Pixel Type – Cartesian 0.05◦ × 0.05◦
Binning – 0.119-300 GeV 34 Log-Spaced
Events – P8 Clean Front
Bin-by-Bin Spectral Fit
pi0+ 1.25 Bremss. No
Inverse Compton Scattering No
Isotropic No
Fermi Bubbles No
Point Sources (3FGL) No
GCE NFWα=1.05 No
TABLE III. Summary of γ-ray analyses used in this study.
fH2, this feature is highly degenerate with the bulk
properties of the GCE.
2. When we consider only the Galactic diffuse emis-
sion model in the analysis (i.e. no GCE template),
a value of fH2 ≈ 0.1 – 0.2 is strongly preferred by
the data. Notably, larger ROIs prefer larger values
of fH2; the best fit is ∼0.1 in the Galactic Center
analysis, and 0.2 in both the Inner Galaxy analysis
and the full-sky analysis.
3. Models with fH2 ≈ 0.1 – 0.2 still substantially un-
derpredict the observed CMZ star formation rate
(cf. Sec. II C). In addition, the the global-inner and
global-local analyses very strongly prefer fH2 ≈ 0.2
– 0.4. How the results below are interpreted depends
strongly on the relative weights of these priors (to-
ward large fH2) pitted against the statistical prefer-
ence toward lower fH2 provided by the narrower in-
ner Galaxy and Galactic center ROIs. At present,
the large unknown systematics of the region, and
the potential for missing model elements obfuscates
an objective statistical assessment of the two possi-
bilities. We therefore present both interpretations:
(a) When a diffuse model utilizing a value fH2 ≈ 0.2
is imposed in the Inner Galaxy analysis, it greatly
affects the spectrum and morphology of the GCE,
and decreases the intensity of the GCE component
by approximately a factor of 3. In particular, for
the Inner Galaxy ROI, we observe a marked de-
generacy between the emission attributable to the
γ-ray excess, and diffuse emission models. On the
other hand, the GCE is relatively robust in the
Galactic center analysis due to two major effects:
(i) the bright residual component within two de-
grees of the Galactic center which is not well fit
by diffuse emission models (but is masked from the
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Inner Galaxy analysis), and
(ii) the smaller ROI allows the normalization of dif-
fuse emission components to float more freely in
the Galactic center analysis compared to analyses
of the Inner Galaxy ROI.
(b) For all models, both the Inner Galaxy and the
Galactic Center, the inclusion of a GCE template
remains statistically preferred compared to diffuse
emission models that do not include a GCE com-
ponent. In these models the best fit value of fH2 is
reduced to approximately 0.1 in both the Inner
Galaxy and Galactic Center analyses, and the nor-
malization of the excess is reduced by only a fac-
tor of ∼33-50% in the Inner Galaxy analysis (and
remains unchanged in the Galactic Center analy-
sis). However, the spectrum and morphology of the
GCE template can still be significantly altered by
these relatively modest values of fH2 , in some cases
producing an unphysically hard spectrum. This ap-
pears to be a result of the GDE model becoming
too bright below 1 GeV near the Galactic plane,
and indicates the need for further enhancements in
the diffuse emission modeling.
4. It is difficult to further reduce the residual GCE
emission by varying standard diffusion parameters.
In order to reconcile the large expected cosmic-
ray injection rate of the CMZ with the observed
γ-ray data, one must reduce the number of cosmic-
ray electrons below ∼ 30 GeV. We find that a
hardened CMZ injection spectrum cannot explain
the troublesome low-energy spectrum and morphol-
ogy. The remaining option is advection-dominated
transport out of the CMZ. The addition of a strong
Galactic center wind (i) improves the low-energy γ-
ray fit, (ii) helps to reconcile CMZ injection rates
with already oversaturated pi0 emission near the
Galactic center (see Appendix B), and (iii) prefers
larger values of fH2 – which better match observed
CMZ injection rates – in models with and without
a GCE component.
At this point our analysis offers two distinct possible
interpretations – one with a significant GCE component
and one without. If one applies the full sky analysis of
fH2 and adopts a strong a priori preference for fH2 ≈ 0.2
or higher in the Inner Galaxy and Galactic center anal-
ysis, then the large scale emission from the GCE com-
ponent is significantly mitigated, and the GCE may be
interpreted as a symptom of mismodeling of the diffuse
emission outside the inner-few degrees surrounding the
Galactic Center. In this interpretation, some residual
component is still necessary in the inner few degrees sur-
rounding the GC, but as significant systematic uncer-
tainties exist in this region, its interpretation would be
unclear. On the other hand, one may argue that the
best-fit value of fH2 in the spiral arms should not be cor-
related to the value of fH2 near the Galactic center and
that the current CMZ injection rate lies below that of the
long term average. In that case, the fit should allow the
value of fH2 and the normalization of the GCE template
to float freely in the fit, and our results indicate that the
full log-likelihood fitting strongly prefers a lower value of
fH2 along with a significant GCE component.
Ultimately, Galactic diffuse emission modeling toward
the Galactic center remains a difficult and open problem
whose complete, physical solution is only in its infancy.
We aim here to highlight the degeneracies between the
astrophysical diffuse emission and any putative dark mat-
ter emission sources, present an up-to-date analysis of the
GCE in this context, and discuss avenues for improved
GDE models in the Galactic center region. In these state-
of-the art, yet still “simplified” models, the GCE remains
an important emission component, and we will study the
morphology and spectrum of the GCE in great detail us-
ing both the Galactic center and Inner Galaxy analyses.
We will then study the impact of global diffusion param-
eters on the GCE residual, focusing especially on how
they reshape the new CMZ electron cloud. CMZ spe-
cific solutions are then discussed including hardening the
injection spectrum and adding strong outflowing winds
from the GC. In the appendices we also discuss the impli-
cations on XCO and gas calorimetry at the GC, the ROI
dependence of fit components, GCE fits across the 10
sky segments used in Ref. [10], comparisons to the CMZ
‘cosmic-ray spike’ models of Ref. [117], and robustness of
the Galactic center reults against the 1FIG point source
catalog [11].
A. Tuning the Star Formation Model
Our star formation prescription contains three parame-
ters: the Schmidt power-law index ns, the fraction fH2 of
sources distributed according to Eq. (7), and ρc, the crit-
ical density needed to initiate star formation. In Sec-
tion II C 2 we provided physical arguments describing the
importance and range of each of these parameters. How-
ever, the spatial resolution of our gas map (∼ 100 pc) is
much lower than typical single cloud hydrodynamic simu-
lations, making our prescription necessarily phenomeno-
logical in its modeling of the sub-grid physics. We there-
fore opt to explore a broad range of the parameter space
initially and choose our Canonical model values as those
which fit the data well over the full sky.
In this section, we show that the star formation pa-
rameters ns and ρc only weakly impact the statistical fits
with respect to the existence and properties of the Galac-
tic center excess. Our star formation parameter space
is approximately reduced to a single dimension aligned
with fH2. We will then examine our Canonical model in
great detail, focusing here on how the new GDE models
(fH2 6= 0) impact the properties of the GCE.
Remarkably, almost all of the best fitting global param-
eters are close to the best fit values in the inner Galaxy
analysis when a GCE template is not included. In Fig-
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FIG. 4. Left: Flux of the Galactic Center Excess in the inner Galaxy analysis using an NFWγ=1.05 GCE template. From
top to bottom rows we also vary the Schmidt index (ns = 1.25, 1.5, 1.75) and the fraction fH2 of primary cosmic-ray sources
distributed according to molecular gas as QPrimary(~x) ∝ (nH2(~x))ns . The remaining fraction is distributed according to the
observed azimuthally averaged surface density of supernova remnants [68]. Mod A is a benchmark model from Ref. [10].
Center: ∆χ2 for the inner Galaxy analysis as fH2 is varied. Red (blue) curves show the ∆χ
2 with (without) a GCE template
included, with negative values indicating a better fit than Mod A+GCE. Inset numbers indicate the statistical preference (TS)
for the inclusion of a GCE template in the fit. Right: ∆χ2 for the three region global XCO fitting analysis (no GCE template
is included in the global fitting). ∆χ2 = 0 in this column corresponds to the the fH2 = 0 model, with negative values indicating
an improved fit. The inner Galaxy and total-global ROIs have 1.65× 105 and 1.89× 107 degrees of freedom respectively.
ure 4 we present the most important results of this paper
– the GCE spectrum and the ∆χ2 as we discretely vary
ns ∈ [1.25, 1.5, 1.75] (top to bottom rows) and fH2. In
the left column we show the spectrum of the NFWα=1.05
GCE template in the bin-by-bin inner Galaxy analysis,
with red lines from light to dark corresponding to increas-
ing fH2 from 0 to 0.3. The Canonical model (fH2 = .2)
is highlighted with red error bars. The blue error bars
show the GCE spectrum for reference Mod A8. The cen-
ter column shows ∆χ2 for the inner Galaxy analysis with
(red) and without (blue) a GCE template included in the
fit. Here, negative values indicate improved fit relative to
Mod A+GCE, and the difference between the blue and
8 The low energy spectrum of the GCE using Mod A is substan-
tially softer here than in the original Ref. [10]. This is due to
the combined effects of switching to Pass 8 data and using 3FGL
point sources. The GCE spectrum below 1 GeV remains quite
sensitive to the choice of Galprop parameters.
red lines indicates the test statistic of adding the addi-
tional GCE template (24 additional degrees of freedom).
Finally, the right column of panels shows ∆χ2 for each of
the three global fit regions, as well as the their (summed)
total ∆χ2.
As fH2 is increased from zero, which corresponds to
the classic SNR source distribution, the high density of
gas in the inner few hundred parsecs dramatically in-
creases the cosmic-ray injection intensity near the Galac-
tic center. The non-linearity of the Schmidt law (when
ns > 1) implies that cosmic-ray injection rate scales
steeply with the H2 density, concentrating cosmic-rays
toward dense molecular clouds. Nowhere is the impact
of this more dramatically realized than in the Central
Molecular Zone and Galactic bar. Cosmic-rays younger
than 105 yr remain quite close to their injection site,
illuminating the giant molecular structures which gen-
erated them. As the cosmic-rays age they diffuse out-
ward (Rdiff.(E) = 2
√
Dxx(E)t) and produce γ-rays in
the ambient ISM. For electrons near the Galactic center,
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the magnetic fields and ISRF energy densities are suffi-
ciently large that energy losses strongly limit the diffusion
timescale, leaving behind a sharply peaked, and approx-
imately spherical inverse Compton component. Thus, as
fH2 is increased, the CR population at the Galactic center
is enhanced and the GCE is strongly reduced until the
diffuse emission eventually over-saturates the observed
emission from the inner Galaxy for high values of fH2 .
As ns is increased, cosmic-ray sources become increas-
ingly concentrated in the most gas dense regions – e.g.
the CMZ. For the inner Galaxy, the effect is quite sim-
ilar to increasing fH2. Thus for larger values of ns, the
same level of GCE reduction (and CMZ injecttion rate)
is achieved by smaller fH2. Statistically, this is evidenced
by the compression of the ∆χ2 versus fH2 profile as ns
becomes larger. The global γ-ray fit improves somewhat
for larger values of ns, though the difference is subdom-
inant compared with changing fH2. Because diffusion
washes out much of the peaked structures, increasing ns
adds more cosmic-rays to the densest gas clouds, effec-
tively rescaling the action of fH2. We therefore choose
ns = 1.5 for the remainder of this paper and relegate
further study to the future.
Without invoking an extra GCE template, the fit in
the inner Galaxy analysis shows marked improvement
using our star formation source model, preferring fH2 ≈
0.15 − 0.25 at very high significance (∆χ2 ≈ 4000) over
the pure SNR distribution. When a GCE template is
added, the fit is more agnostic to changes in fH2 and has
a shallower profile which slightly prefers fH2 = 0.1. The
test statistic (TS) for the addition of the GCE template
is given by the difference between the red and blue curves
and our Canonical model with ns = 1.5 and fH2 ≈ 0.1
reduces the significance of the excess from TS≈4000 (in
the case of Mod A), down to TS∼10009 These two results
indicate the strong degeneracy between the GCE tem-
plate and GDE models containing a cosmic-ray emitting
CMZ. In addition, it is intriguing to note that the glob-
ally preferred values of fH2 are the same as those that
maximally reduce the significance of the GCE. Specifi-
cally, the TS of the GCE is reduced further to TS = 333
when the best fit global model of ns = 1.5 and fH2 ≈ 0.2
is employed, and remains highly suppressed when larger
fH2 are used (as preferred by the CMZ SFR constraints).
On the other hand, the statistical significance of this com-
ponent is still reasonably high, motivating us to study the
residual properties of the GCE in detail in Section IV C.
Globally, our fH2 models perform much better than the
default SNR case (and better than Mod A, though this is
9 We note here that the
√
TS cannot be interpreted straightfor-
wardly as a significance due to the large unresolved systematic
uncertainties [10]. In particular, no GDE model currently de-
scribes the data even remotely close to the level of Poisson noise
making an interpretation of ∆χ2 in terms of significance difficult.
A study of the (much larger) correlated systematic uncertainties
along the Galactic plane can be found in ref. [10], and is used at
several points below.
not shown). One can examine ∆χ2 for each pixel in order
to determine which regions improve as fH2 is increased.
This is shown in Figure 5, where the delta-log-likelihoods
for fH2 = 0.2 versus fH2 = 0.0 (null model) are presented
for the three regions used in the Global analysis. Blue
regions highlight lines-of-sight where the addition cosmic-
ray sources tracing the H2 density provide an improved
fit relative to the axisymmetric SNR model [68].
In the global-inner Galaxy, the redistribution of cos-
mic rays dramatically improves the fit for 45◦ < l < 30◦.
In the plane, diffuse Galactic γ-ray emission is domi-
nated by pi0 decays following the hadronic interactions
of cosmic-ray protons with molecular hydrogen. Be-
cause the CO→ H2 conversion factor (XCO) has been
refit for each model, the fit improvements in this region
must originate from (i) non-axisymmetric features of the
cosmic-ray injection morphology and/or (ii) an improved
steady-state distribution of cosmic-rays which illuminate
the fixed atomic and ionized Hydrogen gas components.
In either case, the improved fit indicates that the new
source models are resolving important cosmic-ray emit-
ting structures toward the inner Galaxy.
The outer Galaxy analysis produces very different out-
comes, with non-zero fH2 resulting in an inferior fit.
However, this is likely to be a red herring, as the under-
performing pixels lie above a few degrees latitude, where
the thick disks of HI and HII dominate the gas density
(rather than H2). Because HI is directly observable and
the conversion from 21cm line intensity to gas density
is requires only a single parameter (the hydrogen spin
temperature, which is typically treated as globally con-
stant) the radial profile of atomic hydrogen is fixed. This
is in contrast to H2 where the XCO conversion factor
is allowed to vary. As we have seen in Fig. 2, increas-
ing fH2 centrally concentrates the cosmic-rays causing
the fixed HI and HII γ-ray emission to become dimmer.
This leads to a worse fit which can only be compensated
by XCO at low latitudes. Given that the gas surveys
are complete over these regions, it is notable that the
outer Galaxy appears to have either a significant abun-
dance of dark gas, or an increased population of cosmic-
ray sources relative to observations (e.g. supernova or
pulsar counts). This conclusion is consistent with previ-
ous determinations of the radial XCO profile from γ-ray
data [55, 93].
In Figure 6 we show the spectrum of each diffuse com-
ponent (omitting the fixed point source template) in the
inner Galaxy analysis as fH2 is increased, with transpar-
ent to opaque lines showing fH2 = 0→ 0.3 in increments
of 0.05. In the top panel, we include a GCE template in
the fit and as fH2 is increased, the GCE flux is rapidly
diminished at all energies, hardening at low energies and
eventually becoming over-subtracted if the DM template
is allowed to take on negative values. The yellow uncer-
tainty bands correspond to 1σ diagonal elements of the
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FIG. 5. Pixel-by-pixel −2∆ ln(L) for fH2 = 0.2 against the null model fH2 = 0.0, integrated over all energy bands for the
global γ-ray analysis in the local(|b| ≥ 8◦), outer (|b| < 8◦, |l| > 80◦), and inner Galaxy (|b| < 8◦, |l| < 80◦) regions of
interest, smoothed by a 0.5◦ Gaussian kernel. Blue regions represent an improved fit compared with the axisymmetric source
distributions. The outer and inner regions have been rescaled by a factor 1/2 and 1/10, respectively and the white ‘holes’ are
due to point source masking, where the pixels have been weighted according to Eq. (12). Boxes indicate the edges of each
global analysis ROI, and may produce discontinuities in the residuals since different model fits are imposed.
full correlated systematic uncertainties10 from Ref. [10].
These are are most significant at energies <∼ 1 GeV, where
the Fermi’s point spread function becomes large, mak-
ing it difficult to distinguish components based on mor-
phology alone. The ICS component, Fermi bubbles, and
isotropic templates gain some power across all energies
while the pi0 component is largely unchanged.
In the lower panel, we include only known astrophysi-
cal components (no GCE) in the fit. The Fermi bubbles
spectrum is now very stable as a function of fH2 while
the isotropic component changes by a factor 2-3 below
10 GeV becoming more akin to a smooth power-law for
larger fH2. In all cases, the isotropic and Bubbles spec-
tra are constrained by larger ROIs. Even so, at low ener-
gies the point spread function is large, and the effective
ROI of the inner Galaxy is small due to the large num-
ber of point sources in the field. The spectrum of each
component is thus much more uncertain than the sta-
tistical error bars shown, and can include contributions
from mismodeled point sources, gas, or unmodeled dif-
fuse components that are not present in other regions of
the Galaxy. Finally, while the the total ICS component
is reduced, this does not imply that the ICS emission is
10 While these were derived using a different GDE model, we show
in Sec IV C 2 that GCE-like residuals along the Galactic plane
do not change as dramatically as the Galactic center excess with
increasing fH2, implying that the errors for the fH2 = 0.2 case
should be comparable to those of Mod A.
reduced near the Galactic center. In fact, models with
fH2 ≈ 0.2 produce a several fold enhancement within the
inner few degrees compared with the pure SNR case.
In Figure 7 we show the longitude and latitude profiles
of the ICS emission along b = 0 and l = 0 for the cases of
fH2 = 0 (transparent lines) and fH2 = 0.2 (opaque lines).
Each line has been normalized to unity at (l, b) = (0, 20◦).
Most apparent is the completely flat longitudinal profile
for the traditional models, highlighting the missing CMZ
contribution. As we turn on the new source distribution,
a large spike appears, peaked at the Galactic center. In
longitude, the old model includes a peak at b = 0 due
to the traversal of the Galactic plane, where the electron
density is large throughout. The new spike is approxi-
mately spherical (keeping in mind this figure shows the
total ICS emission with minor elongation along the plane
due to the partly disk-oriented injection morphology. It
is precisely this spike component which becomes highly
degenerate with the observed properties of the GCE. As
will be briefly discussed later, the true ICS profile may be
steeper than shown here if one includes a more realistic
model of the optical and infrared radiation field morphol-
ogy near the CMZ. This ISRF structure is not present,
and directly impacts the morphology and spectrum of
the ICS emission.
In Figure 8 we show ∆χ2 as a function of the energy for
different values of fH2. Increasing fH2 greatly improves
the fit without a GCE template between 1 and 20 GeV
where the Galactic center excess is brightest. At lower
energies, the improvement is smaller owing to the heavy
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FIG. 6. Inner Galaxy spectra of diffuse emission components
with a GCE template (top) and without (bottom). Curves
from transparent to opaque increase fH2 from 0 to 0.3 in incre-
ments of 0.05, with the fH2 = 0.2 case marked by error bars.
In the top panel, absolute fluxes below 10−7 GeV/cm2/s/sr
have been linearized in order to show negative fit values. The
filled yellow error bars show correlated systematic uncertain-
ties taken from ref. [10]. We have assumed here (with some
motivation as described below) that these are comparable to
the systematic errors of our new GDE models. Note that al-
though the Fermi bubbles and isotropic spectra are allowed to
float, deviations from the values determined using larger re-
gions of interest are penalized by an externally imposed χ2ext,
as described in Sec. III C.
PSF masking of the ROI, with only marginal improve-
ments up to fH2 = 0.1, and reversing for higher val-
ues where the GCE template becomes over-subtracted.
Again, these ∆χ2 curves are purely statistical and do
not take into account the very large systematic uncer-
tainties present below 1 GeV, where point sources in the
Galactic plane can strongly influence the results, and the
diffuse components become more degenerate. The great-
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(transparent lines) and fH2 = 0.2 (opaque lines). Each line
has been normalized to unity at (l, b) = (0, 20◦).
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est improvement occurs at energies near the peak of the
GCE spectrum, where the number of residual photons is
greatest in previous models, and the point spread func-
tion is small enough to preserve morphological details.
We see that when including dark matter, the fit is only
marginally improved near the peak GCE energies, com-
pared to fH2 = 0.2. The similarity of these curves points
to the strong statistical degeneracy between the astro-
physical ICS emission of the Canonical model and dark-
matter-like GCE template.
Our star formation model has one additional parame-
ter: the critical density, ρc, which sets the minimum gas
threshold to initiate star formation, and thus to inject
cosmic-rays. In Figure 9, we show variations away from
the default 0.1 cm−3.The impact on the GCE negligible
for ρc ≤ 0.1 cm−3, indicating that H2 densities below
ρc = 0.1 nH2/cm
3 do not contribute significantly to the
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FIG. 9. Left: Flux of the GCE template, for the inner Galaxy analysis as the star formation threshold density ρs is varied.
Center: ∆χ2 for the inner Galaxy analysis with and without a GCE template included in the fit. Right: ∆χ2 for the global
analysis.
primary source population near the Galactic center. At
higher thresholds, lower-density diffuse gas clouds con-
tribute less. For a fixed value of fH2, the number of
sources in dense regions is thus increased, with an ef-
fect that is similar to increasing ns. Globally, slightly
higher thresholds ρc ≈ 1 cm−3 are preferred, larger than
those typically implemented theoretically and in hydro-
dynamic simulations [87], but within range of some mod-
els [118, 119]. All but the largest star forming regions are
below the 500 pc resolution of our simulation and 100 pc
resolution of the gas distributions, making this parame-
ter more phenomenological than physical. Furthermore,
the gas density is averaged over the lattice cell, and at
sub-grid scales will contain much higher densities. The
high threshold preference in the outer Galaxy is due to
the redistribution of cosmic-rays to large radius, though,
as mentioned above, this region appears to be biased in
the γ-ray fits. Regardless of the specific value, the net
effect on the Galactic center excess is to change the ef-
fective normalization of the CMZ region, since – for a
given fH2 – excluding the low density diffuse cosmic-ray
sources assigns the more sources to the very dense GC
(and to the R > 8.5 kpc Galaxy). We therefore consider
ρc as essentially degenerate with fH2, and do not consider
further variations here.
In Figure 10 we summarize the star formation model
parameter space by showing statistics for a variety of fits
in three cross-sectional planes involving fH2, ns, ρc. From
left to right columns we show the inner Galaxy ∆χ2 with
a GCE and without a GCE template (relative to Mod A
+ GCE), the total Global ∆χ2 (relative to the Canonical
model with fH2 = 0), and the test statistic of the GCE
template in the inner Galaxy analysis. For the first three
columns, lower values correspond to better fits, while in
the right column, lower values correspond to lower GCE
significance.
In the first row, we show the ns versus fH2 plane. The
inner Galaxy fits with and without a GCE template pre-
fer ns ≈ 1.5 − 1.75 and smaller fH2 ≈ .1 − .2. Glob-
ally, high ns are preferred which increases the number
of sources in very dense gas regions, and decreases the
fraction of cosmic-ray injection stemming from diffuse
low-density sources. Because of this, a larger ns requires
a lower fH2 to achieve the same level of structure. This
inverse proportionality is clearly visible in all panels, and
is especially prominent in the significance of the GCE
template.
In the ρc versus fH2 plane, a similar story unfolds.
For a fixed fH2, a larger star-formation threshold will en-
hance the number of sources in over-dense regions. For
the CMZ in particular, the gas density is well over thresh-
old, and an increase in ρc is nearly identical to increas-
ing fH2. As we discussed in Fig 9, the global fit im-
provement at ρc ≈ 1cm−3 is driven mostly by the bi-
ased outer Galaxy analysis. The inner Galaxy fit with
and without a GCE template is marginally improved for
(fH2, ρc) ≈ (0.1, 2 cm−3), but the GCE significance re-
mains largely indifferent for similar CMZ brightnesses.
Finally, the third row shows ρc versus ns. The IG fits
which include a GCE template prefer a large threshold
and low ns, showing that the parameters are not com-
pletely degenerate with each other. Similarly, the global
fits marginally prefer high ns and ρc, again due to the im-
proved outer Galaxy fit. With no GCE template in the
IG, our Canonical model performs well. Perhaps most
important is that both the IG No GCE fit and the GCE
template significance are roughly constant along an el-
liptical ridge (blue arc moving counter-clockwise from
log10(ρc) = 0 to ns = 1.5). This highlights the strong
degeneracy between ns and ρc.
In summary, we have shown that our star forma-
tion model parameters are highly covariant with each
other, and that the full model space is conveniently ap-
proximated by a single parameter fH2 over the interest-
ing subspace. Globally, the γ-ray data strongly prefer
fH2 ≈ 0.2 − 0.25 overall, and even higher values to-
ward the global-local and global-inner regions. Remark-
ably, this parameter space is compatible with indepen-
dent measures of the CMZ SNe rate (see Fig. 1). When
focusing only on the inner Galaxy ROI, fits including only
the Galactic diffuse emission components very strongly
prefer fH2 ≈ 0.15 − 0.20. These models produce an ICS
emission spike which is highly degenerate with the prop-
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FIG. 10. Fit statistics as star formation model parameters are varied. From left to right columns we show ∆χ2 for the inner
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the Canonical model.
erties of the GCE. However, when a GCE template is
added, the fit is still significantly improved, though a
lower value of fH2 ≈ 0.1 − 0.15 is preferred. Below we
will first study the Galactic center ROI, and will then
characterize the spectrum and morphology of the resid-
ual emission in each analysis.
B. Spectrum and Statistics at the Galactic Center
In this section we present results for the 15◦ × 15◦
region surrounding the Galactic center. In this analy-
sis, the GCE template produces a significant fraction of
the total γ-ray emission throughout the entire ROI. This
contrasts with the Inner Galaxy analysis, where the as-
trophysical emission components are, in large part, fit
to the data in regions where the GCE template provides
only a marginal contribution to the total γ-ray flux. Fur-
thermore, when the bright Galactic plane is included in
the analysis window, the analysis becomes sensitive to
both emission along the plane, and to the GCE profile
within 2 degrees of the Galactic center. For this reason,
we perform fits over two analysis windows: one includ-
ing the Galactic plane and one with the plane (|b| < 2◦)
masked.
In Figure 11 we show the log-likelihood preference for
the GCE template as well as the best-fitting NFW spec-
trum for various choices of fH2. We note two important
conclusions: (1) the normalization and spectrum of the
NFW template remain robust to changes in fH2, main-
taining a total intensity that varies by less than 10% in
the 1-10 GeV energy range for all astrophysical diffuse
emission models, (2) The value of fH2 = 0.1 is preferred
for our standard analysis for both fits that do, or do
not, include a GCE component. This result is somewhat
lower than in the Inner Galaxy analysis in the case that
no GCE source is present, but is consistent in the case
that the GCE component remains in the analysis.
We also show the resulting spectra and normalizations
of the GCE template in models where the isotropic emis-
sion component and bubbles emission component, as well
as all 3FGL sources, are fixed to their standard values
from analyses of larger ROIs. We find that the spec-
trum and normalization of the GCE template remain ro-
bust when the isotropic and bubbles emission templates
are fixed, showing the lack of degeneracy between these
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FIG. 11. The log-likelihood fit (top) and best fit GCE spectrum (bottom) for values of fH2 = 0.0 – 0.3, in models where
all backgrounds are allowed to float independently in each energy bin (left), the isotropic and bubbles templates are fixed to
their putative value in full sky fits to the data (center), and the isotropic, bubbles, and 3FGL point source templates are fixed
to their nominal values (right). In nearly all cases a value of fH2 = 0.1 is preferred by the data. We note that the NFW
template remains statistically significant and maintains a consistent spectrum in all cases except for models where the 3FGL
point sources are fixed to their default values, a result that is expected due to the significant degeneracy between point sources
near the GC and the GCE template.
diffuse emission models and the GCE component in the
Galactic Center ROI. However, the emission in the GCE
component decreases significantly when 3FGL sources
are fit to their nominal values. This is not unexpected, as
there are several bright sources within ∼1◦ of the Galac-
tic center that are highly degenerate with the addition of
an NFW template [8]. In interpretations where the GCE
is a real emission component, this degeneracy is easily
explained as a mismodeling of 3FGL point sources due
to a miscalibration of the background diffuse emission.
However, one might worry that the robustness of the
GCE in the Galactic center analysis stems from its large
fractional intensity in the inner few degrees surrounding
the GC. If the GCE template is highly favored close to
the Galactic center, it may remain bright in a Galactic
center analysis even if it provides a poorer fit to the γ-
ray emission in regions several degrees from the GC. To
investigate this possibility, we modify the GC analysis in
order to mask regions of the sky with |b| < 2◦, identical
to the mask employed in the IG analysis. In Figure 12
we show the resulting normalization and spectrum of the
NFW profile for all choices of fH2.
We note three immediate results: (1) the best fit value
of fH2 is 0.0 in scenarios where the GCE template is
included. However, this result is not particularly statis-
tically significant, and a value fH2 = 0.1 is disfavored
at only TS∼31. (2) The best fit spectrum of the GCE
component remains similar to fits over the full Galactic
Center ROI, albeit with the addition of some low-energy
emission that may be due to leakage from the masked
plane region, and (3) the statistical significance of the
GCE component is, however, substantially reduced, from
TS∼1450 to TS∼160. While some reduction in the TS is
expected from the smaller ROI of the masked analysis, we
note that cutting the region |b| < 2◦ removes only 61% of
the photons above 1 GeV. Since TS is, roughly, a photon
counting statistic, we would expect a similar reduction in
the TS, compared to the observed 90%. Instead, this re-
sult indicates that there is a greater degeneracy between
the astrophysical diffuse emission and the GCE in the
region |b| < 2◦.
As mentioned above, the GCE flux is comparable to
that of the astrophysical emission components over the
small ROI. Thus, in the Galactic center analysis, the ad-
dition of a GCE template is likely to significantly alter
the flux of astrophysical emission components, compared
to models of the Inner Galaxy. In Figure 13 we show 1σ
statistical uncertainties on relative normalization of the
astrophysical diffuse background components after the
addition of a GCE template in the unmasked GC anal-
ysis. The large reduction in the ICS normalization after
the GCE is added shows that the ICS emission (in partic-
ular) is highly degenerate with the properties of the ex-
cess in the case where fH2 = 0.2. For visual clarity, we do
not show the relative normalization of the bubbles com-
ponent, but note that the flux uncertainty of the Fermi
26
0.0 0.05 0.1 0.15 0.2 0.25
fH2
200
400
L
og
(L
) NFW no NFW
1 10 100
Energy (GeV)
10 7
10 6
E
2
d
N
/d
E
(G
eV
cm
 2
s 
1
sr
 1
)
All Backgrounds
Floating
fH2 = 0.00
fH2 = 0.05
fH2 = 0.10
fH2 = 0.15
fH2 = 0.20
fH2 = 0.25
fH2 = 0.30
0.05 0.1 0.15 0.2 0.25
fH2
1 10 100
Energy (GeV)
Isotropic & Bubbles Fixed
0.05 0.1 0.15 0.2 0.25 0.3
fH2
1 10 100
Energy (GeV)
Isotropic, Bubbles & PS Fixed
FIG. 12. Same as Figure 11 for an analysis which masks the Galactic plane (|b| < 2◦) from the 15◦× 15◦ ROI surrounding the
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bubbles component is significantly larger than its flux in
nearly all energy bins, implying that the component is
unimportant for fits in the Galactic center ROI. This is
reasonable considering that the Fermi Bubbles template
is has uniform brightness and covers almost the full GC
ROI. Intriguingly, this figure depicts the Galactic center
analog to the decreasing intensity of the GCE compo-
nent when fH2 is increased in the Inner Galaxy analy-
sis. In analyses of the Galactic center ROI, the degen-
eracy between the GCE component and ICS component
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FIG. 14. Residual emission maps as fH2 is increased for the in-
ner Galaxy analysis with no GCE template included in the fit.
Red indicates under-subtracted regions while blue indicates
regions where the diffuse model is overly bright. All maps
have been multiplied by the Galactic plane mask, weighted
according to the 3FGL point-source mask defined by Eq. (12),
and subsequently smoothed by a Gaussian kernel of σ = 0.5◦.
statistically favors the fit from the GCE. Turning on a
GCE component thus significantly decreases the emission
stemming from the ICS component, producing a spectral
dip mimicking the GCE emission.
C. Characterizing Residual Emission
In this section we study the emission morphology and
spectrum of the GCE component as determined by the
Inner Galaxy and Galactic center analyses. We will first
examine IG residuals as a function of fH2 (IV C 1), fol-
lowed by a comparison of the GCE with residuals along
the Galactic plane (Sec. IV C 2). Next we will determine
radial profile derived by splitting the GCE template into
annuli and determining the best fit (Sec. IV C 3. Then we
will simultaneously vary the ellipticity and inner slope of
the GCE template to determine the best fit morphology
for the inner Galaxy (Sec. IV C 3), and will test the en-
ergy dependence of the best-fit morphology. Finally, we
perform morphological scans on the Galactic center ROI
(Sec. IV C 5).
1. Raw Residuals
In Figure 14 we show residuals for the inner Galaxy
analysis with no GCE template for fH2 = 0, 0.15, and 0.3
(left to right columns), integrated over low, middle, and
high energy bands (top to bottom rows). The residuals
have been multiplied by the weighted point source mask
and smoothed by a Gaussian kernel with σ ≈ 0.5◦. Vi-
sually, it is easy to see the disappearing excess in each
energy band as fH2 is increased, eventually leading to
over-subtracted (blue) regions for fH2 = 0.3. For both
models, the positive residual at l ≈ 10◦ − 20◦ becomes
brighter for large fH2. As noted by Ref. [10], this is con-
nected with the Aquila Rift H2 star forming region which
lies within a few hundred parsecs of the Earth. Unlike
the GCE, the Aquila Rift spectrum is a smooth and soft
power law, consistent with star forming regions. The
residual emission associated with the Aquila Rift region
falls off rapidly at higher energies. We have tried ad-
ditional templates for the Aquila Rift region, where we
use the PEB H2 model and sliced out the nearest 500
pc for l > 15◦ (which includes the full AQ region). This
does substantially improve the fit over the positive lon-
gitude edge of the ROI, but does not impact the flux or
spectrum of the GCE. Because the inclusion of this tem-
plate in fits also reduces convergence of the optimizer
in many cases, we do not include it in further analyses,
however, we note the utility of the PEB model [62] when
generating templates for individual molecular or atomic
hydrogen structures which need to be isolated along the
line-of-sight.
As the diffuse emission model changes, so does inferred
spectrum and normalization of point sources in the field.
Although these point sources should be refit for each new
diffuse model, the huge number of additional parameters
make this optimization impractical for the inner Galaxy
ROI. Still, γ-ray skymaps for different fH2 values vary
significantly, and it is inevitable that new point sources
arise and that 3FGL sources become mismodeled. To test
the possibility that new point sources or leakage are sig-
nificant, we compute the angular power spectra of resid-
uals for fH2 = 0 and fH2 = 0.3 and examine the ratio of
coefficients. We find that most of the new spectral power
is picked only up at low angular frequencies while the
small wavelength residual power (those below the scale
of the PSF) are not changed at a statistically significant
level. This provides support that the point source leak-
age as the diffuse model is changed is not important.
We also find only very weak sensitivity to the photon
PSF class for the inner Galaxy analysis. Further photon
subselections are not explored further here, although we
have verified that the IG and GC results presented below
remain robust when using the PSF3 events class which
contains 25% of the total photons with the best angular
resolution.
2. Galactic Plane Residuals
In order to compare the GCE intensity against resid-
uals found along the Galactic plane, we follow the pro-
cedure of Ref. [10], transposing our entire inner Galaxy
analysis in longitude, with the NFWα = 1.05 GCE tem-
plate centered in each offset ROI for |l| < 40◦. We do
not, however, perform a full systematic study of uncer-
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FIG. 15. Best fit flux for a window centered NFWα=1.05 tem-
plate as the inner Galaxy analysis is transposed along the
Galactic plane. Curves from light to dark increase fH2 from 0
to 0.3 in increments of 0.05, with fH2 = 0.2 case marked with
error bars. The dotted lines are the 1σ (highly-correlated in
energy) systematic uncertainties for residuals along the Galac-
tic plane taken from Ref. [10]. Red ‘×’s mark non-convergent
fits.
tainties as done in Ref. [10]. If the plane residuals are not
dramatically changed by our new source models, the sys-
tematic error bars derived in Ref. [10] should still provide
a reasonable estimate of the uncertainties here.
In Figure 15 we show the flux of the transposed GCE
template at 750 MeV, 1.9 GeV, and 6.9 GeV as fH2 is
increased. Error bars highlight the Canonical model.
The dotted lines (symmetric about zero) are the 1σ sys-
tematic error bands from Ref. [10]’s principle component
analysis of Galactic plane residuals. As fH2 is increased
we see that the Galactic center excess is reduced well be-
low the level of the Aquila Rift star forming region at
l ≈ 25◦, and is comparable to the projected molecular
ring at l ≈ −25◦. The Canonical model is near or be-
low the 1σ systematics in each case. The residuals along
the plane do increase with increasing fH2, but at a 10-
20% level, indicating that fH2 > 0 dominantly impacts
the Galactic center excess while remaining a compatible
with other regions along the Plane. It is intriguing that
increasing fH2 enhances the Aquila Rift region (l = 25
◦)
given that H2 rich regions should be made brighter, and
would seemingly reduce positive residuals which have
their origins in dense H2 star forming regions. However,
it is difficult to ascertain the exact cause in a template
analysis since the morphology depends on emission along
the full line of sight. Our new source model does improve
the small residuals near l = ±15◦. The spectrum of the
non-GCE residuals is essentially unchanged, following a
soft power-law consistent with star-forming regions.
3. Radial Profiles
In addition to spectral changes to the GCE, the mor-
phology of the Galactic center excess is also sensitive to
fH2. In the case of fH2 = 0, the residual is approximately
spherical with a radial profile consistent with a standard
NFW profile (though a slight adiabatic contraction to
α = 1.05 is statistically preferred). However, as fH2 is
increased, we observe the radial profile to become much
shallower and we will see that the preferred ellipticity be-
comes energy dependent and non-spherical. As an initial
test of these distortions we begin with the inner Galaxy
analysis and split the NFWα=1.05 template into 2
◦ wide
annuli, providing both the GCE intensity and spectrum
as a function of radius.
In Figure 16 we show the flux as a function of the
projected angle (ψ) from the Galactic center at 1, 2.36,
and 6.92 GeV. Also shown, are the projected NFW pro-
files using inner slopes α = 0.5, 1, and 1.25. As fH2 is
increased, we observe that the emission morphology is
significantly flattened at all energies. Not only is the
GCE suppressed at small radii, but it is also enhanced at
large radii. This effect is most dramatic for ICS photons
with Eγ <∼ 1 GeV. At these low energies, the electron
energy loss timescale is much longer, and the electrons
diffuse farther away from the CMZ. Eventually, the dif-
fuse emission becomes too bright and saturates ψ <∼ 5◦.
This suppresses the entire ICS template, including the
high latitude ICS from the disk. At large radii, the GCE
template brightens to compensate. At higher energies,
larger fH2 would further reduce the excess, but more effi-
cient transport is also needed so that electrons above 30
GeV can propagate to larger radii over the same energy
loss time-scale. In Appendix E, we show the GCE spec-
trum over the 10 IG regions defined by Calore et al [10],
in which similar conclusions can be drawn.
Most importantly, the remaining excess is too flat to
match any non-cored NFW emission profile. As shown
in Fig 1, models with fH2 < 0.3 still under-predict the
supernovae rate in the CMZ, and the results shown here
may be conservative. On the other hand, low fH2 models
with a GCE component are still statistically preferred,
and one must make a choice about which prior weights
to apply on the value of fH2.
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FIG. 16. Radial flux profile of the NFWα=1.05 annuli at three energies representative of the Galactic center excess. Curves
from light to dark increase fH2 from 0 to 0.3 in increments of 0.05, with the Canonical fH2 = 0.2 model indicated by error bars.
We also show arbitrarily normalized projected NFW flux profiles for inner slopes α ∈ {0.5, 1, 1.25}. Note that (i) the inner
slope of the GCE template is fixed to α = 1.05 before subdivision into annuli, which may slightly bias results, and (ii) that the
vertical axes have been rescaled by a factor 10−5.
4. Inner Galaxy Slope and Ellipticity
We have shown above that the intensity and radial
profile of the residual emission are highly sensitive to fH2,
with larger values resulting in a pronounced flattening.
The properties of the excess must now be evaluated in
terms of the new preferred morphology. We therefore
perform a new scan in the parameter space of inner slope
αNFW vs ellipticity  for several values of fH2.
In the top panel of Figure 17, we present the IG ∆χ2
in the αNFW vs  plane for three values of fH2. The
left panel contains the standard case of fH2 = 0 which
shows a highly spherical profile and a steep inner slope
αNFW ≈ 1.15. In black ’+’ markers, we show the evo-
lution of the best fitting profile as fH2 increases. As
observed in the morphological tests above, we find the
profile parametrically becomes elongated and flattened
as fH2 increases, up to fH2 = 0.15. In the second col-
umn we show the case of fH2 = 0.1 which is the best
fitting case for the Inner Galaxy with a GCE template in-
cluded. Interestingly, in this case, we find that a peaked,
and roughly spherically symmetric profile is still preferred
overall. The third panel shows our Canonical model,
which is the preferred fit in both the full sky data, as
well as the Inner Galaxy when no GCE template is in-
cluded. Here, two islands form which are either highly
disk oriented or prefer an ellipticity extending out of the
disk. Here the energy dependence of the GCE is man-
ifest, and it is clear that we can not rely on an energy
averaged view alone. If the CMZ star formation rate and
global γ-ray analysis are taken as a strong priors toward
fH2 ≥ 0.2 in the inner Galaxy, then a dark-matter-like
profile (αNFW = 1,  = 1) is ruled out by ∆χ
2 ≈ 133,
with larger values of fH2 even more strongly disfavoring
a dark matter interpretation.
In the right panel, we marginalize11 over fH2 by choos-
ing the best fitting case for each (αNFW, ), and repre-
sent this best fitting fH2 via overlaid contours. Intrigu-
ingly, the best fits to the inner Galaxy (with a value
of fH2 = 0.1) remains consistent with the standard as-
sumptions for an NFW profile motivated by dark matter
annihilation (α = 1.0, Axis Ratio = 1.0) at the level
∆χ2 = 34. For dark matter interpretations of the GCE,
this remains the most important result of the present
work. Using vastly improved and more realistic diffuse
emission models for γ-ray generation near the GC, mod-
els with a GCE component motivated by dark matter
annihilation remain compatible with the data.
More important than the energy averaged morphology
is to examine the energy dependence as fH2 is increased
(left to right). In the bottom pane of Figure 17, we show
the preferred morphology split into four bins of increas-
ing energy (top to bottom columns). For the fH2 = 0
models which have no CMZ, the morphology is spherical
except for the lowest energy bin where a disky profile is
favored by ∆χ2 ≈ 80. Before adding CMZ cosmic-rays,
the energy independent GCE mophology provides an in-
dication that – for a cosmic-ray interpretation of the GCE
to succeed – CR transport near the Galactic center must
be dominated by energy independent mechanisms such as
advection, rather than energy dependent diffusion.
For fH2 = 0.1, the GCE flux below 1 GeV is near
zero, and the instrumental PSF is large. This results
in only weak low-energy constraints on the morphology,
with a slight preference toward very flat αNFW <∼ 0.6
profiles elongated out of the disk. Above 1 GeV, the
profile remains spherical and steep. These models remain
11 Typically, marginalizing implies integrating out the nuisance pa-
rameter. Here the likelihood function is usually quite sharp in
fH2 for a given choice of morphology and it suffices to just select
the best fitting value.
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FIG. 17. Top: Preferred morphology (ellipticity  and inner-slope αNFW) of the GCE template for increasing values of fH2.
The left panel shows the fH2 = 0 case with black ‘+’ markers indicating the best fitting morphology for each fH2 sampled.
The center two panels show the best-fitting inner Galaxy case with a GCE template and fH2 = 0.1, as well as the fH2 = 0.2
preferred by the global ROI. The right panel shows the preferred GCE morphology after marginalizing over fH2 – i.e. always
choosing the value of fH2 which minimizes the χ
2. Here contours indicate the best fitting value of fH2, with the overall best
fitting case corresponding to fH2 = 0.1. Bottom: Same left to right columns as above, but divided into four energy bins (top
to bottom) showing the energy dependence of the morphology as fH2 is increased. We note that for fH2 >∼ 0.2, the low energy
GCE spectrum becomes negative and disk-aligned, indicating that the galactic diffuse emission model is too bright along the
disk near the GC. At higher energies, the GCE template prefers to extend out of the disk.
compatible with a dark matter interpretation, but still
dramatically underestimate the CMZ injection rate.
For fH2 = 0.2, the CMZ injection rate is somewhat
low, and the morphology is already becoming highly en-
ergy dependent. Below 1 GeV, the GCE template nor-
malization is negative. Thus, the preferred morphology
is not reflecting a residual, but rather parts of the GDE
model which are over-saturated. In this case, the disk-
aligned GCE morphology clearly implies that γ-ray emis-
sion near the disk is too bright in our Canonical model.
Above 1 GeV, where the residual still remains positive
and fairly bright, the GCE morphology strongly prefers
a flat (αNFW = 0.6) and highly elliptical ( = 2) GCE
morphology out of the disk. This trend continues for
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FIG. 18. Spectra of the GCE template in the inner Galaxy
analysis as the ellipticity  and inner-slope αNFW of the GCE
template is changed around our spherically symmetric Canon-
ical fH2 = 0.2 model. Disk-like models are favored at low en-
ergies where they can subtract the over-brightened disk, while
higher energies favor a GCE template which is both flattened
and elongated perpendicular to the disk.
larger values of fH2. The dual preference for a negative,
steep, and disky profile versus a positive, flat, and per-
pendicular profile is also to be expected if the true GCE
is somewhat bipolar. Similar morphological features have
recently been noted in Ref. [120], and would be prevelent
if a bipolar Galactic center wind is present which would
both clear out low-energy electrons from the disk and
elongate the ICS model vertically. In the marginalized
column, large, disk oriented fH2 is preferred at below 1
GeV, while the peaked emission remains spherical above
1 GeV.
As the morphology of the GCE template is adjusted to
the preferred morphologies, the spectrum of the excess
must be re-evaluated. In Figure 18 we show the GCE
spectrum for our Canonical background model for a va-
riety of different morphologies. In solid blue we show the
typical spherical profile. In dashed-yellow we see that
disky GCE profiles become even more negative at low
energies. For these ‘disky’ models, this improves the fit
substantially by allowing the normalization of ICS to in-
crease ∼ 20% below 1 GeV, but requires an unphysical
subtraction of the central disk by the negative GCE tem-
plate. As we flatten the profile and elongate the GCE
template vertically out of the plane, the low energy GCE
flux moves back to zero, with less GCE flux gained above
1 GeV. Overall, we find that low energies in particular,
are extremely sensitive to the GCE template morphology.
This seems to strongly disfavor a dark matter interpre-
tations of the GCE for models with realistic cosmic-ray
injection rates.
5. Galactic Center Slope and Ellipticity
We attempt a similar exercise in the Galactic center,
distorting both the inner profile slope and the axis ratio
of the NFW template which produces the GCE emis-
sion component. We note that these simulations are con-
ducted at a slightly lower angular resolution of 0.1◦, and
we have checked that this only negligibly affects our re-
sults. In Figure 19 we find that ratios near the nom-
inal value for dark matter motivated interpretations of
the GCE are preferred, with a best fit α ∼ 1.15 and an
axis ratio of unity. When fH2 is increased to 0.2, this
best fit value remains robust, although there is also some
preference for a new γ-ray emission component which
is strongly stretched along the Galactic plane. These re-
sults closely mirror our analysis of the Inner Galaxy ROI,
and indicate that the morphology of the GCE very near
the Galactic Center is not degenerate with the injection
of cosmic-rays tracing the local H2 density in regions very
near the Galactic center.
As noted in Section IV B, the strong preference for
spherical symmetry and a α = 1.0 NFW profile in the
Galactic center analysis may stem solely from the very
high preference for this γ-ray morphology in the inner
degree or two surrounding the GC. Thus, in Figure 20
we repeat the above exercise, but mask out regions with
|b| < 2◦. In this case, we find a small (though statistically
significant) preference for slightly flatter NFW emission
profiles (γ = 0.8—1.0), and for some alignment parallel
to the Galactic plane (Axis ratio 0.6—1.2). These results
become more pronounced as fH2 is increased from 0.0 to
0.2. However, we note that the statistical significance
of these results has also decreased greatly after masking
the Galactic plane, and standard values (γ = 1.0, Axis
Ratio = 1) are only in tension with the best fit results
at the level of ∆χ2 = −2∆LG(L) ∼ 20. While the ori-
gin of this new emission morphology is unknown, it may
correlate with either the treatment of point sources very
close to |b| = 2◦ (regions which are masked in the Inner
Galaxy analysis), or the modeling of the bubbles compo-
nent, which is highly uncertain near the Galactic plane.
In summary of the residual analysis, we have shown
that as fH2 is increased, the GCE becomes suppressed
in the inner Galaxy. Transposing our analysis along the
Galactic plane shows that the GCE template flux which
remains is reduced well below the level of nearby Galactic
plane residuals, albeit with a distinct peaked spectrum.
This level of reduced residuals occurs uniquely at the
Galactic center. Splitting the GCE template into annuli
reveals that the radial profile of the GCE strongly flattens
as fH2 is enhanced, with the inner 5
◦ becoming oversub-
racted below 1 GeV, and indicating an overabundance of
electrons below ∼30 GeV in the Canonical model. We
then scanned the ellipticity and inner slope of the GCE
template, finding that the preferred emission morphology
becomes highly energy dependent for increasing fH2 but
remaining compatible with a dark matter interpretation
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FIG. 19. The log-likelihood fit of our model to data in the Galactic center analysis, as a function of the inner slope of the
NFW density profile for the GCE component (α) and the axis ratio for extension parallel to (<1) or perpendicular to (>1) the
Galactic plane. Contours represent rings of ∆LG(L) = 20. In the case of fH2 = 0.0, we find that typical values (α ∼ 1.0 and
an Axis Ratio of approximately unity) are favored. In the case of fH2 = 0.2, this still holds, although there is some evidence
for an emission component strongly elongated parallel to the Galactic plane.
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FIG. 20. Same as Figure 19, for a Galactic center model where the region |b| <2◦ is masked from the analysis. Contours now
represent changes of ∆ log(L) = 10. In the case fH2 = 0.0, we find that the resulting emission profile is still roughly consistent
with dark matter predictions, although profiles that are stretched parallel to the Galactic plane, and which are slightly cored
near the Galactic center provide statistically better fits to the data. In the case of fH2 = 0.2, the best fit profile becomes cored
near the Galactic center, and prefers elongation parallel to the Galactic plane.
for fH2 ≤ 0.1. The spectrum and flux of the GCE were
then shown to depend sensitively on the chosen GCE
template morphology. For the Galactic center analysis,
a bright, spherical, and highly peaked feature remains
in the inner 2◦ surrounding the GC, regardless of the
value of fH2, indicating that the current models do not
provide an explanation for these extreme inner regions.
When masking the Galactic plane, the inner profile flat-
tens considerably and becomes disk aligned, but remains
compatible with a dark matter interpretation at the level
of ∆χ2 ≈ 50.
D. Sensitivity to Diffusion Model Parameters
Globally and in the inner Galaxy, the new source dis-
tribution represents a genuine quantitative improvement
compared with the azimuthally symmetric case, with a
∆χ2 comparable to that of changing between the dif-
fusion parameters, gas distributions, or source distribu-
tions over the model space of Refs. [10, 55]. In this Sec-
tion we show how the inner Galaxy GCE spectrum, inner
Galaxy ∆χ2, and Global ∆χ2 change depending on the
parameters of the Galprop model. Galprop’s potential
parameter space is large, and long computation times
prohibit a full multi-dimensional exploration of the mod-
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FIG. 21. In two sets of panels, we show (top, middle, bottom) the GCE spectral variations, Inner Galaxy ∆χ2, and Global
∆χ2 as we vary global diffusion parameters around our Canonical fH2 model. The Canonical model parameter choice is shown
in each case by a vertical pink line. Top row: The flux ratio in low/mid/high energy bands (0.3-1, 1-5, and 5-300 GeV) of the
Galactic center excess spectrum relative to the GCE spectrum obtained using the Canonical model. Because the low-energy
band (purple) is negative in the Canonical model, we reverse the slope and vertically offset the line (i.e. plot 2-Flux/Canonical)
ensuring that decreasing values always indicate lower flux. Middle Row: Inner Galaxy ∆χ2 with and without a GCE template.
The test-statistic of the additional GCE template is indicated for each model, noting that maximal degeneracy between the
GCE and the GDE model occurs when these lines are at closest approach. Bottom Row: Total and region-by-region global
∆χ2 relative to the minimum over the parameter range. For zmax, D0, va, and δ, we also show 1-dimensional posteriors from
two Global Bayesian analysis of measurements of the local cosmic-ray spectra. Blue/gold shaded bands show 68/95% posterior
ranges from Ref. [121], and dark/light-blue from Ref. [122]. Best fit parameters are indicated in each case by red lines. See
also footnote 12.
els. Instead, we simply vary our Canonical model along
each direction of the parameter space individually. Our
aim is to show (i) that the globally preferred parameter
space also maximally reduces the Galactic center excess,
(ii) that adding our new source distribution improves the
global and inner Galaxy fits by an amount comparable to
the changing most of Galprop’s major parameters (within
reasonable ranges inferred by local cosmic-ray measure-
ments), and (iii) to explore how the GCE spectrum is
impacted by changing global diffusion conditions.
Below we group the discussion into related parame-
ters which include the standard diffusion parameters (D0,
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zmax, va, δ, dv/dz) as well as source and gas distributions,
ISRF variations, and magnetic field properties. We also
show the impact of global anisotropic diffusion perpen-
dicular to the plane. In most cases the results are similar
to the findings of Ref. [10], where the diffusion parame-
ters do not strongly change the GCE spectrum except oc-
casionally at low energies. However, several parameters
reshape the new CMZ cosmic-ray population, and the
morphology of the resulting γ-ray emission depends on
the diffusion conditions and energy losses at the Galactic
center. Here we limit our discussion to changing diffu-
sion parameters globally, emphasizing that these changes
effect both the CMZ electron cloud and the Galactic fore-
ground emission.
In Figure 21 we present a large grid of three-panel sets
for each parameter. The top row shows the ratio of the
GCE spectrum to the Canonical model in three energy
bands (0.3-1, 1-5, and 5-300 GeV), derived by averag-
ing the individual bins (weighted by their inverse vari-
ance). Because the low energy band is negative in the
Canonical model, we have plotted this 0.3-1 GeV line as
2-flux/Canonical. The sign-flip ensures that all decreas-
ing trends correspond to lower (possibly negative) flux,
and the offset allows for comparison with the mid/high
energy bands so that one can observe the spectral reshap-
ing. However, this also shifts the line of zero flux to +2 for
the low-energy band. In the second row, we show the ∆χ2
for the inner Galaxy analysis, with and without a GCE
template. In the bottom row, we show the global ∆χ2
for each region relative to the best fit. For several of the
standard diffusion parameters (zmax, D0, va, and δ), we
plot 1-dimensional Bayesian posteriors obtained by fit-
ting Galprop models against a variety of nuclear cosmic-
ray spectra [121], and more recently, AMS-02 measure-
ments of B/C and protons [122]).
Before iterating through our parameters individually,
several notes are in order regarding the global ∆χ2 and
posteriors. First, the spectrum in our global fits is fixed
to the Galprop output, and we have not marginalized
over injection spectra, implying that our global ∆χ2
could be slightly biased by an improved spectral fit
rather than morphological fit for some parameters
(this is not the case for fH2). Second, the cosmic-ray
posteriors shown are based on the cosmic-ray spectrum
in the Solar System and may not reflect populations
throughout the Galaxy, where e.g. turbulence, magnetic
fields, or injection spectra differ from the local ISM.
Third, the results here are 1-dimensional, while many
cosmic-ray parameters are notoriously degenerate. This
is particularly true when using primary-to-secondary
ratios, where D0/zmax are nearly perfectly correlated
12.
12 Ref. [122] breaks some of this degeneracy using the proton spec-
trum observed by AMS-02, loosely constraining zmax, but tightly
constraining D0/zmax. In the D0 panel of Figure 21 we show
the posterior based on our chosen zmax = 3 kpc, though the
marginalized posterior would be much wider.
fH2: For comparison, we recast the fH2 results from Sec-
tion IV A. Globally, the improvement going from fH2 = 0
to fH2 = 0.2 is very significant, particularly if one added
additional sources to the outer Galaxy. Relative to the
global ∆χ2 of other diffusion parameters explored here,
the fH2 profile is of the same order of improved ∆χ
2, not-
ing that for most of the parameters, the shown range is
much larger than the range allowed by cosmic-ray obser-
vations. In the IG ROI, the impact of increasing fH2 on
the GCE template significance is matched by no other
parameter or obvious combination of parameters. Simi-
larly, the fit quality without a GCE improves more than
any other parameter, other than the Gas distributions
(which provide an orthogonal improvement). Spectrally,
increasing fH2 decreases the GCE steadily at all energies,
and more than any other single parameter.
zmax and D0: Using only cosmic-ray primary to sec-
ondary ratios, the ratio of these parameters is typically
constant. Here however, it appears that the global γ-
ray data strongly breaks this degeneracy (the ∆χ2 are
not linearly proportional) and is directly sensitive to the
distribution of cosmic-rays out of the plane. The inner
and outer Galaxy in particular prefer thin diffusion ha-
los which quickly leak out cosmic-rays. Given that we
have hugely increased the cosmic-ray density in the inner
Galaxy, this might be expected, and we observe strong
preferences toward efficient transport out of the plane
with each of the related parameters (D0, dv/dz, and
Dzz). The local ring includes high latitudes (|b| > 8◦),
and is provides a relatively clean gauge of the local dif-
fusion halo size, preferring zmax between 2.75 and 4 kpc.
Importantly, the spectrum of the GCE is strongly re-
shaped by changes in zmax, with very thin halos enhanc-
ing the low energy GCE spectrum (which was previously
oversubtracted) and suppressing the other bands. Mod-
els with zmax = 2.25 kpc reduce the GCE significance
to a mere TS=191 (adding 24 d.o.f. to the fit) over the
entire inner Galaxy ROI, and reduce the GCE flux far be-
low other Galactic plane residuals at all energies (recall
that for the low-energy band, a GCE flux of zero cor-
responds to flux/canonical=+2 due to our offset). This
is the only cosmic-ray propagation parameter which re-
shapes the GCE spectrum in this way. Above a few tens
of GeV, the strong energy losses at the GC mostly confine
the cosmic-ray electrons below 2 kpc and thinning the dif-
fusion halo has little impact. At lower energies, however,
the electrons can reach the boundary of the diffusion halo
and escape freely. This reduces the low-energy electron
and proton populations which are otherwise confined,
and correspondingly reduces the ICS emission below 1
GeV. (This was over-subtracted in the baseline Canoni-
cal model). It is not clear why the thin halo models are
disfavored by the IG ROI by ∆χ2 ≈ 2000, though this is
likely related to the foreground profile, noting that the
global-local ROI favors thicker halos.
Enhancing the isotropic diffusion constant D0 simply
broadens the width of the ICS profile as electrons at all
energies diffuse to larger radii before losing their energy.
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This has relatively little impact on the statistics of the
IG. The GCE spectrum at all energies is reduced as the
ICS spike becomes wider. At low energies however, the
ICS becomes even more oversubtracted, making large D0
disfavoured in the IG.
Alfve´n Velocity va: Diffusive reacceleration of cosmic-
rays is quadratic in the Alfve´n velocity (cf. Eq (3)).
By fractional of their kinetic energy gained, low energy
particles are most strongly accelerated, and the particle
spectrum is hardened. For our chosen injection spectral
index, fairly typical values between 30-50 km/s are pre-
ferred globally, in line with cosmic-ray data. The GCE is
not strongly effected until very high values va > 60 km/s
are reached at which point the low energy electrons pro-
duce harder ICS emission and do not regain some of the
energy lost to synchrotron and IC cooling. The dimmer
low-energy ICS enhances the GCE spectrum in the 0.3-1
GeV band (good), but also in the 1-5 GeV band (bad),
while leaving the high energy ICS unchanged. Diffusive
reacceleration in the context of leptonic burst models for
the GCE are discussed further in Ref. [25], where very
large values were required to preserve the hard electron
spectrum far from the GC in the presence of strong en-
ergy losses.
δ: The energy scaling of the diffusion constant is glob-
ally quite important, as it shapes the energy depen-
dence of both the cosmic-ray residence time and the dif-
fusive smoothing scale that smears our source distribu-
tion. Overall, we find good agreement with the previous
cosmic-ray studies, strongly disfavoring δ >∼ 0.4. The in-
ner Galaxy prefers very low values of δ which enhances
CR diffusion at low energies. The GCE significance is ba-
sically unaffected, while the GCE spectrum decreases for
larger δ as low energy cosmic rays are more confined and
high energy cosmic-rays have enhanced diffusion. Over
the small energy range of interest to the GCE, this effect
is weak relative to other parameters.
Convection Gradient dv/dz: The convection gradient
is globally preferred to be zero for the local-global and
outer Galaxy, while higher values from 20-40 km/s are
preferred toward the inner Galaxy. Once again, we see
a preference for enhanced low-energy cosmic-ray evacu-
ation from the inner Galaxy. This is not unreasonable
given the higher star formation rate of the inner Galaxy
which generate the strong Galactic winds. The GCE
statistics and spectrum are not strongly affected.
Anisotropic Diffusion Dzz: Here we set the vertical
diffusion coefficient equal to Dzz ×D0, so that diffusion
out of the plane is enhanced for Dzz > 1. In the local and
outer Galaxy, the data prefer highly isotropic diffusion
(Dzz ≈ 1). In the global-inner Galaxy, there is a strong
preference for Dzz =2-3, driven by the large population
of central cosmic-rays. Quasi-linear theory predicts that
diffusion should be enhanced along ordered magnetic field
lines such as the strong poloidal fields near the Galactic
center [48]. In the IG ROI, the statistical significance of
the GCE template is minimized for Dzz = 1. Above and
below unity, the electron cloud of the CMZ becomes ellip-
tically skewed with a major axis stretched perpendicular
or along the plane. This causes the relatively spherical
GCE template to regain significance. The GCE spectrum
is unilaterally suppressed by enhancing Dzz. Similar to
increases in fH2, this can eliminate the mid/high energy
excess, but the low energy ICS remains much to bright,
forcing the GCE to be negative. Note that our modelling
here concerns only globally anisotropic diffusion and we
have not studied the impact of anisotropic diffusion at
the GC alone.
Primary Sources: The primary source distribution
used for the axisymmetric (1-fH2) fraction of sources is
globally extremely important for the outer Galaxy, with
the SNR model providing the best fit there and over-
all. In Figure 1, we showed that of all the distributions,
the SNR CB98 contains the most sources outside the so-
lar circle, and better illuminates the outer Galaxy. The
significance of this is very apparent here, with Yusifov
models providing the second largest outer Galaxy source
population. Toward the inner and local Galaxy the SNR
distribution is only weakly disfavored with the Yusifov
and Lorimer pulsar based models providing slightly bet-
ter fits as they concentrate cosmic-rays toward the inner
Galaxy. Tracers based on OB stars are strongly disfa-
vored in all regions as it does not populate either the
inner or outer Galaxy. For the IG results, we see that
models containing no sources in the Galactic center (OB)
increases the GCE significance, while models with the
largest number of central sources (Yus) minimizes the
GCE significance. This underlines Sec. II C, which stated
that existing source models systematically underestimate
the population of cosmic-rays at the Galactic center. The
spectrum is somewhat sensitive to the source distribu-
tion, with the softest GCE occurring for pulsar models
and the hardest GCE arising from our chosen SNR mod-
els.
Gas Distributions: We show all combinations of the
assumed hydrogen spin temperature Ts ∈ [100, 105] K
and the reddening cut for dust corrections E(B-V)∈ [2, 5]
mag. These distributions are clearly globally important
with a strong preference given to models with maximum
reddening E(B-V)=5 mag, which allows more gas to be
assigned to regions of high-extinction – i.e. the inner
Galaxy. The outer Galaxy also prefers large hydrogen
spin temperatures, which populate HI’s triplet state and
assigns a higher HI number density to a given 21 cm line
temperature. While the total fit quality of the IG ROI
is highly sensitive to the the gas distribution, the GCE
significance and spectrum are essentially unaffected.
Magnetic Fields: Our magnetic field model is simply
an exponential with scale radius rB , height zB , and ran-
dom field intensity B0. In the global-inner and local
Galaxy, low field intensities are strongly preferred, per-
haps due to the reduced confinement of cosmic-ray elec-
trons to the plane where the HI correlated pi0 emission
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is already very bright. In the outer Galaxy, the situation
is reversed, corroborating this interpretation given that
our models are under-luminous in γ-rays across the outer
Galaxy. The global data is rather agnostic to the mag-
netic field shape only mildly preferring large scale radii
and small scale heights. Such small values of zb are not
totally inconsistent with more modern models [48], which
contain a thin disk plus a toroidal halo with thin/thick
scale heights of 0.4/4-6 kpc and radii of 10-15 kpc. B0
varies in these models between 1-5µG in these models.
The GCE spectrum is very sensitive to the magnetic field
shape and intensity which dictate the shortest energy loss
time-scale. The scaling radius is much larger than the
CMZ so that rB has little impact on GC electrons. How-
ever, rB does control the energy loss timescale of the
foreground disk electrons which are important near the
plane. The scale height zB will impact both electrons at
the GC and in the foreground. Larger values of any of
these three both parameters shrink the the effective fore-
ground ICS scale height. At the GC, B0 and zB shape
the central CRe population. Larger values of either lead
to stronger confinement toward the GC, and the GCE
intensity becomes larger. We also note that the strong
CMZ magnetic fields [47] are not present in our models
here, though they are likely to play an important role
very near the GC.
ISRF Intensity: Here we globally vary the strength of
the optical and FIR components of the interstellar radia-
tion field relative to the CMB, with a value 1 correspond-
ing to the default Galprop model. Globally, the Galprop
model appears to fit well. In the inner Galaxy, results
are not significantly changed until very high values begin
to further confine the CMZ electrons. The foregrounds
are also effected, and like the magnetic fields, it is diffi-
cult to disentangle the two effects using simple template
regression here.
E. Injection Spectrum and Enhanced Transport in
the CMZ
Although the GCE significance is reduced from
TS=3800 to 333 by the Canonical model, we have seen
that the ICS emission below 1 GeV is too bright and
too broadly distributed, such that it must be compen-
sated at high latitudes by increased isotropic template
emission. This results from an over-abundance of E <∼30
GeV electrons. If our goal is to produce a self-consistent
cosmic-ray model compatible with the GCE then we must
reduce the central population of low-energy electrons via
either (i) a hardened electron injection spectrum for the
CMZ, or (ii) enhanced transport at low energies. For
protons, saturated pi0 emission toward the inner Galaxy
forces XCO to be unphysically low when realistic CMZ
injection rates are imposed, and additional elements are
needed to remove low energy protons from the otherwise
calorimetric environment (See App. B).
The global electron spectrum and abundance are not
critical to the GCE spectrum due to the freely float-
ing ICS in each energy bin. However, the ICS template
morphology toward the GC does depend on the ratio of
cosmic-ray electrons in the CMZ versus the Galactic disk.
A hardening of the CMZ injection spectrum should dim
the low-energy ICS spike. Such an injection spectrum
is motivated by the hadronic γ-ray spectrum of the GC
ridge as measured by HESS [123] and VERITAS [124],
which have TeV photon spectral indices Γ =2.05-2.29
that are substantially harder than the typical Galactic
γ-rays.
We test these models by hardening the injection spec-
trum of both protons and electrons (above R > 11.5
and 2 GV respectively) at the CMZ (r2D < 300 pc) by
δα. Even for 0 < δα < 1, the resulting GCE spectrum
and significance are negligibly effected. Apparently, the
central photon morphology drives the GCE and ICS tem-
plate normalizations much more than the disk emission,
such that the entire ICS template is renormalized. This
results in little change in the GCE properties from spec-
tral hardening of the CMZ alone. These combined fac-
tors leave one obvious option for reconciling the Galactic
center excess with a steady state cosmic-ray population:
enhanced transport at the GC.
Enhanced cosmic-ray transport comes in several fla-
vors, but those explored in Sec. IV D each come with
caveats when attempting to explain the full GCE spec-
trum. While a very thin diffusion halo in the Galac-
tic center can help reduce the unphysically-negative low-
energy GCE, the overall inner Galaxy fit becomes signif-
icantly worse. Alternatively one can enhance diffusion
out of the plane (Dzz > 1) or add a large vertical con-
vection gradient dv/dz. However, these stretch the CMZ
electron cloud vertically and the corresponding ICS pro-
file becomes less spherical, resulting in a larger GCE sig-
nificance. One can also increase the isotropic diffusion
constant D0, but this simply broadens the width of the
ICS spike, decreasing the mid/high energy GCE, but fur-
ther exacerbating the low-energy problem. Decreasing δ
reduces the energy dependence of diffusion, but does not
have much effect over the small energy range of inter-
est here. Altering the ISRF energy densities only impact
high-energy electrons by reshaping their effective diffu-
sion radius while changing the magnetic field model can-
not correctly reshape the spectrum. Large Alfve´n veloci-
ties strongly increase diffusive reacceleration and harden
the low energy particle spectrum. And although this
this produces less low energy ICS without effecting the
high energy band, it cannot sufficiently suppress the GCE
peak between 1-5 GeV.
No obvious combination of the above seems to solve
our problem, leaving one potential cosmic-ray transport
solution: high velocity winds emanating from the Galac-
tic center region. In order to compete with diffusion, the
wind velocity must be at least several times 100 km/s
(103 km/s ≡ 1 kpc/Myr). In the advection dominated
regime, particle transport is energy-independent. With
an appreciable mixture of diffusion, the winds dominate
37
low energy transport where the diffusion rate is lowest,
and diffusive transport dominates at high energies, where
large particle rigidities lead to faster propagation. In
addition to the transport rate enhancement and energy
independence, the radial profile of a constant velocity ad-
vective wind is geometrically fixed to r−2, whereas dif-
fusion from a point-like stationary injection source re-
sults in a shallower ∼1/r profile over the inner kiloparsec.
These features make strong winds a natural solution to
our problem.
Winds at the Galactic center are driven by intense
star formation occurring throughout the CMZ, and es-
pecially from the dense stellar clusters of the inner 10
pc. With diffusion alone, the GC is highly calorimetric.
On the other hand, multiwavelength observations indi-
cate less that more than 95% of the non-thermal injected
power must be advected from the system, despite the
extreme gas densities and high magnetic fields [96]. A
detailed account of GC winds can be found in Ref. [96]
and references therein, but is briefly reviewed here. Per-
haps most significant are observations of the ‘GC lobe’,
a rising 1◦ tall and <∼ 0.5◦ radial shell of 10 GHz radio
continuum emission [33] with associated mid-infrared fil-
aments [35], X-ray shells [36], and optical and radio re-
combination lines which point to nested shells of ionized
gas, synchrotron emission, and dust entrained in the out-
flow whose pressure and energetics are consistent with
star formation or nuclear activity from the central 10 pc
of the Galaxy [32, 34, 35]. More recent radio observa-
tions combined with multiwavelength modeling [37] have
confirmed these features, finding additional X-ray coun-
terparts and associations with the circum-nuclear disk.
In addition, from the perspective of extragalactic star-
forming galaxies the SFR within the CMZ is expected to
drive powerful outflows [96].
We consider here the addition of such a wind, mod-
elled as a purely radial outflow with constant velocity
vwind within r3D <∼ 2 kpc of the Galactic center, which
is assumed to stall and vanish beyond this. Explicitly,
we describe the wind in terms of a Fermi-Dirac distribu-
tion with a boundary width of 200 pc. A stall zone at
2 kpc is likely conservatively small based on recent mod-
eling [125], and, in the vertical direction, lies outside of
our inner Galaxy ROI.
~Vwind(r) =
vwindrˆ3D
e(r3D−2 kpc)/0.2 kpc + 1
(13)
where we vary the value vwind between 0− 2000 km s−1.
Although the wind is expected to be bipolar we do
not explicitly model an opening angle here, leaving such
studies to future work. In modeling the GC wind, we
also increase the simulation’s planar resolution to dx =
dy = 250 pc and set dz = 100 pc.
In Figure 22, we show the statistics of the IG fit at
the Galactic center as we simultaneously vary fH2 and
vwind. Specifically we show the TS of the GCE template
(left panel), the ∆χ2 for fits with no GCE template, and
the ∆χ2 for fits with a GCE template. The inset box
shows the range of wind velocities compatible with ra-
dio observations of the GC Lobe and TeV γ-ray obser-
vations of the HESS region [96]. Alternative modelling
assumptions [38] suggest potentially higher wind speeds
depending on the magnetic field strength of the CMZ.
Horizontal bands highlight values of fH2 which approx-
imately match the observed SNe rates at the Galactic
center assuming typical SNR cosmic-ray acceleration ef-
ficiencies (See Sec. II C).
In the left panel, we see clearly that a simultaneous
increase of the injection rate and wind speed leads to
strong reduction of the GCE significance, with reasonable
parameters (from multi-wavelength data) reducing the
entire GCE template to TS≈100. On the other hand,
models which reduce the GCE significance the most are
not strongly preferred by the inner Galaxy fits, and the
GCE significance can only be reduced to TS≈ 250 while
also providing an improved IG fit. As the wind velocity
increases, the low-energy electron cloud becomes both
dimmer in ICS and more sharply peaked, with electrons
above 50 GeV remaining unaffected by the wind. This
sharply reduces the negative low-energy residuals picked
up by the GCE template in windless models.
Examining the center panel we see that the addition
of a GC wind not only reduces the GCE significance,
but can also improves the inner Galaxy fit by up to
∆χ2 = −375 over the Canonical zero-wind model. Al-
though these are not fully overlapping parameter spaces,
a mutual reduction of the GCE and improved fit in the
inner Galaxy is achieved over a substantial portion of
the parameter space. Importantly, the preferred param-
eter space overlaps well with multi-wavelength expecta-
tions and statistically excludes a purely diffusive trans-
port at ∆χ2 ≈ 350 for only two additional parameters13.
The right panel shows that even with the addition of the
GCE template, a non-zero wind velocity is still favored,
and is highly degenerate with the GCE template up to
2000 km/s provided that fH2 <∼ 0.3. As we show in Ap-
pendix B, these models also provide more reasonable val-
ues for the inner Galaxy XCO conversion factor as they
remove low energy protons which otherwise saturate the
gas-correlated γ-ray emission.
In Figure 23 we show the GCE spectrum as the wind
velocity is increased for models which correctly reproduce
the CMZ supernovae rate (fH2 = 0.3). The addition of
winds strongly reduces the low-energy electron and pro-
ton populations at the GC which in turn (i) more sharply
peaks the associated ICS emission, and (ii) reduces pi0
emission associated with the thick atomic and ionized
hydrogen disks (which cannot be compensated by adjust-
ing XCO). This strongly reduces the negative normaliza-
13 It is important to note that this is a purely statistical significance
and that systematic uncertainties are much larger, in particular
due to the magnetic-field and ISRF uncertainties from the CMZ,
and the transport parameters discussed in Sec. IV D.
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FIG. 22. Statistics for the Inner Galaxy when varying fH2 and vwind. Left: Test Statistic of the GCE template, with contours
showing ∆χ2 ∈ {−300, 0, 300} (dot, solid, dashed) for the ‘No GCE’ Inner Galaxy fits. Center: ∆χ2 for IG fits with No GCE
template and the same contour levels, relative to the Canonical model. Right: Same as center, but for fits including a GCE
template. In all panels, the box is comprised of ‘bounds’ and ‘most probable’ wind velocities from Ref. [96] on the vertical axis,
and models which match the CMZ injection rates (See Sec. II C) on the horizontal.
tion of the GCE template while only weakly impacting
emission above 5 GeV. Thus the spectrum and morphol-
ogy of cosmic-rays at the GC are reshaped in precisely
the way needed to further reduce the Galactic center ex-
cess. Galprop allows us to directly examining the elec-
tron spectrum at the Galactic center and reveals that the
wind induces a broad break in the steady-state spectrum
between 10-50 GeV (depending on the wind velocity).
Assuming a CMZ magnetic field strength B >∼ 100 µG,
this break energy is nearly equivalent to that inferred
from the 1 GHz spectral break in the Galactic ridge syn-
chrotron spectrum [96].
In Figure 24 we show results for the same diffuse emis-
sion models applied in our Galactic center analysis, uti-
lizing both the full 15◦×15◦ ROI as well as an analysis
which masks the region |b|<2◦ from the Galactic plane.
In the analysis of the full-sky ROI, we find that, similar to
the analysis of the IG region, models with non-zero wind
velocities are statistically preferred in the data. Specifi-
cally, we find the data to be best fit by a wind velocity
of 2000 km/s both in models that include, or ignore the
GCE component. However, we note that wind velocities
of 600 km/s are disfavored by only a ∆LG(L) of 10 (48)
in the case that the GCE component is included (not in-
cluded) in the model. A model with no winds, however,
is disfavored by a ∆LG(L) of 288 (372). In an analy-
sis that masks the region |b| <2◦, models with no winds
are slightly preferred by the data, but at a level of only
∆LG(L) of 11 (33) compared to a model with 600 km/s
winds.
Unlike for models with non-zero winds in the Inner
Galaxy analysis, the spectrum and intensity of the GCE
component appears to be unaffected by the presence of
strong GC winds, similar to our results for models with
varying values of fH2 in the Galactic Center ROI. The
effect of the addition of the GCE template in the Galactic
Center ROI is to significantly suppress the normalization
of the ICS emission template.
The results above show that for any realistic value of
100 101 102
E [GeV]
−10−6
−10−7
0
10−7
10−6
E
2
d
N
/
d
E
[G
eV
/
cm
2
/s
/
sr
]
fH2 = 0.3
Mod A
0 km/s
200 km/s
400 km/s
600 km/s
800 km/s
1000 km/s
1200 km/s
FIG. 23. Spectrum of the Galactic center excess as the wind
velocity vwind is varied for fH2 = 0.3 which well reproduces the
observed SNe rate of the CMZ. Best fitting models without
a GCE prefer wind velocities from 500-1000 km/s for fH2 =
0.3. In all cases the GCE is reduced very far below the GCE
spectrum of Mod A.
fH2, Fermi GeV data toward the inner Galaxy strongly
favor the presence of a Galactic center wind based on
the morphology of the low energy ICS emission. Further-
more, the presence of this wind increases the degeneracy
between the peaked central ICS emission and templates
for a GCE component. In the Galactic Center ROI we
also see some evidence for Galactic center winds in the
overall fit to the γ-ray data, but do not find any de-
generacy between the strength of the GC winds and the
normalization and spectrum of the GCE component. In
Appendix B we provide additional evidence for Galactic
center winds based on the over saturation of E ∼ 1 GeV
pi0 emission in the central 2 kpc of the Galaxy.
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V. DISCUSSION
In this paper we have presented novel, physically-
motivated, and significantly improved models for Galac-
tic diffuse γ-ray emission in the Milky Way, focusing on
understanding the diffuse sources of ∼GeV γ-ray emis-
sion in the complex Galactic center region. In contradic-
tion with multi-wavelength observations, previous mod-
els of the Galaxy’s diffuse Galactic emission have ne-
glected cosmic-rays from the Central Molecular Zone,
which is known to harbor a significant fraction of the
Milky Way’s supernova power (and thus cosmic-ray in-
jection). We have rigorously examined the robustness,
spectrum, and morphology of the GeV Galactic Center
excess in the presence of this new CMZ associated γ-
ray emission. Our primary results can be condensed into
three key findings:
1. There exists a clear degeneracy between the inten-
sity, spectrum, and morphology of the GCE and the
ICS emission following from realistic cosmic-ray in-
jection near the Galactic center.
2. Models with fH2 = 0.2—0.25 both reproduce the
correct CMZ injection rate and provide the best fit
to the γ-ray data in regions far from the Galactic
center (i.e. the full sky, and the inner Galaxy fits
with no GCE template). When these models are
employed in the Inner Galaxy analysis, they sub-
stantially decrease the intensity and significance of
the Galactic center excess, and also distort its mor-
phology and spectrum. When fitting these models
in the Galactic Center ROI, the spectrum and in-
tensity of the GCE remain high, but the statistical
significance of the excess decreases drastically if the
region |b| <2◦ is masked.
3. When including a GCE template, fits in the Inner
Galaxy and Galactic center analyses statistically
prefer fH2 ≈ 0.1−0.15. For these models, the inten-
sity of the GCE component generally decreases by
∼30%, while the morphology and spectrum remain
consistent with previous results – i.e. compatible
with a dark matter interpretation.
These results can thus be interpreted in two ways. If
global γ-ray fits and the multi-wavelength evidence for
large cosmic-ray injection in the CMZ are accepted as pri-
ors on the value of fH2, then the low-intensity, hard spec-
trum residual that remains may be potentially viewed as
a systematic issue of uncertain origin. On the other hand,
if these priors are taken to be weak against the statistical
preference for lower fH2 in the narrower Inner Galaxy and
Galactic center ROIs, then the resilience of the GCE in
light of our new models reaffirms previous determinations
of the GCE properties. Large and presently unknown
systematic uncertainties from both analysis procedures
and from GDE modeling make it difficult to objectively
balance the weights of the high fH2 priors against the low
fH2 IG+GC likelihood function. Ultimately, the proper-
ties of the GCE depend sensitively on these assumptions
and its remains an open question.
In addition to the results above, we find that GDE
models with appreciable CMZ injection rates predict
overly bright γ-ray emission below ∼1 GeV near the
plane. This strongly impacts the spectrum of the low-
energy GCE, and the inferred XCO conversion factor to-
ward the inner Galaxy. We discuss multiple possible sys-
tematics that could produce this signal, and show that
the majority of (global) diffusion parameters can not al-
leviate these issues.
Motivated by substantial multi-wavelength evidence,
we implement a radially outflowing wind at the Galac-
tic center. For wind speeds >∼ 500 km/s, our models are
improved simultaneously in three separate ways: (i) low-
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energy cosmic rays are advected from the region so that
the low-energy GCE spectrum is no longer compensating
an oversaturated GDE model, allowing for more realistic
values of XCO in the inner Galaxy; (ii) Inner Galaxy and
Galactic Center fits (both with and without a GCE tem-
plate) are substantially improved; (iii) the best fit value
of fH2 in the Inner Galaxy ROI is increased, bringing the
preferred model space into better agreement with the full-
sky γ-ray data and with the observed CMZ supernovae
rate. Furthermore, when both fH2 and the wind veloc-
ity are large, the GCE can be even further suppressed.
However, we again find that the models which best fit the
γ-ray data in both the Galactic Center and Inner Galaxy
ROIs include a significant GCE component with a spec-
trum and intensity consistent with previous analyses.
There remain multiple avenues worth of future explo-
ration, and additional modeling improvements are nec-
essary to fully understand diffuse γ-ray emission from
regions near the Galactic center. At present, our models
employ ISRFs and magnetic field energy densities that
are not consistent with multiwavelength observations of
the CMZ. Specifically, radio surveys find that 50—200µG
magnetic fields permeate the CMZ [31, 47], while stellar
populations spanning the inner few degrees [126, 127] and
the dense nuclear star clusters surrounding Sgr A* indi-
cate ISRF energy densities in the inner 10 pc which are
several orders of magnitude higher than current Galprop
models [99, 128, 129]. A realistic model of diffuse γ-ray
emission will need to investigate both:
(i) the short electron cooling timescales indicated by
these observations, as well as
(ii) utilize a detailed model of the stellar (and dust-
reprocessed FIR) ISRF in order to determine the precise
morphology of ICS γ-rays in the inner few degrees sur-
rounding the GC.
Finally, gas maps for both γ-ray generation, and for
our our H2 based source model, may be improved using
more recent molecular line surveys of the CMZ, such as
MOPRA [130], which samples multiple organic species in
order to better probe the variety of gas phases that are
not well traced by CO alone. Alongside the improved
γ-ray predictions (which also include the TeV regime),
more precise models can be better constrained by cosmic-
ray calorimetry and synchrotron emission modeling.
VI. CONCLUSIONS
The conclusive determination of the existence of gen-
uinely excess diffuse emission from the inner regions of
the Galaxy depends crucially on the use of reliable and
physically motivated models for the Galactic diffuse emis-
sion. It is clear that in studies thus far available a crit-
ically important population of cosmic rays in the region
has been neglected, with potentially dramatic implica-
tions for the determination of both the existence and the
properties of any excess emission.
In a recent short note, Ref. [30], we proposed a phys-
ically well-motivated model for the three-dimensional
Galactic cosmic-ray injection source distribution, based
on a fraction fH2 of such sources being associated with
relatively recent injection in star-forming regions. We
employed observational data on the density of H2 along-
side a simple prescription for star-formation efficiency,
and showed that the resulting Galactic diffuse emission
models with fH2 ∼ 0.1− 0.3 are statistically strongly fa-
vored by the γ-ray data over models with fH2 = 0.
The present extensive study explores in detail the im-
plications of our original finding [30] on models for the
diffuse Galactic emission, and the resulting impact on
the existence and properties of any Galactic center “ex-
cess”. We found that the new cosmic ray population is
consistent with the CMZ supernova rate (as determined
by multi-wavelength observations) and produces a signif-
icant γ-ray emission that is degenerate with many prop-
erties of the γ-ray excess. The choice of the region of
interest impacts the details of this degeneracy. Specifi-
cally, without employing a GC excess template there is a
strong preference for fH2 ∼ 0.1 in the (narrower) Galactic
Center analysis, and for fH2 ∼ 0.2 in the (broader) Inner
Galaxy and in the full-sky analyses. Including a GC ex-
cess template, but utilizing a value fH2 ∼ 0.2 as a prior
in the Inner Galaxy analysis, the GC excess is strongly
affected, while the Galactic Center analysis still favors
the existence of a bright residual emission. In all cases,
we find a clear statistical preference for the existence of
a Galactic Center Excess residual emission template, but
with an intensity, spectrum, and morphology which are
sensitive to fH2.
An additional important finding of the present study
is that low-energy (E <∼20 GeV) protons and electrons
are over-produced in the GC region, as determined by
the negative γ-ray residuals below 1 GeV. We explored
possible solutions to this issue, and argue that the most
plausible solution is the addition of significant advective
winds which remove the excess electron and proton popu-
lations from the central Galactic regions. We showed that
the existence of such winds is physically well-motivated.
The inclusion of strong Galactocentric winds significantly
improves our fit to the γ-ray data both in models that
include (exclude), a GCE component, at the level of
∆χ2=605 (375) in an Inner Galaxy type analysis. For
models which include a GCE component, the addition of
strong Galactic winds removes the negative residuals typ-
ically absorbed by the GCE template, producing a GCE
γ-ray spectrum which is physically realistic over the full
energy range.
We believe that the models for the diffuse Galactic
emission discussed here present a clear step forward in
the current state of the art in this field. Additionally,
it is clear that a solid determination of the properties
of a Galactic center excess, and its association with new
physical phenomena such as dark matter annihilation,
hinges on further improving our modeling of the Central
Molecular Zone. At present, a precision determination of
diffuse emission in the Galaxy remains the most signifi-
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cant barrier to using high-energy gamma rays as a probe
of new physics at the Galactic center.
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Appendix A: Interstellar Gas Distributions
The axisymmetric gas model implemented in Galprop
(for propagation) is inadequate for distributing sources
in the inner Galaxy. Here we briefly discuss some of
the caveats which are improved by the use of the ‘PEB’
model. These issues are also important when generating
γ-ray skymaps, where the gas and CR density must be
convolved along the line-of-sight and should be consid-
ered in future studies of gas-correlated γ-rays emission
near the Galactic center.
1. Vanishing kinematic resolution: Line surveys sam-
ple the gas temperature as a function of latitude,
longitude, and velocity relative to the solar sys-
tem. In the direction of the Galactic center and
anti-center, gas is moving tangentially to the line-
of-sight, producing vanishing kinematic resolution.
This leads to a distance degeneracy along lines of
sight near Galactic longitudes l ≈ 0 and l ≈ 180. In
the Galprop models, each annulus is linearly inter-
polated from the sides (averaged over ∆l = 5◦) be-
tween |l| < 10◦ and |180− l|◦. The central annulus
lies completely within the interpolated region, re-
quiring a different procedure. For HI, it is assumed
that the central annulus has 60% more gas than
the neighboring ring while for CO all high velocity
emission is assigned to the central ring as defined in
Ref. [55]. Finally, each pixel in interpolated region
is renormalized to the total survey column density.
2. Kinematic distance ambiguity: Two distances cor-
respond to the same radial velocity in the entire in-
ner Galaxy. A velocity deconvolution alone (with-
out additional model inputs or absorption mea-
sures) cannot unambiguously assign gas to the near
or far tangent point. In order to help alleviate the
KDA generally – i.e. not only for resolving dis-
tances to specific molecular clouds [131] or HII re-
gions [132] – one can incorporate additional model
assumptions into the deconvolution procedure, us-
ing for example gas-flow simulations [62], or models
of the molecular gas disk height [133].
3. Peculiar Motion and Velocity Dispersion: Many gas
clouds and the central Galactic bar have signifi-
cant non-circular motion. If one can obtain inde-
pendent distance estimates from e.g. absorption
measures [131, 132], individual clouds can be repo-
sitioned in the gas survey. This requires a signifi-
cant effort considering the large number of indepen-
dent structures. Alternatively, one can model gas
flow [62] in the inner Galaxy in order to kinemati-
cally resolve features with non-circular motion. For
large gas clouds, internal velocity dispersions of the
gas can be a significant fraction of the bulk veloc-
ity and one needs to make assumptions about the
shape and size of the cloud in order to assign the
correct location.
The starting survey data for the PEB model is based
on the Dame 2001 survey [60], and provides much more
accurate and 3-dimensional structure compared with
Galprop’s (axisymmetric) analytic gas density model.
The survey is velocity cube is converted to a spatial
data cube using a sophistocated deconvolution procedure
which iteratively determining the best fitting line-of-sight
density distribution based on the gas flow model. We re-
fer the Reader to Ref. [62] for details. The resulting gas
datacube (in (x, y, z)) is output at 100 pc resolution giv-
ing more than a factor 10 resolution improvement com-
pared with the Galprop analytic gas models, and cor-
rectly representing major axisymmetric structures of the
Galaxy.
In addition to the PEB models, three additional three-
dimensional survey deconvolutions are available in the lit-
erature. For HI and H2, Nakanishi & Sofue [133] assume
circular motion, and resolve the kinematic-distance-
ambiguity in the inner Galaxy by assuming a model of
hydrodynamical equilibrium in order to describe the gas
disk heights as a function of Galactic radius. This is
essentially the same procedure used by Ref. [134] for
HI. While this does represent an improvement on the
Galprop model, each of these models still assumes circu-
lar motion in the inner Galaxy and requires masking in a
large region behind the Galactic center where kinematic
resolution vanishes. This makes these maps unsuitable
for γ-ray studies toward the Galactic center.
Appendix B: XCO in the Inner Galaxy
Previous studies of the Galactic center excess have ne-
glected variations on the H2 → CO conversion factor
XCO. However, understanding the radial XCO provides
an important indicator of the hadronic cosmic-ray den-
sity and calorimetry toward the Galactic center. Here,
we (i) briefly comment on the empirical and theoretical
understanding of XCO toward the centers of star-forming
Galaxies similar to the Milky Way, (ii) show that for re-
alistic cosmic-ray injection rates from the CMZ, the gas-
correlated γ-ray emission is over-saturated (assuming an
SNR-like injection ratio qp/qe ≈ 10), and (iii) demon-
strate that advective outflows at the Galactic center help
to alleviate this problem.
Theoretical and observational results indicate that
XCO is subject to significant spatial and environmen-
tal variations, especially in the centers of local group
star forming galaxies [92]. Comparisons of the total
dust opacity to the CO-inferred gas density in local
group spiral galaxies shows that XCO is relatively flat
throughout Galactic disks, but decreases on average by
a factor more than 2 in the central regions. In 3 of
the 16 Galaxy cores surveyed in Ref. [92], XCO was
at least a factor of 10 below the Milky Way average
XCO = 2× 1020 cm−2 (K km s−1)−1. XCO was found to
have a strong inverse correlation with the interstellar ra-
diation intensity and surface densities of star formation,
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FIG. 25. Top-left: Fitted values for XCO as fH2 is increased. Top-right: XCO for fH2 = 0.3 as the Galactic center wind
velocity vwind is increased. Also shown ourXCO-fitted version of Mod A, as well as the commonly usedXCO profile from Ref. [93].
With the exception of the inner-most ring, all fitted values have statistical error bars <∼ 20%. Bottom-left: Inner Galaxy
∆χ2 for the traditional SNR and Canonical models when limiting minimal value of XCO (in units of 10
20 cm−2(K km s−1)−1).
Traditional Galprop models combined with γ-ray observations suggest a value around XCO ≈ 4×1019 cm−2 (K km s−1)−1 [100].
The impact on the Galactic center excess spectrum and significance is negligible. Bottom-right: Same, but for the global-
inner analysis. Here the disk is unmasked and the fit quickly degrades as the minimal XCO is increased. Models which include
winds help to alleviate this problem and allow for more realistic CMZ injection rates.
stellar mass, and dust mass, all of which are much higher
in the Milky Way center than the disk (see Sec. II C).
XCO is also believed to increase sharply with decreasing
metallicity for Z <∼ Z/2 [95], which can severely alter
the inferred gas density in chemically enriched regions of
the Galaxy, such as the Galactic Center. Finally, fitting
EGRET [93] and Fermi [55] data to models of the Milky-
way’s diffuse γ-ray emission requires XCO in the inner 2
kpc to be a factor ∼4 lower than the rest of the Galaxy.
In addition to this, we have shown throughout this paper
that status quo cosmic-ray models have dramatically un-
derestimated the injection rate from the CMZ, implying
that either XCO must be reduced even farther, or that
transport in the inner Galaxy must be enhanced.
In the top-left panel of Figure 25, we show the fit-
ted XCO profile as fH2 is increased. We also show
the XCO profile from Moskalenko & Strong (2004) [93]
(MS04) which has previously been used for Ref. [10]’s
Mod A. As cosmic-ray injection is enhanced toward
the inner-Galaxy, XCO must simultaneously be reduced
to maintain the same level of hadronic γ-ray emission.
Nowhere is this more important than the for the in-
nermost Galactocentric ring (r < 1.8 kpc) which, for
fH2 = .2, becomes suppressed by more two-orders of
magnitude relative to the local value. In the top-right
panel, we add the advective wind discussed in Sec. IV E
and show that while the outer Galaxy is relatively unaf-
fected, as the wind velocity is increased the best-fitting
XCO returns to potentially physical values. All models
remain biased to very high values in the outer Galaxy,
consistent with previous studies [55, 93]. We note that
the MS04 profile was obtained from EGRET data, and
does not employ point source masking. Interestingly,
we find that our XCO profiles inside the Solar circle are
quite sensitive to the adopted point source masking, and
that masking systematics should be understood for fu-
ture studies of XCO utilizing γ-ray data.
In all of the previous model fits, we have allowed the
values of XCO to float freely when performing global fits.
Here we enforce a lower limit on XCO in order to gauge
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the maximal allowed value. In the bottom panels of Fig-
ure 25 we show ∆χ2 for the inner Galaxy and global-
inner fits. The statistics of the inner Galaxy are hardly
effected until XCO rises well above historical determina-
tions [55, 93]. This is to be expected in the inner Galaxy
analysis where masking of the plane hides most of the H2
emission near the Galactic center. For the global-inner
fits, the plane is not masked and the fit rapidly wors-
ens as the lower limit on XCO is increased, which forces
the inner H2 rings to oversaturate. For our Canonical
model, physically likely values of XCO are very strongly
disfavoured by the data, with statistical penalties out-
weighing even major changes to Galactic diffusion pa-
rameters. We find that XCO must be substantially more
than a factor 10 smaller than the Milky-way average in
order to support the expected CMZ injection rates with-
out Galactic center winds or much stronger vertical con-
vection gradients.
The gas-correlated γ-ray saturation toward the inner
Galaxy is driven mostly by pi0 emission below a few GeV
where the number of photons is largest. Stronger winds
blow low-energy protons and bremsstrahlung generat-
ing electrons away from the gas-rich CMZ. This allows
XCO to increase to more physical levels for wind veloci-
ties of at least several hundred km/s. Alternative trans-
port options are such as enhanced or anisotopric diffu-
sion at the GC could also help alleviate the gas satura-
tion. However, none of these alternatives alone is likely
to fully reconcile the expected CMZ injection rates with
the observed level of pi0 emission. We take this point as
significant evidence in favor of strong GC winds. Future
modeling of gas in the CMZ should include combinations
of improved molecular-line surveys tracing H2 – such as
the MOPRA CMZ survey [130] – which are less prone to
environmental variations than CO. Improved gas mod-
elling is crucial in order to better constrain proton pop-
ulations and winds at the GC, and can aid in discrimi-
nating between leptonic, hadronic, or mixed cosmic-ray
injection models in the future.
Appendix C: ROI Dependence of Fit Components
In Section IV B we showed that the GCE is not
strongly reduced in the Galactic center analysis, com-
pared with a strong reduction in the Inner Galaxy, and
that the morphology of the GDE template in the IG and
GC analyses differs. The dependence of these results
on the analysis windows implies that the GCE (or GDE
templates) do not fully describe the residual data when
cosmic-rays are added to the CMZ. In Figure 26 we show
the average raw normalizations, from 1-5 GeV, of each
template in the inner Galaxy analysis (with a GCE tem-
plate) as the fitting region is increased from 10◦ × 10◦
to 60◦ × 60◦. We omit the pi0+bremsstrahlung template
which remains flat to within < 10% for all ROIs. The
Bubbles and isotropic spectrum normalizations are with
respect to the original source spectra (see Sec.III), while
the DM spectrum is relative to Ref. [10]. The ICS nor-
malization is relative to the Galprop predictions of the
respective models.
As the ROI is expanded, the isotropic and ICS compo-
nents remain flat until eventually the isotropic template
increases by more than 50% beyond 50◦. The origin of
this is not clear, but the smooth increase is a likely in-
dication that the isotropic template prefers to be larger
over all ROIs, but is constrained by the χ2ext, which has
reduced weight as the ROI grows. Because of the large
latitudes involved, this is likely related to uncertainties
in the foreground ICS rather than the GCE, which car-
ries little weight over a 60◦ window. The Fermi bubbles
template used here is essentially isotropic over the central
5 degrees of the ROI before becoming bipolar at higher
latitudes. For fH2 = 0.2, windows between 20
◦ and 50◦
result in a brightened bubbles template, but only in fits
which include a GCE. In fits that do not include the GC
template, the bubbles template varies by less than 10%
above 1 GeV, for all values of fH2 (see Fig. 6). In other
words, the presence of the GCE template changes the in-
ferred spectrum of the Fermi bubbles near the Galactic
center (though the template morphology in this region is
not well understood).
The most dramatic change is the GCE template nor-
malization (Fig. 26 right). For fH2 = 0, the GCE spec-
trum is stable to within about 20% over all ROIs. As
we increase fH2 2, overall normalization drops across all
ROI sizes above 20◦, eventually reducing near zero for
fH2 = 0.2 − 0.25. For ROIs under 20◦, however, the re-
duction saturates around fH2 = .1− .15 at about half the
original brightness. The sharp decline of GCE template
as the ROI increases indicates that the radial profile of
the template is mismatched to the residual. In particu-
lar, the ICS spike is too shallow to fully reproduce the
inner few degrees. When the ROI is small, ICS is sup-
pressed and the GCE template is bright. As the ROI be-
comes larger, the ICS template brightens and the GCE
becomes suppressed by the lack of excess emission far
from the GC. This is in agreement with the findings of
Sec. IV B and could relate to a number of factors includ-
ing poor CMZ ISRF modeling, limited resolution of the
simulations or injection gas maps, or be indicative of a
very young injection of cosmic-rays as indicated by HESS
observations of the Galactic center [123].
Appendix D: Comparison with Gaussian CMZ
Model
Recently, Gaggero et al [39] noted that previous GDE
models have neglected cosmic-ray sources at the Galactic
center. They proceeded to add a spherically symmetric
Gaussian cosmic-ray source at the position of the Galac-
tic center in order to account for the CMZ. For cosmic-ray
‘spikes’ of width 200-400 pc (constrained by the size of
the CMZ), they found that such models could reproduce
the bulk properties of the GCE, and strongly reduce the
47
10 20 30 40 50 60
ROI Full Width [deg]
−0.5
0.0
0.5
1.0
1.5
2.0
2.5
R
aw
N
or
m
a
li
za
ti
on
DM fH2 = 0.0
Bubbles fH2 = 0.0
Isotropic fH2 = 0.0
ICS fH2 = 0.0
DM fH2 = 0.2
Bubbles fH2 = 0.2
Isotropic fH2 = 0.2
ICS fH2 = 0.2
10 20 30 40 50 60
ROI Full Width [deg]
−0.5
0.0
0.5
1.0
1.5
R
aw
N
or
m
a
li
za
ti
on
fH2 = 0.00
fH2 = 0.05
fH2 = 0.10
fH2 = 0.15
fH2 = 0.20
fH2 = 0.25
fH2 = 0.30
FIG. 26. Dependence of fit components on choice of ROI for the inner Galaxy Analysis. Left: GDE and GCE component
normalizations (averaged over 1-5 GeV) for fH2 = 0 and fH2 = 0.2 as the square ROI width is increased. All ROIs include
a plane mask for |b| < 2◦. Right: Same as left but for GCE template only. Gray lines mark the Galactic center and inner
Galaxy ROIs.
significance of the GCE. Our findings fully support this
conclusion, but using a physical model and empirical in-
puts for the size and shape of the spike. In addition,
our star formation prescription correctly reproduces the
normalization of the spike based on both the measured
SNe rate of the CMZ and based on global fits to Fermi
γ-ray data. Their model is parametrized by a Gaussian
width σ and a normalization N , which represents the
fraction of total Galactic cosmic-ray injection contained
in the CMZ (r < 300 pc). Here we reproduce this models
for σ = 200 pc and using Mod A (XCO fixed to MS04
profile) in order to make direct comparisons.
In the top-left panel of Figure 27 we show the ICS
emission for the N = 1.4% model and our Canonical
star-formation based model over the inner Galaxy ROI
at the peak GCE energy. In the top-right panels, we show
latitude and longitude profiles through l = 0 and b = 0,
respectively. Several features differentiate the two mod-
els. First, the excess Gaussian CMZ spike is completely
spherically symmetric (as is expected for an isotropic dif-
fusion tensor), while the fH2 = 0.2 model is elongated
along the plane (in reality, the height of the CMZ is very
thin with FWHM≈45 pc [77], and not 200 pc as taken in
Ref [39]), and contains an axisymmetric structure from
the bar which extends toward positive longitudes. Sec-
ond, both the latitude and longitude profiles of the spike
are substantially steeper than our Canonical model at 2
GeV, which may be driven by both the improved simula-
tion resolution (thus injection resolution) afforded by the
cylindrical simulations, or by the higher resolution of the
gas model, which is an analytic model compared with our
more limited dx = dy = 100 pc empirical gas model. We
expect that our models produce a more realistic model
of the CMZ shape and foreground emission as indicated
by the much improved overall IG fit.
In the bottom panels of Figure 27, we show the GCE
spectrum and statistics for the IG analysis. Both quan-
tities are remarkably similar to our findings in Sec-
tion IV A, and show that the GCE is highly degener-
ate with the new ICS profile. The minimum TS for the
added GCE template is comparable to our results. A
major difference is that the best-fitting model without a
GCE template provides a much worse fit than our Canon-
ical model. This is not due to XCO fitting, or differences
in diffusion parameters, but to axisymmetric and non-
Gaussian features present in the injection morphology.
Our optimal no-DM fits not only provide a minimal GCE
significance, but improve the IG fit by ∆χ2 ≈ 4000, com-
pared to less than 600 here. Finally, the fit improvement
offered by the Gaussian CMZ model is limited to the in-
ner 10-20 degrees, and does not improve the global γ-ray
fits in a significant way, whereas our models provide an
improved fit comparable to major changes to diffusion
parameters in all regions except the outer Galaxy.
Appendix E: The Morphology From Ten Sky
Segments
In Figure 28 we divide the NFWα=1.05 GCE template
into ten regions over the inner Galaxy ROI (defined in
ref. [10]) and show the spectrum as fH2 is increased. We
also show the best fit broken power law spectrum (for
fH2 = 0.2) with black-dashed lines, where the break en-
ergy and high/low energy spectral indices are allowed
to vary. The low energy spectrum is observed to very
hard near the Galactic center (α1 <∼ 1), with a gradual
softening at larger radii. As we will see below, this low
energy over-subtraction appears to be unphysical, and
vanishes when the GCE template inner slope and radial
profile are changed to their better fit values. A strong
flattening and vertical elongation of the GCE profile is
evident at all energies, with the sideband regions (regions
VII and VIII) depleting much more significantly than the
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FIG. 27. Top-left: ICS emission over the Inner Galaxy ROI when adding a Gaussian cosmic-ray ‘spike’ of width σ = 200 and
N = 1.4% versus our Canonical (fH2 = .2) model. Top-right: Latitude and longitude profiles for ICS emission running through
l = 0◦, b = 0◦ respectively. Bottom: GCE Spectrum and fit statistics of the inner Galaxy ROI as the spike normalization N
is varied in the Gaussian CMZ model. To be compared with Figure 4.
vertical regions (V & VI). The left sideband (fourth row
left). Note that the low energy spectrum of Region VII is
heavily contaminated by the soft-spectrum residual from
the Aquila Rift star-forming region. In each region, we
find that a broken power law provides an extremely good
fit (χ2/d.o.f. ≈ 0.2), even without including the larger
systematic uncertainties.
Appendix F: The Galactic Center Analysis with the
1FIG Catalog
Recently, the Fermi-LAT collaboration produced an
analysis of the 15◦×15◦ region surrounding the Galac-
tic center, utilizing new diffuse models and a new point
source catalog to determine the properties of the Galac-
tic Center excess [11]. While the diffuse emission models
are not currently publicly available, the locations of 1FIG
sources are. Using this source list, and again letting the
normalization of all sources float independently in each
energy bin (as in the case of 3FGL sources above). In
Figure 29 we show the resulting spectrum and intensity
of the GCE component in models using the 1FIG cata-
log, finding that our results are in very close agreement
with models utilizing the 3FGL catalog. Since there are
substantial differences between the 1FIG and 3FGL cat-
alogs, this result illustrates a point made previously by
[8] among several other results — that the observed γ-ray
point source populations do not appear degenerate with
the properties of the GCE component.
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FIG. 29. Same as Figure 11 for an analysis using the 1FIG catalog produces by [11], rather than the standard 3FGL catalog.
The close comparison of these results with the results from the 3FGL point source population demonstrate the resilience of the
GCE to changes in the γ-ray point source modeling.
