Abstract. We compute the von Neumann dimensions of the kernels of adjacency operators on free lamplighter groups and show that they are irrational, thus providing an elementary constructive answer to a question of Atiyah.
Introduction
In 1976 Michael Atiyah [1] introduced L 2 -cohomology and L 2 -Betti numbers of manifolds with non-trivial fundamental group and asked whether these numbers can be irrational. For background on these concepts we refer to the book [17] . It was shown later that Atiyah's question is equivalent to a purely analytic problem on group von Neumann algebras and we will exclusively work in this context. Therefore no knowledge of cohomology theory and geometry is required in the present paper, and in the remainder of this section we recall a few basic facts from von Neumann algebra theory which are necessary to state Atiyah's question. Let Γ be a finitely presented discrete group and QΓ its rational group ring. An element of this ring can be represented as a bounded left convolution operator on the space ℓ 2 (Γ) of square summable functions on Γ. Denote this representation by λ. The equivalent formulation of Atiyah's question in this setting is: Let T ∈ M n (QΓ) be a symmetric element. Is it possible that the von Neumann dimension dim L(Γ) ker λ(T) is an irrational number? Here the von Neumann dimension is to be understood in the setting of the group von Neumann algebra, denoted L(Γ), which is the completion of the rational convolution operator algebra in the weak operator topology. More precisely, one looks for matrices of convolution operators, but for simplicity, in the present paper we will work in L(Γ) exclusively. A symmetric element T ∈ QΓ gives rise to a selfadjoint convolution operator λ(T), all of whose spectral projections lie in the von Neumann algebra L(Γ). On L(Γ) there is a normal faithful trace τ (T) = Tδ e , δ e and the value of τ (p) at projections p ∈ L(Γ) is called the von Neumann dimension function. The von Neumann dimension of a closed subspace of ℓ 2 (Γ) is the von Neumann dimension of the corresponding orthogonal projection, if the latter happens to be an element of L(Γ). While rationality of kernel dimensions has been shown for many examples, (see, e.g., [16, 15] ), recently Atiyah's question was answered affirmatively by Tim Austin [2] who constructed an uncountable family of groups and rational convolution operators with distinct kernel dimensions, which a fortiori must contain irrational numbers, even transcendental ones. Subsequently more constructive answers were given in [8, 19] . A stronger variant of Atiyah's question had been solved earlier [9, 10, 6] . In these examples, so-called lamplighter groups play a central role. Although these are not finitely presented, they are recursively presentable (see, e.g., [3] ) and therefore by a theorem of Higman [11] can be embedded into finitely presented groups. In the present paper, complementing the above results, we pursue the ideas of [6] and compute explicitly the von Neumann dimension of the kernel of the "switch-walk-switch" adjacency operators on the free lamplighter groups C m ≀ F d with respect to the canonical generators and show that they are irrational for any d ≥ 2 and m > 2d − 1. This provides another elementary explicit example of a rational convolution operator with irrational kernel dimension. The basic ingredient is Theorem 2.2, which generalises the methods of Dicks and Schick [6] from the infinite cyclic group to arbitrary discrete groups and makes a link to percolation theory, thus providing a quite explicit description of the spectrum of switch-walk-switch transition operators on lamplighter groups as the union of the spectra of all finite connected subgraphs of the Cayley graph. In particular, the lamplighter kernel dimension equals the expected normalised kernel dimension of the percolation cluster. The paper is organised as follows. In Section 2 we review the necessary prerequisites about lamplighter groups and percolation and state the main result. In Section 3 we recall the connection between spectra and matchings of finite trees and compute the generating function of the kernel dimensions of finite subtrees of the Cayley graph of the free group. As a final step we integrate this generating function in Section 4 and thus obtain the dimensions we are interested in. Another example of a free product of groups whose Cayley graph is not a tree is discussed in Section 5. Acknowledgements. We thank Slava Grigorchuk for explaining Atiyah's question, Martin Widmer and Christiaan van de Woestijne for discussions about transcendental numbers, and Mark van Hoeij for a hint to compute a certain abelian integral, which ultimately led to the discovery of the parametrisation (4.2). Last but not least we thank three anonymous referees for numerous remarks which helped to improve the presentation.
Lamplighter groups and percolation
Let G be a discrete group and fix a symmetic generating set S. We denote by X = X (G, S) the Cayley graph of G with respect to S and in the rest of the paper identify the rational group algebra element T = s∈S s with the corresponding convolution operator, which coincides with the adjacency operator on X .
2.1. Lamplighter groups. The name lamplighter group has been coined in recent years to denote wreath products of the form Γ = C m ≀ G. This is the semidirect product L ⋊ G, where C m is the cyclic group of order m and L = G C m is the group of configurations η : G → C m with finite support, where we define supp η = {x ∈ G : η(x) = e Cm }. The group operation on L is pointwise multiplication in C m and the natural left action of G on
Certain random walks on C m ≀ G can be interpreted as a lamplighter walking around on G and turning on and off lamps. A pair (η, g) encodes both the position of the lamplighter as an element g ∈ G and the states of the lamps as a function η ∈ L.
We will consider here the "switch-walk-switch" lamplighter adjacency operator
EsE on the lamplighter group Γ where E = 1 m h∈Cm h is the idempotent corresponding to the uniform distribution on the lamp group C m . The underlying convolution operator on G is T = s∈S s. Here we identify C m and G with subgroups of Γ via the respective embeddings
where ι is the neutral element of L and
2.
2. Percolation clusters. Let X = (V, E) be a graph. We use the standard notation "x ∈ X " for vertices and x ∼ y for the neighbour relation. Fix a parameter 0 < p < 1. In Bernoulli site percolation with parameter p on X , we have i.i.d. Bernoulli random variables Y x , x ∈ X , sitting at the vertices of X , with
We can realise those random variables on the probability space Ω = {0, 1} X with a suitable probability measure P. Given ω ∈ Ω, denote by X (ω) the full subgraph of X induced on {x : Y x (ω) = 1} and for any vertex x ∈ X , denote by C x (ω) the connected component of X (ω) containing the vertex x, which is called the percolation cluster at x. It is well known that for every connected graph there is a critical parameter p c such that for any vertex x a phase transition occurs in the sense that for p < p c the cluster C x is almost surely finite and for p > p c it is infinite with positive probability. In order to make use of this fact we recall a combinatorial interpretation of criticality. Definition 2.1. For a subset F ⊆ X we denote its vertex boundary dF = {y ∈ X : y ∈ F, y ∼ x for some x ∈ F }.
For x ∈ X , we denote A x = {F ⊆ X : x ∈ F, F finite and connected} ∪ {∅} the set of finite, possibly empty, path-connected neighbourhoods of x. These sets are sometimes called lattice animals. The boundary of the empty animal is defined to be the set {x}. We denote by A * x the set of animals at x without the empty animal. The probability of a fixed F ∈ A x to occur as percolation cluster at x is
thus for p < p c we have
because some F ∈ A x occurs almost surely. Now for a fixed animal F consider the truncated operator
where P F is the orthogonal projection onto the finite dimensional subspace {f ∈ ℓ 2 (X ) : supp f ⊆ F }. We denote the random percolation adjacency operator by
and by dim ker T F the dimension of the kernel of T F as a finite matrix, while dim ker T F |F | will be the von Neumann dimension of the kernel of T F regarded as an element of the finite von Neumann algebra M |F | (C) with von Neumann trace
Tr. Special care is needed for the empty animal, for which we define both the cardinality of the boundary and the von Neumann kernel dimension to be 1. Then we have the following relation between the spectrum of the lamplighter operatorT and the spectra of T F .
Theorem 2.2 ([14, 13]).
The spectral measure of the lamplighter adjacency operator T of order m on a Cayley graph X is equal to the expected spectral measure of the random truncated adjacency operator T ω on the percolation clusters of X with percolation parameter p = 1/m. In addition, if p < p c , then there is a one-to-one correspondence between the eigenspaces ofT and the collection of eigenspaces of T ω and we have the formula
In general it is hard to evaluate formula (2.2) because one has to compute the kernels of the adjacency matrices of all finite clusters. Due to the recursive structure of the Cayley tree however it is possible to compute an algebraic equation for the generating function
on free groups and to evaluate (2.2) by integrating this function, thus obtaining our main result, which concludes this section. 
on its Cayley graph. Then the von Neumann dimension of the kernel of the corresponding lamplighter operatorT = ETE on
where p = 1/m and τ (p) is the unique positive solution of the equation t 2d−1 − t 2d−2 = p. For d > 1, this is an irrational algebraic number, e.g., for d = 2 and m = 4, the dimension is
Remark 2.4. Similar computations are possible in more general free product groups G 1 * G 2 * · · · * G n , where each factor G i is a finite group whose Cayley graph possesses only cycles of length ≡ 2 mod 6, like the cyclic groups Z 2 , Z 6 , Z 10 , etc. An example is briefly discussed in Section 5. It should be noted however that our technique does not work for nonzero eigenvalues, because in this case it is more complicated to obtain the multiplicity of the eigenvalue. Moreover, in contrast to other approaches ( [6, 9] ), it is restricted to adjacency operators, i.e., all group elements get the same weight.
Matchings, rooted trees, and generating functions
In this section we prepare the evaluation of the series (2.2) by computing a generating function. To this end let us recall some notations. Let G = (V, E) be a finite graph. By characteristic polynomial χ(G, x) (resp., spectrum, kernel dimension) of a graph we mean the characteristic polynomial (resp., spectrum, kernel dimension) of its adjacency matrix. A matching of a finite graph is a set of disjoint edges, i.e., every vertex occurs as an end point of at most one edge. A perfect matching is a matching which covers all the vertices of the graph. The matching polynomial of a graph on n vertices is the polynomial
where m(G, j) is the number of matchings of cardinality j.
It is well known (see, e.g., [7, 5] ) that the characteristic polynomial of a finite tree coincides with its matching polynomial. Since the kernel dimension equals the multiplicity of eigenvalue zero, which in turn is the degree of the polynomial x n χ(G, x −1 ), it follows immediately that the dimension of the kernel of a tree is given by
where µ(T ) denotes the size of a matching of maximal cardinality in T . In particular, dim ker T = 0 if and only if T has a perfect matching. As a first step to evaluate (2.2) we have to determine the generating function
where the sum is taken over all nonempty animals T , i.e., connected subgraphs of the Cayley graph of the free group F d that contain the unit element e. To this end, we regard animals as rooted trees, with the root at e. Definition 3.1. A k-ary tree is a planar rooted tree such that every vertex has at most k children. Hence every vertex has degree at most k + 1, and the root has degree at most k. A branch of a k-ary tree is a rooted tree obtained by splitting off a neighbor of the root together with its offspring. Thus a k-ary tree can be defined recursively as a rooted tree with an ordered collection of k possibly empty branches.
Thus our animals are k-ary trees with k = 2d − 1, with the single exception that the root vertex may have degree k + 1 (but all branches are k-ary trees according to the above definition). For reasons which will become apparent soon we split the family of rooted trees into two groups, following ideas similar to those employed in [21] :
We say that a rooted tree is of type A if it has a maximum matching that leaves the root uncovered. Otherwise T is of type B.
Suppose that T is of type A. Then it has a maximum matching that does not cover the root and is therefore a union of maximum matchings in the various branches of T . Hence if S 1 , S 2 , · · · , S k are the branches of T , we have
We claim that in this case all S j are of type B. For, suppose on the contrary that one of the branches, say S j , is of type A. Then we can choose a maximum matching in S j that does not cover the root. Choose maximum matchings in all the other branches as well, and add the edge between the roots of T and S j to obtain a matching of cardinality
contradiction. Conversely, if all branches of T are of type B, then T is of type A: clearly, the maximum cardinality of a matching that does not cover the root is µ(S 1 ) + µ(S 2 ) + · · · + µ(S k ), so it remains to show that there are no matchings of greater cardinality that cover the root. Suppose that such a matching contains the edge between the roots of T and S j . Then, since S j is of type B, the remaining matching, restricted to S j , can only contain at most µ(S j ) − 1 edges. Each of the other branches S i can only contribute µ(S i ) edges, so that we obtain a total of
edges, as claimed. This proves the following fact:
(1) Let T be a rooted tree and S 1 , . . . , S k its branches, then we have
(2) A rooted tree T is of type A if and only if all its branches are of type B.
The only part that was not explicitly proven above is the formula for µ(T ) in the case that T is of type B. This, however, is easy as well: Clearly the cardinality of a matching is at most µ(S 1 ) + · · · + µ(S k ) + 1 (the summand 1 accounting for the edge that covers the root). On the other hand, µ(T ) must be strictly greater than µ(S 1 ) + · · · + µ(S k ), since there are matchings of this cardinality that do not cover the root.
Remark 3.4. Consistently with Lemma 3.3 we define the tree T 1 that only consists of a single vertex to be of type A with µ(T 1 ) = 0 and the empty tree T 0 to be of type B with µ(T 0 ) = 0. This is important for the generating functions constructed below.
Since we are interested in the parameter ν(T ) = dim ker T = |T | − 2µ(T ) rather than µ(T ) itself, we first translate the above formula to a recursion for ν(T ):
denote the set of all k-ary trees, k-ary trees of type A and k-ary trees of type B respectively. We define the bivariate generating functions
the summation being over k-ary trees in both cases (including the empty tree in the case of B, and the one-vertex tree in the case of A). Since any tree T of type A is a grafting of k (possibly empty) branches S 1 , . . . , S k of type B (which we write as
Similarly, in the case of type B, we get the following equation
where we took special care of the empty tree and the remaining sum indicated by ′ runs over all k-tuples of trees such that at least one of them is not of type B; this means that we have to subtract the sum over k-tuples of type B trees from the sum over k-tuples of arbitrary trees:
In conclusion, we have translated the recursive description into the following two functional equations for A(u, x) and B(u, x):
Finally, we obtain the following generating function for animals (the only difference lying in the possibility that the root is allowed to have degree k + 1 = 2d as well and the empty tree is excluded this time):
We are mainly interested in the derivative with respect to u, since
To save space, we will use the customary abbreviation F u etc. to denote partial derivatives with respect to u. First note that
and we can rewrite the identities (3.2) as
Taking the derivative of the second identity at u = 1 we obtain
Using the identities (3.3) we can express F as
and the derivative at u = 1 is
making use of (3.3) in the last step once again. So we finally obtain (A(1, x) + B(1, x) ) .
Parametrisation
Recall that we are considering percolation on a (k + 1)-regular tree, where p = 1 m < 1 k is the percolation probability, and q = 1 − p. For an animal T (i.e., a potential percolation cluster), the size of the boundary is |dT | = 2 + (k − 1)|T |, as can be seen immediately by induction on |T |. In view of the identity (2.2), we are interested in the expression
since it gives the von Neumann dimension of the kernel of the lamplighter operatorT on
The summand q takes care of the "empty" animal, i.e., the possibility that the vertex x is not actually in X (ω) (which happens with probability q).
In order to compute this integral, we determine a parametrisation of G; since G is a rational function of x, A and B, we first find such a parametrisation for the functions A and B. This is possible because the implicit equation (3.2) for B defines an algebraic curve of genus zero. Recall that A = A(1, x) and B = B(1, x) satisfy the equations
It turns out that the following parametrisation satisfies these two equations:
This parametrisation was essentially obtained by "guessing", i.e., finding the parametrisation in special cases, which was done with an algorithm by M. van Hoeij [20] in the algcurves package of the computer algebra system Maple TM [18] , and extrapolating to the general case. Once the parametrisation has been found, however, it is easy to verify it directly. The two equations determine the coefficients of the expansions of A and B at x = 0 uniquely, hence they define unique functions A and B that are analytic at 0. The above parametrisation provides such an analytic solution in which t = 1 corresponds to x = 0. Furthermore, the interval [1, t 0 ], where t 0 is the solution of t k − t k−1 = rational function between 0 and the unique solution τ (p) of
To show existence and uniqueness of τ (p), note again that the function x(1 − x) k−1 is strictly increasing on [0,
1 k ] and thus maps this interval bijectively to [0, x 0 ]. Moreover, it follows that τ (p) is the unique positive solution of
Plugging the parametrisations of A and B into (3.4) yields
Together with
we finally end up with an integral which has a surprisingly simple antiderivative for arbitrary k. This antiderivative was also found by means of computer algebra, but can of course be checked directly to be an antiderivative:
which shows that the constant C(p) is always algebraic, since p = 1 m is rational in our context and τ (p) is a solution to an algebraic equation. In particular, for k = 1, one has τ (p) = 1 + p, which yields
In general, however, C(p) is not rational: take, for instance, k = 3 and p = 1 4 , to obtain
One can even easily prove the following:
is an irrational algebraic number.
Proof. Suppose that C(p) is rational. Then
for some coprime integers a, b with b > 0. Hence τ = τ (p) is a root of the polynomial
) to obtain a primitive polynomialP (t) (in the ring-theoretic sense, i.e., a polynomial whose coefficients have greatest common divisor 1). It is easy to see that g ≤ 2. Now note that τ is also a zero of
If τ was rational, it would have to be of the form ± 1 r (since the denominator has to divide the leading coefficient, while the numerator has to divide the constant coefficient), contradicting the fact that τ (p) > 1. HenceP is the minimal polynomial of τ , and Q(t) must be divisible byP (t) in Z[t] (by Gauss' lemma), which implies that the constant coefficient ofP must be ±1. But this is only possible if b(k − 1) = g = 2, i.e., k = 3, b = 1, and a must be even. But then C(p) = q − p + a b ≥ q − p + 2 = 1 + 2q > 1, and we reach a contradiction.
A free product
The method of the preceding sections is generally not applicable if the Cayley graph is not a tree; however, (3.1) remains true if all cycles of T have length ≡ 2 mod 4 (see for instance [4, Theorem 2]). Hence it is possible to apply the same techique if the free group F d is replaced by special free products such as Z 6 * Z 6 ; the Cayley graph of this group has hexagons as its only cycles and therefore satisfies the aforementioned condition. Once again, one can distinguish between (rooted) animals with the property that there exists a maximum matching that does not cover the root (type A) and (rooted) animals for which this is not the case (type B) and derive recursions. In addition, one needs to take the size of the boundary of an animal into account, which is no longer uniquely determined by the size of an animal. Hence we consider the trivariate generating functions A = A(u, x, y) = for which one obtains, after some lengthy calculations, functional equations in analogy to those in (3.2) as well as an integral representation analogous to 4.1 for the von Neumann dimension of the kernel of the lamplighter operatorT on C m ≀ (Z 6 * Z 6 ). In order to determine the resulting integral, one can use the Risch-Trager algorithm, as implemented for example in the computer algebra system FriCAS, a fork of [12] , Once again, we found that there exists an algebraic antiderivative, so that we obtain an algebraic von Neumann dimension for any m ≥ 3 (the critical percolation parameter is p = 0.339303 in this case, which is a zero of the polynomial 3p 5 − 2p 4 − 2p 3 − 2p 2 − 2p + 1). It is likely that it is also irrational for all m ≥ 3, although we do not have a proof for this conjecture. Moreover, we conjecture that in fact the kernel dimension of the adjacency operator of an arbitrary free product of cyclic groups Z 4k+2 is algebraic (and probably irrational), but the computations outlined above quickly become intractable by the present method if more complicated examples are studied.
