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MINIMAL MODELS OF QUANTUM HOMOTOPY LIE
ALGEBRAS VIA THE BV-FORMALISM
CHRISTOPHER BRAUN AND JAMES MAUNDER
Abstract. Using the BV-formalism of mathematical physics an explicit con-
struction for the minimal model of a quantum L∞-algebra is given as a for-
mal super integral. The approach taken herein to these formal integrals is
axiomatic, and they can be approached using perturbation theory to obtain
combinatorial formulae as shown in the appendix. Additionally, there exists a
canonical differential graded Lie algebra morphism mapping formal functions
on homology to formal functions on the whole space. An inverse L∞-algebra
morphism to this differential graded Lie algebra morphism is constructed as a
formal super integral.
Introduction
The Batalin-Vilkovisky (BV-)formalism was originally introduced in physics as
a tool to quantise gauge theories and is named after the creators Igor Batalin and
Grigori Vilkovisky [7, 8]. One of the strengths of the BV-formalism is it describes
how to deal with certain super path integrals, understood as formal power series
using perturbation theory. The BV-formalism has also found success in other fields,
leading to many results including: deformation quantisation [12], an alternative de-
scription of the graph complex [31], an alternative proof of the Kontsevich theorem
[61], and manifold invariants [13]. All told, the BV-formalism provides a framework
in which odd symplectic geometry, homological algebra, and path integrals inter-
act successfully. The geometric formulation of the BV-formalism was pioneered by
Khudaverdian, cf. [36, 38, 39, 40]. A modern formulation of the BV-formalism was
given by Schwarz [65], but it should be noted that there are many papers where
the BV-geometry is considered from various standpoints, see [23, 36, 37, 43, 66] for
example. BV-algebras themselves have also been generalised to BV∞-algebras: cf.
[6, 9, 22, 44].
The formal geometry of the BV-formalism is well suited to the study of (quan-
tum) L∞-algebras which can be studied in the same language. Accordingly, this
viewpoint is taken herein to construct minimal models of quantum L∞-algebras,
see Definition 3.7.
Quantum L∞-algebras arose in work of Zwiebach [70] on closed string field the-
ory. They have appeared in work of Markl [53] under the name ‘loop homotopy
algebras’, and have appeared in work of the first author joint with Lazarev [10].
Quantum L∞-algebras are a ‘higher genus’ version of a cyclic L∞-algebra: the defi-
nition is recalled in Section 3. One particularly amenable viewpoint of a (quantum)
L∞-algebra structure on a super vector space is a solution to the Maurer-Cartan
equation in an appropriate differential graded Lie algebra. The Maurer-Cartan
equation is known in physics—more specifically in quantum field theory—as the
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(quantum or classical) master equation and its use is central to this paper. In-
deed, in this language, a quantum L∞-algebra is a solution to the quantum master
equation just as a cyclic L∞-algebra is a solution to the classical master equa-
tion. Maurer-Cartan elements have many uses in mathematics besides defining
L∞-algebra structures: they govern deformation functors [11, 52, 56, 60, 64], in
certain cases correspond to morphisms of certain commutative differential graded
algebras, and model rational topological spaces [32, 48, 49, 55, 62]
It is known that minimal models exist for many sorts of homotopy algebras
[33, 41]. To prove existence and uniqueness of minimal models is usually fairly
straightforward. Indeed, in this paper, this is the content of Proposition 3.4,
which we obtain as a consequence of standard facts concerning Maurer-Cartan
moduli sets of differential graded Lie algebras. However, this argument is not at all
constructive—one is often concerned not just with the existence of minimal models
but also wishes to have explicit formulae to hand.
Explicit formulae for the structure maps of minimal models for A∞-algebras
were given in [42, 54, 57] as sums over trees. A more general approach was taken
in [15] where an explicit formula for minimal models, in terms of sums over ‘stable
graphs’, for an algebra over the cobar-construction of a differential graded modular
operad was constructed.
We take a different approach to deducing formulae for minimal models in the
present paper. Indeed, the formulae in terms of stable graphs are reminiscent of
those given by perturbative expansions of path integrals using Feynman diagrams
and this is the perspective we pursue here. We will show that the minimal model
of a quantum L∞-algebra can be given by a simple explicit integral formula coming
from the BV-formalism (Theorem 4.2). These sorts of integrals have already been
studied in the context of quantum field theory [13, 18]. The advantage of this
approach is that we obtain a simpler and more conceptual proof of the minimal
model formulae.
In fact, the combinatorial formulae in terms of stable graphs that one obtains
using the results of [15] can be deduced from the integral formula given in this
paper by standard methods of expansions of path integrals in terms of Feynman
diagrams: this is done in Appendix A.
Recently, minimal models have found applications in theoretical physics. More
specifically, minimal models of A∞-algebras have applications in (open) string field
theory and quiver gauge theory [1, 2, 34, 50, 67], whereas (quantum) L∞-algebras
and their minimal models have applications in closed string field theory [58, 59], note
that quantum L∞-algebras are called ‘loop homotopy algebras’ loc. cit. Moreover,
the approach taken by the BV-formalism has been extended towards applications
in non-commutative homotopical algebra [3, 4, 5, 28, 29]. This paper is concerned
with the finite-dimensional case (and is, therefore, not physical), but the objects
and methods used herein frequently appear in physics literature. Indeed, despite
not being strictly physical, Cattaneo and Mnev work with a finite-dimensional
‘toy model’ of Chern-Simons field theory [13]. The infinite-dimensional case is a
somewhat different aspect and is treated in [18], for example. It should also be
noted that, under certain conditions, infinite dimension algebras can be reduced to
equivalent finite dimensional algebras suitable for many purposes. One example of
this is in [10, Theorem 8.3], which uses a theorem of Lambrechts and Stanley [47]
rephrased and applied to the context of Chern-Simons theory.’
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The paper is organised as follows. Section 1 recalls results of linear formal odd
symplectic geometry. In particular, the master equation (or Maurer-Cartan equa-
tion) and the notion of a strong deformation retract from one odd symplectic vector
space to another are both recalled. Section 2 introduces the theory of integration
used in this setting (Definition 2.1), provides a proof of an analogue of Stokes Theo-
rem (Proposition 2.6), and discusses the relevant parts of the BV-formalism. Section
3 recalls details surrounding the theory of (quantum) L∞-algebras and Proposition
2.10 introduces an important and useful filtration. The main result of the paper
(Theorem 4.2) is contained within Section 4. That is, the explicit construction of
the minimal model for a given quantum L∞-algebra via a formal super integral is
given in Section 4. As a straightforward corollary of Theorem 4.2, a minimal model
for a harmonic odd cyclic L∞-algebra can be given via a formal super integral.
Section 4 closes by providing an inverse L∞-algebra morphism to the differential
graded Lie algebra morphism embedding the functions on homology into the space
of all functions: this is the content of Theorem 4.10. The combinatorial approach to
formal super integration is briefly discussed in Appendix A. More precisely, within
this appendix those formal super integrals considered throughout the paper are
shown to admit a presentation as formal sums over stable graphs: Theorems A.7
and A.8. The same result is given in [18], but proven by different means. Appendix
A closely follows the argument of [19]. Indeed, the ordinary notion of a graph is
a special case of a stable graph and, by restricting our formula to usual graphs,
one can recover that of [19]. A very similar result to Theorem A.7 is given in [20,
Example 3.10]. Further, in loc. cit. the authors explore the relationship between
Feynman diagram expansions and graphical calculus of Reshetikhin-Turaev.
Notations and conventions
Fix the real numbers, R, as the base field. For technical reasons, the base field
is extended to the field of formal Laurent series R((~)) at some points of the paper.
All unmarked tensors are assumed to be over the appropriate base field, unless
otherwise stated. We will be concerned with the category of differential Z/2Z-
graded vector spaces (‘super vector spaces’). Some of the definitions and results
contained within this paper could also be made sense of in the Z-graded context
once suitable adaptations are made. Working with Z-graded objects is, however,
of no benefit to this work and would only complicate matters. Of course, any Z-
graded object can be regarded as a Z/2Z-graded object by remembering only the
parity of the grading, i.e. a Z-graded object V =
⊕
n∈Z Vn can be regarded as a
Z/2Z-graded object with Veven =
⊕
n∈Z V2n and Vodd =
⊕
n∈Z V2n+1.
The degree (or parity) of a homogeneous element v in a super vector space is
denoted |v|. Following well established notation those elements of homogeneous
degree 0 are referred to as even and those of homogeneous degree 1 are referred to
as odd. Accordingly, the dimension of a super vector space is given as (m|n), where
m is the dimension (in the non-graded sense) of the subspace of even elements
and n is the dimension of the subspace of odd elements. The total dimension
of a super vector space of dimension (m|n) is given by m + n. A super vector
space will be finite-dimensional if, and only if, it is of finite total dimension. The
tensor product V ⊗W of super vector spaces V and W has differential defined as
dV⊗W (v⊗w) = (dV v)⊗w+(−1)|v|v⊗(dWw) and thus the category of super vector
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spaces is symmetric monoidal with symmetry isomorphism given by s(v ⊗ w) =
(−1)|v||w|w ⊗ v.
Denote by ΠR the super vector space of total dimension one (over R) concen-
trated in odd degree. The functor given by taking a super vector space V to the
tensor V ⊗ ΠR is denoted by Π (the super vector space ΠV is called the par-
ity reversion of V ). Likewise for super vector spaces over R((~)). The notation
Hom(V,W ) denotes the super vector space with even part the space of morphisms
V → W (i.e. those linear maps preserving the grading) and odd part the space of
morphisms V → ΠW (i.e. those linear maps which reverse the grading). This can
be equipped with the differential df = dW ◦ f − (−1)|f |f ◦ dV , making it into an
internal Hom functor, and hence the category of super vector spaces is a closed
symmetric monoidal category.
In particular, an associative, a commutative, or a Lie algebra is always the ap-
propriate notion in the category of super vector spaces. The expressions ‘differential
(super)graded’, ‘commutative differential graded algebra’, and ‘differential graded
Lie algebra’ are abbreviated to ‘dg’, ‘cdga’, and ‘dgla’, respectively.
Given a dgla g and a cdga A, recall the tensor product g ⊗ A possesses a well
defined structure of a dgla: the bracket is given on elementary tensors by [x⊗a, y⊗
b] = [x, y]⊗ (−1)|a||y|ab.
The notion of a pseudo-compact super vector space is used extensively within
this text. A pseudo-compact super vector space is one given by an inverse limit
of super vector spaces of finite total dimension. As such, a pseudo-compact super
vector space is equipped with a topology induced by the inverse limit, and thus all
linear maps of pseudo-compact super vector spaces are assumed to be continuous.
The dual of a pseudo-compact super vector space is, therefore, the topological
dual. This has the luxury of always having (V ∗)∗ ∼= V without any finiteness
conditions. Similarly, it will always be the case that (V ⊗ V )∗ ∼= V ∗ ⊗ V ∗ since
the tensor product of two pseudo-compact super vector spaces A = lim←−iAi and
B = lim←−j Bj will always be the completed tensor product, in other words A ⊗ B
is the pseudo-compact super vector space given by lim←−i,j Ai ⊗ Bj . Similarly, if V
is a discrete super vector space and A = lim←−iAi is a pseudo-compact super vector
space, the tensor product A ⊗ V is always assumed to mean lim←−iAi ⊗ V . More
details on pseudo-compact objects can be found in the literature [21, 35, 68]. In
particular, it should be noted that the functor V 7→ V ∗ gives a symmetric monoidal
equivalence between the category of pseudo-compact super vector spaces and the
opposite category of super vector spaces. Thus, for example, a pseudo-compact dg
algebra is equivalently a dg coalgebra.
The completed symmetric algebra of a finite-dimensional super vector space V
is an example of a pseudo-compact cdga (it is the dual of the cofree dg cocommuta-
tive coalgebra on V ) and appears regularly throughout this paper. Explicitly, the
completed symmetric algebra is the pseudo-compact algebra Sˆ(V ) :=
∏∞
i=0 S
i(V ),
which is the direct product of symmetric tensor powers (over either R or R((~))) of
the super vector space V . The symmetric algebra S(V ) is a subalgebra of Sˆ(V ).
We will often refer to a pronilpotent dgla (or cdga), meaning an inverse limit
of nilpotent dglas (or cdgas). Nilpotent here will mean ‘global’ nilpotence: the
descending central series stabilises at zero.
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Statement of results
For convenience and motivation, we give some definitions and state the main
theorems of the paper here.
Let V be a super vector space with an odd symmetric, non-degenerate bilinear
form. It is important to note that the non-degenerate bilinear form forces V to
be finite-dimensional. A quantum L∞-algebra structure on V is a Maurer-Cartan
element in a certain dgla h[ΠV ] ⊂ SˆΠV ∗[|~|], see Definition 2.8 and Definition
3.1. Moreover, there exists a filtered quasi-isomorphism of dglas, ι, that induces a
bijection of quantum L∞-algebra structures on H(V ) to V , see Proposition 3.4.
Definition 3.7. Given a quantum L∞-algebra structure (V,m), the minimal model
of (V,m) is a quantum L∞-algebra (H(V ),m
′) such that ι(m′) is homotopic to m
(as a Maurer-Cartan element in h[ΠV ]).
There exists a canonical isotropic subspace Ls ⊂ ΠV (see Section 1.3) which can
be endowed with a non-degenerate quadratic function σ, see Remark 2.3 and the
beginning discussion of Section 2.2.
Theorem 4.2. Given a quantum L∞-structure (V,m), the integral formula
m′ = ~ log
∫
Ls
e
m
~ e
−σ
2~
defines a quantum L∞-algebra (H(V ),m
′) and, moreover, it is the minimal model
of (V,m).
Theorem 4.10. Let A be a pseudo-compact cdga. The morphism of sets
MC(h[ΠV ], A)→ MC(h[ΠH(V )], A)
given by mapping
∑
i∈I fi ⊗ ai to the function given by
~ log
∫
Ls
e
1
~
∑
i∈I fi⊗aie
−σ
2~ .
provides the inverse L∞-morphism to the filtered quasi-isomorphism ι.
1. Formal odd symplectic geometry
A brief account of formal linear odd symplectic geometry is contained within
this section. Recall that an odd symplectic super vector space is a super vector
space with an odd bilinear form that is also non-degenerate and skew-symmetric.
An odd symplectic vector space is considered as a formal odd symplectic manifold.
As such, some of the terminology used here reflects the geometric setting and many
of the results stated in terms of super vector spaces have known analogues and
generalisations. For a general treatment of the BV-formalism see, for example,
[38, 39, 40, 65]. The notation V will generally be used to denote a super vector
space endowed with an odd symmetric bilinear form and W will generally be used
to denote an odd symplectic super vector space. As such, a first example of an odd
symplectic vector space is the following: let ω be an odd symmetric form on V that
is also non-degenerate, then an odd symplectic form on ΠV can be given by the
formula τ(Πx,Πy) = (−1)|x|ω(x, y) for all x, y ∈ V .
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1.1. Preliminaries. The algebra of functions on an odd symplectic vector space,
W , is given by SˆW ∗. Note that W is a finite dimensional super vector space (due
to the non-degeneracy of the bilinear form) and SˆW ∗ is pseudo-compact. If W
has a differential, say d, then SˆW ∗ possesses both a canonical differential obtained
from d (which herein is denoted, by an abuse of notation, also d) and an operator of
order two corresponding to the odd symplectic form (the Laplacian, see Definition
1.3). Every odd symplectic vector space is of even total dimension, and there exists
a canonical basis {xi, ξj}i,j∈{1,...,n} for W ∗ with xi even and ξi odd such that the
odd symplectic form is of canonical form: ω =
∑
i dDRxidDRξi, where dDR is the
de Rham differential.
Definition 1.1. Given an odd symplectic vector space, a Lagrangian subspace is
a maximal isotropic subspace, i.e. a subspace such that the restriction of the odd
symplectic form vanishes and is of maximal total dimension with this property.
Remark 1.2. A Lagrangian subspace must have total dimension half that of the
whole space, and any isotropic subspace extends to a Lagrangian one.
Lagrangian subspaces serve as convenient subspaces for integration and are par-
ticularly important for this paper. More details are contained in Section 2.1.
Definition 1.3. LetW be an odd symplectic vector space and let {xi, ξj}i,j∈{1,2,...,n}
be a basis for W ∗. The Laplacian acts on formal functions by
∆(g) =
n∑
i=1
∂xi∂ξig.
Remark 1.4. The definition of the Laplacian does not depend upon the choice
of basis in W , but the fact that W is finite-dimensional is crucial. Without the
assumption that W is finite-dimensional the definition of the Laplacian operator
is substantially more involved, affecting the entire paper; without a well-defined
Laplacian operator, the quantum master equation (Section 1.2) makes no sense,
hence the definition of quantum L∞-algebra (Section 3) makes no sense.
Definition 1.5. A dg BV-algebra is a unital cdga A with an odd differential oper-
ator, ∆, of order 2 such that:
• ∆2 = 0 = ∆(1); and
• d∆+∆d = 0,
where d is the differential of A.
For more details on dg BV-algebras and their generalisation to BV∞-algebras
see [9], for example. The choice of notation ∆ for the Laplacian and for the odd
differential operator in Definitions 1.3 and 1.5 is deliberate as the next proposition
shows.
Proposition 1.6. The Laplacian defines a dg BV-algebra structure on SˆW ∗ with
differential d and BV-operator ∆. Hence, SˆW ∗ has the structure of a dg odd Pois-
son algebra with differential d+∆ and odd bracket given by
[x, y] = (−1)|x|∆(xy)− (−1)|x|∆(x)y − x∆(y).
Proof. It is a straightforward check to show that SˆW ∗ is a dg BV-algebra. Further,
it is a known fact that given a (dg) BV-algebra, the bracket given in the proposition
defines the structure of a (dg) odd Poisson algebra. 
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For more details regarding BV-algebras and odd Poisson (or Gerstenhaber) al-
gebras see [63].
1.2. Master equations. To make sense of some constructions it is necessary to
extend the base field from R to R((~)) and extend super vector spaces from W to
W :=W ⊗R R((~)). The cdga SˆW ∗ is a dg BV-algebra with differential d and BV
operator ~∆, where d and ∆ have been extended ~, ~−1-linearly. Hence, SˆW
∗
is a
dg odd Poisson algebra with differential d+ ~∆. Note that the symmetric tensors
here are taken over R((~)).
For all functions, f , in some pronilpotent ideal, we define the formal power series:
ef =
∞∑
n=0
fn
n!
.
Likewise, f such that (f − 1) is in some pronilpotent ideal, we define the formal
power series:
log(f) =
∞∑
n=1
(−1)n+1 (f − 1)
n
n
.
For any f in some pronilpotent ideal we have log(ef ) = f , and for any g such that
(g − 1) is in some pronilpotent ideal we have e(log g) = g.
Definition 1.7. Let m =
∑∞
i=0 ~
imi ∈ SˆW ∗ be an even function with mi ∈ SˆW ∗
for all i ≥ 0 such that m
~
belongs to a pronilpotent ideal of SˆW
∗
. The function m
is said to satisfy the quantum master equation (QME) if (d+ ~∆)e
m
~ = 0.
Proposition 1.8. A solution to the QME is equivalent to a solution to the Maurer-
Cartan (MC) equation, i.e. ∀m ∈ SˆW ∗ such that m
~
lies in a pronilpotent ideal
(d+ ~∆)e
m
~ = 0⇔ (d+ ~∆)m+ 1
2
[m,m] = 0.
Proof. The failure of ∆ to be a derivation is measured by the odd Poisson bracket
(as in Proposition 1.6) and so one determines the relationship
(d+ ~∆)e
m
~ =
1
~
e
m
~
(
(d+ ~∆)m+
1
2
[m,m]
)
.
The result now follows. 
The phrases ‘solution to the QME’ and ‘MC element’ will be used interchange-
ably. Writing out the MC equation in terms of the expansionm0+~m1+~
2m2+. . .
leads to an equivalent system of equations collecting powers of ~. The first equation
d(m0) +
1
2 [m0,m0] = 0 is the classical master equation (CME) for the function m0
(hence m0 defines a cyclic L∞-algebra), and the second equation d(m1) +∆(m0)+
[m0,m1] = 0 defines a unimodular L∞-algebra (see [10, 27]). In [10] the prob-
lem of lifting a solution to the CME to a solution of the QME is addressed and
unimodularity plays a key role therein.
1.3. Strong deformation retracts. Let W be an odd symplectic super vector
space. Given a strong deformation retract (SDR) of V = ΠW onto some choice
of representatives for the homology of V , which is, moreover, compatible with the
bilinear form in an appropriate way (see below), one arrives at a canonical choice
of isotropic/Lagrangian subspace for W . The Lagrangian subspace arrived at in
8 CHRISTOPHER BRAUN AND JAMES MAUNDER
this way is used heavily in Section 2.1. This ‘cyclic’ SDR from a space onto its
homology is equivalent to that of a Hodge decomposition, cf. [15, 16]. A Hodge
decomposition always exists for a finite-dimensional (super) vector space.
Definition 1.9. Let V and U be two super vector spaces, both equipped with odd
symmetric bilinear forms. A cyclic SDR from V to U is a pair of even super vector
space morphisms i : U →֒ V and p : V ։ U and an odd linear morphism s : V → V
such that:
• pi = idU ;
• ds+ sd = idV − ip;
• si = 0; ps = 0; s2 = 0;
• 〈ix, iy〉 = 〈x, y〉; ker(p) ⊥ im(i); and 〈sx, y〉 = (−1)|x|〈x, sy〉.
Remark 1.10. Forgetting the last condition, concerning the bilinear forms, in
Definition 1.9 one obtains the usual, well-established, notion of an SDR of super
vector spaces. Since we will always assume an SDR is cyclic in this paper we will
suppress the adjective cyclic from now on.
The conditions si = 0, ps = 0, and s2 = 0 are called the side conditions and are
not always included; the reason being that they can be imposed at no cost as the
following simple proposition, taken from [10, Lemma B.6.], shows.
Proposition 1.11. Let U, V be two super vector spaces equipped with odd symmet-
ric bilinear forms and (i, p, s) be morphisms satisfying all the conditions of an SDR
except the side conditions, then s can be replaced with a morphism s′ in such a way
that the triple (i, p, s′) is an SDR.
Proof. If s does not satisfy si = 0 and ps = 0, it can be replaced with s˜ = (ds +
sd)s(ds+sd). By elementary, yet tedious calculations, the triple (i, p, s˜) now satisfies
everything except (possibly) s˜2 = 0. Replacing s˜ with s′ = s˜ds˜ means the triple
(i, p, s′) is an SDR. 
The properties of Definition 1.9 ensure that given an SDR of V onto H(V ),
one has a decomposition V = im(i) ⊕ im(s) ⊕ im(d). Furthermore, one has the
orthogonality relations:
im(i)⊥ = im(s)⊕ im(d), im(d)⊥ = im(i)⊕ im(d), and im(s)⊥ = im(i)⊕ im(s).
Let the bilinear form on V be non-degenerate. The decomposition V = H(V )⊕
im(s) ⊕ im(d) gives rise to a decomposition of the odd symplectic vector space
W = ΠV as W = ΠH(V ) ⊕ Π im(s) ⊕ Π im(d). Therefore, define the subspace
Ls = Π im(s) and notice it is a Lagrangian subspace of Π im(i)⊥.
Proposition 1.12. If Ls is non-zero, then the total dimension of the subspace of
odd elements is even.
Proof. One can define an odd symmetric non-degenerate form (x, y) = 〈x, dy〉 on
Ls. Therefore, the form is skew symmetric when restricted to odd coordinates
and—by forgetting the grading—the form defines an odd symplectic form on the
super vector space of odd coordinates, hence there must be an even number of odd
coordinates. 
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2. The BV formalism
Here the necessary facts concerning the BV-formalism are recalled. For a more
in depth exploration of the BV-formalism and BV-geometry see one of the many
resources [7, 8, 18, 36, 38, 39, 40, 61, 65, 66].
2.1. Integration and BV Stokes’ Theorem. The integration over Lagrangian
subspaces defined in this section provides an important tool for Section 4. This
integration is often only formally defined, but in some cases restricts to the stan-
dard definition of (super) integration. The reader who is already comfortable with
integrals over (finite-dimensional) super vector spaces may wish to skip this section,
or at least the early discussion. It should be noted that although we take an ax-
iomatic approach to integration, the integrals considered here could, alternatively,
be evaluated using perturbation theory, cf. Appendix A.
Let V be a super vector space of finite total dimensionm concentrated entirely in
even degree, i.e. a usual vector space. Let A be a non-degenerate, positive definite
bilinear form on V . We begin with case of the integral∫
V
fe−Aµ,
where f is some polynomial function on V . It is well known how to calculate such
integrals: taking a change of coordinates, one diagonalises A and calculates∫
Rm
f(x)e(−
∑m
i=1 x
2
i )dx1 . . . dxm
using integration by parts and the Gaussian integral
∫
R
e−x
2
dx =
√
π. Next, we
wish to extend to super vector spaces. For an odd coordinate ξ on some super
vector space one has ∫
R
1dξ = 0 and
∫
R
ξdξ = 1.
This completely defines odd integration (since odd coordinates square to zero).
Let V now be a super vector space of dimension (m|n) and A is a non-degenerate,
positive definite bilinear form. The integral of a polynomial function, f , over V is
given by ∫
V
fe−Aµ :=
∫
Rn
∫
Rm
fe−Adx1 . . . dxmdξ1 . . . dξn.
The full machinery of integration over super manifolds is not necessary in this
paper. However, for a more general approach to integration over super manifolds
see [40].
We now wish to make one final extension to the integrals being presented here.
Namely, we wish to no longer make the assumption that A is positive definite.
For odd coordinates, no longer having this assumption makes no difference and we
again concentrate our attention to the case where V is a super vector space of total
dimension m concentrated entirely in even degree. Let A now be a non-degenerate
bilinear form on V . After a change of variables, one has A =
∑k
i=1 x
2
i −
∑m
i=k+1 x
2
i .
For 1 ≤ i ≤ k the integral ∫
R
f(x)e−x
2
i dxi,
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where f is some polynomial function, exists. It is, therefore, the case when k+1 ≤
i ≤ m when we have an issue, i.e. the integral∫
R
f(x)ex
2
i dxi,
does not exist using standard integration. To rectify this issue, introduce the func-
tion
gf (t) :=
∫
Rm
f(x)e(
∑k
i=1 x
2
i+
∑m
i=k+1(txi)
2)dx1 . . . dxm,
defined for all non-zero real numbers. Expanding gf (t) as a formal power series,
one can use analytic continuation to define gf for all non-zero complex numbers.
The original integral is, therefore, equal to gf (i). For example
∫
R
ex
2
µx = −i
√
π.
It is important to note these integrals only exist formally.
One can integrate gx2ni (t) by parts to establish a recursive relation, just like in
the positive definite case. Using these two recursive relations and normalising the
integrals by dividing through by ∫
V
e−Aµ
we make the following elementary definition after setting the scene.
Let W be an exact odd symplectic vector space such that W = L1 ⊕ L2, where
L1 and L2 are Lagrangian subspaces of W and d : L1 → L2 is an isomorphism. A
suitable choice of coordinates {x1, . . . , xk} on the even part of L1 diagonalises the
quadratic function x 7→ 〈x, dx〉 =∑ji=1 x2i −∑ki=j+1 x2i . Let ǫ(xi) = 1 if xi belongs
to the first sum and ǫ(xi) = −1 if xi belongs to the second sum. Similarly, there
exists coordinates {ξk+1, . . . , ξn} on the odd part of L1 such that the quadratic
function ξ 7→ 〈ξ, dξ〉 = −(ξk+1ξk+2+ ξk+3ξk+4+ · · ·+ ξn−1ξn), since L1 has an even
number of odd coordinates (cf. Proposition 1.12). For i ∈ {1, 3, 5, . . . , n − 1}, the
coordinates ξi and ξi+1 will be said to be a pairing of odd coordinates.
Definition 2.1. For even xi ∈ L1,∫
R
e
−1
2~ 〈xi,dxi〉µxi = 1,
and, for all n ∈ N, the recursive relation∫
R
x
2(n+1)
i e
−1
2~ 〈xi,dxi〉µxi = ǫ(xi)(2n+ 1)~
∫
R
xi
2ne
−1
2~ 〈xi,dxi〉µxi
will be called integration by parts (for even coordinates). For a pairing of odd
coordinates, ξi and ξi+1,∫
R2
e
1
2~ ξiξi+1µξiµξi+1 := 1,
∫
R2
ξie
1
2~ ξiξi+1µξiµξi+1 := 0,∫
R2
ξi+1e
1
2~ ξiξi+1µξiµξi+1 := 0, and
∫
R2
ξiξi+1e
1
2~ ξiξi+1µξiµξi+1 := ~.
The integral is extended in the obvious manner to polynomial functions f ∈ SW ∗
over L1 by extending ~, ~
−1-linearly and by setting∫
L1
fe
−σ
2~ :=
∫
R
· · ·
∫
R
(
fe
−σ
2~
∣∣
L1
)
µx1 . . . µxkµξk+1 . . . µξn ,
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where σ is the quadratic function corresponding to ? 7→ 〈?, d?〉. This integral is a
Laurent polynomial in R[~, ~−1], because the integrand is restricted to L1 and the
integral is taken over all the coordinates of L1.
Remark 2.2. In Definition 2.1 integration by parts is defined for even coordi-
nates. There is no integration by parts defined for odd coordinates, because odd
coordinates square to zero.
Remark 2.3. The above argument for even variables in the case where the bilinear
form is not necessarily positive definite is known (in a different guise) as the Wick
rotation. The non-degeneracy of 〈x, dx〉 on L1 means that the integration is against
a ‘Gaussian measure’, dealing with convergence issues for even variables, although
these integrals need only exist formally: see [31].
Proposition 2.4. The integrals of Definition 2.1 do not depend upon the choice of
coordinates.
Proof. The (hidden) normalisation by∫
L1
e
−σ
2~
in Definition 2.1 causes the integrals to be the ratio of two integrals and, thus, they
do not depend upon the choice of coordinates. 
An analogue of Stokes’ Theorem is now recalled after a couple of auxiliary results.
The more general original result is found in [65]. For an alternative proof using the
usual exterior calculus in the linear case see [31].
Proposition 2.5. Let L ⊂ W be a Lagrangian subspace such that σ(y) = 〈y, dy〉
is non-degenerate. For xi even∫
R
∂xi(x
m
i e
−1
2~ σ(xi))µxi = 0.
For a pairing of odd coordinates, ξi and ξi+1, and f ∈ SW ∗ any polynomial, for
j ∈ {i, i+ 1} ∫
R2
∂ξj (fe
1
2~ ξiξi+1)µξiµξi+1 = 0.
Proof. In the even case, compute the partial derivative and when m is odd integrate
by parts. The odd case is immediate from the calculation. 
Proposition 2.6. Let L ⊂ W be a Lagrangian subspace such that σ(y) = 〈y, dy〉
is non-degenerate and let f ∈ SW ∗ be any polynomial, then∫
L
∆
(
fe
−σ
2~
)
= 0.
Proof. It follows from computation and Proposition 2.5. 
2.2. Integrating solutions to the QME. Section 2.1 assumes the vector space
in question is acyclic, i.e. H(W ) = 0, leading to the existence of a Lagrangian
subspace on which 〈x, dx〉 is non-degenerate, see Remark 2.3. In general, the odd
symplectic vector space in question may have non-trivial homology and thus we
must now consider this more general case. Recall the decomposition
W = Π im(i)⊕Π im(i)⊥
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given in Section 1.3 of the finite-dimensional super vector space W . Clearly,
H(Π im(i)⊥) = 0, so the preceding results can be applied to Π im(i)⊥. Moreover,
recall that one has a canonical choice of Lagrangian subspace Ls ⊂ Π im(i)⊥.
Definition 2.7. Given an odd symplectic vector space W = H(W ) ⊕ Π im(i)⊥,
the integral of a polynomial f ∈ SW ∗ over Ls is given by (idH(W ) ⊗
∫
Ls
)(f) ∈
S(H(W )
∗
).
So far integration has been defined for arbitrary polynomials f ∈ SW ∗. We will
need to integrate certain infinite series in SˆW
∗
, however this raises the issue of
convergence. For instance, the integral
∫
R
(∑∞
k=1
x2k
hk
)
e
−1
2~ x
2
µx does not converge.
It will be necessary to be able to integrate exponentials of the form e
f
~ where f is a
formal power series belonging to a certain subspace of SˆW ∗[|~|]. It turns out that
integrals converge when integrating functions of this exponential form, as is now
explained.
Definition 2.8. Introduce the weight grading on the cdga SˆW ∗[|~|] by requiring
that for a monomial f ∈ SˆW ∗ of degree n, the element f~g has weight 2g + n. Let
h[W ] be the subspace of SˆW ∗[|~|] containing those elements of weight grading > 2.
Remark 2.9. Not only is h[W ] important because it defines a subspace of SˆW ∗[|~|]
where we can make sense of integration, but it is important because it is where
quantum L∞-algebra structures on ΠW are defined: see Definition 3.1.
Proposition 2.10. For all i ≥ 1 let Fi be the subspace of h[W ] given by all vectors
of weight grading ≥ i− 2. The filtration {Fi}i≥1 is Hausdorff and complete. 
It is clear the cdga h[W ] inherits the structure of an odd Poisson algebra from
SˆW ∗[|~|]. Further, it is clear that h[W ] is pronilpotent, whereas SˆW ∗[|~|] is not.
The following is an elementary observation.
Proposition 2.11. Integration over an even coordinate or a pairing of odd coor-
dinates fixes the weight grading. 
Proposition 2.12. For f ∈ h[W ], the formal Laurent series f ′ given by
f ′ = ~ log
(∫
Ls
e
f
~ e
−σ
2~
)
converges and consists of non-negative powers of ~ only, i.e. it is a formal power
series in ~. Moreover, f ′ ∈ h[H(W )].
Proof. The first statement follows immediately from Appendix A and, in particular,
Theorem A.8. The second statement now follows from the first statement and
Proposition 2.11. 
Lemma 2.13. Let m ∈ h[W ] be a solution to the QME, then m′ ∈ h[H(W )] given
by
m′ = ~ log
(∫
Ls
e
m
~ e
−σ
2~
)
satisfies the QME. 
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The proof is suppressed here as it is a corollary of Proposition 2.18 given later.
Lemma 2.13 is well known in various guises: see [13, 18, 45]. In fact, in loc. cit.
the lemma includes an additional statement: if the Lagrangian subspace Ls is
perturbed by a small amount a homotopic solution to the QME is achieved. This
latter statement is a corollary of Theorem 4.2.
2.3. Homotopy of solutions to the QME. In this section, we show that inte-
gration respects the notion of homotopy between MC elements. The notion of a
homotopy between MC elements in a fixed dgla is standard and is equivalent to
gauge equivalence for pronilpotent dglas: see [10, 64, 69]. Since the dglas considered
within this paper are pronilpotent, this section will make the assumption that all
dglas are pronilpotent. Given a dgla g, let MC(g) denote the solutions to the MC
equation in g.
Definition 2.14.
• Let R[t, dt] be the free cdga over R with generators t and dt (even and
odd respectively) subject to the condition d(t) = dt. Clearly there exist
two evaluation maps |0, |1 : R[t, dt] → R defined by setting t to 0 and 1,
respectively.
• For some dgla g, let g[t, dt] be the dgla given by g ⊗ R[t, dt]. Clearly there
exist two evaluation maps |0, |1 : g[t, dt]→ g defined by setting t to 0 and 1,
respectively.
Definition 2.15. Let g be a dgla. ξ, η ∈ MC(g) are said to be homotopic if there
exists H(t) ∈ MC(g[t, dt]) such that H(0) = ξ and H(1) = η.
The Maurer-Cartan moduli set, denoted MC(g), is the set of equivalence classes
of MC(g) under the homotopy relation.
For an odd symplectic vector space W , consider a homotopy H(t) ∈ h[W ][t, dt].
Clearly, H(t) = A(t)+B(t)dt. Further, there exists the equivalent exponential form
e
H(t)
~ = e
A(t)
~ +
1
~
e
A(t)
~ B(t)dt.
We can extend Definition 2.1 A-linearly:
Definition 2.16. Let A be a cdga. Given an element
∑
i fi ⊗ ai ∈ SW ∗ ⊗A, let∫
Ls
(∑
i
fi ⊗ ai
)
e
−σ
2~ :=
∑
i
(∫
Ls
fie
−σ
2~
)
⊗ ai.
Proposition 2.17. If W = Π im(i) ⊕ Π im(i)⊥ is an orthogonal decomposition,
then the Laplacian splits ∆ = ∆Π im(i) + ∆Π im(i)⊥ . Moreover, given an element∑
i fi ⊗ ai ∈ SW ∗ ⊗A,
∆Π im(i)
∫
Ls
(∑
i
fi ⊗ ai
)
e
−σ
2~ =
∫
Ls
∆
(∑
i
fi ⊗ ai
)
e
−σ
2~
Proof. The first statement is immediate. The second statement follows from three
facts: the observation ∆Π im(i) commutes with integration and restriction (because
it is composed of partial derivatives on Π im(i)), the first statement, and Proposition
2.6. 
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Proposition 2.18. Let
∑
i fi ⊗ ai ∈ h[W ] ⊗ A be a solution to the QME. The
function
~ log
(∫
Ls
e
1
~
∑
i fi⊗aie
−σ
2~
)
is a solution to the QME in h[H(W )]⊗A.
Proof. The statement follows readily from Proposition 2.12 and Proposition 2.17,
noticing that the latter continues to hold in the limit. 
As a simple corollary of this proposition it can be seen that integrating a homo-
topy of MC elements in h[W ] leads to a homotopy of MC elements in h[H(W )], by
setting A = R[t, dt].
Proposition 2.19. Given a homotopy H(t) of η, ν ∈MC(h[W ]), H ′(t) given by
H ′(t) = ~ log
(∫
Ls
e
H(t)
~ e
−σ
2~
)
defines a homotopy of η′, ν′ ∈MC(h[H(W )]). 
In fact, given a specific form of H(t), a specific form of H ′(t) can be given.
Proposition 2.20. Given a homotopy H(t) = A(t) +B(t)dt of η, ν ∈ MC(h[W ]),
the induced homotopy H ′(t) = A′(t) +B′(t)dt of η′, ν′ ∈MC(h[H(W )]) is given by
A′(t) = ~ log
∫
Ls
e
A(t)
~ e
−σ
2~ and B′(t) = e
−A′(t)
~
(∫
Ls
e
A(t)
~ B(t)e
−σ
2~
)
.
Proof. A quick check proves the formulae are correct. 
3. Prerequisites on homotopy Lie algebras
This section recalls those facts concerning (quantum) L∞-algebras seen as rele-
vant in the context of this paper, fixing both terminology and notation.
3.1. Quantum homotopy Lie algebras. Similar to L∞-algebra and cyclic L∞-
algebra structures, a quantum L∞-algebra structure is given by a MC element in a
dgla.
Definition 3.1. Let V be a super vector space equipped with an odd non-degenerate
symmetric bilinear form. A quantum L∞-algebra structure on V is an even element
m(~) = m0+ ~m1+ ~
2m2+ · · · ∈ h[ΠV ] that satisfies the QME. The pair (V,m) is
referred to as a quantum L∞-algebra.
It is important to note that a quantum L∞-algebra structure is defined on a
finite-dimensional super vector space endowed with an odd non-degenerate form by
a MC element in a pseudo-compact dgla.
Remark 3.2. To elaborate on the weight grading a little, m0 must be at least
cubic, m1 must be at least linear, and there are no restrictions on mi for all i ≥ 2.
The restriction on the weight grading in Definition 2.8 used to construct h[ΠV ]
is a reflection of the stability condition for modular operads, cf. [24]. Thus one
can define quantum L∞-algebras as algebras over the Feynman transform of the
modular closure of the cyclic operad governing commutative algebras. This view is
not used here.
MINIMAL MODELS OF QUANTUM L∞-ALGEBRAS VIA THE BV-FORMALISM 15
Remark 3.3. Quantum L∞-algebras can be thought of as a ‘higher genus’ version
of cyclic L∞-algebras as follows. Given a quantum L∞-algebram(~) = m0+~m1+
. . . , the canonical derivation associated to m0 defines an odd cyclic L∞-algebra
on V (see [51]) and, moreover, forgetting the cyclic structure one obtains just a
(finite-dimensional Z/2Z-graded) L∞-algebra. For more details details regarding
L∞-algebras one should consult the various literature studies: [10, 15, 30, 46].
Further, the derivation associated with m0 paired with the function m1 defines a
unimodular L∞-algebra structure on V : see [10, 27] for details.
3.2. Minimal models of quantum homotopy Lie algebras. Let (V,m) be a
quantum L∞-algebra. Recall there exist two even super vector space morphisms
i : H(V )→ V and p : V → H(V ) compatible with the odd symmetric forms, coming
from an SDR (see Section 1.3).
Proposition 3.4. Given an SDR from V to H(V ), the dgla morphism
ι : h[ΠH(V )]→ h[ΠV ]
defined by f 7→ ifp is a filtered quasi-isomorphism and hence induces a bijection
between the MC moduli sets, i.e. the homotopy classes of quantum L∞-algebra struc-
tures on h[ΠH(V )] and h[ΠV ] are in bijective correspondence.
Proof. Taking the filtrations by weight grading, cf. Proposition 2.10, then clearly
one has quasi-isomorphisms
Fih[ΠH(V )]
Fi+1h[ΠH(V )]
→ Fih[ΠV ]
Fi+1h[ΠV ]
.
The fact that filtered quasi-isomorphisms induce isomorphisms of MC moduli sets
is well-known (see [11, 25], or the Koszul duality of [49, 55]). 
Remark 3.5. The finer notion of a filtered quasi-isomorphism is required here
in order to induce an isomorphism of MC moduli sets. Two dglas which are just
quasi-isomorphic may not have isomorphic MC moduli sets as show in the example
below.
Example 3.6. Let g =
{
a, [a, a] : |a| = −1, da = − 12 [a, a]
}
be a dgla. Clearly g is
acyclic and quasi-isomorphic to the zero dgla, but MC(g) = {0, a} 6=MC(0).
Definition 3.7. Given a quantum L∞-algebra (V,m), the minimal model of (V,m)
is a quantum L∞-algebra (H(V ),m
′) such that ι(m′) is homotopic to m (as a MC
element in h[ΠV ]).
Remark 3.8. Usually the minimal model for, say, an L∞-algebra V can be taken
to be an L∞-algebra on the homology H(V ) which is L∞-quasi-isomorphic to V .
In the case of quantum L∞-algebras this does not quite work due to the presence
of the non-degenerate bilinear form: there is no longer an especially good notion
of a quantum L∞-map which is not an isomorphism. Therefore, given a quantum
L∞-algebra on the homology H(V ), we need to say in what sense it is equivalent
to the original quantum L∞-algebra on V . In the definition above this is done by
extending by zero the quantum L∞-algebra on H(V ) to all of V and requiring it to
be homotopic (as a Maurer-Cartan element) to the original quantum L∞-algebra.
It should be noted that if we took this definition in the context of usual L∞-
algebras it would be equivalent to the usual definition, stated at the beginning of
this remark.
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Proposition 3.4 shows the existence and uniqueness up to homotopy of minimal
models for quantum L∞-algebras. However, this does not give an explicit con-
struction or formula for the minimal model. This will be addressed in the next
section.
4. Integral formulae for minimal models
This section contains the main result of the paper (Theorem 4.2): the quantum
L∞-algebra (H(V ),m
′) given by the integral formula in Lemma 2.13 is proven to
provide the minimal model for the original quantum L∞-structure on (V,m).
4.1. The construction of the minimal model. Recall from Section 2.1 it is
possible to integrate a solution to the QME to obtain a solution to the QME on
homology.
Viewing integration as a morphism of sets ρ : MC(h[ΠV ]) → MC(h[ΠH(V )]) it
is a one-sided inverse to ι : MC(h[ΠH(V )])→ MC(h[ΠV ]), where the restriction of
ι is denoted the same by an abuse of notation.
Proposition 4.1. The morphism ρ is a left inverse of ι. The morphism ρ descends
to the level of MC moduli spaces, and therefore induces the inverse bijection on the
level of Maurer-Cartan moduli sets.
Proof. It is an easy check to see that ρ ◦ ι = idMC(h[ΠH(V )]). To prove the second
statement, one recalls Proposition 2.19. 
Theorem 4.2. Given a quantum L∞-structure (V,m), the integral formula
m′ = ρ(m) = ~ log
∫
Ls
e
m
~ e
−σ
2~
defines a quantum L∞-algebra (H(V ),m
′) and, moreover, it is the minimal model
of (V,m).
Proof. The first statement is a rephrasing of Lemma 2.13. Next, one simply applies
the preceding result to see that ι(m′) is homotopic to m. 
Remark 4.3. Using the results of Appendix A, we can now deduce as a corollary
of Theorem 4.2 the known combinatorial formulae for the minimal model in terms
of stable graphs given in [15].
Ordinarily, when attempting to lift a solution m to the classical master equation
to a solution to the quantum master equation, one is met by a series of obstruc-
tions: one would require certain cohomology classes in SˆΠV ∗ to vanish. The first
obstruction is just ∆(m). If this first obstruction is zero not just in cohomology but
on the chain level then it turns out, by a straightforward calculation, that all higher
obstructions vanish. Such an m, with ∆(m) = 0, is called harmonic. Summarising,
we have the following proposition [10].
Proposition 4.4. Let (V, ξ) be an odd cyclic L∞-algebra and let m denote the
Hamiltonian function associated to ξ. If m is harmonic (∆(m) = 0), then (V,m)
is a quantum L∞-algebra lifting ξ. 
Therefore, having a quantum lift allows one to apply Theorem 4.2, resulting in
the following.
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Corollary 4.5. Let (V, ξ) be an odd cyclic L∞-algebra and let m denote the Hamil-
tonian function associated to ξ. If m is harmonic, then the minimal model of (V, ξ)
is given by (H(V ), Xρ(m)), where Xf denotes the derivation associated to a Hamil-
tonian f . 
4.2. An inverse L∞-morphism. The morphism ι is a (filtered) quasi-isomorphism
of dglas, and as such there exists an inverse L∞-algebra morphism to ι, meaning
an L∞-algebra morphism which induces the inverse to ι on the level of homology.
To construct this morphism a preliminary result is recalled.
Definition 4.6. Let V and W be two dglas. An L∞-morphism f : V → W is a
cdga morphism SˆΠV ∗ → SˆΠW ∗.
MC elements of dglas play a significant role in the theory of L∞-algebras: in
addition to being used to define L∞-algebra structures, they also correspond to
morphisms of pseudo-compact cdgas as shown in the following well known result
(which can be extended to include L∞-algebras, cf. [9] for example).
Proposition 4.7. Let V be a dgla and A be a unital pseudo-compact cdga. The
functor given by taking A 7→ MC(V ⊗A) is represented by SˆΠV ∗. 
Remark 4.8. An L∞-morphism of dglas V →W gives rise, for any unital pseudo-
compact cdga A, to a map of sets MC(V ⊗A)→ MC(W ⊗A) functorial in A, i.e. a
natural transformation. Moreover, any such natural transformation is, by Yoneda’s
Lemma, equivalent to having an L∞-morphism (V,mV ) → (W,mW ). For greater
details see [17].
Therefore, if the morphism ρ can be extended to include dg coefficients in a
functorial manner, this is equivalent to the required L∞-algebra morphism.
Definition 4.9. Let A be a pseudo-compact cdga. The morphism of sets
ρ˜ : MC(h[ΠV ], A)→ MC(h[ΠH(V )], A)
is given by mapping
∑
i∈I fi ⊗ ai to the function given by
~ log
∫
Ls
e
1
~
∑
i∈I fi⊗aie
−σ
2~ .
The morphism ρ˜ is clearly functorial in both arguments, and by Proposition 2.18
it is well-defined. Further, ρ˜ is a one-sided inverse to ι on the level of MC sets. Let
ι˜ : MC(h[ΠH(V )], A)→ MC(h[ΠV ], A) be the A-linear morphism corresponding to
ι, defined in the obvious way.
Theorem 4.10. ρ˜ is a left inverse of ι˜. The morphism ρ˜ provides the inverse
L∞-morphism to ι.
Proof. The first statement is straightforward. Using Yoneda’s Lemma, as explained
in Remark 4.8, one arrives at the proof of the second statement. 
Appendix A. Integrals as sums over graphs
Formal integrals like those used throughout the paper are commonly treated
using the formalism of Feynman Diagrams. More precisely, these integrals can
often be written as formal series with sums taken over certain graphs. Within this
appendix, a presentation as a formal series summing over stable graphs will be given
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for the integrals considered in this paper. The same presentation is given in [18,
Chapter 2, Section 3]. Our proof, however, is different and is a mild generalisation of
the proof of the case of ‘usual’ graphs given in [19]. A very similar result is given in
[20, Example 3.10]. It should be noted, however, that the obtained formulae in this
section are precisely those given in the context of minimal models for algebras over
modular operads in [15]. To give the combinatorial presentation, a brief discourse
to introduce the relevant material is necessary.
A.1. Stable graphs. Stable graphs were introduced by Ginzburg and Kapranov
[26] in the context of modular operads and later used in giving formulae for minimal
models by Chuang and Lazarev [14, 15]. Here only the briefest of details will be
recalled and for more details one should consult those papers cited.
Definition A.1. A graph G is given by the following data:
• A finite set of half edges, Half(G), and a finite set of vertices, Vert(G),
with a morphism f : Half(G)→ Vert(G) and an involution σ : Half(G)→
Half(G).
• The set of edges, Edge(G), is the set of two-cycles of σ and the legs, Leg(G),
are the fixed points of σ.
• For a vertex v the valence is the cardinality of f−1(v), i.e. the number of
half edges attached to v.
Definition A.2. A stable graph is a graph G such that every vertex v is decorated
with a non-negative integer g(v), called the genus of the vertex v, such that 2g(v)+
n(v) ≥ 3. The homology H•(−) of a stable graph is given by the homology of
corresponding one dimensional CW-complex. The genus of a stable graph (denoted
g(G)) is given by dim(H1(G)) +
∑
v∈Vert(G) g(v).
Definition A.3. Given a stable graph G its Euler Characteristic χ(G) is given by
the difference dim(H0(G)) − g(G).
Example A.4. For a connected stable graph G where every vertex has genus zero,
one recovers the classical result for graphs χ(G) = |Vert(G)| − |Edge(G)|.
A.2. Feynman Expansions. The ideas behind the arguments used in this section
are largely standard and closely follow those of Etingof [19]. Indeed, the formulae
of [19] can be extracted from our formulae by restricting to those stable graphs
where every vertex has genus zero.
Throughout this section W is an odd symplectic vector space with a decomposi-
tion W = H(W )⊕Ls ⊕Π im(d) given by an SDR, see 1.3. Recall that W is forced
to be finite-dimensional by the existence of the non-degenerate bilinear form and
that the form σ(?) = 〈?, d?〉 is non-degenerate on Ls and denote the inverse form
on L∗s by σ−1. Integration over Ls is given by idH(W ) ⊗
∫
Ls
.
Definition A.5. Let f ∈ h[W ]. Given a connected stable graph G, the Feynman
amplitude F (G) ∈ (H(W )∗)⊗|Leg(G)| is given as follows:
• place at every vertex with genus i, j half edges, and k legs the component
in the symmetric tensor (L∗s)⊗j ⊗ (H(W )∗)⊗k of the coefficient of hi in f .
• take contraction of tensors along each edge using the form σ−1.
If G is disconnected, then F (G) is given by the product of the amplitudes given by
its connected components. The empty stable graph has amplitude 1.
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As is the case in all Feynman expansions, the key is Wick’s Theorem.
Theorem A.6 (Wick’s Theorem). Let φ1, . . . , φm ∈ L∗s. If m = 2k,∫
Ls
φ1 . . . φme
−σ
2 =
∑
pairings
σ−1(φi1 , φi2 ) . . . σ
−1(φik−1 , φik).
If m is odd, the integral is zero.
Proof. For the case m is odd the result is immediate. The case m is even is al-
most as straightforward, but requires to be broken down further: it is necessary to
consider the cases of even integration and odd integration independently. For even
integration it suffices to prove the result for φ1 = · · · = φm = x for a canonical
basis element x, i.e. one can assume Ls is of total dimension one. The result now
readily follows from the definition of integration. For odd integration it, again,
reduced to a simple case: it suffices to prove the result for a pairing of canonical
odd coordinates ξi and ξj . Since odd elements square to zero it must be the case
that m = 2 and the result is then obvious. 
Theorem A.7. Let f ∈ h[W ], then∫
Ls
e
f
~ e
−σ
2~ =
∑
G
~
−χ(G) F (G)
|Aut(G)| ,
where the sum is over all (possibly disconnected) stable graphs.
Proof. One can write the restriction of f to H(W )∗⊕L∗s as
∑
i,j,k
1
j!k!~
ifi,j,k, where
j is the number of linear factors of Ls in fi,j,k and k is the number of linear factors
of H(W ). Substituting y~
1
2 = x in Ls and after expanding e f~ in terms of its Taylor
expansion, one can write ∫
Ls
e
f
~ e
−σ
2~ =
∑
N
ZN ,
where the sum is over N = (ni,j,k), where each ni,j,k is an integer and is zero if
2i+ j + k < 3, and
ZN =
∫
Ls

∏
i
∏
j
∏
k
~
(i+ j2−1)ni,j,k
(j!k!)ni,j,kni,j,k!
f
ni,j,k
i,j,k

 e−σ2~ .
Clearly, every fi,j,k is a product of linear functions and therefore, using Wick’s
Theorem (A.6), the integral for each N is given combinatorially as follows: every
fi,j,k gives a decorated flower, i.e. a vertex with genus i, j half-edges, and k legs.
One can then choose a pairing, p, of half-edges of all flowers and contract using σ−1
to produce a function Fp. Thus
ZN =
∏
i
∏
j
∏
k
~(i+
j
2−1)ni,j,k
(j!k!)ni,j,k(ni,j,k!)
∑
p
Fp.
A choice of pairing p of half-edges can be visualised as a glueing of the two half-
edges in a pair together. Thus, a gluing creates a stable graph G and Fp is, in
fact, precisely the Feynman amplitude F (G). What’s more, it is clear that any
stable graph with ni,j,k vertices of genus i, valence j, and having k legs can be
obtained from a pairing in this way. Since the goal is to sum over stable graphs,
one must take care to deal with the redundancies arising from the fact that the same
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graph can be obtained in multiple ways from different pairings of half-edges. To
this end, consider the permutations of half-edges that preserve decorated flowers.
This group of permutations involves three parts: the permutations of flowers with a
given genus, valence, and number of legs; permutations of the half-edges of a flower;
and permutations of the legs of a flower. To be precise, the group is the semi-direct
product ∏
i
∏
j
∏
k
Sni,j,k ⋉ (S
ni,j,k
j × Sni,j,kk ),
which has order
∏
i
∏
j
∏
k(j!k!)
ni,j,k(ni,j,k!). It is clear to see that the group acts
transitively on all pairings of half-edges that result in a particular stable graph
and the stabiliser of such a pairing is the automorphism group of the resulting
graph. Therefore, the number of pairings resulting in a stable graph G is given by∏
i
∏
j
∏
k(j!k!)
ni,j,k (ni,j,k!)
|Aut(G)| . Putting this all together, the result is obtained. 
Notice the series on the right hand side of Theorem A.7 involves arbitrary (pos-
sibly negative) powers of ~. This is to be expected since e
f
~ has arbitrary powers
of ~ and integration fixes the weight grading. These negative powers come from
disjoint unions of graphs such as the one with two vertices, one edge, and four legs
(two at each vertex). Taking the logarithm of the series in Theorem A.7 has the
initially surprising effect of reducing the sum to over connected stable graphs, and
thus multiplying by ~ results in only non-negative powers of ~.
Theorem A.8.
~ log
∫
Ls
e
f
~ e
−σ
2~ =
∑
G connected
~
g(G) F (G)
|Aut(G)| ,
where the sum is over all connected stable graphs.
Proof. Writing any disconnected graph as G = Gk11 . . .G
kl
l , for non-isomorphic
connected graphs Gi, it is clear that F (G) = F (G1)
k1 . . . F (Gl)
kl and χ(G) =
k1χ(G1) + · · ·+ klχ(Gl). Further, |Aut(G)| =
∏
i
(|Aut(Gi))|ki (ki!)). Thus, expo-
nentiating the series
1
~
∑
G connected
~
g(G) F (G)
|Aut(G)| ,
one arrives at the series of Theorem A.7. 
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