INTRODUCTION
The phenomenon of bacterial cell death and lysis has been the subject of study for well over 100 years. Because of its readily observable nature, work in the early 1900s focused on the self-destructive end stage of the bacterial life cycle, termed "autolysis," and began with the identification of bacterial species that exhibited this seemingly counterproductive and enigmatic process (reviewed in reference 238). Although it was initially believed that secreted proteases were responsible for cell lysis, the lack of correlation between the organisms known to secrete protease activity and their propensity to undergo autolysis suggested otherwise (238) . In 1919, Lord and Nye (155) suggested that the enzymes responsible for the autolysis of Streptococcus pneumoniae were intrinsically produced and sensitive to extremes in pH. Avery and Cullen (9) confirmed those findings and went on to identify specialized "bacteriolytic enzymes" that catalyzed this process, thus launching the era of the "autolysin." Subsequent studies revealed that these enzymes (also referred to as murein or peptidoglycan hydrolases) were distinct from other commonly studied enzymes at the time, such as protease, pancreatic RNase, and hyaluronidase (179) , and were shown to exhibit specificity for the species from which they were isolated (95) . Furthermore, Nomura and Hosoda (180) demonstrated that isolated cell walls could be dissolved by treatment with purified autolysin and that protoplasts could be generated by degrading the cell wall in the presence of high concentrations of sucrose or polyethylene glycol, which provide an osmostabilizing effect. In addition to demonstrating the specificity of these enzymes for the cell wall, these data provided some of the first evidence for the structural and protective roles of peptidoglycan.
In the mid-1900s, growth conditions that induced the autolysis of Mycobacterium tuberculosis were investigated, providing clues to the physiological requirements needed for optimal murein hydrolase activity. Redmond and Bowman (210) demonstrated that autolysis could be inactivated by incubating the bacteria at high temperatures, indicating that the autolytic system was temperature sensitive. A year later, that same group showed that autolysis was induced by growth in the presence of oxygen and excess glucose (28) as well as by limited nitrogen availability (209) . Subsequent investigations revealed that the autolysis phenomenon in bacteria is influenced by a variety of different factors including NaCl, pH, growth phase, proteases, cardiolipin, teichoic acids, and sodium polyanethole sulfonate (84, 89, 182, 205, 248, 269, 272, 278) . Despite the numerous basic physiological characterizations of autolysis, few attempts were made to carefully assess the biological role of this process.
Today, we have essentially taken bacterial cell death and lysis for granted. It has been traditionally thought of as the consequences of "unbalanced growth" or the end stage of the bacterial life cycle that occurs after all of the perceived more interesting physiological processes have run their course. However, several studies suggested that these processes are much more complex than previously thought, processes that might be fundamental to bacterial physiology and essential to our understanding of how bacteria develop within complex communities (e.g., biofilms), just as knowledge of programmed cell death (PCD) (apoptosis) is essential to an understanding of the development of more complex eukaryotic organisms. Despite the fact that bacterial autolysis has been studied for over a century, only recently has progress in understanding this phenomenon been achieved. Thus, this review will focus on established mechanisms involved in the control of bacterial cell death and lysis and will highlight recent advances that illuminate the true biological functions of these enigmatic processes.
THE CELL WALL AND INTRINSIC CONTROL OF LYSIS Peptidoglycan
The bacterial cell wall is an incredibly complex "superstructure" that remains ill defined despite having been studied for over half a century. Because of its complexity, it is one of the final frontiers that relatively few have dared to enter. It has been described as a three-dimensional fabric that completely encases the bacterial cell, giving it shape and resistance to internal osmotic forces. Remarkably, the cell wall of gramnegative bacteria is thin (approximately 10 nm in thickness), comprised of only two to five layers of peptidoglycan, depending on the growth stage (86, 146, 204) . In gram-positive bacteria, the cell wall is much thicker (20 to 40 nm thick) (see reference 82) and comprised of two high-molecular-weight polymers known as peptidoglycan and teichoic acid. Whereas the peptidoglycan provides the structural framework of the cell wall, the primary function of teichoic acids (discussed below), which make up roughly 50% of the cell wall material, is thought to control the overall surface charge, affecting murein hydrolase activity, resistance to antibacterial peptides, and adherence to surfaces. Although both of these molecules are polymerized on the surface of the cytoplasmic membrane, their precursors are assembled in the cytoplasm. In the early stages of peptidoglycan assembly, so-called "muropeptide" precursors (comprised of the N-acetylmuramic acid, N-acetylglucosamine disaccharide, and a 5-amino-acid stem peptide) ( Fig.  1 ) are synthesized and then presented on the outer face of the cytoplasmic membrane to penicillin-binding proteins (PBPs), where they are polymerized into peptidoglycan. Two enzyme activities have been attributed to PBPs: transpeptidase and transglycosylase. The transglycosylase activity of these proteins catalyzes the formation of (␤134)-glycosidic linkages between two muropeptide units, resulting in the formation of glycan chains that are 21 units in length on average in Escherichia coli, although this varies from species to species (144) . In contrast, the transpeptidase activity cross-links the muropeptide chains together by catalyzing the formation of a peptide bond between the carboxyl group of the penultimate D-alanine of one stem peptide to the ε amino group of a dibasic amino acid (via a peptide bridge) at position 2 or 3 of the stem peptide. Although the peptidoglycan of E. coli is relatively weakly crosslinked (with only 50% of the stem peptides involved in crosslinking), Staphylococcus aureus peptidoglycan is extensively cross-linked, with greater than 90% of the stem peptides linked together, forming a network where there is an average of 15 interlinked stem peptides (144) . Recent studies have shown that this fabric comprises a patchwork of different molecules with dramatic species-to-species variation as well as molecular diversity within a single species (69, 226) . The diversity of molecules incorporated into peptidoglycan likely reflects the versatility of the PBPs that catalyze peptidoglycan, but the biological function of this variability remains unknown.
Murein Hydrolases
Bacterial murein hydrolases are also widely diverse ( Fig. 1) , reflecting the different bonds found in peptidoglycan. They are a unique family of enzymes that specifically cleave structural components of peptidoglycan and have been shown to participate in a number of important biological processes during cell growth and division, including daughter cell separation, cell wall growth, and peptidoglycan recycling and turnover (8, 111, 195, 229, 230, 267) . In addition, these enzymes contribute to the pathogenicity of bacteria and are required for susceptibility to antibiotics (111) . Biochemical analyses of murein hydrolases reveal that they have hydrolytic activities that are specific for various structural components of the peptidoglycan, including N-acetylmuramidase, N-acetylglucosaminidase, N-acetylmuramyl-Lalanine amidase, and endotransglycosidase activities that presumably have specific roles in the biosynthesis and processing of the bacterial cell wall (111, 230, 267) . Those murein hydrolases that lead to the destruction of the cell wall and subsequent cell lysis are known as autolysins.
It is widely believed that murein hydrolases are required for making precise cuts in the peptidoglycan that allow for the insertion of new muropeptide strands. However, the cell wall acts as a load-bearing molecule that counteracts the internal osmotic pressure of the cell. Therefore, how are these breaches in the cell tolerated without causing lysis? One possibility involves the "three-for-one" model proposed by Höltje (112) , whereby three new muropeptide strands are covalently attached underneath an existing load-bearing muropeptide strand. After the removal of the old muropeptide strand, the newly inserted strands are automatically forced into place by the internal pressure of the cell, thus adding a total of two new muropeptide strands to the growing sacculus. This model predicts that the PBPs are working in tandem with murein hydrolases during cell wall synthesis, forming a "murein replicase holoenzyme" (112) . Indeed, evidence for this multienzyme complex in E. coli was generated by demonstrating specific protein-protein interactions between purified murein hydrolases (Slt70 and MltA) and PBPs (219, 262) . Other studies of Haemophilus influenzae used the chemical cross-linker cyanogen to identify membrane-bound PBPs in close association with each other (3) . The results suggest the presence of two multienzyme complexes, which were predicted to be involved in cell elongation and septum formation, respectively. Furthermore, the molecular weight of the complex was greater than the sum of the PBPs identified, suggesting that other proteins (e.g., murein hydrolases) are associated with these complexes. Although this holoenzyme model is attractive and supported by solid evidence, the striking reality is that not a single bona fide murein hydrolase, including Slt70 and MltA mentioned above, has been shown to have a dramatic impact on bacterial growth. In fact, the disruption of multiple murein hydrolase genes in a single strain of Bacillus subtilis also had little effect on bacterial growth, although additional murein hydrolase activities remained (25) . An exception to this may be the essential PcsB protein from S. pneumoniae, which is believed to function as a murein hydrolase since it contains a CHAP (cysteine-and histidine-dependent amidohydrolase/peptidase) domain found in many of these enzymes (177) . Thus, due to the inability to conclusively demonstrate the essential nature of these enzymes, it is likely that redundant murein hydrolase activities are associated with the proposed murein replicase holoenzyme or that these activities are intrinsic to the PBPs themselves.
What is clear is that many murein hydrolases are required for daughter cell separation after the completion of the newly formed septum. There are multiple examples of mutations in murein hydrolase genes in both gram-positive and gram-negative bacteria that result in the inability of the cells to separate (25, 38, 51, 65, 70, 71, 108, 118, 244, 249) . Based on the frequency with which murein hydrolase mutations are associated with this phenotype, the primary functions of these enzymes in daughter cell separation are unambiguous. However, this does not exclude the possibility that they are involved in other essential functions such as that related to a putative murein replicase holoenzyme. For a more detailed description of bacterial murein hydrolases and their impact on cell wall metabolism, the reader is referred to a variety of reviews on this subject (111, 230, 241) .
The specific regulation of murein hydrolase activity in gramnegative bacteria has been an active area of investigation and has also been the subject of review (111) . Posttranslational regulatory mechanisms of these enzymes have been proposed to include (i) the activation of enzyme activity as a result of substrate modification (90, 255) , (ii) sequestration within lipid membranes (102, 114) , (iii) controlled transport across the cytoplasmic membrane (21) , and (iv) topographical control within the peptidoglycan. The latter relies on evidence suggesting a multilayered arrangement of the peptidoglycan (113, 204, 225) in which the outside, unstressed layers would be susceptible to murein hydrolase activity, leaving the inner, load-bearing layers intact. Regulation of murein hydrolase activity by a variety of cofactors including phospholipids (258) , coenzyme A-glutathione disulfide (115) , magnesium (147) , EDTA (147) , and DNA (120, 141, 252) has also been demonstrated. Although the precise mechanism by which murein hydrolases are controlled in gram-negative bacteria has yet to be elucidated, likely attributable to the complexity of this system, this mechanism is undoubtably specific to these organisms due to the unique environment afforded by the membrane-enclosed periplasmic space.
Teichoic Acids
Since gram-positive bacteria lack an outer cell membrane, the peptidoglycan is exposed to the external environment. This poses a significant problem to these organisms, as many of the enzymatic reactions essential for normal cell wall metabolism must be performed without interference from external factors. Although it is widely believed that the gram-positive cell wall is a mesh-like network that is completely permeable to its surrounding environment, several studies suggested that the cell wall provides a unique compartment analogous to the periplasmic space of gram-negative bacteria. One of the most important components of the gram-positive cell wall that helps to define this compartment is a family of carbohydrates referred to as teichoic acids. As detailed extensively in an outstanding review of these molecules by Neuhaus and Baddiley (176) , teichoic acids serve a critical yet ill-defined function in the overall physiology of the gram-positive cell wall. There are two basic forms of these molecules; wall teichoic acids, which are covalently attached to the peptidoglycan, and lipoteichoic acids, which are anchored in the cytoplasmic membrane. Along with peptidoglycan, the teichoic acids form a polyanionic gel that has broad-reaching roles ranging from maintaining metal cation homeostasis to functioning as a gatekeeper for the flow of ions, nutrients, and proteins to and from the cytoplasmic membrane. Thus, these molecules appear to be important for the formation of a buffer zone between the external environment and the cytoplasmic membrane, much like the periplasmic space of gram-negative bacteria.
Although gram-positive bacteria clearly do not have a membrane-enclosed compartment like a periplasm, several studies have suggested the presence of a distinct environment associated with the cell walls of these organisms. Using a cryotransmission electron microscopy technique to better preserve the ultrastructure of the bacterial cell wall, the presence of a clearly visible tripartite (or bipartite, depending on the technique used) wall in both B. subtilis and S. aureus has been demonstrated (160, 161) . As shown in Fig. 2 , a low-density inner wall zone (IWZ), thought to be analogous to a periplasmic space, is surrounded by a high-density outer wall zone (OWZ) containing peptidoglycan and teichoic acid. The IWZ would presumably contain lipoteichoic acids extending into the OWZ and would possibly provide the "scaffolding" (along with other lipoproteins) needed to withstand the internal osmotic forces that would be pressing the cell membrane against the peptidoglycan layer (161). On the outer surface is a fibrous layer that extends into the surrounding medium that is most prominently visualized using a freeze-substituted electron microscopic technique (93, 160, 161) .
As intrinsically polyanionic molecules, teichoic acids are likely targets for the plethora of cationic peptide antibiotics produced by a variety of immune cells and multiple bacterial species (176) . However, their primary function appears to be in the intrinsic control of murein hydrolases produced during normal cell metabolism (63, 176) . This is achieved by acting as both targets of murein hydrolase binding as well as regulators of their activity. Targeting is best studied in S. pneumoniae, where the binding of murein hydrolases is mediated by repeat elements called choline-binding domains that specifically associate with choline-substituted teichoic acids in the cell wall (85, 221) . The primary murein hydrolase of S. pneumoniae, LytA, is made in an inactive form and is activated in vitro by association with choline-substituted teichoic acid in a process known as "conversion" (250) . Unfortunately, little is understood regarding the molecular mechanisms involved in conversion in vivo other than the speculation that it is associated with minor structural modifications of LytA upon interactions with choline (220) . However, it is clear that the mere presence of choline in vivo is insufficient to induce LytA activity during active growth. Thus, the question remains as to what prevents LytA from digesting the pneumococcal cell wall in a metabolically active cell.
Although the process of conversion and the use of choline as a binding substrate appear to be unique to S. pneumoniae and closely related species, many of the murein hydrolases produced by other bacteria also contain repeat elements important for targeting to the cell wall (174) . For example, the S. aureus Atl murein hydrolase is proteolytically cleaved to generate amidase and glucosaminidase enzymes, both containing repeat elements (187) . These repeat elements (designated R1, R2, and R3) have been shown to target these murein hydrolases to the equatorial surface rings (marking the sites of future cell division) of S. aureus (11, 279) , consistent with the role of atl in daughter cell separation (65, 242) . Presumably, these repeat elements also target these enzymes to the teichoic acids, although definitive evidence for this has not been reported. Interestingly, the repeat elements were shown to be necessary and sufficient for targeting proteins to the equatorial rings, leading to the proposal that the receptor was positioned at these sites (11) . Thus, either the receptor is distinct from teichoic acids or the teichoic acids associated with the future division sites are specifically modified to attract murein hydrolases to these regions of the cell wall.
Indeed, the modification of teichoic acids by the addition of D-alanine (D-Ala) ester linkages has been shown to be critical FIG. 2 . Model for the control of murein hydrolase activity. As hypothesized previously (35) , the respiring cell produces a proton gradient outside of the cytoplasmic membrane that causes a localized reduction in the pH within the cell wall. This acidic pH suppresses the activity of murein hydrolases associated with the teichoic acids (green) and lipoteichoic acids (red) by promoting the protonation of the D-Ala ester linkages (ϩ signs). Upon dissipation of the membrane potential, the pH in the cell wall increases and destabilizes or deprotonates the D-Ala ester linkages, thus derepressing the murein hydrolases. The IWZ and OWZ, identified by electron microscopy, are proposed to correspond with the periplasmic space and intact peptidoglycan layer, respectively (160, 161) . The fibrous layer is proposed to be composed of partially degraded peptidoglycan on the outer surface of the cell wall, where peptidoglycan turnover is thought to take place. In a depolarized cell, the murein hydrolases are activated and the intact peptidoglycan is degraded, compromising the structural integrity of the cell wall and resulting in cell lysis. Also shown is the CidA protein, whose proposed holin activity would dissipate the membrane potential and trigger cell lysis. As an antiholin, LrgA would inhibit CidA activity and prevent cell lysis.
to their function. The complex biochemical reactions required for D-alanylation of teichoic acids have been thoroughly examined (176) and thus will not be elaborated on in detail here. However, of particular interest to the current review is the demonstration by several laboratories that the dlt genes required for D-alanylation of teichoic acids in many gram-positive bacteria play a vital role in modulating surface charge and controlling murein hydrolase activity. For example, dlt mutations in B. subtilis resulted in enhanced autolysis and increased susceptibility to methicillin (270, 271) . Furthermore, the cell walls of the mutants were more negatively charged, as indicated by the increased binding of the cationic protein cytochrome c. Effects of D-Ala ester content on autolysis were also observed in a variety of other bacterial species including S. aureus (64, 140, 181, 197) , Lactococcus lactis (234) , and Lactobacillus plantarum (188) . Other consequences of D-Ala depletion include increased susceptibility to a variety of different antimicrobial compounds (61, 132, 136, 137, 196, 197) , decreased survival in neutrophils (49, 137) , decreased virulence (61, 138) , decreased epithelial cell invasion (137) , and decreased biofilm formation (61) . All of these effects are likely to be a result of the more positive surface charge of the bacteria as a consequence of the reduced D-alanylation of the teichoic acids within the cell wall.
The modification of teichoic acids within the cell wall for the purpose of controlling murein hydrolase activity is likely to be a common theme in gram-positive bacteria. In addition to D-Ala and choline modifications, the teichoic acids of Streptomyces roseoflavus have been reported to be substituted with L-lysine (176) . Studies with Bacillus anthracis have also demonstrated that an unspecified carbohydrate (perhaps teichoic acid) within the cell wall is subject to pyruvate modification, which is important for the recognition and binding of S-layer proteins (162) . Like murein hydrolases, these proteins contain repeat elements referred to in this case as S-layer homology (SLH) domains, which are required for cell wall targeting (149, 185, 217) . Interestingly, many of the other proteins found to contain SLH domains are murein hydrolases, suggesting that they also recognize and bind these pyruvylated carbohydrates (162) . Furthermore, disruption of the B. anthracis csaAB genes involved in pyruvylation exhibits defects in cell division and autolysis, consistent with a role for pyruvylation in the control of murein hydrolase activity (162) .
Possibly as a result of the absence of a membrane-enclosed periplasmic space that could provide a stable environment for enzymatic function, a unique and sophisticated strategy to regulate the murein hydrolases produced by gram-positive bacteria has evolved. Previous work (34, 35, 117) suggested that this mechanism may involve the charged state of the membrane (proton motive force [PMF]) of B. subtilis and the subsequent protonation of the cell wall, presumably including the alanines associated with teichoic acid (176) . Those studies also suggested the presence of a "compartment" in which this protonation could be maintained despite the essentially infinite buffering capacity of the external medium. As protonation is thought to stabilize the D-alanyl ester linkage within the teichoic acids (176) , changes in PMF could alter the degree of D-alanylation and, in turn, the association and/or activity of murein hydrolases. Moreover, a similar mechanism with cell walls modified with pyruvate, choline, and lysine could exist.
We envision a complex mechanism that functions in the cell wall to control murein hydrolase activity in a respiring cell. At the heart of this model are the teichoic acids, which inhibit murein hydrolase activity depending on the presence or absence of protonated D-alanines. In turn, the inhibitory activity of D-alanylation is controlled by a pH gradient that is established outside of the respiring cell (121, 127) . As the distance from the cell membrane increases, the pH would increase, depending on the pH of the surrounding environment (near neutrality under physiological conditions). Consequences of this pH change would be a gradient of destabilized D-alanyl ester linkages and/or deprotonation of the D-alanyl moieties, both of which would release the inhibitory effects on the associated murein hydrolases. Thus, as depicted in Fig. 2 , cell wall-associated murein hydrolases positioned farther away from the cell membrane would be more active than those located proximal to the cell membrane, accounting for the increased peptidoglycan turnover in the outer layers of the cell wall. This model is supported by studies using both cryoelectron and freeze substitution electron microscopy, revealing the presence of distinct "compartments" within the cell wall of B. subtilis as described above. More importantly, these imaging techniques revealed a decreasing gradient of cell wall density, which is also consistent with the idea that cell wall turnover occurs within the outer layers. Furthermore, this model is supported by the observation that murein hydrolase activity and autolysis are inhibited by growth at low pH in several bacterial species (89) . It is also consistent with studies demonstrating the importance of PMF for controlling murein hydrolase activity and autolysis in B. subtilis (34, 35, 117) . Interestingly, S. aureus did not exhibit a gradient of cell wall density, suggesting that cell wall turnover occurs in distinct sites, possibly within the septa (161) . Consistent with this is the observation that staphylococcal murein hydrolases specifically localize to the septa of a dividing cell (11, 279) . The activation of murein hydrolase activity and disruption of the cell wall in the presence of penicillin were also localized to the division planes in S. aureus (82, 83) , suggesting that murein hydrolase activity in this pathogen is not homogeneously distributed.
REGULATED DEATH AND LYSIS

Bacteriophage Holins
The best-characterized example of regulated bacterial death and lysis comes from studies of the control of the lytic cycle during a bacteriophage infection. As originally demonstrated by Wang and colleagues, there exists a sophisticated bacteriophage-encoded mechanism that controls the timing of lysis during the lytic cycle such that the bacteriophage particles accumulating within the cytoplasm can be released into the surrounding environment at a time that maximizes the reproductive potential of the bacteriophage population (265) . This timing has been carefully fine-tuned by evolution to achieve a balance between the consequences of early termination of bacteriophage replication within a host cell, with the benefits of potentially achieving logarithmic amplification by subsequent infection of and replication within additional host cells. The mechanism controlling the timing of bacteriophage-induced lysis is simple and elegant, involving a "holin" and an "endo-lysin" (a murein hydrolase) that are both necessary and sufficient to induce precisely timed and rapid cell lysis (285) . The timing of cell lysis is dictated by the holin, which controls the activity of the endolysin and is achieved using one of two proposed mechanisms. The first mechanism, which is utilized by holins encoded by lambda-and T4-like bacteriophages, involves the control of murein hydrolase transport across the membrane (Fig. 3) , where it has access to its substrate, peptidoglycan. Murein hydrolases transported in this fashion lack signal peptides and thus harmlessly accumulate in the cytoplasm until the holin allows passage across the cytoplasmic membrane (285) . Although the mechanism by which these holins mediate the passage of murein hydrolases is unclear, it is thought to involve their oligomerization in the membrane to a point that causes membrane permeabilization, passively allowing the murein hydrolase to cross into the periplasm (99, 266, 283) . The other mechanism, utilized by bacteriophage P1, involves bacteriophage-encoded murein hydrolases containing "signal-arrest-release" (SAR) domains (277) . Like signal sequences, SAR domains target their cargo to the Sec machinery but anchor the protein in the outer face of the membrane in an inactive form until the holin releases it (Fig. 3) . Importantly, the release of these proteins is also accompanied by a disulfide isomerization event, converting them to active murein hydrolases (276) .
In early studies of lambda holin and endolysin function, plasmid constructs were generated such that the holin (designated S) and endolysin (designated R) were independently expressed using an inducible promoter (72) . What is clear from those studies is that the induction of S and R together caused a rapid loss of cell viability, which was followed by cell lysis 30 min later. Interestingly, the expression of S alone was sufficient to induce a loss of cell viability but not lysis, while the expression of the endolysin alone had no effect on the cells, as these proteins harmlessly accumulated in the cytoplasm. Those authors concluded that the accumulation of the S protein in the cytoplasmic membrane caused membrane lesions resulting in the collapse of the PMF and the subsequent loss of cell viability, release of the endolysin, and, ultimately, cell lysis. Based on these experiments, it was proposed that the timing of lysis was a function of a gradual decrease in PMF until a critical level was reached (72, 285) . Several years later, this model was rejected by an elegant experiment in which the PMF of the cell was monitored in real time by tethering the flagellum to a microscope slide and recording the velocity of bacterial rotation (an indirect measure of PMF) at various time points after the induction of S and R (100). The results demonstrated that rather than achieving a gradual decline in PMF, the individual cells maintained their PMF for approximately 20 min after induction until the rotation abruptly stopped several seconds before lysis. Thus, it appears that bacteriophage-induced lysis is controlled in such a way that maintains the integrity of the cell for viral replication. Once the cell is de-energized, it rapidly lyses so that the viral particles can quickly enter the surrounding environment in search of new host cells.
So what dictates when a holin triggers cell lysis? The answer to this appears to be "programmed" into the structure of holins, since single-amino-acid changes within holins can either increase or decrease the timing of lysis (99) . While the amino acid sequences of holins are quite divergent, most contain distinct structural features, including a relatively small size (60 to 145 amino acids), two or more putative membrane-spanning domains often separated by a predicted beta-turn linker region, a hydrophilic N terminus, and a highly polar, charge-rich C-terminal domain (284) . Interestingly, holin genes often contain a so-called "dual-start motif" that produces two different protein products. The shorter form of the protein functions as the holin, while the longer version, which is often different by the addition of only a few amino acids to the N terminus, functions as the antiholin (26, 206) . Despite the minor difference in protein length, the presence of these amino acids at the N terminus has a drastic effect on the function of these proteins. This effect is due to the fact that these additional amino acids almost invariably include lysine or arginine, whose positive charge has a dramatic impact on the orientation of the N terminus within the membrane. Using a series of experiments in which the N termini of the S105 holin and S107 antiholin of bacteriophage lambda were fused to a signal sequence, and then using signal sequence cleavage as a measure of translocation, Graschopf and Blasi (94) demonstrated that the presence of the additional positive charge at the N terminus of S107 orients the N terminus of this protein to the cytoplasmic face of the inner membrane. In contrast, the N terminus of the active S105 holin, which lacks this N-terminal positive charge, is localized to the periplasmic face of the membrane. The conclusion of this study was that the presence of an N-terminal-inside topology of S107 in the presence of an energized membrane confers an inhibitory effect to S105. As the holins accumulate within the membrane, a gradual dissipation of the proton gradient occurs, reaching a point that causes the N terminus of the antiholin to flip to the periplasmic face of the membrane. Once this occurs, the antiholin functions as a holin, and the complete and rapid de-energization of the membrane is achieved (26) . Thus, two mechanisms appear to control the "lysis clock": one that is programmed into the primary structure of the holin protein, presumably affecting the rate of proton leakage, and the other that involves alterations in the ratio between the holin and antiholin. Once the holin timer has gone off, exactly how it mediates the transport of the endolysin (in the case of and T4) is unclear. However, studies demonstrate that it likely does not involve the formation of a pore of a specific size. This conclusion was based on the observation that an endolysin fused to ␤-galactosidase still traversed the membrane in a holin-dependent fashion and retained both endolysin and ␤-galactosidase activities (266) . An alternative model in which the holins accumulate into higher-order oligomers coalescing into lipid-excluding "rafts" was proposed (266) . These rafts are believed to grow to a size that can no longer provide an effective barrier to the outside, thus resulting in the leakage of the cytoplasmic contents (including the cognate endolysin) and the eventual lysis of the cell. Interestingly, not all bacteriophages utilize a holin-endolysin system. Bernhardt et al. (19, 20) demonstrated that bacteriophage X174 encodes a "protein antibiotic" that targets translocase I (MraY), inhibiting the formation of the first lipidlinked intermediate in cell wall biosynthesis. Thus, this bacteriophage induces cell lysis using a mechanism similar to those of antibiotics like penicillin that target the cell wall synthesis machinery.
The Cid/Lrg Regulatory System
The cid and lrg operons. The discovery and characterization of the cid and lrg operons evolved from the initial identification in 1996 of a novel two-component regulatory system from S. aureus, termed LytSR, that affected murein hydrolase activity and autolysis (31) . As that study was conducted before the sequence of the staphylococcal genome was available, the identification of the lytSR operon was the fortuitous result of a random molecular-based search for novel two-component regulatory systems (16) . That approach made use of degenerate oligonucleotide primers specific for the DNA sequences encoding the conserved regions of sensor histidine kinases with the goal of amplifying and cloning DNA fragments originating from sensor histidine kinase genes. Once isolated, the DNA fragments were used to generate mutations in the corresponding genes by homologous recombination. The idea was to then screen each of these mutants for phenotypes that were of interest (e.g., changes in virulence gene expression or altered antibiotic susceptibility). One of the genes identified, originally termed kin1, produced an interesting phenotype when disrupted. Upon growth in liquid culture, the kin1 mutant exhibited increased lysis and altered murein hydrolase activity relative to the parental strain (31), leading to the proposal that this gene was a novel regulator of autolysis. Analysis of the DNA sequences flanking kin1 revealed the presence of another gene immediately downstream encoding its cognate response regulator. Based on the phenotype of the kin1 mutation, this putative two-component regulatory system was renamed LytS and LytR. In a search for genes regulated by LytSR, we then examined the effect of the lytSR mutation on the expression of two downstream genes (32) . That study revealed that these genes (designated lrgA and lrgB for LytSR-regulated genes A and B, respectively) were cotranscribed and that their expression was dependent on an intact copy of the lytSR operon.
Analysis of the lrgAB gene products demonstrated that they are both predicted to be extremely hydrophobic and likely to be integral membrane proteins (32) . The amino acid sequence of the lrgA gene product (LrgA) contains 148 amino acids and has a deduced molecular mass of 16.3 kDa. Immediately adjacent to lrgA is another open reading frame, termed lrgB, encoding a 233-amino-acid protein (LrgB) with a molecular mass of 25.1 kDa. A clue to the function of LrgA was that it shares sequence characteristics in common with holins (32, 265) . Interestingly, it had been speculated that holin-like proteins involved in the transport of bacterial murein hydrolases might exist, based on the observation that some murein hydrolases lack N-terminal signal sequences required for transport across the cytoplasmic membrane (230) . The LrgA protein contains four putative membrane-spanning domains, two potential linker regions, and a charged rich amino-terminal domain. The function of lrgB was also addressed by generating an lrgB mutant and examining its phenotypic characteristics (32) . Although no effect of this mutation on growth or autolysis was observed, zymographic analysis of this strain revealed the absence of a 25-to 30-kDa murein hydrolase, leading to the speculation that it encodes either a murein hydrolase or a regulator of murein hydrolase activity (32) . However, given the predicted hydrophobic nature of the lrgA and lrgB gene products (96) , it is unlikely that either of these proteins possess murein hydrolase activity. Consistent with this is the inability to demonstrate increased murein hydrolase activity in E. coli or B. subtilis strains expressing either the lrgA or the lrgB gene (unpublished results). The hypothesis that lrgA encodes an anti-VOL. 72, 2008 BACTERIAL DEATH AND LYSIS 91
at ABE Marketing on April 9, 2008 mmbr.asm.org holin-like protein was supported by the finding that an lrgAB mutation resulted in increased murein hydrolase activity produced by the bacteria (96) . This result is in contrast to the deletion of lrgB alone, as described above, which resulted in the loss of a specific murein hydrolase band by zymography. Deletion of the lrgAB operon also conferred decreased tolerance to penicillin but only in cells that were nearing stationary phase. However, the overexpression of lrgAB caused increased penicillin tolerance in both the lrgAB mutant and parental strains in early exponential phase, consistent with the observation that lrgAB transcription was only minimally expressed during the early exponential phase of growth (96) . Based on these results, it was hypothesized that the lrgAB operon encodes an antiholin, although a detailed analysis of the individual genes remains to be conducted. Furthermore, due to the absence of a dual-start motif within the lrgA and/or lrgB gene, it was predicted that the holin protein component of this system would be encoded by another gene within the S. aureus chromosome.
Once the sequence of the S. aureus genome became available, this prediction was supported by the identification and study of lrgAB homologues that were designated cidA and cidB (213) . The cidA gene product (CidA) shares 23% amino acid sequence identity with LrgA, whereas the cidB product (CidB) shares 31% amino acid sequence identity with LrgB. The putative CidA protein contains 131 amino acids and has a deduced molecular mass of 14.7 kDa, while CidB contains 229 amino acids and has a molecular mass of 25.0 kDa. Like LrgA and LrgB, the CidA and CidB proteins contain multiple predicted membrane-spanning domains. The putative function of the cid operon as an effector of murein hydrolase activity was demonstrated by generating a cidA mutant and showing that this strain produced decreased murein hydrolase activity relative to that of its parental strain (213) . Furthermore, this mutation was also shown to confer tolerance to a variety of antibiotics including penicillin, rifampin, and vancomycin (213, 215) . Overall, these results are consistent with the hypothesis that the cid operon encodes a holin and the lrg operon encodes an antiholin. One important problem with further genetic analysis of this operon is the inability to complement the cidA mutation (214, 215) . Despite multiple attempts with a variety of vectors, the inability to complement the cidA mutation is unlikely to be due to the presence of a secondary-site mutation since similar cidA mutations in different S. aureus genetic backgrounds gave similar phenotypes. This phenotype was also not due to a polar effect on the downstream cid genes, since isogenic cidBC and cidC mutants grown under the same conditions resulted in a different phenotype (191; unpublished data). Thus, the reason for the inability to complement the cidA mutation remains unknown.
Based on the putative functions of the cidA and lrgA gene products as holins and antiholins, respectively, a model for their roles in murein hydrolase regulation is proposed. As depicted in Fig. 2 , the fully energized membrane of a respiring cell produces a gradient of protons that reduces the pH of the environment within the IWZ and OWZ. As described above, the effect of membrane depolarization would be to destabilize the D-Ala ester linkages on the teichoic acids or to deprotonate the D-Ala ester residues, the consequence of which is predicted to relieve the repression of murein hydrolase activity. The activation of the CidA proteins via a holinlike mechanism is hypothesized to dissipate the membrane potential, thus triggering murein hydrolase activity and lysis. The presence of LrgA is thought to inhibit the activity of the CidA holin in a way analogous to the inhibitory effect of an antiholin. This model is consistent with the observation that most gram-positive murein hydrolases possess signal sequences but lack SAR domains that might attach them to the outer leaflet of the cytoplasmic membrane.
A major advance in the study of the cid and lrg operons was the understanding of the importance of using low-passage clinical isolates. This realization came after performing a careful analysis of cid transcription (216) . In that study, it was found that the cid operon contained a third gene, designated cidC, encoding a pyruvate oxidase homologue. Unexpectedly, the cidB and cidC genes were found to be cotranscribed on a distinct transcript whose expression was dependent on the alternative sigma factor B . A separate cidABC transcript was also detected but at much lower levels under the conditions tested. Given that the standard laboratory isolates used all contain a mutation affecting B function in S. aureus, the clinical osteomyelitis isolate UAMS-1, which contains a functional B , was employed for all subsequent studies. Interestingly, the generation of the identical cidA mutation in UAMS-1 resulted in a much more pronounced impact on murein hydrolase activity, reducing the amount of activity released into the extracellular environment to nearly undetectable levels (215) . Similar to other mutations affecting murein hydrolase activity, this strain also formed multicellular aggregates when grown in liquid culture due to the inability of the cells to separate completely during growth. Furthermore, unlike the laboratory isolates containing the cidA mutation, lysis of the UAMS-1 cidA mutant in stationary phase was dramatically reduced, as determined by using both measurements of optical density of the cultures (191) and enzymatic assays of released cytoplasmic proteins (214) . The dependence of cidBC expression on B and the dramatic differences seen with the cidA mutation in UAMS-1 prompted speculation that the mechanism controlling cell death in S. aureus was a hotspot for the accumulation of mutations, since growth under laboratory culture conditions would likely select against genes promoting cell death (216) . However, this remains to be tested by comparing this system in a variety of clinical and laboratory backgrounds.
Another important advance in this research was the recent discovery that the cid operon plays a significant role during biofilm development (214) . This is evident in both static and flow-cell biofilm assays. Overall, the biofilm produced by the cidA mutant is more loosely compacted and is less adherent to the substrate. Several studies demonstrated the importance of cell death and lysis in biofilm development in other organisms (5, 157, 167, 198, 214, 233, 235, 268, 273) . Most notable is the study by Allesen-Holm et al. (5) , which shows that the specific lysis of Pseudomonas aeruginosa cells and release of DNA in a biofilm occur in an ordered pattern. This observation provided strong evidence for the programmed death and lysis of cells as a function of their spatial orientation within the biofilm, not unlike the role of apoptosis in development of more complex eukaryotic organisms. Those studies also revealed an important role for extracellular DNA (eDNA) as a matrix molecule, contributing to the overall structural stability of the biofilm. In support of a structural role for eDNA in a staphylococcal biofilm, treatment of wild-type S. aureus biofilm with DNase resulted in its destabilization, while a similar treatment of the lysis-defective cidA mutant had a minimal effect (214) . Furthermore, treatment of the growing biofilm with the murein hydrolase inhibitor polyanethole sulfonate also reduced the adherence of the biofilm. These results indicate that the DNA released as a result of the cidA-mediated lysis of a subset of the bacterial population is an important cohesive component of the biofilm structure. Finally, additional experiments revealed that the cidA mutation caused reduced biofilm formation in animal models of biofilm development (214) , indicating that the cidA-mediated control of cell death and lysis has clinical relevance. The CidR and LytSR regulators. Although much remains to be learned about the functions of the cid and lrg genes and their potential roles in bacterial PCD, considerable progress toward an understanding of the way in which these operons are regulated has recently been made. Specifically, studies have demonstrated that the transcription of both cidABC and lrgAB was induced by growth in the presence of excess glucose (Fig.  4) , an effect that was shown to be a result of the metabolism of this carbohydrate and the subsequent generation of acetic acid (215) . Interestingly, the cidC gene was found to encode a pyruvate oxidase that could contribute to the acetate (and acetic acid) accumulation in the culture medium during growth in excess glucose (Fig. 4) (191) . Furthermore, cells containing a cidC mutation maintained a much higher level of cell viability in stationary phase than did the parental strain when grown in the presence of excess glucose (191) . Besides providing a functional role for the cidC gene, these results demonstrated that growth in the presence of excess glucose enhanced the rate of cell death induced by antibiotics (215) . Interestingly, recent studies of the pyruvate oxidase produced by Streptococcus pneumoniae have also revealed an important role for this enzyme in cell death during stationary phase (211) . S. pneumoniae cells containing a mutation in the spxB gene encoding this pyruvate oxidase exhibited increased viability in stationary phase due to the absence of the reactive oxygen species (ROS) hydrogen peroxide, generated as a product of this enzyme's activity. Furthermore, the death process induced by hydrogen peroxide exhibited features similar to those of apoptosis in eukaryotic organisms, including alterations in membrane characteristics and increased degradation of DNA. More recently, Kohanski et al. (128) demonstrated that the treatment of both gram-positive and gram-negative bacteria with three major classes of bactericidal antibiotics, each with different cellular targets (cell wall biosynthesis, translation, and DNA replication), induced a common cell death response involving the generation of ROS. Importantly, bacteriostatic antibiotics did not induce this response. Although no studies have examined the effect of the cid and lrg operons on ROS-induced cell death, the presence of a gene encoding a pyruvate oxidase (cidC) within the cid operon makes this an intriguing possibility. Although ROS are thought to function by directly inducing cellular damage, the role of these molecules as signals in the induction of apoptosis (37, 145, 228, 256) indicates that a similar role in bacterial cell death may also exist.
Studies investigating the mechanism by which cidABC and lrgAB transcription is induced by acetic acid led to the identification of the cidR gene (Fig. 4) , encoding a putative LysRtype transcription regulator. The disruption of cidR resulted in the loss of both glucose-and acetic acid-induced cidABC and lrgAB transcription (281) . The cidR mutation also caused reduced murein hydrolase activity and decreased survival in stationary phase (281) . Although the reduction in murein hydrolase activity observed was not as dramatic as that observed with the cidA mutant, this is likely a result of the fact that baseline cidA transcription was still detectable (using RT-PCR) in the cidR mutant. To identify other CidR-regulated genes, a mi- croarray approach was utilized to compare the transcription profiles of the cidR mutant and parental strains grown under inducing conditions. As expected, the cidABC and lrgAB operons were identified by this analysis. Surprisingly, the only other genes identified were the alsSD operon, whose products (acetolactate synthase and acetolactate decarboxylase) (Fig. 4) are required for acetoin production (280) . Like the cidC-encoded pyruvate oxidase, the alsSD gene products function to convert the pyruvate formed under conditions of excess glucose to a form that could be utilized at a later time. However, unlike pyruvate oxidase, the alsSD gene products generate the neutral compound acetoin. Two notable findings from the study of the alsSD mutant were the observation that this strain exhibited a rapid cell death (RCD) phenotype in stationary phase (280) and that the transcription of cid and lrg was not inducible by glucose or acetic acid in a strain harboring the alsSD mutation. The latter observation suggests that the pathway in which pyruvate is converted to acetoin produces a metabolite required for the CidR-mediated induction of cidABC and lrgAB transcription. Inspection of the biochemical pathways responsible for the conversion of glucose to acetyl coenzyme A (acetyl-CoA) reveals an apparent balance between the AlsSD and CidC pathways that impacts cell viability (Fig. 5) . Although one pathway in which pyruvate is metabolized likely involves the multienzyme pyruvate dehydrogenase complex (261), the AlsSD and CidC pathways provide alternative routes that are activated in response to ill-defined physiological signals. The former appears to be important for converting NAD ϩ to NADH (via the conversion of acetoin to acetyl-CoA) consumed in the glycolytic pathway, as the alsSD mutant exhibits a dramatically increased NAD ϩ /NADH ratio compared to the parental and complemented strains (unpublished data). Whether or not these changes in the NAD ϩ /NADH ratio (or some other aspect of the redox state of the cell, including ROS levels) are important in CidR signaling and/or the induction of cell death is currently under investigation. Interestingly, mitochondria are thought to integrate a variety of cellular signals including NAD ϩ /NADH in the control of apoptosis (139) . Perhaps a careful look at these signals will provide clues to additional signaling molecules that control Cid/Lrg-mediated cell death and lysis.
As described above, the control of lrgAB expression has been shown long ago to involve the S. aureus LytSR two-component regulatory system (32) (Fig. 6 ). Despite the fact that this system was first described over a decade ago (31), the specific signal to which it responds has only recently been investigated. The extensive hydrophobic nature of the LytS sensor domain (31) , along with the role that PMF has in the regulation of autolysis in B. subtilis (described above), suggests that the LytS protein responds to a membrane-associated signal. In support of this hypothesis, our studies have shown that agents known to dissipate the membrane potential (⌬) strongly induce lrgAB but not cidABC transcription (192) . The induction of lrgAB expression did not correlate with intracellular ATP levels, indicating that an indirect effect of altered ⌬ on ATP synthesis did not affect the expression of this operon. Furthermore, the effect of membrane potential on lrgAB expression was shown to be dependent on lytSR and independent of cidR, clearly demonstrating the presence of two independent regulatory pathways controlling cid and lrg expression. Recent studies demonstrated that the induction of lrgAB expression by acetic acid is dependent on LytR (but not LytS) (unpublished data), suggesting that small-molecule phosphodonors (perhaps acetyl phosphate) (125) directly activate this response regulator as an alternative signaling mechanism involving the LytSR pathway (Fig. 6) . Although the biological function of the LytSR regulatory system is unknown, one possibility is that this system provides a means by which the cell can sense its overall metabolic state (192) . If the cell is damaged in some way that reduces its ability to maintain a normal energy balance due to the reduction in ⌬, LytSR might function to sense these changes and induce the cell death pathway so that the cellular components can be recycled (14, 152) .
Similarities between the Cid/Lrg regulatory system and apoptosis. As previously described, the cid and lrg regulatory system is widely conserved in bacteria (15) , suggesting that this mechanism controlling cell death is a common feature in bacterial physiology. Interestingly, this mechanism also shares remarkable similarity with the control strategies mediated by the Bcl-2 family of proteins in the regulation of apoptosis (14) . The Bcl-2 proteins are a large family of proteins that are well conserved in eukaryotic organisms. Similar to bacteriophageencoded holins, Bax can cause membrane permeabilization in a process requiring protein oligomerization (7, 77, 286) . Again, similar to holins, the molecular details of this process are obscure, but given the size of the proteins that are released (142) and the biophysical impact of Bax (and other proapoptotic proteins) on membranes (13), it is likely that "pore" formation involves lipid destabilization. The consequences of permeabilization include the release of cytochrome c and other proteins, but whether or not this also involves the depolarization of the mitochondrial inner membrane is hotly debated (7, 139) . The release of cytochrome c subsequently triggers the caspase cascade, the central effector of the execution/degradation phase of apoptosis. This phase has been described as being a postmortem process involving cellular disassembly that is independent of the mitochondrial pathway involved in apoptosis induction (139) . Indeed, the mitochondrial pathway (also known as the "intrinsic" pathway) can induce death in the absence of caspases (40, 139) . Like antiholins, Bcl-2 (and related antiapoptotic proteins) can interact with Bax to inhibit the induction of cell death, although the mechanism by which this occurs is also controversial (139) . The remarkable similarities between Bax/Bcl-2-mediated control of apoptosis and the holin/antiholin-mediated control of bacterial death and lysis have recently led to the hypothesis that the events leading to bacterial autolysis are analogous, both biochemically and physically, to the events leading to the disruption of mitochondria during the initial stages of apoptosis (15) . Moreover, the steps leading to tumor formation (oncogenesis) are not unlike the steps involved in the development of antibiotic resistance. Initial mutations and transcriptional alterations of the bacteria result in tolerance to antibiotics in which the cells can sustain viability in the presence of normally lethal antibiotic doses (165, 171) . Interestingly, an increased expression of the B. subtilis lrgAB homologues (ysbAB) has been observed after treatment of these bacteria with antibiotic compounds (153) . This change presumably buys time for the acquisition of mutations that lead to resistance or the ability to grow in the presence of these levels of antibiotics. In contrast, Renzoni et al. (212) detected increased cidABC expression and decreased lrgAB expression in S. aureus cells that had acquired resistance to teicoplanin. During the development of a tumor, initial changes often result in elevated levels of Bcl-2, which prevents cell death under conditions that would normally induce apoptosis. Like the secondary mutations in bacteria leading to resistance (171), cancer cells ultimately acquire mutations, such as within the c-myc gene, that result in the uncontrolled replication of the cell (264) despite the presence of cellular factors that would normally prevent cell proliferation. Cell death and its well-established role during viral infection of eukaryotic cells (274) could also provide an advantage to bacteria as a means to protect against bacteriophage infection. Indeed, it was the characterization of the adenovirus E1B 19K protein, a Bcl-2 homologue (274) , that played an important role in defining the function of Bcl-2 as an inhibitor of apoptosis. This was discovered by observing that in contrast to wild-type adenovirus, infection with E1B 19K mutant virus caused the degradation of the host cell DNA (202, 239, 245, 275) , a classic sign of apoptosis. Thus, those studies suggested that the host defends itself against viral infection by inducing PCD in infected cells to limit infection to neighboring cells. Furthermore, those studies also indicated that the viruses counter this strategy by producing a protein that inhibits apoptosis during infection. Based on this precedence, we propose that a similar strategy is utilized by bacteria to protect against bacteriophages and that one of the functions of the LytSR system is to sense infection. Studies have shown that upon bacteriophage attachment, a transient depolarization of the membrane occurs (143, 263) . As a sensor of decreases in ⌬ (192), the LytSR regulatory system could sense bacteriophageinduced membrane depolarization and respond by inducing the transcription of the lrgAB operon. As an inhibitor of cell lysis, the products of lrgAB might allow bacteriophage replication and assembly but would prevent cell lysis and dissemination to other cells within the population. A similar hypothesis was proposed for the role of the MazEF toxin-antitoxin system in the defense against bacteriophage P1 infection of E. coli (105) . Interestingly, some bacteriophages induce a form of altruistic death of their own hosts to prevent exogenous bacteriophages from infecting and spreading to other lysogenized host cells. These bacteriophage exclusion systems (231) are quite diverse and are fairly well characterized. The best known of these, the RexAB system of bacteriophage lambda, becomes activated upon infection of a lambda lysogen. Once activated, RexA interacts and activates RexB, which targets and depolarizes the cytoplasmic membrane, leading to cell death.
Another similarity between the Cid/Lrg system and apoptosis is the role that carbohydrate metabolism has in these processes. As described above, the metabolism of glucose appears to play a central role in the control of cid/lrg expression (Fig. 4) and in cell death (175, 215) . Interestingly, the role of glucose metabolism in the control of apoptosis has also been demonstrated. This line of research originated back in the 1930s with the observation that tumor cells metabolize high levels of glucose by glycolysis despite the presence of an adequate oxygen supply. In fact, it is now widely believed that most, if not all, cancer cells exhibit increased glucose uptake and metabolism (74) . This observation led to the hypothesis that tumor cells contain dysfunctional mitochondria, leading to "aerobic glycolysis" or the "Warburg effect" (124) . Recent studies indicate, however, that rather than being dysfunctional, the mitochondria in tumor cells undergo a physiological "remodeling" that promotes aerobic glycolysis (27) . It is thought that the utilization of glycolysis is essential early in the transformation of a cell, which typically occurs in a hypoxic environment prior to vascularization (74) . Interestingly, it appears that this glycolytic phenotype is associated with the suppression of apoptosis and resistance to the acidosis produced as a consequence of increased lactic acid generation (74, 203) . Indeed, it is thought that during carcinogenesis, tumor cells "evolve" phenotypic adaptations to the toxic effects of acidosis, culminating in resistance to apoptosis (73) . Moreover, the continued use of glycolysis after vascularization is thought to be advantageous to the tumor cells for tissue invasion, angiogenesis, and metastasis (74) as well as for supplying the building blocks needed for macromolecular synthesis during rapid growth. It is of interest that many bacteria also utilize "aerobic glycolysis" to supply the building blocks needed for macromolecular synthesis during exponential growth (232) . These bacteria metabolize glucose in the presence of oxygen via glycolysis and inhibit the VOL. 72, 2008 BACTERIAL DEATH AND LYSIS 95 tricarboxylic acid cycle, resulting in the secretion of large amounts of acetate into the growth medium. Only after glucose is depleted is the acetate taken up and catabolized via the tricarboxylic acid cycle. As shown Fig. 5 , the fate of pyruvate in bacteria (whether it is converted to acetic acid or acetoin) appears to be a key determinant in the decision between life and death, similar to the role that the pyruvate dehydrogenase complex has in controlling the commitment to apoptosis (27, 203) . Thus, in both prokaryotes and eukaryotes, evidence suggests that rapid growth is fueled by glycolysis and that pyruvate metabolism plays a critical role in the control of cell death. Finally, it is noteworthy that disrupting the balance between life and death in eukaryotic cells can lead to a variety of diseases (109, 264) . For example, tipping the balance toward cell death by the overexpression of Bax or the underexpression of Bcl-2 has been shown to be associated with the development of neurodegenerative disorders (12, 135, 246) and heart disease (158, 173, 186) . In contrast, the inability to induce cell death when needed leads to the uncontrolled proliferation of cells and cancer (264) . A similar balance between the expression of the S. aureus cid and lrg appears to be important for the formation of normal biofilm. Preliminary studies revealed that biofilms produced by the cid and lrg mutants produce opposing biofilm phenotypes based on their effects on cell viability and lysis during development. Whereas the cidA mutant produces a biofilm that accumulates dead cells due to the absence of cell lysis, an lrgAB mutant produces a biofilm that exhibits increased lysis (unpublished data). Both of these mutations had a dramatic effect on biofilm morphology, producing an amorphous mass of cells lacking the distinct three-dimensional tower structures that are characteristic of the wild-type parental strain. Although similar effects on cell death and lysis were produced by disruption of the Pseudomonas aeruginosa cid and lrg homologues, the impact of these mutations on tower development was less dramatic (unpublished data). Thus, similar to the balance between life and death that is afforded by the control of apoptosis in the maintenance of tissue homeostasis (264), a similar balance is observed in the development of a bacterial biofilm (Fig. 7) . Moreover, the control of this balance via the differential expression of cid and lrg has recently been proposed to contribute to the tolerance of biofilm cells to antibiotic treatment, analogous to the Bax/Bcl-2-mediated tolerance of tumor cells to chemotherapeutic agents (15) .
Bacterial Caspases
Thus far, we have argued that the Cid/Lrg regulatory system is functionally analogous to the eukaryotic Bax/Bcl-2 system that lies at the heart of the control of apoptosis. Since bacteria lack the complexity of a eukaryotic cell, it was speculated that the apoptosis machinery outside of the mitochondria (e.g., the caspase pathway) was unique to eukaryotic organisms (15) . After all, the caspase pathway is responsible for the cellular disassembly that occurs during apoptosis, including DNA fragmentation, chromatin condensation, membrane blebbing, cell shrinkage, and disassembly into membrane-enclosed vesicles (247) . Thus, it comes as a surprise that a few examples of caspase-like enzymes produced by bacteria might exist. In the plant pathogen Xanthomonas campestris, RCD during nutrition stress in the postexponential phase was shown to correlate with the production of a protein that reacts with antibodies generated against human caspase 3 (75) . This RCD phenotype was associated with membrane changes and DNA fragmentation, both commonly observed features of apoptosis in eukaryotic organisms. Furthermore, RCD and the production of the caspase-like protein were shown to be inhibited by the presence of starch or by incubation at 4°C (75, 76) . Subsequently, it was shown that the RCD phenotype was associated with the intracellular accumulation of pyruvate and citrate and was inhibited by the hydrolytic products of starch, dextrin, and maltose (207) . Although these findings demonstrate once again that central carbohydrate metabolism is involved in the control of cell death, similar to the role of pyruvate and acetic acid accumulation in S. aureus (191) , acetic acid did not induce the RCD phenotype in X. campestris (207) . More recently, studies demonstrated that poly(ADP-ribose) polymerase (PARP) activity, another hallmark of apoptosis, is associated with the production of the X. campestris caspase (208) . This activity was found to be responsible for the depletion of NAD ϩ during the induction of RCD and that the addition of compounds known to specifically inhibit PARP activity prevented NAD ϩ depletion and RCD. Furthermore, PARP and caspase- Another example of caspase activity and "autocatalyzed PCD" in prokaryotic organisms is provided by studies of marine phytoplankton (22) , particularly the cyanobacterium Trichodesmium sp., which demonstrates rapid growth in the ocean and laboratory settings, followed by abrupt cell lysis and biomass degradation (184) . This process was shown to function in aging cultures and in response to conditions associated with the marine environment (18) and was accompanied by distinct morphological changes including the degradation of intracellular compartments (thylakoids, carboxysomes, gas vacuoles, and cyanophycin granules). These cells also exhibited signs of DNA degradation and cell shrinkage but retained normal cell membrane integrity. The entry into the death phase was also associated with the production of a protein that cross-reacted with polyclonal antibodies to human caspase-3 as well as with the cleavage of a caspase-specific substrate. Importantly, caspase activity was inhibited by a specific inhibitor of caspase activity, providing evidence that a true caspase was identified. A functional role of PCD was demonstrated by establishing that cells exposed to high light irradiation (as commonly occurs in the marine environment) exhibited increased caspase activity, enhanced sinking (presumably due to the loss of gas vesicles), increased vacuolization, and the selective removal of cells with high caspase activity. Thus, it was speculated that this process facilitates biogeochemical cycling through the transfer of organic and inorganic matter to heterotrophic microbial communities. Overall, these findings were interpreted as support for the hypothesis that this system provided the origins for the evolution of caspase-dependent PCD in higher plants and animals (22) . However, follow-up experiments to identify a caspase-like gene as well as a demonstration that this gene is involved in the death of this organism remain to be performed. If a gene encoding a caspase-like enzyme can be identified in this organism, it may represent the exception rather than the rule.
Fratricide
In addition to the examples of altruistic cell suicide (whereby the death of a bacterial cell is self-inflicted for the benefit of the community) discussed above, bacterial populations can also undergo cell death when certain cells in the population kill other sibling cells. One recently identified example of this kind of cell death is the phenomenon of fratricide during competence development of S. pneumoniae. The ability of a population of S. pneumoniae cells to become competent (reviewed in references 45, 46, 47, and 48 ) is regulated by the ComDE two-component regulatory system. The ComD membranebound histidine kinase senses the accumulation of a peptide pheromone called competence-stimulating peptide (CSP) (encoded by the comC gene), which is secreted by the growing S. pneumoniae culture. When the extracellular concentration of CSP reaches a threshold level, it binds to ComD and triggers its autophosphorylation. The phosphoryl group is then transferred to the cognate response regulator ComE, which in turn upregulates the expression of the "early" com genes. One of these early com genes encodes sigma factor X (ComX), which subsequently regulates the expression of the "late" com genes, including the genes necessary for DNA binding, uptake, and recombination. Although this developmental process has been well studied for many decades, relatively little was known about how donor DNA was made available during competence development in the environment. A breakthrough in this field was made when it was shown, by measuring the release of either ␤-galactosidase (236, 237) , pneumolysin (Ply) (an intracellular ␤-hemolysin) (101), or chromosomal DNA (166, 236, 237) into the culture supernatant, that a lysing subpopulation of cells appeared during natural competence development in S. pneumoniae. The emergence of this lysing subpopulation is dependent on the ComCDE regulatory system (166, 236, 237) and results in the release of chromosomal DNA that could be used as a source of donor DNA for natural transformation (236) . It was also shown by cocultivation experiments using mutants deficient in various components of the ComCDE system that two populations of cells are present during competence development: one population of competent, nonlysing cells that lyse the second population of noncompetent cells (101, 237) . In other words, during competence development, donor DNA is provided by heterolysis/allolysis (lysis of one bacterial cell that is caused by another cell) as opposed to autolysis (lysis of self) (101, 237) . Furthermore, the classic observation that competent S. pneumoniae cells tend to form aggregates when treated with mild acid (251) was found to be dependent upon the presence of a mixture of competent and noncompetent cells as well as the release of extracellular DNA (103) . The phenomenon of competence-induced cell lysis was subsequently named "pneumococcal fratricide," defined as the intraspecies-specific killing of cells that occurs during the development of competence in S. pneumoniae (47, 103) .
Two important questions that needed to be addressed in the study of fratricide were (i) what factor(s) produced by the competent cells is responsible for killing their noncompetent siblings, and (ii) how do the competent cells protect themselves from these killing factors? So far, four such "killing" factors have been implicated in fratricide. LytA is a cell wall-associated murein hydrolase (91, 154) that is upregulated in response to the ComDE two-component regulatory system (36, 199, 218) . Its role in fratricide was demonstrated by the fact that the competence-induced release of ␤-galactosidase and chromosomal DNA was significantly reduced in a lytA mutant (166, 236, 237) . LytC is another cell wall-associated murein hydrolase that appears to play a role in fratricide; the inactivation of lytC resulted in reduced lysis during competence development, as measured by chromosomal DNA release (166) . Additionally, a lytA lytC double mutant displayed a near-complete abolishment of chromosomal DNA (166) and Ply (101) release. Furthermore, the LytA and LytC required during allolysis can be provided by either the competent nonlysing cells or the noncompetent cells that are targeted for killing (101, 103) . A third novel murein hydrolase, named choline-binding protein D (CbpD), has also been shown to be necessary for fratricide to occur during competence development (101, 119) . The expression of cbpD is highly upregulated during competence induction (119, 200, 218) , and both competence-induced cell VOL. 72, 2008 BACTERIAL DEATH AND LYSIS 97
at ABE Marketing on April 9, 2008 mmbr.asm.org lysis and DNA release were strongly reduced in a cbpD mutant (119) . Furthermore, allolysis (as measured by the release of Ply) was completely abolished in a lytA lytC cbpD triple mutant (101) . Finally, the cibAB genes encode a predicted two-peptide bacteriocin whose expression is upregulated by competence induction (199, 218) . CibAB has also been shown to be involved in fratricide, as a cibAB mutant was impaired in its ability to release Ply from noncompetent cells targeted for killing (101) . Based on these results, a model of fratricide was proposed (Fig. 8) whereby CibAB from the competent cell population acts as a trigger factor for allolysis by killing the noncompetent cells, with their subsequent cell lysis occurring as a secondary event (47, 101) . Although the exact mechanism of CibAB function has not been directly demonstrated, it is believed that cell-to-cell contacts between competent and noncompetent cells are necessary for the lethal action of CibAB (101) . It was also speculated that CibAB may function by inserting into the cell membrane of target cells and dissipating their membrane potential, similar to the action of other peptide bacteriocins (101, 257) . Thus, one obvious mechanism for CibAB function could involve the sensitization of the cell wall to murein hydrolase activity via the model depicted in Fig. 2 .
To prevent the lysis of the competent cell population during fratricide, factors that confer protection against the action of the killing factors produced by these cells must be present. To date, two such immunity factors have been identified. The cibAB operon contains a third gene, cibC, which encodes a predicted 65-amino-acid protein with two transmembranespanning domains (101) . It was found that the expression of the full-length cibABC transcript occurred only in competent cells, and competent cells defective in cibC became sensitive to allolysis in a mixed culture, suggesting that CibC confers immunity to CibAB in competent cells (101) . It was also observed that competent cells lacking a functional ComX (and therefore unable to induce the expression of the late com genes) were still resistant to lysis during the development of competence, suggesting that one or more of the early com genes also encode an immunity factor (103) . This "early" immunity factor was subsequently identified as ComM, a predicted integral membrane protein (103, 126) . The inactivation of comM rendered competent cells sensitive to lysis during fratricide, and comM mutant cultures displayed a drop in optical density relative to that of the parental strain after CSP induction, suggesting that ComM confers immunity against the action of the cells' lytic machinery (103) . Despite the progress made in understanding the functions of CibC and ComM, the exact mechanism by which these proteins protect competent cells from killing and/or lysis remains to be determined.
Although many of the molecular components involved in fratricide have been defined, the mechanism governing which cells will become competent and which cells are destined for death in a genetically identical cell population remains to be demonstrated. However, this mechanism is likely similar to the bistable regulatory switch that controls the expression of comK, which encodes the master regulator of competence development in B. subtilis (10, 156, 240) . In addition to providing a source of donor DNA during competence development, it is also possible that fratricide fulfills other functions necessary for S. pneumoniae physiology and development. These functions include mediating the release of virulence factors such as pneumolysin (101) during infection of the host or perhaps the release of DNA during biofilm development. eDNA has been shown to be an important component of the biofilm matrix of several microorganisms (5, 167, 198, 214, 233, 235, 273) , and it has recently been shown that the release of eDNA is important for biofilm development in S. pneumoniae (167) . 
Cannibalism
Another example of fratricidal cell killing within a population is cannibalism during B. subtilis sporulation. Sporulation (reviewed in references 45, 110, and 201) is a differentiation process whereby a dormant cell (the endospore) that is able to survive harsh environmental conditions until such time that growth conditions improve is produced. In B. subtilis, sporulation normally occurs as a last-resort response to nutritional stress, but entry into sporulation is also regulated by other signals such as cell density and the cellular redox state (reviewed in reference 201). The various signals and inputs required for entry into sporulation feed into the Spo0A protein, the master regulator of sporulation (201) . In a given population of genetically identical cells, only a subset of these cells actually initiates sporulation (44) , and this developmental process is irreversible once the asymmetrically positioned division septum (separating the prespore and mother cell) is formed (190) . The "decision" by an individual cell to enter into sporulation is regulated by a bistable switch that controls the phosphorylated state of Spo0A and accounts for why some cells contain active Spo0A and others do not (44, 54, 259, 260) . Since this developmental process is very time-and energyconsuming, cells need a means to delay spore formation for as long as possible in case the nutritional stress is only a shortterm event. For example, if favorable growth conditions were to resume, cells that have irreversibly committed to sporulation would be at a growth disadvantage relative to vegetative cells that could rapidly reinitiate cell division (88) . A mechanism by which this is accomplished in B. subtilis, whereby cells that have entered the sporulation pathway (but have not yet passed the irreversible stage of sporulation) are able to block sibling cells from sporulating and kill these cells in order to feed on their nutrients, thereby delaying a commitment to sporulation, has recently been identified (88) . This mechanism was dubbed cannibalism (88) and is similar to fratricide in that two groups with distinct fates ("killer" cells verses "victim" cells) arise from a genetically identical population of cells (Fig. 9) .
Cannibalism was first described by Gonzalez-Pastor et al. (88) , who, in generating a mutant library of genes under the control of Spo0A, discovered two loci that are strongly expressed in cells that have entered the sporulation pathway (referred to herein as "Spo0A-ON" cells), and mutations in these loci accelerated sporulation. One of these was the eightgene skf (sporulation killing factor) (skfABCDEFGH) operon, whose predicted gene products display homology to proteins involved in the production of peptide antibiotics (131) . The cocultivation of wild-type and skfABCDEF deletion mutant (⌬skfABCDEF) strains revealed that the mutant was more sensitive to killing after the onset of sporulation. Furthermore, when grown in the presence of IPTG (isopropyl-␤-D-thiogalactopyranoside), cells expressing the skf operon under the control of an IPTG-inducible promoter were able to kill wild-type cells (presumably the Spo0A-OFF cells) as well as ⌬skfABC DEF mutant cells (88) . Those results suggest that the skf operon, expressed in Spo0A-ON cells, encodes both a killing factor that targets nonsporulating cells as well as an immunity protein that protects the Spo0A-ON cells from the action of the killing factor. Based on sequence similarity to a bacteriocin-like protein, it was proposed that skfA encodes the killing factor (88) . Also, the expression of the skfEF genes, which are homologous to ABC-type transporters, in a ⌬skfABCDEF mutant rendered the mutant cells less susceptible to killing by Spo0A-ON wild-type cells, suggesting that SkfEF provides immunity to Spo0A-ON cells expressing the skf operon (88). It was also recently shown that a separate skfA-specific transcript is highly expressed in response to phosphate starvation via regulation by PhoP, whereas the induction of the full-length skf transcript occurred to a lesser degree (4) . The presence of a potential stem-loop structure between the skfA and skfB genes was thought to account for the apparent stability of the skfA transcript, allowing the production of an excess amount of the SkfA killing factor in relation to the rest of the products of the skf operon (4). It was speculated that this regulation coordi- nates the expression of all the genes in the skf operon while allowing the preferential transcription and translation of skfA mRNA (4). The second locus identified by Gonzalez-Pastor et al. is the three-gene sdpABC (sporulation delay protein) operon. A mutation within this operon resulted in rapid sporulation and reduced expression of the sdpRI operon adjacent to sdpABC (56, 88) . The factor responsible for this regulation is a 5-kDa protein originating from the sdpC gene that acts as an intercellular effector of sdpRI expression as well as a toxin against Spo0A-OFF cells (56, 88) . SdpI is a predicted membrane protein, and SdpR is a potential transcriptional regulator (88) . Mutational analysis of SdpI revealed that this protein acts as both a signaling molecule as well as an immunity protein against the toxic nature of SdpC (56) . Based on those studies, it was proposed that SdpR, SdpI, and SdpC comprise a threecomponent signal transduction pathway: SdpC binds to the receptor-signal transduction membrane protein SdpI, inducing a conformational change that allows SdpI to bind and sequester SdpR, which is thought to have an autorepressive effect on the transcription of sdpRI. The binding of SdpR by SdpI-SdpC would thus allow the expression of sdpRI in Spo0A-ON cells and confer protection against the toxic action of SdpC (56) . Since the expression of sdpRI is under the indirect control of Spo0A, the Spo0A-OFF population is not able to synthesize the immunity protein SdpI and therefore is susceptible to killing by SdpC (56) .
One puzzling aspect of cannibalism is explaining how the expression of the skf and sdp operons is temporally controlled in Spo0A-ON cells such that they are expressed during the early, reversible stage of sporulation. This has recently been addressed by the observation that genes not directly contributing to sporulation, such as those involved in cannibalism, are actually activated earlier and at lower concentrations of phosphorylated Spo0A than genes that are directly involved in spore formation (67) . Another interesting twist to the cannibalism story is the recent observation that when grown under conditions of nutrient limitation in the presence of either E. coli or other bacteria, B. subtilis preferentially kills the second bacterial species before resorting to cannibalism (172) . The killing of E. coli in these cocultivation experiments appeared to be dependent on Spo0A but independent of SkfA, suggesting the presence of additional killing factors that aid in the predation of E. coli by B. subtilis (172) .
Toxin-Antitoxin Systems
The term "toxin-antitoxin (TA) module" is used to describe a family of gene pairs whereby one gene encodes an unstable antitoxin that inhibits the potentially lethal action of its cognate toxin encoded by the second gene. These genes were originally identified on extrachromosomal DNA such as lowcopy plasmids (30, 116, 183, 254) and prophages (148) and function to ensure the propagation of these otherwise nonessential genetic elements by killing cells that no longer harbor them. When cells are cured of these genetic elements, for example, during cell division, the unstable antitoxin is rapidly degraded, usually by a specific cytosolic protease, and thus allows its relatively stable cognate toxin to kill the cell in the absence of the de novo expression of the antitoxin. These TA genes have also been dubbed "addiction modules" since their lethal action causes the bacterial host to be "addicted" to the ongoing presence of these extrachromosomal elements (148, 282) .
More recently, inspection of sequenced microbial genomes has revealed the presence of TA modules on the chromosomes of many bacteria (2, 57, 97, 164, 189) . The number of TA loci varies from none (as in the case of many obligate host-associated bacteria) to as many as 45 found in the Nitrosomonas europaea genome (189) . The chromosomal TA modules of E. coli have thus far been the most extensively characterized, but note that chromosomal TA modules in other organisms including Streptococcus mutans (150) , Bacillus anthracis (1), S. aureus (66) , and S. pneumoniae (123, 178) have recently been studied. Several reviews detailing the advances in chromosomal TA module research have been published (33, (57) (58) (59) (60) 80) ; therefore, this review will focus on two well-characterized E. coli TA modules, MazEF and RelBE, as well as on the E. coli TA-like module HipBA, highlighting the evidence for and evidence against their controversial roles in eliciting bacterial cell death.
MazEF. The E. coli mazEF genes were first identified by Metzger et al. (163) as being located immediately downstream of relA, whose gene product synthesizes 3Ј,5Ј-bispyrophosphate (ppGpp) during the stringent response (reviewed in references 29 and 39). Sequence analysis revealed that the predicted protein sequences of MazE and MazF were homologous to the antitoxin and toxin, respectively, encoded by the pemI/pemK plasmid addiction module (159). Aizenman et al. (2) subsequently demonstrated that MazEF displays many characteristics of TA modules: mazEF or mazE expressed alone from an inducible promoter did not affect the viability of E. coli cells, whereas cells expressing mazF alone experienced a 4-log decrease in cell viability. That study also showed that the MazE protein is sensitive to proteolysis by ClpPA and was unstable (30-min half-life), whereas MazF was stable for at least 4 h under the same experimental conditions (2) . Collectively, those results demonstrated that mazE and mazF encode the antitoxin and toxin components, respectively, of this chromosomal TA module. Interestingly, they also found that mazEF transcription was negatively regulated by ppGpp accumulation, either due to the artificial overproduction of ppGpp or by inducing amino acid starvation, and that both mazEF and clpP mutants displayed increased cell survival relative to that of the parental strain when cultures were induced with ppGpp (2). Those results led the authors of that study to propose a model of MazEF-dependent PCD (2): the production of ppGpp by RelA (in response to amino acid starvation) inhibits the expression of the mazEF transcript and decreases the amount of the unstable MazE antitoxin in the cell. This, combined with proteolytic degradation of MazE by ClpAP, allows the relatively stable MazF toxin to exert its lethal effect on the cell.
Subsequent studies reported that MazEF-dependent cell death could be triggered by a variety of different stresses. When wild-type E. coli and its isogenic mazEF and clpP mutants were grown in minimal medium to mid-logarithmic phase and exposed to antibiotics that inhibit transcription or translation (rifampin, chloramphenicol, or spectinomycin) for 10 min, both the mazEF and clpP mutants displayed nearly a 100% survival rate, whereas the survival rate of the parental strain was less than 20% in each case (222) . However, the 100 RICE AND BAYLES MICROBIOL. MOL. BIOL. REV.
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Further support for the ability of MazEF to cause cell death in response to the inhibition of transcription and/or translation was provided by the observation that the toxin component of the plasmid prophage P1 phd-doc addiction module (a general inhibitor of translation) was also able to induce mazEF-dependent cell death (107) . Interestingly, DNA damage induced by a variety of treatments, including UV irradiation (106), nalidixic acid (106), mitomycin C (106), and thymine starvation (223) , was also found to induce MazEF-dependent cell death. In each case, the mazEF mutant displayed increased survival in response to DNA damage relative to the parental strain (106, 223) . It was postulated that MazEF-induced cell death in response to DNA damage is a consequence of reduced mazEF transcription, thus preventing the continuous production of the MazE antitoxin (223) . Indeed, it was observed that mazEF transcription was reduced in thymine-starved cells (223) . This could be caused by mutations generated within the mazEF promoter region, by the induction of ppGpp synthesis, or by an as-yet-unknown protein(s) that may sense replication errors (223) . Other stressful conditions that were found to trigger MazEF-dependent cell death include exposure to high temperatures and oxidative stress (106) .
As mentioned above, the labile antitoxin MazE is rapidly degraded by ClpPA protease, and in the absence of a constant source of MazE, the MazF toxin is free to exert its lethal effect on the cell (2). Another protein involved in this system is MazG, which was originally identified in a yeast two-hybrid screen for proteins interacting with Era (an essential E. coli GTPase) (287) . As its name implies, mazG is located immediately downstream from mazEF (287) and is cotranscribed with mazEF (98) . While the inactivation of mazG alone did not affect the viability of E. coli under standard growth conditions (287) , the ectopic overexpression of mazG in a mazEFG mutant severely inhibited cell growth (98) . Recombinant MazG protein was found to display nucleoside triphosphate pyrophosphohydrolase activity (with a preference for deoxynucleotides) (287) , and the MazE-MazF protein complex was able to inhibit the activity of MazG (98) . Furthermore, the overexpression of MazG was shown to decrease the accumulation of ppGpp (98) . Based on those results, it was proposed that MazG functions to protect the cells against the toxic action of MazF during nutritional stress by counteracting ppGpp accumulation either directly, by hydrolyzing ppGpp itself, or indirectly, by hydrolyzing GTP and/or ATP (which are required by RelA for ppGpp synthesis) (98) . This decrease in ppGpp would restore the expression of mazEF, thereby producing more MazE antitoxin and providing a window of time in which cell death is delayed in case the growth conditions are improved (98) .
Based on the studies mentioned above, it appears that signals resulting in a decrease in the amount of cellular MazE antitoxin lead to cell death via the toxic action of MazF. The toxic nature of the MazF protein has been identified as its ability to inhibit translation by cleavage of mRNAs (43, 170, 288, 289) , and MazF-dependent mRNA cleavage is inhibited in the presence of the MazE antitoxin (170, 289) . The ability of MazF to cleave mRNAs was first reported by Christensen et al. (43) , who demonstrated that the overexpression of MazF inhibited translation by cleaving actively translated mRNAs. This was strengthened by the observation that the overproduction of tmRNA, a specialized RNA molecule that participates in the recognition and rescue of stalled ribosomes (55) , was able to reduce the inhibitory effect of overexpressing MazF (43) . It was subsequently shown that recombinant MazF protein acts as a sequence-specific (ACA) endoribonuclease that cleaves single-stranded RNA (289) . However, that study reported that MazF activity was ribosome independent (289). This specificity for mRNAs containing the ACA sequence was also demonstrated in an E. coli single-protein production system, where the simultaneous expression of MazF and a target gene engineered to encode an ACA-less mRNA resulted in the highlevel expression of the target gene and a dramatic overall decrease in cellular protein synthesis (243) . Munoz-Gomez et al. (170) found that purified native MazF protein was capable of cleaving both single-stranded and double-stranded mRNA but displayed a preference for 5Ј-NAC-3Ј sites contained in single-stranded mRNA.
RelBE. Study of the E. coli RelBE TA system originated with the characterization of a class of mutants, designated RelB mutants, which conferred a "delayed-relaxed" phenotype during amino acid starvation. In cells with an intact stringent response, rRNA and tRNA synthesis is shut down in response to the accumulation of ppGpp. However, the "delayed-relaxed" phenotype observed in RelB mutants is characterized by the production of stable RNAs that resumes after a 10-min lag period following amino acid starvation (52, 53) . The locus responsible for the delayed-relaxed phenotype was sequenced and identified by Bech et al. (17) and was found to contain a three-gene operon comprised of the relB, relE, and relF genes. The relF open reading frame displayed both functional and structural similarity to the hok gene of plasmid R1, whose gene product is responsible for the postsegregational killing of cells that lose plasmid R1 during cell division (79, 81) . In that study, cell death caused by the induction of relF expression shared several features with Hok-mediated cell death, including the collapse of membrane potential, inhibition of cellular respiration, and changes in cellular morphology (79) .
The relB and relE genes were subsequently found to encode the antitoxin and toxin components, respectively, of a TA module (92) . The function of each protein was demonstrated by the observation that the ectopic expression of relE from a low-copy plasmid resulted in a 600-fold decrease in viable cell counts, whereas the simultaneous expression of relB from a high-copy plasmid was able to prevent the RelE-mediated loss of viability (92) . Other evidence supporting the function of RelBE as a TA module included the ability of relBE to confer stability to a mini-R1 test plasmid (92), the negative regulation of relBE expression by the RelB antitoxin (92), the direct protein-protein interaction of the RelB and RelE proteins as demonstrated in a yeast two-hybrid assay (68) , and the sensitivity of the RelB antitoxin to degradation by Lon protease (42) .
The RelE toxin was shown to function as a global inhibitor of translation: the overexpression of RelE severely inhibited translation, and a relBE mutant achieved a higher steady-state VOL. 72, 2008 BACTERIAL DEATH AND LYSIS 101
at ABE Marketing on April 9, 2008 mmbr.asm.org level of translation after amino acid starvation than did the parental strain (42) . The ability of RelE to inhibit translation was also implicated by its ability to bind ribosomes in vitro (68) . Likewise, the expression of the relBE transcript was shown to be induced under conditions of either amino acid or glucose starvation as well as in the presence of chloramphenicol, a inhibitor of translation (42) . Those results suggested that RelE functions as a global inhibitor of translation during nutritional stress (42) . The induction of relBE expression during amino acid starvation was independent of ppGpp accumulation but was dependent on the presence of Lon protease, suggesting that relBE expression is derepressed as a consequence of RelB degradation (42, 43) . It was also found that RelE-dependent inhibition of translation during amino acid starvation did not interfere with cell viability (42) . This was confirmed by Pedersen et al. (193) , who demonstrated that cultures overexpressing the RelE toxin experienced a decrease in global translation and also lost the ability to form colonies on plates. However, both these conditions could be rescued by the subsequent overproduction of the RelB antitoxin, suggesting that RelE induces a reversible bacteriostatic condition and not cell death (193) .
The activity of E. coli RelE has been suggested to be an endoribonuclease that cleaves specific codons of mRNA when they are located in the ribosomal A site (194) . Specifically, the stop codon UAG as well as the sense codons UCG and CAG were found to be the most efficiently cleaved in this in vitro system (194) . The specificity of RelE to cleave actively translated mRNA was also demonstrated in vivo: the induction of relE expression had no effect on the cleavage pattern of mRNA lacking a functional ATG start codon, and RelE-induced cleavage patterns were observed in the coding region of intact mRNA but not in the untranslated leader region (41) . The RelE-dependent cleavage of translated mRNAs was also induced by amino acid starvation, and tmRNA was able to alleviate RelE toxicity, presumably by rescuing stalled ribosomes present on mRNAs damaged by RelE (41, 194) . Since the cleavage of mRNA codons at the ribosomal A site appears to be an intrinsic characteristic of the ribosome during its pausing, RelE may simply stimulate this cleavage at the A site rather than having intrinsic ribonucleolytic activity (104) .
HipBA. The hip locus was originally identified by Moyed and Bertrand (168) in a screen of E. coli mutants for a high frequency of persister cell formation (Hip mutants). Persister cell formation, or bacterial persistence, refers to the emergence of a small population of cells that survive antibiotic treatment yet are genetically identical to the original culture (recently reviewed in reference 151). Persister cells that are regrown and exposed to antibiotic demonstrate the same frequency of persister cell formation as the original population, and it has been suggested that this phenomenon may explain the recalcitrance of certain bacterial infections to antibiotic treatment, such as those caused by biofilms (151) . The study of Moyed and Bertrand (168) led to the identification of two Hip mutants that displayed increased persister cell formation (1 in 100 cells) relative to the parental strain (1 in 1,000,000 cells), hipA7 and hipA9, which both mapped at 33.8 min of the E. coli chromosome. This two-gene operon, designated hipBA, was subsequently cloned and sequenced (24, 169) .
The regulation of the hipBA operon and the function of its gene products are similar to those of the family of TA modules. The expression of hipBA is negatively autoregulated by the HipB protein, which encodes a small DNA-binding protein that binds to the promoter region of hipBA (23, 24) . HipB interacts with the HipA protein, and the HipA protein appears to be toxic in the absence of HipB, suggesting that hipA encodes the toxin and hipB encodes the antitoxin of this TA-like module (23, 169) . Clues regarding the potential function of HipA have been gleaned from studies of the hipA7 allele, which confers increased persister cell formation as described above. In addition to increased persistence in response to treatment with inhibitors of cell wall synthesis, the hipA7 allele was also found to confer increased survival in response to inhibitors of DNA synthesis (224) . Subsequent characterization of the hipA7 allele revealed that hipA7 produces a nontoxic protein whose ability to confer high-level persistence is independent of the antitoxin HipB (133) . The highly persistent phenotype of hipA7 mutants can be lost when relA is inactivated in a hipA7 mutant, suggesting a model whereby HipA7 somehow increases the basal level production of ppGpp, which in turn alters the expression of as-yet-unidentified genes required to enter the persistent state (133) . More recently, it has been shown that the in vivo expression of either the wild-type hipA allele or the hipA7 allele in excess of chromosomal hipB each confers a similar level of persistence (134) . Furthermore, the expression of hipA under these conditions was able to inhibit DNA replication, RNA transcription, and protein synthesis, but the expression of the mutant hipA7 gene did not noticeably inhibit protein synthesis, suggesting that the ability of HipA to generate persisters may be distinct from its ability to block macromolecular synthesis (134) . The expression of hipA is also able to confer tolerance and increase persister cell formation in response to antibiotic treatment when expressed at low levels (62, 134) . Although the exact cellular target of HipA remains to be defined, recent evidence demonstrated that HipA belongs to a family of phosphatidylinositide and protein kinases and is capable of autophosphorylation (50) . Furthermore, HipA mutant proteins that lack kinase activity were unable to confer antibiotic tolerance, whereas the expression of intact HipA effectively protected cells from antibiotic-induced killing (50) .
It should be noted that recent reports have implicated a role for other TA modules in regulating persistence. Gene expression profiling of persister cells formed in the E. coli strain containing the hipA7 allele in response to ampicillin treatment revealed that a number of chromosomal TA genes were upregulated in persister cells, including dinJ/yafQ, yefM, relBE, and mazEF (122) . However, mutations in either mazEF or relBE did not affect the ability to form persisters, while the deletion of hipBA significantly reduced persister formation (122) . Furthermore, dormant cells (displaying the same phenotypic characteristics of persister cells) isolated from exponential-phase wild-type E. coli cultures displayed an upregulated expression of several TA genes (227) . Collectively, these results suggest that TA genes, in addition to hipBA, may contribute to the distinct physiology of persister cells.
Role(s) of TA systems in bacterial physiology. While it is apparent that chromosomal TA modules are ubiquitous among bacteria, the actual function that they serve in bacterial physiology has been a lively source of debate. Some groups proposed that these TA modules function as part of the bacterium's cell death machinery, killing the cells in response to various sources of stress (57, 60, 106, 222) , while others believe that these TA modules have a reversible, bacteriostatic function that aids in surviving nutritional stress (78, 80, 253) . The main indication that MazF, like the RelE toxin, induces bacteriostasis in response to stress stems from reports that the loss of cell viability due to the ectopic expression of MazF can be restored by the subsequent expression of the MazE antitoxin (193) and that the activation of MazF in response to amino acid starvation does not induce cell death (43) . Furthermore, amino acid starvation was also shown in that study to stimulate the expression of the mazEF transcript in a Lon proteasedependent, ppGpp-independent manner, leading those authors to conclude that the modulation of translation by toxin-antitoxin pairs during amino acid starvation represents a ppGppindependent branch of the stringent response (43) . Those results contradict the earlier reports that ppGpp inhibits mazEF expression (2) .
In response to those findings, Engelberg-Kulka and coworkers reported studies in which they confirmed that the loss of cell viability due to the ectopic overexpression of MazF can be rescued by the subsequent induction of MazE expression (6) . However, they also found that the effect of MazF on cell viability was not reversible by MazE after the cells were exposed to MazF beyond a certain period of time (6) . This was also demonstrated by subjecting wild-type E. coli cultures to conditions previously reported to inhibit chromosomal mazEF expression, such as treatment with DNA-damaging agents or inhibitors of translation (129) . In these treated cultures, the restoration of cell viability by overexpressing MazE could occur only within a certain period of time posttreatment (129) . Those results (6, 129) suggested a "point-of-no-return" model for MazF-induced cell death, whereby the initial inhibition of translation by MazF can be reversed by the antagonistic effect of MazE, but if this process is not stopped in time, cell death becomes unavoidable and irreversible. It was suggested that this is possibly due to the selective synthesis of cell death proteins encoded by mRNAs that are resistant to cleavage by MazF (6, 59, 129) . Thus, in this model, the MazE and MazF proteins would function as intermediaries in the pathway to cell death. Support for this theory was also provided by a study by Godoy and colleagues (87) , who demonstrated that E. coli cell death induced by treatment with the intracellular deoxynucleoside triphosphate-depleting agent hydroxyurea involved mazEF and relBE.
A recent publication also reported testing of the involvement of TA modules in eliciting cell death or bacteriostasis (253) . In that study, the authors identified the presence of two relA mutations in the strains used in previous studies that may have affected the interpretation of the results (253) . When they compared a "true" wild-type strain with its isogenic derivative lacking five chromosomal TA systems (including relBE and mazEF), TA-dependent cell death was not detectable under any of the stress conditions tested (253) . Those results were suggested to corroborate data from previous work showing that single deletions of either mazEF or relBE did not affect the frequency of persister cell formation (122) . It should be noted that persister cell formation via the HipBA system was still considered to be valid by those authors, since, unlike the deletion of other single TA modules, the deletion of hipBA significantly reduced persister formation (122, 253) . Furthermore, the presence of these TA modules did not appear to confer a competitive advantage in the recovery from various stress conditions (amino acid starvation, high temperature, and antibiotics) or in cell growth under nutrient-limited conditions (253).
As described above, a very subtle balance (decision) between life and death may exist in bacteria, similar to that observed in eukaryotic organisms. Therefore, the use of different experimental conditions and/or strains in the studies of the TA modules discussed above may account for the conflicting results obtained in different laboratories. The importance of the use of proper physiological conditions, such as the density of the bacterial culture, is supported by a very recent report (130) showing that mazEF-mediated cell death is a population phenomenon requiring a quorum-sensing factor called extracellular death factor. Extracellular death factor was characterized to be a linear pentapeptide, with each of the five amino acids shown to be important for its mazEF-mediated killing activity. That study supports the idea that a bacterial culture can behave as a multicellular organism. When challenged by stressful conditions that trigger mazEF-mediated cell death, the bacterial population can respond like a multicellular organism in which a subpopulation of cells dies and permits the survival of the bacterial population as a whole (130) . Thus, the specific functions of the toxin-antitoxin systems remain an intriguing area of research.
CONCLUSIONS
Based on the examples highlighted in this review, it is obvious that the traditional view of bacterial cell death and lysis as a passive and insipid process is being rapidly replaced by a vision of cell death and lysis as a complex, highly regulated, and important component of bacterial physiology. This concept is mirrored by our ever-evolving view and study of bacteria from selfish, single-celled organisms to complex multicellular communities of cells that display sophisticated social behaviors and developmental processes. Because we have been slow to appreciate the multicellular nature of bacterial communities, our understanding of the importance and control of cell death and apoptosis in the more "highly evolved" eukaryotic organisms is much more advanced compared to the study of the relatively "simple" prokaryotes. Perhaps current and future studies of bacterial cell death and lysis can glean additional clues from the well-studied and defined mechanisms of eukaryotic apoptosis in developmental processes, cellular defense, and cancer. Although we are a long way from completely understanding the complex regulatory signals and pathways that dictate whether individual bacterial cells live or die, further study in this exciting field of research is bound to yield insights into these processes. Furthermore, these studies should also provide new insight into the potential evolutionary link between control of cell death in bacteria and PCD in eukaryotes.
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