We consider the optimization approach to the acousto-electric imaging problem. Assuming that the electric conductivity distribution is a small perturbation of a constant, we investigate the least square estimate analytically using (multiple) Fourier series, and confirm the widely observed fact that acousto-electric imaging has high resolution and is statistically stable. We also analyze the case of partial data and the case of limited-view data, in which some singularities of the conductivity can still be imaged.
Introduction
The acousto-electric imaging (AEI) is a hybrid technique that combines the classical electrical impedance tomography (EIT) and ultrasound to reconstruct the internal electric conductivity of a body. It can be casted as the inverse problem that aims to find the coefficient of an elliptic equation from interior data [1] .
The precise mathematical model is as follows. Let X ⊂ R 2 represent the body with conductivity distribution γ(x). The voltage u and the current field γ∇u satisfy    ∇ · γ(x)∇u(x) = 0, x ∈ X, γ(x) ∂u ∂n (x) = g(x), x ∈ ∂X.
(1.1)
Here, the Neumann boundary condition γ∂ n u = g represents some electric currents injected at the boundary. We assume that g integrates to zero over the boundary, and that u integrates to zero over X. Other boundary conditions such as Dirichlet or Robin boundary conditions can also be considered.
AEI aims to reconstruct γ(x) from measurements consisting of electric power density distributions inside the body, that is {H(x) = γ(x)|∇u(x)| 2 : x ∈ X}.
(1.2)
These data are internal; however, they are constructed from differential boundary measurements. We will briefly review the acquisition of these data in the next section. Therefore, AEI is non-intrusive and harmless. We refer the reader to [17] for the physics background and practical implementations of AEI, and to [1, 2, 10, 11] for mathematical formulations. The uniqueness of AEI in two dimensions with two proper data sets was obtained in [9] , and was generalized to three and higher dimensions in [7, 8] . The latter papers contain stability estimates as well. The reconstruction procedures in these papers involve solving systems of transport equations and have been implemented in [14] .
A numerical scheme based on optimization and zero-Laplacian equation, which results from substituting the relation H = γ|∇u| 2 to (1.1), was considered in [2] ; another optimization algorithm based on minimizing the power density discrepancy was developed in [9] . Convergence and stability analysis of these schemes, however, are open questions in the general case.
In this paper, we analyze AEI in the linearized regime, i.e., the conductivity distribution is a small perturbation of some constant background γ 0 , or γ(x) = (1 + ερ(x))γ 0 . Such regime was considered in [12] and they reconstructed ρ by solving a Poisson equation, and their approach required differentiating the data. We take the optimization approach similar to [9] ; however, we take into account not only the power density distributions γ|∇u 1 | 2 and γ|∇u 2 | 2 , where u 1 and u 2 correspond to two Neumann data g 1 and g 2 such that ∇u 1 and ∇u 2 are not parallel in X, but also the cross density distribution γ∇u 1 · ∇u 2 . This "additional" information turns out to be important. On the unit two dimensional square and using two proper data sets, we obtain an explicit reconstruction formula based on the least square solution. Our analysis characterizes the Fourier modes of the reconstruction, and the effects of additive measurement noise in the data. This analysis is in the same spirit of [5, 6] , and our result shows that the resolving power of the measurements is infinite. In other words, we may say that AEI has super resolution. The results proved here may be extended to the nonconstant background conductivity case using pseudo-differential techniques. In this direction we refer to [13] . It is also expected that they can be generalized to other imaging modalities from internal measurements such as magnetic resonance electrical impedance tomography [15] , quantitative thermo-acoustic imaging [4] , and microwave imaging by elastic perturbations [3, 16] .
Formulation of the problem
In this section, we formulate the optimization approach to the AEI problem. We start by briefly reviewing the acquisition of internal power density distributions; this is in fact the first step of AEI. Then we introduce the optimization functional and outline the analysis of its least square solution. Finally, we investigate the linearization of the optimization functional.
Throughout the paper, · p,A denotes the L p norm of a function over a set A. When p equals two or the set A is obvious from the context, the corresponding labels are ignored.
Acquisition of the power density distributions
As mentioned earlier, AEI uses internal data that are obtained from non-intrusive measurements. This is possible due to the combination of ultrasound and EIT.
Similar to EIT, AEI measures the voltage response to one or several current injections at the boundary. The number of injected currents we need in this paper is d, the same as the dimension of the body X. For simplicity, we assume d = 2 throughout the paper. Let g j , j = 1, 2 be the current pattern applied at the boundary, and ψ j = u j | ∂X be the corresponding voltage response at the boundary. These measurements are exactly as those of the classical EIT. What distinguish AEI from EIT is that it requires another measurement: the boundary voltage response to g j when an ultrasound beam is focused at an internal point z ∈ X. Let ψ j (·; z) denote such response. Consequently, the measurements of AEI consist of
From these measurements, one can form the matrix
Throughout the paper, the roman indices j, k etc. run from one to two if not otherwise stated. The difference between ψ j (x; z) and ψ j (x) is due to the electro-acoustic effect, i.e., the ultrasound focusing at z changes the conductivity distribution slightly near z. Asymptotic analysis shows that H jk (z) is well approximated by γ(z)∇u j (z) · ∇u k (z) (for smooth γ); see [2] . Henceforth, our data is the matrix H(x) = {H jk (x) = γ(x)∇u j (x) · ∇u k (x)}. Note that H 11 and H 22 are the power density distributions corresponding to the two currents g 1 and g 2 , respectively.
Outline of the optimization approach
Define the admissible set of the conductivity distribution to be
for some positive real numbers β 1 < β 2 . Let u j [γ] be the map from γ to the solution of (1.1) with boundary current g j . Let F jk [γ] be the map from γ to the cross power density function
Denote by · the Hilbert-Schmidt norm of a matrix. Then the optimization approach to AEI is to find
3)
The map F jk [γ] is highly nonlinear. In the linearized regime, when γ = γ 0 (1 + ερ), we can linearize this map and write
where DF jk [γ 0 ] is the Fréchet derivative of the data map. If we substitute this linearization into the functional, J[γ] can be approximated by a quadratic form in γ − γ 0 . The least square solution of the approximated functional is then given by γ * ≈ γ 0 + ρ * , where ρ * satisfies 2 j,k=1
Observe that u j and hence F jk depend on the boundary conditions (also known as illuminations). If the illuminations are chosen properly so that the operator on the lefthand side of the above equation is invertible, then ρ * can be found and γ 0 + ρ * serves as an approximation of γ * . In section 3, we will provide such illuminations, and discuss the quality of the above reconstruction method.
The linearized conductivity problem
In the linearized regime, where γ = (1 + ρ)γ 0 and ρ ∞ is small, according to the optimization approach outlined above, we need to investigate the Fréchet derivative DF jk [γ 0 ]. The goal of this section is to find the expressions for this operator and its adjoint. It is obvious that these operators are closely related to the Fréchet derivative of u j [γ], so we shall find its expression as well. Since (2.4) only requires derivative at γ 0 , we will abuse notation a little bit and denote by Du and DF jk their values at γ 0 .
Our analysis in the next two sections are based on Fourier series, and it is most convenient when the body X is the unit square and the conductivity problem is equipped with periodic conditions. So we set X = (0, 1) 2 , assume that supp ρ ⊂⊂ X, and identify its closure with the two-torus T 2 .
Let C(T 2 ) denote the space of real valued functions that are continuous on T 2 , and define C m (T 2 ) and C ∞ (T 2 ) accordingly. Define L p (T 2 ), 1 ≤ p ≤ ∞, to be the completion of C ∞ (T 2 ) with respect to the L p -norm. Further, define the Sobolev space W k,p (T 2 ) in a similar way. The Poincaré inequality does not hold for a function in W 1,2 (T 2 ); however, it holds if we remove the average of the function. Therefore, we define
We modify the definition of the admissible set to
Now let us equip the conductivity problem (1.1) with periodic boundary conditions. Let ψ j , j = 1, 2, be two functions in C 1 (X) such that ∇ψ j ∈ C(T 2 ). In practice, we will choose linear functions for which ∇ψ j is constant. The periodic condition we impose on
If we setũ j [γ] = u j [γ] − ψ j , then it is the unique function in W that satisfies
The existence and uniqueness of the above problem is due to the fact that ∇·(γ∇ψ) averages to zero over the square. We observe that the derivative of u j [γ] is the same as that ofũ j [γ]. Let us view the mapũ j asũ
The following lemma characterizes the expression of Du j at γ 0 .
is the weak solution of the following problem
Here, u j 0 solves (1.1) with background conductivity distribution γ 0 and the aforementioned periodic condition (2.7).
Proof. It suffices to show that for ρ ∞ sufficiently small,
for some positive r. Recall (2.8) and a similar weak formulation for v j . We find
. Suppose that ρ ∞ is sufficiently small and verifies γ 0 + ρ ∈ L ∞ β 1 ,β 2 (T 2 ). Then the standard estimate yields
The same argument applied to problem (2.9) yields
is an element of W (T) and Poincaré's inequality applies in this space, the above estimate shows that (2.10) holds with r = 1.
We reiterate that (2.9) is well-posed because the right-hand side averages to zero over X, thanks to the fact that ρ and ∂ k u j 0 are all periodic. The characterization of DF jk is now an immediate consequence of the above lemma.
Here, v k [ρ] and u k 0 are defined as in Lemma 2.1. Moreover,
Further, the domain of DF jk can be extended to L 2 (T 2 ), and we have
The above constants C in (2.12) and (2.13) depend on the elliptic coefficients β 1 , β 2 , the volume of the domain X, and the W 1,∞ -norms of u j 0 and u k 0 .
Proof.
According to the previous lemma, u j [γ 0 + ρ] (and similarly u k ) can be written as u
∞ . Using this decomposition, we verify that
consists of products of at least two elements of the set {ρ, ∇v j [ρ], ∇v k [ρ], ∇s j , ∇s k }. Since all of them are bounded by C ρ ∞ , estimate (2.12) holds. This also verifies the expression of DF jk . To see that the range of DF jk is in L 2 (T 2 ), we observe that ∂ k u j 0 is periodic. Estimate (2.13) is easily seen from the expression of DF jk and the estimate ∇v
Let us extend the domain of DF jk to L 2 (T 2 ) which is a Hilbert space. Then the adjoint operator DF * jk is defined by the relation
Here, denotes the L 2 -scalar product. It is now a simple task of integration by parts to check that DF jk is self-adjoint, that is DF * jk (φ) verifies the same expression (2.11). Remark 2.3. The above formulation works for Dirichlet and Neumann boundary conditions as well. In fact, Du j and DF jk will have the same expressions but the boundary condition for v j and the domain of these operators need to be modified accordingly. We will not discuss these slight variations further.
AEI with full-aperture and super resolution
In this and the next sections, we will analyze AEI using Fourier series. As mentioned before, we work on the unit square and impose periodic boundary conditions for the conductivity problem. The geometric setting of the current problem is as in Figure 1 . We assume that all four faces of the square are accessible, i.e., we can inject currents or measure voltage impose there. This is what we mean by the "full-aperture" case. In this section, we consider the perfect situation when data over the whole square is available; in the next section, we consider a restricted case when data is only available on a partial set, as illustrated in part (b) of the figure.
We recall the basic notions and results of Fourier series on T 2 . The set of complex exponentials
forms an orthonormal basis of L 2 (T 2 ; C). Then the Fourier coefficients of a function f in C ∞ (T 2 ) are given by
Conversely, given its Fourier coefficients, a function f ∈ C ∞ (T 2 ) is recovered by
2)
The definition of F extends to L 2 (T 2 ) and F * F = I holds. Recall Parseval's identity
Finally, let us recall the identification
where ξ = 1 + |ξ| 2 . Further, when k > 1, the Sobolev embedding
holds. In the sequel, we also usef or f ∧ to denote Ff .
Reconstruction based on two orthogonal currents
Now we specify our choice of ψ j in (2.7), and investigate the optimization approach outlined in section 2.2. Without loss of generality, we assume γ 0 = 1, so the conductivity distribution is of the form γ = 1 + ρ for ρ ∈ L ∞ (T 2 ) and ρ ∞ is small. Let {e j : j = 1, 2} be the unit vectors of the two axes. Let a > 0 indicate the amplitude of injected currents. We choose ψ j to be ψ j (x) = ae j · x. Recall that u j 0 denotes the solution in the homogeneous medium γ 0 = 1. It follows that
In particular, the expressions of DF jk and its adjoint simplify to
Note that v j [ρ] solves problem (2.9), and w k [φ] solves a similar problem with ρ replaced by φ. The following result expresses the operator DF jk in the Fourier domain.
and (DF jk (ρ)) ∧ (0) = a 2 e j · e kρ (0). Here,ξ = ξ/|ξ|.
Proof. This result follows from a straightforward calculation. Indeed, v j [ρ] satisfies, in the sense of distributions, equation (2.9) with right-hand side −a∂ j ρ. When ξ = 0, thanks to (3.4), we have
Consequently, take Fourier coefficients on both sides of (3.6), we have
This expression verifies (3.7). The case of ξ = 0 follows from the expression (3.6) and the fact that ∇v j [ρ] averages to zero over X.
Let Q denote the operator j,k=1,2 DF * jk DF jk from L 2 (T 2 ) onto itself. The following result shows that Q admits a bounded inverse. In fact, Q is the identity operator up to a multiplicative constant.
The reconstruction formula (2.4) then becomes
Further, if (ερ r ) denotes γ r − γ 0 , where γ r is the true conductivity distribution, then we have
Proof. The identity in (3.8) can be verified using (3.7). For non-zero ξ, we calculate
We verify that when ξ = 0 the above still holds. This proves the first part of the theorem. In fact, it shows that Q = 2a 4 I. For the second part, we observe that H(x) = F [γ r ]. Therefore, Lemma 2.2 shows that
where E jk ≤ C ερ r 2 ∞ . Substitute this decomposition to the reconstruction formula, we find that
denote the operator norms. Since they are bounded according to (3.8) and (2.13), we have
This completes the proof.
Remark 3.3.
A more precise estimate of the construction error ρ * − ερ r is characterized through Fourier modes. According to the calculations above, we have
for non-zero modes ξ. We also verify that (ρ * − ερ r )(0) = 1 2a 2 (F E 11 + F E 22 )(0). Since the higher order terms E jk has small L 2 norm, the above formula shows that the reconstruction is quite accurate in all Fourier modes. In this sense, we say that AEI has super resolution.
Remark 3.4. We note that two illuminations are needed for Q to be invertible. Indeed, suppose that we only use the current ae 1 ; then Lemma 3.1 shows
Therefore, DF * 11 DF 11 eliminates Fourier modes which satisfyξ · e 1 = ±1/ √ 2, i.e., modes whose directions are separated from e 1 by ±π/4.
Even when two orthogonal currents are used, the cross information H 12 and H 21 are essential. Indeed, the above formula with e 1 replaced by e 2 applies to the operator DF * 22 DF 22 . Since {|ξ · e 1 | = 1/ √ 2} = |{ξ · e 2 | = 1/ √ 2}, the operator DF * 22 DF 22 eliminates exactly the same Fourier modes as DF * 11 DF 11 . The sum of the two still fail to capture these modes.
The effect of measurement noise
Now we consider additive measurement noise. The noisy data is then written as 13) where the superscript "m" indicates measured value. The functions H m , H and V all have values in M, the space of two by two real symmetric matrices. In particular, we model V (x; ω) as a M-valued random process on some abstract probability space (Ω, F, P) parameterized by x ∈ X. LetV jk (ξ), ξ ∈ Z 2 , denote the Fourier coefficients of the V jk . We assume that the coefficientsV jk satisfy the following conditions.
(H1)V jk (ξ) andV rs (η) are independent unless j = r, k = s and ξ = η. Further, they are identically distributed Gaussian random variables with mean zero and variance
where a is the amplitude of the background current. This corresponds to an additive white noise in the measurements as shown below.
(H2) Assume ε 2 σ ε.
Remark 3.5. We justify the above model. Recall the acquisition of the data in (2.1). The additive noise occurs when measuring the differential voltage response
Suppose this function is corrupted by an additive random noise q k (x; z, ω). Then according to (2.1), we find
Assume the following holds for the random noise model q k (x; z, ω).
(G1) The two processes q 1 (·, ω) and q 2 (·, ω) are independent and identically distributed.
(G2) The process q 1 (x, z; ω) is a white noise on the product space ∂X × X with variance σ 2 . Heuristically, this means for any (x, z) and (x , z ) in ∂X × X, we have Using the above identity, we verify that
In the last line, δ's are the Kronecker delta functions. Recall that the boundary currents are made to be g j = ae j , which verifies g j , g r ∂X = δ jr 2a 2 . Here, , ∂X denotes the L 2 scalar product on ∂X. Therefore,V jk satisfies the conditions (H1) and (H2) above.
Theorem 3.6. Suppose that the measured data set H m satisfies (3.13), (H1) and (H2). Let ρ * be the least square reconstruction in (3.9). Let the true conductivity distribution be 1 + ερ r with ρ r ∞ 1. Then for any ξ ∈ Z 2 , we have
Proof. According to the proof of Theorem 3.2, we may decompose the measured data as
with E jk ≤ Cε 2 . Then the analysis in the proof there is still valid if we replace E jk by E jk + V jk . In particular, do so in formula (3.12) and take the mean square of both sides. Using the facts that V jk is mean zero, that |Ê jk | ≤ C E jk ≤ Cε 2 , and thatV jk with different indices are independent, we obtain
Substitute (3.14) into the formula above to obtain (3.16).
Remark 3.7. We note that (H2) is imposed so that the measurement noise dominate the truncation error but is subordinate to the deviation from homogeneous medium. Estimate (3.16) shows that as long as the noise is small, all Fourier modes can be reconstructed sufficiently well. In other words, AEI is statistically stable with respect to additive noise. Simple scaling shows the following. On a square with side length L and background conductivity γ 0 , the right-hand side in (3.16) should be replaced by γ 2 0 σ 2 L/a 2 . Remark 3.8. We conclude this section by showing that the pattern of two orthogonal currents is the best configuration in an averaged sense. Indeed, it is possible to choose ψ 1 and ψ 2 in (2.7) in a way that the background currents a 1 and a 2 satisfy: |a 1 | = |a 2 | = a; the angle between them is β ∈ (0, π). Let α(ξ) be the angle between the vectorξ andã 1 . Then α(ξ) + β will be the angle betweenξ andã 2 . Following the calculation in Lemma 3.1, we can show
Following the calculation in Theorem 3.2 and Theorem 3.6, and using trigonometric identities, we find that (ρ * − ερ r ) ∧ (ξ) ≈ − cos(2α)V 11 − cos(2α + β)(V 12 +V 21 ) − cos(2α + 2β)V 22 a 2 (cos 2 (2α) + 2 cos 2 (2α + β) + cos 2 (2α + 2β)) .
We verify that the two boundary currents in the new configuration satisfy
As a result, the random variablesV jk are correlated in the following manner:
while all other pairing of noises are independent. Then we have
[cos 2 (2α) + 2 cos 2 (2α + β) + cos 2 (2α + 2β)] + 2 cos 2 β (cos 2 (2α) + 2 cos 2 (2α + β) + cos 2 (2α + 2β))
It is obvious that the contribution of the second term on the numerator is minimized at β = π/2. In an averaged sense, the contribution of the other term is minimized also at β = π/2. Indeed, this is seen from the following calculation: To summarize, the averaged effect (over frequencies) of the measurement noise is minimal when the two background currents are orthogonal.
The case of partial data
In this section we consider the case when data are only obtained on a subset X ⊂ X. This is illustrated in Figure 1 (b), with the shaded square representing X . As before, we use two illuminations at the boundary of X that generate two orthogonal constant background currents ae 1 and ae 2 . However, the ultrasound beams only scan over X . The data now are {H ij (x) | x ∈ X } i,j=1,2 . Since no information is provided outside X , we do not hope to reconstruct the conductivity distribution there and focus only on its restriction to X . Following the idea of subsection 2.2, we wish to find the least square estimate of the minimizer of
In this section, the "prime" symbol is used to denote restrictions to X . The functions F jk are defined as
where, u j , j = 1, 2, solve the reduced problem
Here, u j 0 is the background solution over the whole domain when the j-th illumination is applied. Therefore, we solve u j with conductivity distribution γ in X , and use the value of the background solution as the boundary condition at ∂X .
Compare the above problem with (1.1), we observe that the reduced problem has the same form as the problem posed on the whole square. Further, the boundary conditions u j = u j 0 at ∂X , j = 1, 2, generate two orthogonal constant currents inside X . Consequently, the analysis we developed in the last section for the operators F jk , DF jk , DF * jk and Q can be reproduced on the inner square X . Define the corresponding operators using the "prime". Then the least square reconstruction of the contrast field inside X is given by
The following main theorem of this section shows that the above reconstruction formula captures the true medium γ r = 1 + ερ r inside X well enough in the L 2 sense, provided that the support of ρ r is small and well-separated from the boundary of X . 
where X is the L 2 -norm on X and 1,D is the L 1 -norm on D. Remark 4.2. Note that in the case of a small inclusion, ρ r 1,D can be much smaller than ρ r 2,D . Therefore, the result above shows that the optimization procedure in this section is sufficient for small inclusion detection.
Proof. First, we observe that F jk [γ 0 ] = F jk [γ 0 ], because in the background medium, u j is just the restriction to X of u j . Therefore, as in the proof of Theorem 3.2, we have
Using this decomposition in (4.2), we get
Since E jk ≤ Cε 2 ρ r 2 ∞ , its contribution is well controlled. For the other term, we recall the expression of DF jk in (3.6), and the fact that DF jk is defined similarly using the same background currents. It then follows G(x, y) denote the Dirichlet Green function on the whole domain X and G (x, y) the one on X . Then we have
In the second equality, we used integration by parts and the facts that ρ r = 0 on ∂D and ∆ y u 0 = 0. In our setting, ∇u 0 ∞ ≤ C. Hence, we have
Here R(x, y) = G(x − y) − G (x, y). It can be written as the sum of G − Φ and Φ − G , where Φ(x, y) is the fundamental solution of the Laplace equation in R 2 . We will bound the derivative of such functions in Lemma 4.3. By (4.5), we obtain
It follows that (DF jk − DF jk )(ρ r ) is bounded by Ch −2 ρ r 1,D . Recall the reconstruction formula (4.4). Since (Q ) −1 and (DF jk ) * are bounded operators on L 2 , the above estimate, together with the aforementioned control of E jk , proves (4.3).
We conclude this section by proving the desired gradient estimate for the difference of Green's functions. 
Proof. The Green function is in fact constructed as G(x, y) = Φ(x, y) + φ(x, y), with φ satisfying
Set D r for r sufficiently small to be the set consisting of points whose distance from D is less than r, i.e., D r = {x : d(x, D) ≤ r}. Choose some smooth cut-off function ϕ h (x) so that ϕ h ≡ 1 on D c h/2 and ϕ h vanishes inside D h/4 and outside a sufficiently large ball containing Y . Further, assume that 0 ≤ ϕ h (x) ≤ 1 holds everywhere. Then ϕ h (·)G(·, y) is a smooth function on X. In particular, we have
where
and R 1 (·, y) = 0 on the boundary ∂Y .
is smooth on Y × D because when x ∈ D the function vanishes. Therefore, we can differentiate the above equation to get
Then from the standard theory of elliptic equations together with the fact that ∆ x ∇ y Φ vanishes on the support of ϕ h , we have, for any fixed y ∈ D,
Note that ∇ x ϕ h (and hence ∆ x ϕ h ) is supported on the domain D h/2 \D h/4 . For any x in this set and any y ∈ D, we have
Recall the definition of ϕ h . It is possible to construct ϕ h by shifting and scaling some standard cut off function ϕ whose W 2,q norm is bounded for any 1 ≤ q ≤ ∞. Then from a scaling argument, we have
Here, d = 2 is the dimension of Y . Hence, the right hand side of (4.9) is bounded by
This shows that ∇ x ∇ y R 1 (·, y) W 1,2 ≤ Ch −2 . By the Sobolev embedding theorem, for any 1 ≤ p < ∞, there exists some constant C(p) so that
From the decomposition of φ(x, y) = G(x, y) − Φ(x, y) in (4.7), we have
We have estimated the L p bound of the last term above. The other two terms in the decomposition can be bounded by simply using (4.10) and (4.11) and the fact that they are nonzero only for x ∈ supp∇ϕ h . It turns out that they are of order h −2 . This completes the proof.
The case of limited-view data
In the previous sections, boundary conditions which generate orthogonal background currents are used for AEI. Such a setting requires all four sides of the square to be accessible. In this section, we consider "a very limited-view" case in which only the top side of the square is accessible, as illustrated in figure 2 . On the other sides, therefore, zero-flux conditions, i.e., homogeneous Neumann boundary conditions, are imposed.
Without loss of generality, we assume that the background conductivity is γ 0 = 1. For any positive integer k, is a solution in the background medium. In fact, we check that
In particular, this shows that u 0 satisfies the zero-flux conditions on the inaccessible sides. Also, u 0 (x 1 , x 2 ) is yielded from injecting a current g(x) = cos kπx 1 sinh kπ from the top. The aim of this section is to investigate whatever information can be extracted in this very limited-view situation.
According to (2.11) , the Fréchet derivative DF at γ 0 is
Extend the functions ρ, v[ρ] and DF (ρ) evenly in x 1 to the domain (−1, 1) × (0, 1). For each fixed depth x 2 , letf (n, x 2 ) be the Fourier coefficients in x 1 , i.e.,
Then the Fourier coefficients (in x) of DF (ρ) is characterized in the following lemma.
Lemma 5.1. The Fourier coefficients of DF (·, x 2 ) can be written as
Here, L 0 , L − and L + are integral operators in y with uniformly bounded integral kernels.
The proof of this lemma is a lengthy calculation which is given in the appendix. Since the integral operators above are smoothing, we expect that the singular parts of (DF (ρ)) ∧ above can detect singularity of ρ in the vertical direction. Take the approximation
The right-hand side above is a convolution in the Fourier domain. It corresponds to
Since DF is self-adjoint, we have
This function is not invertible on the curve cos 2kπx 1 cosh 2kπx 2 = 1. To bypass this difficulty, we may use another current g 2 = cos 2kπx 1 sinh 2kπ at the top side of square. Denote the corresponding data function as F 2 . The above calculation applies and we have
Suppose we minimize the discrepancy between the two data sets, i.e.,
2 , where α 1 and α 2 are weight parameters to balance the two terms. Then the least square solution is approximated by γ 0 + ρ * where
It is easy to check that 1 − cos 2kπx 1 cosh 2kπx 2 and 1 − cos 4kπx 1 cosh 4kπx 2 do not vanish simultaneously except at the two bottom corners (0, 0) and (1, 0). Therefore, if we set α 1 = 1 and α 2 = α, for any depth 1 − x 2 < 1, the reconstruction formula is given by
To test the performance of (5.4), we apply it to the case when γ(x 1 , x 2 ) = 1+εχ x 2 <h (x 1 , x 2 ), where χ is the characteristic function of a set (see Figure 2) . The body X hence contains two phases with an interface at x 2 = h. In this simple setting, the expression of H j = γ|∇u j [γ]| 2 is explicit, and the point-wise formula (5.4) can be calculated directly.
In a numerical experiment, we set ε = 0.1, h = 0.6 and α = cosh(2π)/ cosh(4π), and apply the formula to the vertical line x 1 = 0.5, 0 < x 2 < 1. Then the interface can clearly be seen from the reconstruction given by (5.4); see Figure 3 . The value γ * is indeed greater than one for x 2 < h, but the deviation from γ 0 is smaller than expected; further the drop of γ * across the interface is greater than the true value. As h and x 1 vary, these features do not change dramatically. To summarize, the proposed formula detects the interface at h sufficiently well.
Of course, the reconstruction formula above does not work for general conductivity distributions. More delicate utilization of the Fourier modes captured in Lemma 5.1 may help, but this is not at all simple and is out of the scope of this paper.
Conclusion
In this paper an evidence of resolution enhancement due to internal measurements for conductivity imaging has been given. A resolution and stability analysis has been provided for acousto-electric imaging with full data. Moreover, the effect of partial or limited-view data on image reconstruction has been quantified in the presence of measurement noise. It has been observed that the limited-view aspect affects much more significantly the image quality than partial data. The conclusions of this paper hold only under the assumption that the noise is measurement noise. For medium noise or clutter, the situation is quite different and more involved.
To get the derivative of (v[ρ]) ∧ in x 2 , we take derivatives under the integral sign on the above expression. Note that this should be done on separated intervals because Γ 2 is not continuous along the diagonal. We get
Above, we have used the notation:
A further simplification shows Above, Γ 0 (x 2 , τ 0 ; n) is short for nπG(x 2 , τ 0 ; n). We further simplify the above expression to Note that L − is not continuous along the diagonal.
Finally, we collect the terms for Q + . We have The corresponding expression for Q 0 , Q − and Q + can be found following the same calculation above. Though the calculation in this case is simpler, the expressions are still lengthy and we do not present them here. Nevertheless, we reiterate that the singular part of the operators Q does not change.
