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RESUMEN 
Teorema de Branges 
JHONNY EDWARD PÉREZ ARMIJO 
Junio – 2013 
Asesor  : Pedro Celso Contreras Chamorro. 
Título Obtenido : Licenciado en Matemáticas. 
 
 
Presentaremos la demostración del Teorema probado por Louis de 
Branges en (1984): “Si 𝑓: 𝐷 ℂ es analítica e inyectiva cuya expansión de series 
de potencias es dada por ∑ 𝑎𝑛𝑧
𝑛∞
𝑛=1   con  𝑎1 = 1, entonces |𝑎𝑛|n  para todo n  1. 
Además si la igualdad se da para algún n  1, entonces   𝑓(𝑧) =
𝑧
(1−𝛼𝑧)2
 ,    
pertenece a ℂ, con |𝛼| = 1  y todo 𝑧 en 𝐷, donde 𝐷 es el disco unitario en el plano 
complejo”. En un primer momento, presentaremos las conjeturas de Robertson y 
de Bieberbach una vez que la conjetura de Milin implica la de Robertson, que a su 
vez alude a de Bieberbach. Lo que Branges probo, en verdad fue la conjetura  
propuesta por Milin en (1967), que afirma: “Si 𝑓: 𝐷 ℂ es analítica e inyectiva cuya 
expansión de series de potencias es dada por ∑ 𝑎𝑛𝑧
𝑛∞
𝑛=1   con  𝑎1 = 1, entonces 
∑ ∑ (𝑘|𝛾𝑘|
2 − 
1
𝑘
)  ≤ 0𝑚𝑘=1
𝑛
𝑚=1  donde 𝛾𝑘 son los coeficientes de expansión de series 
de potencias de la función (
1
2
) log(𝑧−1𝑓(𝑧)) " la cual implica la conjetura de 
Bieberbach. 
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ABSTRACT 
Brange’s Theorem 
JHONNY EDWARD PÉREZ ARMIJO 
June – 2013 
Adviser  : Pedro Celso Contreras Chamorro. 
Obtained Degree : Mathematician. 
 
 
We will present the proof of Theorem proved by Louis de Branges in (1984): 
"If f: D  ℂ  is analytic and injective whose expansion of power series is given by 
∑ anz
n∞
n=1   with a1 = 1, then |an| n for all n  1. Moreover, if equality occurs for any 
n  1, then f(z) =
z
(1−αz)2
 , belongs to ℂ, with |α| = 1 and all z in D, where D is the 
unitary disk in the complex plane ". At first, we'll present the Robertson and 
Bieberbach's conjecture moreover we'll   Milin's which implies Robertson’s 
conjecture that in turn it refers to Bieberbach's.  
 
What Branges proved, indeed was the conjecture proposed by Milin in (1967), 
which states:  
"If f: D  ℂ is analytic and injective whose expansion of power series is given by 
∑ anz
n∞
n=1   with a1 = 1, then ∑ ∑ ( k|γk|
2 −  
1
k
)  ≤ 0mk=1
n
m=1 where γk are the expansion 
coefficients of power series of the function (
1
2
) log(z−1f(z)) " which implies 
Bieberbach's conjecture. 
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INTRODUCCIÓN 
 
 
En el presente trabajo se demostrará la Conjetura de Milin que luego 
será el Teorema de Branges, en el Capítulo I se dan a conocer las nociones 
básicas como teoremas, lemas, proposiciones, definiciones, desigualdades, 
etc; que se deben de tener en cuenta para una mejor comprensión de los 
siguientes capítulos. 
En el capítulo II se define las funciones de clase S se enuncian las 
Conjeturas de Bieberbach, Robertson realizando la demostración  que la 
Conjetura Robertson implica la Conjetura de Bieberbach, luego se enuncia la 
Conjetura de Milin y con la ayuda de suma de sucesiones y la segunda 
desigualdad de Lebedev-Milin se demuestra que la Conjetura de Milin implica la 
Conjetura de Robertson. En el capítulo III se muestra a detalle las 
características de los polinomios de Jacobi que servirá para definir las 
funciones de Branges y así ver la relación que guardan, al finalizar el capitulo 
se demuestra  un resultado que contiene toda la información sobre estas 
funciones que se utilizará en la prueba del Teorema de Branges. 
Para finalizar en el capítulo IV es donde se probará el teorema de 
Branges usando la estrategia de introducir la función (t). 
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CAPÍTULO I 
Preliminares 
 
En este capítulo presentaremos definiciones y resultados de una variable compleja para 
su posterior uso. 
1. Funciones Analíticas 
Sea 𝐺 ⊆ ℂ un conjunto abierto y (𝑀, 𝑑) un espacio métrico completo que de aquí 
en adelante consideraremos como ℂ ó ℂ∞. 
1.1 Definición Sea la función 𝑓: 𝐺 → 𝑀, la derivada de 𝑓 en el punto 𝑎, está definida 
como: 
𝑓′(𝑎) = lim
ℎ→0
𝑓(𝑎 + ℎ) − 𝑓(𝑎)
ℎ
 
Si el límite existe independientemente de la manera como ℎ → 0. 
En tal caso se dice que 𝑓 es diferenciable en el punto 𝑎. Si 𝑓 es diferenciable en 
todo punto de 𝐺, entonces diremos que 𝑓 es diferenciable en 𝐺. 
Más aún si 𝑓 es una función diferenciable en 𝐺 sobre 𝑀 entonces 𝑓′(𝑎) define una 
función 𝑓′: 𝐺 → ℂ. Si 𝑓′ es continua en 𝐺 entonces diremos que 𝑓 es continuamente 
diferenciable en 𝐺. 
1.2 Proposición Si 𝑓: 𝐺 → ℂ es diferenciable en el punto 𝑎 ∈ 𝐺 entonces 𝑓 es 
continua en 𝑎. 
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Demostración. En efecto, 
lim
𝑧→𝑎
|𝑓(𝑧) − 𝑓(𝑎)| = [lim
𝑧→𝑎
|𝑓(𝑧) − 𝑓(𝑎)|
|𝑧 − 𝑎|
] [lim
𝑧→𝑎
|𝑧 − 𝑎|] = |𝑓′(𝑎)|. 0 = 0 
1.3 Definición Una función 𝑓: 𝐺 → ℂ es analítica si 𝑓 es continuamente diferenciable en 
𝐺. 
Es fácil ver que también se va a cumplir propiedades algebraicas: 
Si 𝑓: 𝐺 → ℂ, 𝑔: 𝐺 → ℂ analíticas y 𝑎, 𝑏 ∈ ℂ, se tiene: 
i. 𝑎𝑓 + 𝑏𝑔 es analítica en 𝐺, siendo (𝑎𝑓 + 𝑏𝑔)′ = 𝑎𝑓′ + 𝑏𝑔′ 
ii. 𝑓𝑔 es analítica en 𝐺, siendo (𝑓𝑔)′ = 𝑓′𝑔 + 𝑓𝑔′ 
iii. 𝑔(𝑧) ≠ 0 ∀ 𝑧 ∈ 𝐺; 
𝑓
𝑔
 es analítica en 𝐺, siendo (
𝑓
𝑔
)
′
(𝑧)  =
𝑔(𝑧)𝑓′(𝑧) − 𝑓(𝑧)𝑔′(𝑧)
𝑔(𝑧)2
 
1.4 Proposición (Regla de la cadena) Sean 𝑓 y 𝑔 funciones analíticas en 𝐺 y 𝑉 
respectivamente, supongamos que 𝑓(𝐺) ⊆ 𝑉, entonces 𝑓 y 𝑔 ∘ 𝑓 es analítica en 𝐺, 
además:  
(𝑔 ∘ 𝑓)′(𝑧) = 𝑔′(𝑓(𝑧))𝑓′(𝑧), ∀ 𝑧 ∈ 𝐺 
Demostración: Ver [1] pág. 34 
1.5 Proposición Si 𝐺 es abierto, conexo y 𝑓: 𝐺 → ℂ es diferenciable 𝑓′(𝑧) = 0 para 
todo 𝑧 ∈ 𝐺 entonces 𝑓 es constante. 
Demostración: Ver [1] pág. 37 
1.6 Definición Sean 𝐺 ⊆ ℂ un abierto y conexo en ℂ y 𝑓: 𝐺 → ℂ una función continua 
tal que 𝑧 = 𝑒𝑥𝑝(𝑓(𝑧)) para todo 𝑧 ∈ 𝐺 entonces 𝑓 es una rama del logaritmo. 
Nótese que 𝐺 no contiene a 0. Supongamos que 𝑓 es una rama del logaritmo en 
elconjunto conexo 𝐺 y suponga que 𝑘 ∈ ℤ; sea 𝑔(𝑧) = 𝑓(𝑧) + 2𝑘𝜋𝑖 entoncesevaluando 
en la exponencial tenemos;  𝑒𝑥𝑝(𝑔(𝑧)) = 𝑒𝑥𝑝(𝑓(𝑧) + 2𝑘𝜋𝑖) = 𝑒𝑥𝑝(𝑓(𝑧)) = 𝑧. Luego 
𝑔 también es una rama del logaritmo. Recíprocamente si 𝑓 y 𝑔 son dos ramas del 
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logaritmo entonces para cada 𝑧 ∈ 𝐺, 𝑓(𝑧) = 𝑔(𝑧) + 2𝑘𝜋𝑖 para algún entero 𝑘, donde 𝑘 
depende de 𝑧. Veamos que en realidad el entero k  es el mismo para cada 𝑧 en 𝐺. En 
efecto, si ℎ(𝑧) =
1
2𝜋𝑖
[𝑓(𝑧) − 𝑔(𝑧)] entonces, ℎ es continua en 𝐺 y ℎ(𝐺) ⊂ ℂ, los 
enteros. Dado que 𝐺 es conexo, ℎ(𝐺) también es conexo. Por tanto existe un 𝑘 en ℤ con 
𝑔(𝑧) = 𝑓(𝑧) + 2𝜋𝑘𝑖 para todo 𝑧 en 𝐺. Es decir tenemos el siguiente resultado.   
1.7 Proposición Si 𝐺 ⊂ ℂ es abierto, conexo y 𝑓es una rama del𝑙𝑜𝑔(𝑧)en 𝐺, entonces 
todas las ramas del 𝑙𝑜𝑔(𝑧) son las funciones 𝑓(𝑧) + 2𝑘𝜋𝑖,  𝑘 ∈ ℤ. 
Ahora fabricaremos al menos una rama del 𝑙𝑜𝑔(𝑧) sobre algún conjunto abierto y 
conexo. Sea  
𝐺 = ℂ − {𝑧 = (𝑥 + 𝑖𝑦) ∈ ℂ / 𝑥 ≤ 0 ∧  𝑦 = 0} 
Claramente 𝐺 es conexo, y cada 𝑧 en 𝐺 puede ser representado en forma única  por 
𝑧 = |𝑧|𝑒𝑖𝜃donde −𝜋 < 𝜃 < 𝜋. Para 𝜃 en éste rango, definimos 𝑓(𝑟𝑒𝑖𝜃) = 𝑙𝑜𝑔 𝑟 + 𝑖𝜃. 
Esta función 𝑓es una rama del logaritmo en 𝐺. ¿Es ésta 𝑓analítica? 
1.8 Proposición Sean 𝐺 y Ω subconjuntos abiertos de ℂ. Suponga que 𝑓: 𝐺 → ℂ y 
𝑔: 𝐺 → ℂ son funciones continuas tal que 𝑓(𝐺) ⊆ Ω y g(𝑓(𝑧)) = 𝑧 para todo 𝑧 ∈ 𝐺. 
Además 𝑔 es diferenciable y 𝑔′(𝑧) ≠ 0, 𝑓 es diferenciable y se cumple lo siguiente: 
𝑓′(𝑧) =
1
𝑔′(𝑓(𝑧))
 
Entonces 𝑓 es analítica si 𝑔 es analítica. 
Demostración: Ver [1] pág. 39 – 40. 
1.9 Corolario Una rama del logaritmo es analítica y su derivada es 𝑧−1 
Demostración: Consideremos𝑓(𝑧) = 𝑙𝑜𝑔(𝑧) definida anteriormente y 𝑔(𝑧) = 𝑒𝑧, dado 
que 
𝑑
𝑑𝑧
(𝑒𝑧) = 𝑒𝑧 por el teorema anterior tenemos lo siguiente: 
[𝑙𝑜𝑔(𝑧)]′ =
1
𝑒𝑓(𝑧)
=
1
𝑧
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Con lo cual concluye la demostración.                                                  
 □ 
Designamos como la rama principal a la rama del logaritmo definida anteriormente 
sobre 𝐺 = ℂ − {𝑧 = (𝑥 + 𝑖𝑦) ∈ ℂ / 𝑥 ≤ 0 ∧ 𝑦 = 0}.   
2.   Funciones de clase 𝑺 
2.1 Definición Sea 𝐴 un abierto del plano complejo. Se dice que una función 𝑓: 𝐴 → ℂ  
es univalente si es analítica e inyectiva en 𝐴. 
En el resto del trabajo denotaremos por 𝐷 al disco unitario abierto centrado en el origen, 
y por 𝑆 la clase de las funciones 𝑓 que son univalentes en 𝐷 y que verifican 𝑓(0) = 0, 
𝑓′(0) = 1. 
Observemos que toda función 𝑓 de clase 𝑆 se puede representar en serie de potencias 
por 
𝑓(z) = 𝑧 +  𝑎2𝑧
2 +  𝑎3𝑧
3 + … … … … … … … .. 
para todo z en 𝐷. 
2.2 Teorema Si 𝑓 ∈ S con serie de potencias 𝑓(z) = 𝑧 +  𝑎2𝑧
2 +  𝑎3𝑧
3 + … … … … , 
entonces |𝑎2| ≤ 2. La igualdad se cumple si, y sólo si, 𝑓 es una rotación de la función 
de Koebe. 
Demostración: Ver [2] pág. 64 
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3.  Subordinación 
3.1 Definición Si 𝐺 es una región incluyendo el origen y 𝑓 , 𝑔 son dos funciones 
analíticas en 𝐺, entonces 𝑓 es subordinado por  𝑔 si existe una función analítica 
𝜙: 𝐺 →  𝐺  tal que 𝜙(0) = 0 y 𝑓 = 𝑔 ∘ 𝜙. 
3.2 Proposición Si 𝑔 es una función univalente en 𝐷 (disco unitario abierto centrado en 
el origen), entonces la función analítica 𝑓 en 𝐷 es subordinado por 𝑔 si, y sólo si 
𝑓(0) = 𝑔(0)  y 𝑓(𝐷) 𝑔(𝐷). Si  𝑓 es subordinado por 𝑔 y 𝜙  es una función tal que 
𝑓 = 𝑔 ∘ 𝜙, entonces 𝜙 es única. 
Demostración: Ver [2] pág. 134 
3.3 Proposición Si 𝑓 𝑦 𝑔 son  funciones analíticas en 𝐷,  𝑓 es subordinado por  𝑔, y 𝜙  
es una función que satisface 𝑓 = 𝑔 ∘ 𝜙 y 𝜙(0) = 0, entonces para cada 𝑟 > 1: 
a){𝑓(𝑧): |𝑧| < 𝑟}{𝑔(𝑧): |𝑧| < 𝑟} ; 
b)𝑚𝑎𝑥{𝑓(𝑧): |𝑧| ≤ 𝑟} ≤  𝑚𝑎𝑥{𝑔(𝑧): |𝑧| ≤ 𝑟} ; 
c) (1 − |𝑧|2)|𝑓′(𝑧)| ≤ (1 − |𝜙(𝑧)|2)|𝑔′(𝜙(𝑧))|; 
d) |𝑓′(0)| ≤ |𝑔′(0)| se da la igualdad si y sólo si existe una constante 𝑐 con |𝑐| = 1 tal 
que 𝑓(𝑧) = 𝑔(𝑐𝑧)para todo 𝑧. 
Demostración: Ver [2] pág. 135 
Ahora aplicamos estos resultados a una clase particular de funciones en 𝐷.Sea 𝒫 el 
conjunto de todas las funciones analíticas 𝑝 en 𝐷 tal que 𝑅𝑒 𝑝(𝑧) > 0 𝑦 𝑝(0) = 1.  
3.4 Proposición Si 𝑝 ∈ 𝒫 y 𝑧 ∈ 𝐷, entonces   
1 − |𝑧|
1 + |𝑧|
≤ |𝑝(𝑧)| ≤
1 + |𝑧|
1 − |𝑧|
 
𝑦                                                       |𝑝′(𝑧)| ≤
2
(1 − |𝑧|)2
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Demostración: Ver [2] pág. 135 
3.5 Lema (a) Si 0 < 𝑟 < 1, entonces 𝑠𝑢𝑝{|ℎ(𝑧, 𝑡)|: |𝑧| ≤ 𝑟 𝑦 0 ≤ 𝑡 < ∞}. 
(b) Para cada 𝑘 ≥ 1, 𝑠𝑢𝑝{|𝛾𝑘(𝑡)|: 0 ≤ 𝑡 < ∞} < ∞ 
Demostración: Ver [2] pág. 162 
 
3.6 Lema  Para cada 𝑘 ≥ 1 la función 𝛾𝑘: [0,∞) → ℂ es continuamente diferenciable y  
 𝛾?̇? =
1
2𝑟𝑘
∫ ℎ̇(𝑟𝑒𝑖𝜃 , 𝑡)𝑒−𝑖𝑘𝜃𝑑𝜃.
2
0
 
Demostración: Ver [2] pág. 162 
3.7 Lema Si 𝑇 < ∞ 𝑦 0 < 𝑟 < 1, entonces la serie 
∑ ?̇?𝑘(𝑡)𝑧
𝑘
∞
𝑘=1
 
converge absolutamente y uniformemente para |𝑧| ≤ 𝑟 𝑦 0 ≤ 𝑡 ≤ 𝑇. 
Demostración: Ver [2] pág. 163 
4.  Cadena de Loewner 
Si 𝑓: 𝐷𝑥[0, ∞) → ℂ, entonces 𝑓′(𝑧, 𝑡) se define como la derivada parcial de  𝑓 con 
respecto a la variable compleja 𝑧, siempre que la derivada exista. La derivada de 𝑓 con 
respecto a la variable real 𝑡 es denotado por 𝑓̇(𝑧, 𝑡). 
4.1 Definición La cadena de Loewner es una función continua 𝑓: 𝐷𝑥[0, ∞) → ℂ con las 
siguientes propiedades: 
a) Para todo 𝑡 en [0, ∞), la función 𝑧 → 𝑓(𝑧, 𝑡) es analítica y univalente; 
b) 𝑓(0, 𝑡) = 0 𝑦 𝑓′(0, 𝑡) = et  
;c) Para0 ≤ 𝑠 ≤ 𝑡 < ∞, 𝑓(𝐷, 𝑠) 𝑓(𝐷, 𝑡). 
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4.2 Proposición  Si 𝑓 es una cadena de Loewner y para cada 𝑡 ≥ 0, Ω(𝑡) =
𝑓(𝐷, 𝑡), entonces: 
(a) Para 0 ≤ 𝑠 ≤ 𝑡 < ∞, Ω(𝑠)Ω(𝑡) 𝑦 Ω(𝑠) ≠ Ω(𝑡) 
(b) Si 𝑡𝑛 → 𝑡, entonces Ω(𝑡𝑛) → Ω(𝑡) 
(c) Si 𝑡𝑛 → ∞, entonces Ω(𝑡𝑛) → ℂ 
Demostración: Ver [2] pág. 137 
4.3 Proposición Sea { Ω(𝑡): 0 ≤ 𝑡 < ∞} una familia de regiones simplemente conexas 
satisfaciendo la Proposición 1.1.4 y para cada 𝑡 > 0 sea ℎ𝑡 ∶ 𝐷 → Ω(𝑡) un mapeo de 
Riemann con ℎ𝑡(0) = 0 y ℎ𝑡
′(0) = 𝛽(𝑡) > 0. Si ℎ(𝑧, 𝑡) = ℎ𝑡(𝑡) y 𝛽0 = 𝛽(0), entonces 
se cumplen las siguientes propiedades. 
(a) La función𝛽 es continua, estrictamente creciente y 𝛽(𝑡) → ∞ 𝑦 𝑡 → ∞. 
(𝑏) 𝑆𝑖  𝜆(𝑡) = log [
𝛽(𝑡)
𝛽0
] 𝑦 𝑓(𝑧, 𝑡) = β0
−1ℎ(𝑧, 𝜆−1(𝑡)), entonces 𝑓 define cadena de 
Loewner con 𝑓(𝐷, 𝑡) = β0
−1Ω(𝜆−1(𝑡)). 
Demostración: Ver [2] pág. 138 
4.4 Proposición Si 𝑓 ∈ ℒ y 0 ≤ 𝑠 ≤ 𝑡 < ∞, entonces existe una única función analítica 
𝑧 → 𝜙(𝑧, 𝑠, 𝑡) definido en 𝐷 con las siguientes propiedades. 
(a) 𝜙(𝑧, 𝑠, 𝑡) ∈ 𝐷 y 𝑓(𝑧, 𝑠) = 𝑓(𝜙(𝑧, 𝑠, 𝑡), 𝑡) para todo 𝑧 𝑒𝑛 𝐷. 
(b) 𝑧 → 𝜙(𝑧, 𝑠, 𝑡) es univalente, 𝜙(0, 𝑠, 𝑡) = 0, |𝜙(𝑧, 𝑠, 𝑡)| ≤ |𝑧| para todo 𝑧 en 𝐷, y 
𝜙′(0, 𝑠, 𝑡) = es−t. 
(c) 𝜙(𝑧, 𝑠, 𝑠) = 𝑧 para todo 𝑧 en 𝐷. 
(d) Si  𝑠 ≤ 𝑡 ≤ 𝑢, entonces 𝜙(𝑧, 𝑠, 𝑢) = 𝜙(𝜙(𝑧, 𝑠, 𝑡), 𝑡, 𝑢) para todo 𝑧 en 𝐷. 
Demostración: Ver [2] pág. 139 
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4.5 Definición La función 𝜙(𝑧, 𝑠, 𝑡) definido para todo 𝑧 en 𝐷 y  0 ≤ 𝑠 ≤ 𝑡 < ∞ y 
satisface 
(1.1)                                  𝑓(𝑧, 𝑠) = 𝑓(𝜙(𝑧, 𝑠, 𝑡), 𝑡) 
para la cadena de Loewner 𝑓 es llamada la función de transición de la cadena de 
Loewner. Note que la función de transición es dada por la ecuación 𝜙(𝑧, 𝑠, 𝑡) =
𝑓𝑡
−1(𝑓𝑠(𝑧)). 
4.6 Lema Si 𝑓 ∈ ℒ , entonces para todo 𝑧 en 𝐷 y 0 ≤ 𝑡 < ∞, 
𝑒𝑡
1 − |𝑧|
(1 + |𝑧|)3
≤ |𝑓′(𝑧, 𝑡)| ≤ 𝑒𝑡
1 + |𝑧|
(1 − |𝑧|)3
 
𝑒𝑡
|𝑧|
(1 + |𝑧|)2
≤ |𝑓(𝑧, 𝑡)| ≤ 𝑒𝑡
|𝑧|
(1 − |𝑧|)2
 
Demostración: Ver [2] pág. 139 
4.7 Lema Si 𝑓 es una cadena de Loewner con función de transición 𝜙, entonces la 
función 𝑝 se define para todo 𝑧 en 𝐷 y  0 ≤ 𝑠 ≤ 𝑡 < ∞ por  
𝑝(𝑧, 𝑠, 𝑡) =
1 + 𝑒𝑠−𝑡
1 − 𝑒𝑠−𝑡
[
1 − 𝑧−1𝜙(𝑧, 𝑠, 𝑡)
1 + 𝑧−1𝜙(𝑧, 𝑠, 𝑡)
] 
𝑝(𝑧, 𝑠, 𝑡) =
1 + 𝑒𝑠−𝑡
1 − 𝑒𝑠−𝑡
[
𝑧 − 𝜙(𝑧, 𝑠, 𝑡)
𝑧 + 𝜙(𝑧, 𝑠, 𝑡)
] 
pertenece a la clase 𝒫 y 𝑝(0, 𝑠, 𝑡) = 1. 
Demostración: Ver [2] pág. 140 
4.8 Lema Si 𝑓 ∈ ℒ, |𝑧| < 1,  y 0 ≤ 𝑠 ≤ 𝑡 < ∞, entonces la siguiente inecuación se 
cumple 
|𝑓(𝑧, 𝑠) − 𝑓(𝑧, 𝑡)| ≤
8|𝑧|
(1 − |𝑧|)4
(𝑒𝑡 − 𝑒𝑠). 
Demostración: Ver [1] pág. 140 
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4.9 Proposición El conjunto ℒ de todas las cadenas de Loewner es un subconjunto 
compacto del espacio métrico 𝒞(𝐷𝑥[0, ∞), ℂ). 
Demostración: Ver [2] pág. 141 
4.10 Teorema Para toda función  𝑓0 en 𝑆  esiste una cadena de Loewner 𝑓 tal que 
𝑓(𝑧, 0) = 𝑓0(𝑧) en 𝐷. 
Demostración: Ver [2] pág. 141 
5.   La Ecuación Diferencial de Loewner 
        Recordemos para la cadena de Loewner 𝑓, 𝑓̇(𝑧, 𝑡) =
𝜕𝑓
𝜕𝑡
 y 𝑓′(𝑧, 𝑡) =
𝜕𝑓
𝜕𝑧
; se define 
similar ?̇?(𝑧, 𝑠, 𝑡), 𝜙′(𝑧, 𝑠, 𝑡), ?̇?(𝜁, 𝑡) 𝑦 𝑔′(𝜁, 𝑡) 
5.1 Proposición Fijando la notación anterior. La función 𝑔 tiene derivadas parciales 
continuas y si 𝑥(𝑡) = 𝜆(𝑡),̅̅ ̅̅ ̅̅  entonces para 𝑡 ≥ 0 y 𝜁 en Ω(𝑡) 
?̇?(𝜉, 𝑡) = −𝑔(𝜉, 𝑡) [
1 + 𝑥(𝑡)𝑔(𝜉, 𝑡)
1 − 𝑥(𝑡)𝑔(𝜉, 𝑡)
] 
Demostración: Ver [2] pág. 144-145 
5.2 Teorema Si 𝑓 es una cadena de Loewner tal que 𝑓0 es un mapeo sobre una región 
rasgada, entonces existe una función continua 𝑥: [0, ∞)  → 𝜕𝐷 tal que 𝑓(𝑧, 𝑡) existe y 
satisface  
𝑓̇(𝑧, 𝑡) = [
1 + 𝑥(𝑠)𝑧
1 − 𝑥(𝑠)𝑧
] 𝑧𝑓′(𝑧, 𝑡) 
Demostración: Ver [2] pág. 146 
5.3 Proposición Sea 𝑓  una cadena de Loewner con 𝑔𝑡 la inversa de 𝑓𝑡 . Entonces 
lim
𝑡→∞
𝑒𝑡 𝑔(𝑓0(𝑧), 𝑡) 
converge uniformemente a𝑓0en subconjuntos compactos de 𝐷. 
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Demostración: Ver [2] pág. 147 
 
6.   Desigualdades de Lebedev- Milin 
        Sea 𝜙 una función analítica en una vecindad de cero, con 𝜙(0) = 0 y sea; 
𝜙(𝑧) =  ∑ 𝛼𝑘𝑧
𝑘
∞
𝑘=1
 
su serie de potencia, además  
   𝜓(𝑧) =  𝑒𝜙(𝑧) =  ∑ 𝛽𝑘𝑧
𝑘
∞
𝑘=1
 
 
6.1 Lema (Primera desigualdad de Lebedev- Milin) Si 𝜙 𝑦 𝜓 son como se definen 
anteriormente, entonces 
∑|𝛽𝑘|
2
∞
𝑘=0
 ≤ 𝑒𝑥𝑝 (∑ 𝑘|𝛼𝑘|
2 )
∞
𝑘=1
 
si el lado derecho es finito, entonces la igualdad ocurre si, y sólo si existe un número 
complejo 𝛾 con |𝛾| < 1 𝑦 𝛼𝑘 =  
𝛾𝑘
𝑘
 para todo 𝑘 ≥ 1. 
Demostración: Ver [2] pág. 154 
6.2 Lema (Segunda desigualdad de Lebedev- Milin) Si 𝜙 𝑦 𝜓 son como se definen 
anteriormente, entonces para todo 𝑛 ≥ 1. 
∑|𝛽𝑘|
2
∞
𝑘=0
 ≤ (𝑛 + 1) 𝑒𝑥𝑝 {
1
𝑛 + 1
∑ ∑( 𝑘|𝛼𝑘|
2 −
𝑚
𝑘=1
𝑛
𝑚=1
1
𝑘
 ) } 
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Se cumple la igualdad dado un entero 𝑛  si, y sólo si existe un número complejo 𝛾 con 
|𝛾| = 1 𝑦 𝛼𝑘 =  
𝛾𝑘
𝑘
 para 1 ≤ 𝑘 ≤ 𝑛. 
Demostración Ver [2] pág. 154 
 
6.3 Lema (Tercera desigualdad de Lebedev- Milin) Si 𝜙 𝑦 𝜓 son como se definen 
anteriormente, entonces para todo 𝑛 ≠ 1 
|𝛽𝑛|
2  ≤ 𝑒𝑥𝑝 {∑( 𝑘|𝛼𝑘|
2 −
𝑚
𝑘=1
1
𝑘
 )} 
y se cumple la igualdad para algún entero 𝑛 si, y sólo si existe un número complejo 𝛾 
con |𝛾| = 1 𝑦 𝛼𝑘 =  
𝛾𝑘
𝑘
 para 1 ≤ 𝑘 ≤ 𝑛. 
Demostración: Ver [2] pág. 155 
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CAPÍTULO II 
Conjeturas Preliminares al Teorema de Branges 
 
             En el siguiente capítulo se demostraráque la Conjetura de Milin implica la 
Conjetura de Bieberbach, para esto demostraremos lo siguiente: 
a) La Conjetura de Robertson implica la Conjetura de Bieberbach 
b) La Conjetura de Milin implica la Conjetura de Robertson, 
por razones históricas primero expondremos la Conjetura de Bieberbach. 
1.  Definiciones 
1.1 Definición Si 𝑓es una función de clase 𝑆, donde 
𝑆 = {𝑓 funciones univalentes en 𝐷/ 𝑓(0) = 0 y 𝑓′(0) = 1}, su representación en series 
de potencias está dada por: 
(2.1)                𝑓(z) = 𝑧 +  𝑎2𝑧
2 +  𝑎3𝑧
3 +  … … … … … … … .. 
1.2 Definición Sea𝑔 es una función en la clase 𝑆, es impar si, sólo si existe una función 
𝑓 en 𝑆 tal que 𝑔(𝑧)2 = 𝑓(𝑧2), para todo 𝑧 en𝐷. Sea 𝑆− el conjunto de las funciones 
impares en 𝑆 y si 𝑔 ∈  𝑆− tenemos que: 
(2.2)                 𝑔(𝑧) = 𝑧 +  𝑐3𝑧
3 +  𝑐5𝑧
5 +  … … … … … … … .. 
es su representación en serie de potencia. 
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Entre las funciones de clase 𝑆, hay algunas que jugarán un papel importante en este 
trabajo. Consideremos la familia de funciones {𝜅𝛼} definidas en 𝐷 por  
𝜅𝛼(𝑧) =
𝑧
(1 − 𝛼𝑧)2
 , 𝑐𝑜𝑛|𝛼| = 1 
A 𝜅1 se le llama función de Koebe y para |𝛼| = 1, se dice que 𝜅𝛼 es una rotación de la 
función de Koebe por 𝛼, si ?̅?𝜅1(𝛼𝑧) = 𝜅𝛼(𝑧). El término rotación se da pues 
?̅?𝜅1(𝛼𝑧) =
?̅?(𝛼𝑧)
(1 − (𝛼𝑧))2
=
|𝛼|2𝑧
(1 − 𝛼𝑧)2
=
𝑧
(1 − 𝛼𝑧)2
= 𝜅𝛼(𝑧) 
Se demostrará que toda rotación de la función de Koebe pertenece a la clase 𝑆, en 
efecto.  Sabemos que 
(
1
1 − 𝛼𝑧
)
′
=
−(−𝛼)
(1 − 𝛼𝑧)2
=
𝛼
(1 − 𝛼𝑧)2
 
de donde 
𝜅𝛼(𝑧) =
𝑧
(1 − 𝛼𝑧)2
=
𝑧
𝛼
(
𝛼
(1 − 𝛼𝑧)2
) =
𝑧
𝛼
(
1
1 − 𝛼𝑧
)
′
. 
Así   
(2.3)               𝜅𝛼(𝑧) =
𝑧
𝛼
[∑(𝛼𝑧)𝑛
∞
𝑛=0
]
′
=
𝑧
𝛼
[∑ 𝑛(𝛼𝑧)𝑛−1𝛼
∞
𝑛=1
] = ∑ 𝑛𝛼𝑛−1𝑧𝑛
∞
𝑛=1
. 
En consecuencia, 𝜅𝛼 es analítica, 𝜅𝛼(0) = 0 y 𝜅𝛼
′(0) = 1. Además 𝜅𝛼 es inyectiva, 
pues si suponemos que𝜅𝛼(𝑧) = 𝜅𝛼(𝑤),  entonces 
0 =
𝑧
(1 − 𝛼𝑧)2
−
𝑤
(1 − 𝛼𝑤)2
=
𝑧(1 − 𝛼𝑤)2 − 𝑤(1 − 𝛼𝑧)2
(1 − 𝛼𝑧)2(1 − 𝛼𝑤)2
 
  =
𝑧 − 𝑤 + 𝛼2𝑧𝑤2 − 𝛼2𝑧2𝑤
(1 − 𝛼𝑧)2(1 − 𝛼𝑤)2
=
(𝑧 − 𝑤)(1 − 𝛼2𝑧𝑤2)
(1 − 𝛼𝑧)2(1 − 𝛼𝑤)2
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Como |𝛼2𝑧𝑤2| < 1, tenemos 1 − 𝛼2𝑧𝑤2 ≠ 0, por lo tanto la igualdad anterior se 
cumple si, y sólo si, 𝑧 = 𝑤. Se concluye que 𝜅𝛼 ∈ 𝑆.                  □ 
 
2.  Conjetura de Bieberbach  
 Si 𝑓  pertenece a la clase 𝑆 y tiene la representación en serie de potencias (2.1), 
entonces |𝑎𝑛|  ≤ 𝑛, para todo 𝑛. Si hay algún entero 𝑛  tal que |𝑎𝑛| = 𝑛, entonces 𝑓 es 
una rotación de la función de Koebe. 
Si 𝑓 es una rotación de la función de Koebe, entonces (2.3), muestra que |𝑎𝑛| = 𝑛 para 
todos los coeficientes. 
3.  Conjetura de Robertson  
 Si 𝑔 ∈  𝑆−y tiene la representación en series de potencias dada en (2.2), entonces 
para cada 𝑛 ≥ 1. 
(2.4)                             1 + |𝑐3|
2 +  |𝑐5|
2 +  … … … … . + |𝑐2𝑛−1|
2  ≤ 𝑛 
Si existe un entero n tal que la igualdad ocurre, entonces 𝑔(𝑧)2 = 𝑓(𝑧2), donde 𝑓 es una 
rotación de la función de Koebe. 
4.  Teorema: La Conjetura de Robertson implica Conjetura de 
Bieberbach.  
Demostración 
Si 𝑔 ∈  𝑆−  entonces existe una función 𝑓 𝑒𝑛 𝑆 tal que 𝑔(𝑧)
2 = 𝑓(𝑧2) en D. 
Tenemos que       𝑔(𝑧) = 𝑐1𝑧 +  𝑐3𝑧
3 +  𝑐5𝑧
5 +  … … … … … … … .. 
y 𝑓(z) = 𝑎1𝑧 +  𝑎2𝑧
2 +  𝑎3𝑧
3 +  … … … … … … … .. 
así 
(𝑐1𝑧 +  𝑐3𝑧
3 +  𝑐5𝑧
5 + … … … … … )2 =  𝑎1𝑧
2 +  𝑎2𝑧
4 + 𝑎3𝑧
6 +  … … … … … … 
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𝑐1
2𝑧2 +  𝑐3
2𝑧6 + 𝑐5
2𝑧10 +  … … + 2𝑐1𝑐3𝑧
4 + 2𝑐1𝑐5𝑧
6 +…= 𝑎1𝑧
2 + 𝑎2𝑧
4 + 𝑎3𝑧
6……. 
𝑎1 =  𝑐1
2 
𝑎2 = 2𝑐1𝑐3 
𝑎3 = 2𝑐1𝑐5 + 𝑐3
2…………. 
expandiendo e identificando los coeficientes correspondientes a las potencias de z, 
tenemos para todo 𝑛 ≥ 1 
𝑎𝑛 = 𝑐1𝑐2𝑛−1 + 𝑐3𝑐2𝑛−3 +…………..+  𝑐2𝑛−1𝑐1 
Sea   A = (𝑐1, 𝑐3, … … … … , 𝑐2𝑛− 1)  y  B = (𝑐2𝑛− 1, … … . . . . . 𝑐3, 𝑐1)   
𝑎𝑛 =〈𝐴,𝐵〉 
|𝑎𝑛| =  |〈𝐴,𝐵〉|  ≤  |𝐴||𝐵| , pues tenemos que |𝐴| = |𝐵| 
|𝑎𝑛| ≤  |𝐴|
2= |𝑐1|
2 + |𝑐3|
2 +  |𝑐5|
2 + … … … … . + |𝑐2𝑛−1|
2  ≤ 𝑛, pues |𝑐1|
2= 1 ya que 
𝑎1 =  1 y por la Conjetura de Robertson tenemos que|𝑎𝑛| ≤ 𝑛, con esto ya estaría 
demostrada la primera parte. 
Ahora, si para algún m ∈ ℕ se tiene que |𝑎𝑚| = 𝑚 , demostraremos que 𝑓 es una 
rotación de la función de Koebe, en efecto: 
Como |𝑎𝑚| ≤ |𝑐1|
2 + |𝑐3|
2 +  |𝑐5|
2 +  … … … … . + |𝑐2𝑚−1|
2  ≤ 𝑚 =  |𝑎𝑚|, entonces  
|𝑐1|
2 + |𝑐3|
2 +  |𝑐5|
2 + … … … … . + |𝑐2𝑚−1|
2 = 𝑚,  entonces por la Conjetura de 
Robertson, tenemos 𝑔(𝑧)2 = 𝑟(𝑧2) ∀ 𝑧 ∈ 𝐷, donde 𝑟 es una rotación de la función de 
Koebe, entonces  𝑟(𝑧2) = 𝑓(𝑧2) ∀ 𝑧 ∈ 𝐷, tenemos que los coeficientes de ambas series 
de potencias son iguales. 
Entonces 𝑟(𝑧) = 𝑓(𝑧), ∀ 𝑧 ∈ 𝐷, por lo tanto 𝑓 es una rotación de la función de Koebe. 
□ 
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Para establecer la Conjetura la Conjetura de Milin se requiere de  notación. En el resto 
del capítulo se probará que la Conjetura de Milin implica la Conjetura Robertson. 
Sea 𝑓 ∈ 𝑆  y sea 𝑔 la función correspondiente en 𝑆− con 𝑔(𝑧)
2 = 𝑓(𝑧2) en 𝐷. 
Asumiendo (2.1) y (2.2) es fácil ver que 𝑧−1𝑓 es una función analítica sin ceros en 𝐷. 
Así hay una rama analítica (
1
2
) log(𝑧−1𝑓(𝑧)) definido en D, denotamos así la función ℎ 
y sea 
(2.5)                                                     ℎ(𝑧) =  ∑ 𝛾𝑛𝑧
𝑛
∞
𝑛=1
 
Su representación en serie de potencias en 𝐷. Tenga en cuenta que hemos optado por la 
rama 
(
1
2
) log(𝑧−1𝑓(𝑧)) 
que satisface h(0) = 0 y con esta conclusión, h es única. 
 
5.  Conjetura de Milin  
 Si 𝑓 ∈ 𝑆, ℎ es rama de (
1
2
) log(𝑧−1𝑓(𝑧)) con ℎ(0) = 0 y ℎ satisface (2.5), 
entonces   
(2.6)                                              ∑ ∑ ( 𝑘|𝛾𝑘|
2 −  
1
𝑘
)  ≤ 0
𝑚
𝑘=1
𝑛
𝑚=1
 
Si se cumple la igualdad para algún entero n, entonces 𝑓 es una rotación de la función 
de Koebe. 
Para mostrar que la Conjetura de Milin implica la Conjetura de Robertson (y por lo 
tanto la Conjetura de Bieberbach), es necesario la prueba de las sumatorias por partes y 
de la segunda desigualdad de Lebedev-Milin. 
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5.1 Lema Si {𝑥𝑘} y {𝑦𝑘} sucesiones en ℂ y definimos 
𝕏𝑛 = ∑ 𝑥𝑘
𝑛
𝑘=1
 
entonces 
∑ 𝑥𝑘
𝑛
𝑘=1
𝑦𝑘 =  ∑ 𝕏𝑘
𝑛−1
𝑘=1
( 𝑦𝑘 −  𝑦𝑘+1 ) +  𝕏𝑛𝑦𝑛       𝑦 
∑ 𝑥𝑘
𝑛
𝑘=1
𝑦𝑘 =  ∑ 𝕏𝑘
𝑛
𝑘=1
( 𝑦𝑘 −  𝑦𝑘+1 ) +  𝕏𝑛𝑦𝑛+1 
Demostración 
∑ 𝕏𝑘
𝑛
𝑘=1
( 𝑦𝑘 − 𝑦𝑘+1 ) +  𝕏𝑛𝑦𝑛+1 = ∑ 𝕏𝑘
𝑛−1
𝑘=1
( 𝑦𝑘 −  𝑦𝑘+1 ) + 𝕏𝑛(𝑦𝑛 −  𝑦𝑛+1) + 𝕏𝑛𝑦𝑛+1
= ∑ 𝕏𝑘
𝑛−1
𝑘=1
( 𝑦𝑘 −  𝑦𝑘+1 ) +  𝕏𝑛𝑦𝑛   
= ∑ 𝕏𝑘
𝑛−1
𝑘=1
𝑦𝑘 −  ∑ 𝕏𝑘
𝑛−1
𝑘=1
𝑦𝑘+1 +  (𝕏𝑛−1+ 𝑥𝑛)𝑦𝑛 
 = ∑( 𝕏𝑘−1
𝑛−1
𝑘=1
+  𝑥𝑘)𝑦𝑘 −  ∑(𝕏𝑘
𝑛−1
𝑘=1
𝑦𝑘+1 ) +  𝕏𝑛−1𝑦𝑛 +  𝑥𝑛𝑦𝑛 
            = ∑  𝕏𝑘−1
𝑛−1
𝑘=1
𝑦𝑘 − ∑ 𝕏𝑘
𝑛−1
𝑘=1
 𝑦𝑘−1 + ∑(𝑥𝑘
𝑛−1
𝑘=1
𝑦𝑘 ) +  𝑥𝑛𝑦𝑛 +  𝕏𝑛−1𝑦𝑛 
                      = (𝕏0 𝑦1 + 𝕏1 𝑦2+. . . + 𝕏𝑛−2 𝑦𝑛−1) − (𝕏1 𝑦2+. . . + 𝕏𝑛−2 𝑦𝑛−1 + 𝕏𝑛−1 𝑦𝑛) 
+ ∑(𝑥𝑘
𝑛
𝑘=1
𝑦𝑘 ) +   𝕏𝑛−1𝑦𝑛  = −𝕏𝑛−1 𝑦𝑛 + ∑(𝑥𝑘
𝑛
𝑘=1
𝑦𝑘 ) +  𝕏𝑛−1 𝑦𝑛 
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∑ 𝕏𝑘
𝑛
𝑘=1
( 𝑦𝑘 −  𝑦𝑘+1 ) + 𝕏𝑛𝑦𝑛+1 = ∑ 𝑥𝑘
𝑛
𝑘=1
𝑦𝑘                           
por otro lado tenemos 
∑ 𝑥𝑘
𝑛
𝑘=1
𝑦𝑘   =  ∑ 𝕏𝑘
𝑛−1
𝑘=1
( 𝑦𝑘 −  𝑦𝑘+1 ) +  𝕏𝑛(𝑦𝑛 −  𝑦𝑛+1) +   𝕏𝑛 𝑦𝑛+1          
∑ 𝑥𝑘
𝑛
𝑘=1
𝑦𝑘   =  ∑ 𝕏𝑘
𝑛−1
𝑘=1
( 𝑦𝑘 −  𝑦𝑘+1 ) + 𝕏𝑛 𝑦𝑛          
□ 
5.2 Lema Si {𝑥𝑘} sucesión en ℂ, entonces 
∑( 𝑛 + 1 − 𝑘)𝑥𝑘
𝑛
𝑘=1
=  ∑ ∑ 𝑥𝑘
𝑚
𝑘=1
𝑛
𝑚=1
 
Demostración 
𝕏1 = 𝑥1 
𝕏2 = 𝑥1 +   𝑥2 
𝕏3 = 𝑥1 +   𝑥2 +  𝑥3 
⋮ 
𝕏𝑛 = 𝑥1 +   𝑥2 +  𝑥3 +  … … … . + 𝑥𝑛 
(2.7)                                                           𝕏𝑚 = ∑ 𝑥𝑘
𝑚
𝑘=1
 
entonces 
∑ 𝕏𝑚 =  ∑ ∑ 𝑥𝑘
𝑚
𝑘=1
𝑛
𝑚=1
𝑛
𝑚=1
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al sumar por columnas en el arreglo triangular  
∑ 𝕏𝑚 = 
𝑛
𝑚=1
𝑛𝑥1 + (𝑛 − 1)𝑥2 +   … … … … . . + 𝑥𝑛 
 (2.8)                             ∑ 𝕏𝑚 =  
𝑛
𝑚=1
∑( 𝑛 + 1 − 𝑘)𝑥𝑘
𝑛
𝑘=1
 
de (2.7) y (2.8) se tiene   
∑( 𝑛 + 1 − 𝑘)𝑥𝑘
𝑛
𝑘=1
=  ∑ ∑ 𝑥𝑘
𝑚
𝑘=1
𝑛
𝑚=1
 
□ 
La siguiente desigualdad que estudiaremos es la segunda de una colección de tres 
desigualdades que relacionan los coeficientes de su serie de potencia con la de su 
exponencial. 
Sea 𝜙 una función analítica en una vecindad de cero, con 𝜙(0) = 0 y sea; 
(2.9)                                                 𝜙(𝑧) =  ∑ 𝛼𝑘𝑧
𝑘
∞
𝑘=1
 
su serie de potencia, sea 
(2.10)                                          𝜓(𝑧) =  𝑒𝜙(𝑧) =  ∑ 𝛽𝑘𝑧
𝑘
∞
𝑘=1
 
En el resto del capítulo sólo usaremos la segunda desigualdad, la cual demostraremos, 
ahora para la prueba de la primera y tercera desigualdad ver [2] página 155. 
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5.3 Lema (Segunda desigualdad de Lebedev- Milin) Si 𝜙 𝑦 𝜓 son como se definen 
anteriormente, entonces para todo 𝑛 ≥ 1. 
(2.11)                   ∑|𝛽𝑘|
2
∞
𝑘=0
 ≤ (𝑛 + 1) 𝑒𝑥𝑝 {
1
𝑛 + 1
∑ ∑( 𝑘|𝛼𝑘|
2 −
𝑚
𝑘=1
𝑛
𝑚=1
1
𝑘
 ) } 
Se cumple la igualdad dado un entero 𝑛  si, y sólo si existe un número complejo 𝛾 con 
|𝛾| = 1 𝑦 𝛼𝑘 =  
𝛾𝑘
𝑘
 para 1 ≤ 𝑘 ≤ 𝑛. 
Demostración 
Sea 𝜑: 𝐷  ℂ   analítica con  𝜑(0) = 0 
𝜑(𝑧) = ∑ 𝛼𝑘𝑧
𝑘
∞
𝑘=1
, 
así mismo 
𝜓(𝑧)  = 𝑒𝜑(𝑧) =   ∑ 𝛽𝑘𝑧
𝑘
∞
𝑘=0
 
𝜓′(𝑧) =  𝜑′(𝑧)𝑒𝜑(𝑧) 
∑ 𝑘𝛽𝑘𝑧
𝑘−1 =  
∞
𝑘=0
(∑ 𝑘𝛼𝑘𝑧
𝑘−1
∞
𝑘=1
) (∑ 𝛽𝑘𝑧
𝑘
∞
𝑘=0
) 
𝛽1 + 2𝛽2𝑧 + 3𝛽3𝑧
2 +  … = (𝛼1 + 2𝛼2𝑧 + 3𝛼3𝑧
2 +  … )(𝛽0 + 𝛽1𝑧 + 𝛽2𝑧
2 +  … . . ) 
𝛽1 + 2𝛽2𝑧 + 3𝛽3𝑧
2+. = 𝛼1𝛽0 + (𝛼1𝛽1 + 2𝛼2𝛽0)𝑧 + (𝛼1𝛽2 + 2𝛼2𝛽1 + 3𝛼3𝛽0)𝑧
2 +  … 
𝛽1 =  𝛼1𝛽0 
2𝛽2 =  𝛼1𝛽1 + 2𝛼2𝛽0 
3𝛽3 = 𝛼1𝛽2 + 2𝛼2𝛽1 + 3𝛼3𝛽0 
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𝑚𝛽𝑚 = 𝛼1𝛽𝑚−1 + 2𝛼2𝛽𝑚−2 +  … … … . … . . +𝑚𝛼𝑚𝛽0 
𝑚𝛽𝑚 = ∑ 𝑘𝛼𝑘𝛽𝑚−𝑘
𝑚
𝑘=1
 
𝑚2|𝛽𝑚|
2  ≤ (∑ 𝑘2|𝛼𝑘|
2
𝑚
𝑘=1
) (∑|𝛽𝑚−𝑘|
2
𝑚
𝑘=1
) 
por la Desigualdad de Cauchy Schwartz 
              = (∑ 𝑘2|𝛼𝑘|
2
𝑚
𝑘=1
) ( ∑ |𝛽𝑘|
2
𝑚−1
𝑘=0
) 
tomando:  𝐴𝑚  = ∑ 𝑘
2|𝛼𝑘|
2
𝑚
𝑘=1
  𝑦  𝐵𝑚−1 = ∑ |𝛽𝑘|
2
𝑚−1
𝑘=0
 
donde 
 𝐵𝑚 = ∑|𝛽𝑘|
2
𝑚
𝑘=0
 
𝑚2|𝛽𝑚|
2 ≤ 𝐴𝑚𝐵𝑚−1 , ∀ m ≥ 1 
para𝑛 ≥ 1 fijo,           𝐵𝑛 =  𝐵𝑛−1 + |𝛽𝑛|
2  ≤  𝐵𝑛−1 +  
𝐴𝑛𝐵𝑛−1
𝑛2
 
                         =  𝐵𝑛−1 (1 +
𝐴𝑛
𝑛2
) =  𝐵𝑛−1 (
𝑛 + 1
𝑛
) (
𝑛
𝑛 + 1
+
𝐴𝑛
𝑛(𝑛 + 1)
) 
           =  𝐵𝑛−1 (
𝑛 + 1
𝑛
) [
𝑛
𝑛 + 1
+
𝐴𝑛 − 𝑛
𝑛(𝑛 + 1)
+
𝑛
𝑛(𝑛 + 1)
] 
=  𝐵𝑛−1 (
𝑛 + 1
𝑛
) [ 1 +
𝐴𝑛 − 𝑛
𝑛(𝑛 + 1)
] 
   𝐵𝑛  ≤  𝐵𝑛−1 (
𝑛 + 1
𝑛
) 𝑒𝑥𝑝 {
𝐴𝑛 − 𝑛
𝑛(𝑛 + 1)
} ,  
pues        1 + 𝑥 ≤ 𝑒𝑥, ∀𝑥 ∈ ℝ                                  
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Aplicando el mismo resultado para  𝐵𝑛−1 
   𝐵𝑛−1  ≤  𝐵𝑛−2 (
𝑛
𝑛 − 1
) 𝑒𝑥𝑝 {
𝐴𝑛−1 − (𝑛 − 1)
(𝑛 − 1)𝑛
} 
   𝐵𝑛−2  ≤  𝐵𝑛−3 (
𝑛 − 1
𝑛 − 2
) 𝑒𝑥𝑝 {
𝐴𝑛−2 − (𝑛 − 2)
(𝑛 − 2)(𝑛 − 1)
} 
⋮ 
⋮ 
   𝐵1  ≤  𝐵0 (
2
1
) 𝑒𝑥𝑝 {
𝐴1 − 1
1.2
} 
notemos 
(#)                                                              𝐵0 =  |𝛽0|
2 = 1 
luego 
𝐵𝑛 ≤ 𝐵0 (
𝑛 + 1
𝑛
) (
𝑛
𝑛 − 1
) … . . … (
2
1
) 𝑒𝑥𝑝 {
𝐴𝑛 − 𝑛
𝑛(𝑛 + 1)
+
𝐴𝑛−1 − (𝑛 − 1)
(𝑛 − 1)𝑛
+  … +
𝐴1 − 1
1.2
} 
   𝐵𝑛  ≤ (𝑛 + 1)𝑒𝑥𝑝 {∑
𝐴𝑘 − 𝑘
𝑘(𝑘 + 1)
𝑛
𝑘=1
} 
        = (𝑛 + 1)𝑒𝑥𝑝 {∑
𝐴𝑘
𝑘(𝑘 + 1)
𝑛
𝑘=1
−  ∑
1
𝑘(𝑘 + 1)
𝑛
𝑘=1
} 
   = (𝑛 + 1)𝑒𝑥𝑝 {∑
𝐴𝑘
𝑘(𝑘 + 1)
𝑛
𝑘=1
+ 1 −  ∑
1
𝑘
𝑛+1
𝑘=1
} 
entonces 
(2.12)                         𝐵𝑛  ≤ (𝑛 + 1)𝑒𝑥𝑝 {∑
𝐴𝑘
𝑘(𝑘 + 1)
𝑛
𝑘=1
+ 1 −  ∑
1
𝑘
𝑛+1
𝑘=1
} 
usando el Lema 5.1 de este capítulo y tomando las siguientes sucesiones  
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𝑥𝑘 =  
1
𝑘(𝑘 + 1)
, 𝑦𝑘 =  𝐴𝑘 
para 
𝕏𝑛 =  ∑ 𝑥𝑘
𝑛
𝑘=1
= ∑
1
𝑘(𝑘 + 1)
𝑛
𝑘=1
 
luego                                     𝕏𝑛 = 1 −  
1
𝑛+1
=  
𝑛
𝑛+1
 
∑ 𝑥𝑘
𝑛
   𝑘=1
𝑦𝑘   =  ∑ 𝕏𝑘
𝑛−1
𝑘=1
( 𝑦𝑘 − 𝑦𝑘+1 ) + 𝕏𝑛 𝑦𝑛          
∑
𝐴𝑘
𝑘(𝑘 + 1)
= 
𝑛
   𝑘=1
∑ (
𝑘
𝑘 + 1
)
𝑛−1
   𝑘=1
(𝐴𝑘 − 𝐴𝑘+1) +  (1 −  
1
𝑛 + 1
)𝐴𝑛 
  = ∑ (
𝑘
𝑘 + 1
)
𝑛−1
   𝑘=1
[– (𝑘 + 1)2|𝛼𝑘+1|
2] +  (1 −  
1
𝑛 + 1
) ∑ 𝑘2|𝛼𝑘|
2
𝑛
𝑘=1
 
= ∑ −𝑘( 𝑘 + 1)|𝛼𝑘+1|
2
𝑛−1
   𝑘=1
+  ∑ 𝑘2|𝛼𝑘|
2 −
𝑛
𝑘=1
1
𝑛 + 1
∑ 𝑘2|𝛼𝑘|
2
𝑛
𝑘=1
 
= ∑ −( 𝑘 − 1)𝑘|𝛼𝑘|
2
𝑛
   𝑘=2
+  ∑ 𝑘2|𝛼𝑘|
2 −
𝑛
𝑘=1
1
𝑛 + 1
∑ 𝑘2|𝛼𝑘|
2
𝑛
𝑘=1
 
           = −(1 − 12)|𝛼1|
2 + ∑ ( 𝑘 − 𝑘2)|𝛼𝑘|
2
𝑛
   𝑘=1
+  ∑ 𝑘2|𝛼𝑘|
2 −
𝑛
𝑘=1
1
𝑛 + 1
∑ 𝑘2|𝛼𝑘|
2
𝑛
𝑘=1
 
tenemos 
∑
𝐴𝑘
𝑘(𝑘 + 1)
= 
𝑛
   𝑘=1
∑ 𝑘|𝛼𝑘|
2 −
𝑛
𝑘=1
1
𝑛 + 1
∑ 𝑘2|𝛼𝑘|
2
𝑛
𝑘=1
 
luego 
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∑
𝐴𝑘
𝑘(𝑘 + 1)
𝑛
𝑘=1
+ 1 −  ∑
1
𝑘
𝑛+1
𝑘=1
= ∑ 𝑘|𝛼𝑘|
2 −
𝑛
𝑘=1
1
𝑛 + 1
∑ 𝑘2|𝛼𝑘|
2
𝑛
𝑘=1
 + 1 − ∑
1
𝑘
𝑛
𝑘=1
−  
1
𝑛 + 1
 
=
1
𝑛 + 1
[∑(𝑛 + 1)𝑘|𝛼𝑘|
2 −
𝑛
𝑘=1
∑ 𝑘2|𝛼𝑘|
2
𝑛
𝑘=1
+ (𝑛 + 1) − ∑(
𝑛 + 1
𝑘
)
𝑛
𝑘=1
−  1] 
  =
1
𝑛 + 1
∑ [ (𝑛 + 1)𝑘|𝛼𝑘|
2 − 𝑘2|𝛼𝑘|
2 + 1 −
𝑛 + 1
𝑘
]
𝑛
𝑘=1
 
=
1
𝑛 + 1
∑ [(𝑛 + 1 − 𝑘)𝑘|𝛼𝑘|
2 −
(𝑛 + 1 − 𝑘)
𝑘
]
𝑛
𝑘=1
 
=
1
𝑛 + 1
∑(𝑛 + 1 − 𝑘) [ 𝑘|𝛼𝑘|
2 −
1
𝑘
]
𝑛
𝑘=1
 
por el Lema 5.2 de este capitulo 
=
1
𝑛 + 1
∑ ∑( 𝑘|𝛼𝑘|
2 −
1
𝑘
𝑚
𝑘=1
 )
𝑛
𝑚=1
 
entonces 
∑
𝐴𝑘
𝑘(𝑘 + 1)
𝑛
𝑘=1
+ 1 −  ∑
1
𝑘
𝑛+1
𝑘=1
=
1
𝑛 + 1
∑ ∑( 𝑘|𝛼𝑘|
2 −
1
𝑘
𝑚
𝑘=1
 )
𝑛
𝑚=1
 
reemplazando en (2.12) 
                      𝐵𝑛  ≤ (𝑛 + 1)𝑒𝑥𝑝 {∑
𝐴𝑘
𝑘(𝑘 + 1)
𝑛
𝑘=1
+ 1 − ∑
1
𝑘
𝑛+1
𝑘=1
} 
∑|𝛽𝑘|
2
𝑛
𝑘=0
≤ (𝑛 + 1)𝑒𝑥𝑝 {
1
𝑛 + 1
∑ ∑( 𝑘|𝛼𝑘|
2 −
1
𝑘
𝑚
𝑘=1
 )
𝑛
𝑚=1
} 
Para el caso de la igualdad, es preciso recordar que se han usado 2 desigualdades 
(Desigualdad de Cauchy Schwartz y la exponencial 1 + 𝑥 ≤ 𝑒𝑥) 
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En el primer caso la igualdad se da si, y sólo si existen constantes complejas 
(2.13)                                    𝜆1,  𝜆2, 𝜆3, … … … , 𝜆𝑛 / 𝛽𝑚−𝑘 = 𝜆𝑚𝑘?̅?𝑘 
en el segundo caso la igualdad se da si 𝑥 = 0  entonces 𝐴𝑚 − 𝑚 = 0 
(2.14)                                                           𝐴𝑚 = 𝑚                                                           
luego 
𝜆𝑚𝐴𝑚 =  𝜆𝑚 ∑ 𝑘
2|𝛼𝑘|
2
𝑚
𝑘=1
=  𝜆𝑚 ∑ 𝑘𝛼𝑘𝑘?̅?𝑘
𝑚
𝑘=1
 
y usando (2.13) tenemos: 
=  ∑ 𝑘𝛼𝑘𝛽𝑚−𝑘
𝑚
𝑘=1
 
              =  𝑚𝛽𝑚                                   
de esto tenemos 
   𝜆𝑚𝐴𝑚 =  𝑚𝛽𝑚 y  por (2.14) entonces  𝜆𝑚 =  𝛽𝑚  , ∀𝑚 
de (2.13) 
Si   𝑘 = 𝑚,  entonces 
(2.15)                                     𝛽0 =  𝜆𝑚𝑚?̅?𝑚 = 1         por (#) 
Para 𝑚 = 1,  tenemos: 
   𝜆1 =  𝛽1 =  𝜆𝑚(𝑚 − 1)?̅?𝑚−1 ,     
cuando 𝑘 = 𝑚 − 1  y por (2.13) 
pero                                  (𝑚 − 1)?̅?𝑚−1 =  
1
𝜆𝑚−1
   por (2.15) 
luego                                                    𝜆1 =    𝜆𝑚
1
𝜆𝑚−1
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entonces 
  𝜆1 =  
   𝜆𝑚
𝜆𝑚−1
 
así 
  𝜆𝑚 =   𝜆1 𝜆𝑚−1 
Sea 𝛾 =   𝜆1,   
tenemos  𝛽𝑚 =  𝜆𝑚 =   𝜆1 𝜆𝑚−1 =   𝜆1( 𝜆1𝜆𝑚−2) =  … … .  𝜆1 (𝜆1) 
entonces  𝛽𝑚 =  𝜆1
𝑚 =  𝛾𝑚 
despejando en (2.15) reemplazando en:  𝑚?̅?𝑚 =  
1
𝜆𝑚
=  
1
𝜆1
𝑚  =  𝛾
−𝑚  y   𝑚𝛼𝑚 =  𝛾−𝑚̅̅ ̅̅ ̅̅  
luego                                               𝑚2|𝛼𝑚|
2 =  |𝛾−𝑚|2 
como 
𝑚 =  𝐴𝑚 = ∑ 𝑗
2|𝛼𝑗|
2
𝑚
𝑗=1
= ∑|𝛾−𝑗|
2
𝑚
𝑗=1
 
entonces 
𝑚 = ∑|𝛾−𝑗|
2
𝑚
𝑗=1
 
ahora si  𝑚 = 1 entonces  |𝛾| = 1 
de (2.13)                𝛽𝑚−𝑘 = 𝜆𝑚𝑘?̅?𝑘 =  𝜆1
𝑚𝑘?̅?𝑘 =  𝛾
𝑚𝛾−𝑘 = 𝛾𝑚−𝑘 
así 
?̅?𝑘 =  
 𝛽𝑚−𝑘
𝑘𝜆𝑚
=  
𝛾𝑚−𝑘
𝑘𝛾𝑚
=  
𝛾−𝑘
𝑘
 
entonces 
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𝛼𝑘 =  
𝛾𝑘
𝑘
 
Por lo tanto la igualdad ocurre si, y sólo si, existe 𝛾 número complejo con  
|𝛾| = 1  𝑦   𝛼𝑘 =  
𝛾𝑘
𝑘
  para1 ≤ 𝑘 ≤ 𝑛. 
□ 
6. Teorema : La Conjetura de Milin implica la Conjetura de 
Robertson. 
Demostración  
𝑆𝑒𝑎 𝑔 ∈  𝑆−  entonces existe  
𝑓 ∈ 𝑆  / 𝑔(𝑧)2 = 𝑓(𝑧2) 𝑒𝑛 𝐷 ,  
 
Luego se cumple  (2.1) 𝑦 (2.2) 
Sea                                                   ℎ(𝑧) =  
1
2
log (
𝑓(𝑧)
𝑧
) 
también 
    ℎ(𝑧) = ∑ 𝛾𝑛𝑧
𝑛
∞
𝑛=1
 
note que 𝑧 ∈ 𝐷 ∖ (−1,0 
(
𝑔(√𝑧)
√𝑧
)
2
=  
𝑓(√𝑧
2
)
𝑧
=  
𝑓(𝑧)
𝑧
 
por otro lado tenemos: 
𝑔(√𝑧)
√𝑧
=  1 +  𝑐3𝑧 +  𝑐5𝑧
2 +  … … … … … … =  ∑ 𝑐2𝑛+1𝑧
𝑛
∞
𝑛=0
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Tenemos                      ℎ(𝑧) = log (
𝑓(𝑧)
𝑧
)
1/2
=  log [(
𝑔(√𝑧)
√𝑧
)
2
]
1/2
 
luego 
ℎ(𝑧) =  log (
𝑔(√𝑧)
√𝑧
) 
entonces 
𝑒ℎ(𝑧) =  
𝑔(√𝑧)
√𝑧
= ∑ 𝑐2𝑛+1𝑧
𝑛
∞
𝑛=0
 
𝑒𝑥𝑝 (∑ 𝛾𝑛𝑧
𝑛
∞
𝑛=1
) =  ∑ 𝑐2𝑛+1𝑧
𝑛
∞
𝑛=0
 
luego por el Lema 5.3 de este capítulo, tenemos 
∑|𝑐2𝑘+1|
2 ≤ (𝑛 + 1)𝑒𝑥𝑝 {
1
𝑛 + 1
∑ ∑ ( 𝑘|𝛾𝑘|
2 −
1
𝑘
)
𝑚
𝑘=1
𝑛
𝑚=1
}
𝑛
𝑘=0
 
 
por la Conjetura de Milin se tiene  
1
𝑛 + 1
∑ ∑ ( 𝑘|𝛾𝑘|
2 −
1
𝑘
)
𝑚
𝑘=1
𝑛
𝑚=1
 ≤ 0 
entonces por la desigualdad de la parte superior 
∑|𝑐2𝑘+1|
2 ≤ 𝑛 + 1
𝑛
𝑘=0
,  
pues 𝑒𝑥  ≤ 1   ∀𝑥 ≤ 0 
tememos 
1 +  |𝑐3|
2 +  |𝑐5|
2 +  … … … … . +|𝑐2(𝑛+1)−1|
2
 ≤ 𝑛 + 1 
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para 𝑛 + 1, está probada la primera parte de la Conjetura de Robertson. 
Ahora si existe un “n” tal que     1 + |𝑐3|
2 + |𝑐5|
2 +  … … … … . +|𝑐2𝑛−1|
2  ≤ 𝑛 
∑|𝑐2𝑘+1|
2 = 𝑛 + 1
𝑛
𝑘=0
 
para algún 𝑛 ∈  ℕ 
luego 
𝑛 + 1 =  ∑|𝑐2𝑘+1|
2 ≤ (𝑛 + 1
𝑛
𝑘=0
)𝑒𝑥𝑝 {
1
𝑛 + 1
∑ ∑ ( 𝑘|𝛾𝑘|
2 −
1
𝑘
)
𝑚
𝑘=1
𝑛
𝑚=1
}  ≤ 𝑛 + 1 
de ahí 
     𝑒𝑥𝑝 {
1
𝑛 + 1
∑ ∑ ( 𝑘|𝛾𝑘|
2 −
1
𝑘
)
𝑚
𝑘=1
𝑛
𝑚=1
} = 1 
tenemos 
1
𝑛 + 1
∑ ∑ ( 𝑘|𝛾𝑘|
2 −
1
𝑘
)
𝑚
𝑘=1
𝑛
𝑚=1
= 0 
 
por lo tanto 𝑓 es una rotación de la función de Koebe. 
□ 
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CAPÍTULO III 
Polinomios de Jacobi 
 
1.    Relación entre los polinomios de Jacobi y las funciones de Branges 
1.1 Definición Para cualquier elección de los parámetros  y   -1, los polinomios de 
Jacobi {𝑝𝑛
(,)}
𝑛=0
∞
son aquellos polinomios que tienen las siguientes propiedades: 
a) 𝑝𝑛
(,) es un polinomio de grado n. 
b) Para 𝑤(𝑥) =  (1 − 𝑥)(𝑎 + 𝑥) 𝑦  𝑛  𝑚  
∫ 𝑝𝑛
(,)(𝑥)
1
−1
𝑝𝑚
(,)(𝑥)𝑤(𝑥)𝑑𝑥 = 0 
c) 𝑝𝑛
(,) =  (
𝑛 +  
𝑛
) =  
( + 1)𝑛
𝑛
 
para cualquier número 𝑧 y un entero no negativo 𝑛. 
(𝑧)𝑛 = 𝑧(𝑧 + 1)(𝑧 + 2) … … … … … (𝑧 + 𝑛 − 1) 
𝑝𝑛
(,)(𝑥) =  
1
2𝑛
∑ (
𝑛 +  
𝑚
) (
𝑛 +  
𝑛 − 𝑚
)
𝑛
𝑚=0
(𝑥 − 1)𝑛−𝑚(𝑥 + 1)𝑚 
 
 
 
 
 
- 31 - 
 
 
 
 
1.2 Proposición Para todo valor admisible ,   y −1 ≤ 𝑥 ≤ 1 
𝑝𝑛
(,)(𝑥) = (−1)𝑛𝑝𝑛
(,)(−𝑥)   ∀𝑛 ≥ 0 
Demostración 
𝑝𝑛
(,)(−𝑥) =  
1
2𝑛
∑ (
𝑛 +  
𝑚
) (
𝑛 +  
𝑛 − 𝑚
)
𝑛
𝑚=0
(−𝑥 − 1)𝑛−𝑚(−𝑥 + 1)𝑚 
        =  
1
2𝑛
∑ (
𝑛 +  
𝑚
) (
𝑛 +  
𝑛 − 𝑚
)
𝑛
𝑚=0
(−1)𝑛−𝑚(𝑥 + 1)𝑛−𝑚(−1)𝑚(𝑥 − 1)𝑚 
=  
(−1)𝑛
2𝑛
∑ (
𝑛 +  
𝑚
) (
𝑛 +  
𝑛 − 𝑚
)
𝑛
𝑚=0
(𝑥 + 1)𝑛−𝑚(𝑥 − 1)𝑚   
Tomando  𝑘 = 𝑛 − 𝑚,   𝑚 = 𝑛 − 𝑘 
Si 𝑚 = 0   𝑘 = 𝑛                
 𝑚 = 1   𝑘 = 𝑛 − 1 
⋮ 
𝑚 = 𝑛   𝑘 = 0        
=  
(−1)𝑛
2𝑛
∑ (
𝑛 +  
𝑘
) (
𝑛 +  
𝑛 − 𝑘
)
𝑛
𝑘=0
(𝑥 − 1)𝑛−𝑘(𝑥 + 1)𝑘   
= (−1)𝑛𝑝𝑛
(,)(𝑥) 
por lo tanto 
𝑝𝑛
(,)(−𝑥) = (−1)𝑛𝑝𝑛
(,)(𝑥) 
□ 
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1.3 Corolario 𝑝𝑛
(,)(−1) =  (−1)𝑛𝑝𝑛
(,)(1) =  (−1)𝑛 (
𝑛 +  
𝑚
) 
Demostración 
𝑝𝑛
(,)(−1) = (−1)𝑛𝑝𝑛
(,)(1) 
=
(−1)𝑛
2𝑛
∑ (
𝑛 +  
𝑚
) (
𝑛 +  
𝑛 − 𝑚
)
𝑛
𝑚=0
(𝑥 − 1)𝑛−𝑚(𝑥 + 1)𝑚   
=
(−1)𝑛
2𝑛
[(
𝑛 +  
0
) (
𝑛 +  
𝑛
) (𝑥 − 1)𝑛(𝑥 − 1)0 +  … … (
𝑛 +  
𝑛
) (
𝑛 +  
0
) (𝑥 + 1)𝑛 ] 
=
(−1)𝑛
2𝑛
(
𝑛 +  
𝑛
) (1 + 1)𝑛 =  (−1)𝑛 (
𝑛 +  
𝑛
) 
□ 
Las identidades siguientes aparecen en la demostración del teorema 3 de Askey y 
Gasper [3 pag. 717; su prueba involucra funciones hipergeométricas y no se dan aquí. 
Su estudio es extenso y no se verá en este trabajo solo se enunciará y usará. 
1.4 Proposición Si   -1  y  −1 ≤ 𝑥 ≤ 1, entonces ∀𝑚 ≥ 0 
∑ (
𝛼 + 1
2
)
𝑗
𝑚
𝑗=0
(
𝛼 + 2
2
)
𝑗
(𝛼 + 2𝑗 + 2)𝑚−𝑗 
∑ 𝑝𝑣
(,   0)(𝑥)
𝑚
𝑣=0
=
∑ (
𝛼+1
2
)
𝑗
𝑚
𝑗=0 (
𝛼+2
2
)
𝑗
(𝛼 + 2𝑗 + 2)𝑚−𝑗
𝑗(𝛼 + 1)𝑗(𝑚 − 𝑗)
[2(𝑥 − 1)]𝑗 
1.5 Teorema (Askey y Gasper) Si  ≥  −1  𝑦 𝑚 ≥ 0 entonces 
∑ 𝑝𝑣
(,   )(𝑥)
𝑚
𝑣=0
 0    − 1 ≤ 𝑥 ≤ 1 
polinomios de Jacobi. Ahora las funciones de Branges. Si𝑛 ≥ 1  𝑦  1 ≤ 𝑘 ≤ 𝑛  defino 
∀𝑡 ≥ 0 
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(3.1)                  𝜏𝑘(𝑡) = 𝑘 ∑(−1)
𝑣
(2𝑘 + 𝑣 + 1)𝑣(2𝑘 + 2𝑣 + 2)𝑛−𝑘−𝑣
(𝑘 + 𝑣)𝑣(n − k − 𝑣)
𝑛−𝑘
𝑣=0
𝑒−(𝑣+𝑘)𝑡 
y  𝜏𝑛+1 ≡ 0. La relación entre los polinomios de Jacobi y las funciones de Branges es la 
siguiente: 
 
1.6 Teorema Para 1 ≤ 𝑘 ≤ 𝑛 
?̇?𝑘(𝑡) =  −𝑘𝑒
−𝑘𝑡 ∑ 𝑝𝑣
(2𝑘,   0)(1 − 2𝑒−𝑡)
𝑛−𝑘
𝑣=0
 
Demostración 
?̇?𝑘(𝑡)
𝑘
=  ∑(−1)𝑣
(2𝑘 + 𝑣 + 1)𝑣(2𝑘 + 2𝑣 + 2)𝑛−𝑘−𝑣
(𝑘 + 𝑣)𝑣(n − k − 𝑣)
𝑛−𝑘
𝑣=0
−(𝑘 + 𝑣)𝑒−(𝑘+𝑣)𝑡 
?̇?𝑘(𝑡)
𝑘
= −𝑒−𝑘𝑡 ∑(−1)𝑣
(2𝑘 + 𝑣 + 1)𝑣(2𝑘 + 2𝑣 + 2)𝑛−𝑘−𝑣
𝑣(n − k − 𝑣)
𝑛−𝑘
𝑣=0
𝑒−𝑣𝑡 
(3.2)         
−?̇?𝑘(𝑡)
𝑘
𝑒𝑘𝑡 = ∑(−1)𝑣
(2𝑘 + 𝑣 + 1)𝑣(2𝑘 + 2𝑣 + 2)𝑛−𝑘−𝑣
𝑣(n − k − 𝑣)
𝑛−𝑘
𝑣=0
𝑒−𝑣𝑡 
haciendo  = 2𝑘, 𝑚 = 𝑛 − 𝑘 𝑦 𝑥 = 1 − 2𝑒−𝑡 en la Proposición 1.4 de este capitulo 
tenemos 
(3.3)     ∑ 𝑝𝑣
(2𝑘   0)(𝑥)
𝑛−𝑘
𝑣=0
=  ∑
(
2𝑘+1
2
)
𝑣
(
2𝑘+2
2
)
𝑣
(2𝑘 + 2𝑣 + 2)𝑛−𝑘−𝑣
𝑣(2k + 1)v(n − k − 𝑣)
𝑛−𝑘
𝑣=0
[2(−2𝑒−𝑡)]𝑣 
Por otra parte 
(
2𝑘 + 1
2
)
𝑣
=  
(2𝑘 + 1)(2𝑘 + 3) … … . (2𝑘 + 2𝑣 − 1)
2𝑣
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(
2𝑘 + 2
2
)
𝑣
=  
(2𝑘 + 2)(2𝑘 + 4) … … . (2𝑘 + 2𝑣)
2𝑣
 
(2k + 1)v =  (2𝑘 + 1)(2𝑘 + 2)(2𝑘 + 3) … … . (2𝑘 + 𝑣) 
(2𝑘 + 2𝑣 + 2)𝑛−𝑘−𝑣 = (2𝑘 + 2𝑣 + 2)(2𝑘 + 2𝑣 + 3) … … . (𝑘 + 𝑣 + 𝑛 + 1) 
luego 
22𝑣 (
2𝑘 + 1
2
)
𝑣
(
2𝑘 + 2
2
)
𝑣
=  (2k + 1)2v    𝑦  
(2k + 1)2v
(2k + 1)v
=  (2k + v + 1)v 
reemplazando en (3.3) tenemos, entonces 
∑ 𝑝𝑣
(2𝑘   0)(𝑥)
𝑛−𝑘
𝑣=0
=  ∑
(
2𝑘+1
2
)
𝑣
(
2𝑘+2
2
)
𝑣
(2𝑘 + 2𝑣 + 2)𝑛−𝑘−𝑣
𝑣(2k + 1)v(n − k − 𝑣)
𝑛−𝑘
𝑣=0
22𝑣(−1)𝑣𝑒−𝑣𝑡 
                = ∑
(2𝑘 + 𝑣 + 1)𝑣(2𝑘 + 2𝑣 + 2)𝑛−𝑘−𝑣
𝑣(n − k − 𝑣)
𝑛−𝑘
𝑣=0
(−1)𝑣𝑒−𝑣𝑡 
de (3.2) tenemos, entonces  
∑ 𝑝𝑣
(2𝑘,   0)(1 − 2𝑒−𝑡)
𝑛−𝑘
𝑣=0
=
−?̇?𝑘(𝑡)
𝑘
= 𝑒𝑘𝑡 
por lo tanto 
?̇?𝑘(𝑡) =  −𝑘𝑒
−𝑘𝑡 ∑ 𝑝𝑣
(2𝑘,   0)(1 − 2𝑒−𝑡)
𝑛−𝑘
𝑣=0
 
□ 
El siguiente resultado contiene toda la información sobre estas funciones que se utilizará 
en la prueba del Teorema de Branges. 
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2.  Propiedades de las funciones de Branges 
2.1 Teorema Para las funciones 𝜏1, 𝜏2 , 𝜏3 , … … … … . . 𝜏𝑛  definidas en (3.1) y 𝜏𝑛+1  ≡ 0 
se cumple lo siguiente: 
(3.4)                                            𝜏𝑘 −  𝜏𝑘+1 =  − [
?̇?𝑘
𝑘
+
?̇?𝑘+1
𝑘 + 1
] 
(3.5)                                            𝜏𝑘(0) =  𝑛 + 1 − 𝑘 
(3.6)                                            𝜏𝑘(𝑡) 0   𝑠𝑖   𝑡  
(3.7)                                                       ?̇? 0 
Demostración 
Para 1 ≤ 𝑘 ≤ 𝑛 , definimos 
     𝑔𝑘(𝑡) =  
𝑒𝑘𝑡
𝑘
 𝜏𝑘(𝑡) ,                      ℎ𝑘(𝑡) =  
𝑒−𝑘𝑡
𝑘
 𝜏𝑘(𝑡) 
derivando 
?̇?𝑘(𝑡) = 𝑒
𝑘𝑡𝜏𝑘(𝑡) +
𝑒𝑘𝑡
𝑘
?̇?𝑘(𝑡) = ( 𝜏𝑘(𝑡) +
?̇?𝑘(𝑡)
𝑘
) 𝑒𝑘𝑡 
  
ℎ̇𝑘(𝑡) = −𝑒
−𝑘𝑡𝜏𝑘(𝑡) +
𝑒−𝑘𝑡
𝑘
?̇?𝑘(𝑡) = (
?̇?𝑘(𝑡)
𝑘
− 𝜏𝑘(𝑡)) 𝑒
−𝑘𝑡 
entonces 
𝑒𝑘𝑡ℎ̇𝑘(𝑡) =   
?̇?𝑘(𝑡)
𝑘
− 𝜏𝑘(𝑡) 
bastará probar que: 
  𝜏𝑘 +
?̇?𝑘
𝑘
 =  𝜏𝑘+1 −
?̇?𝑘+1
𝑘 + 1
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que equivale a probar:  
𝑒−𝑘𝑡?̇?𝑘(𝑡) =  −𝑒
(𝑘+1)𝑡ℎ̇𝑘+1(𝑡) 
de la definición de las funciones 𝜏, tenemos que: 
     𝑔𝑘(𝑡) = ∑(−1)
𝑣
(2𝑘 + 𝑣 + 1)𝑣(2𝑘 + 2𝑣 + 2)𝑛−𝑘−𝑣
(𝑘 + 𝑣)𝑣(n − k − 𝑣)
𝑛−𝑘
𝑣=0
𝑒−𝑣𝑡 
?̇?𝑘(𝑡) = ∑(−1)
𝑣
(2𝑘 + 𝑣 + 1)𝑣(2𝑘 + 2𝑣 + 2)𝑛−𝑘−𝑣
(𝑘 + 𝑣)𝑣(n − k − 𝑣)
𝑛−𝑘
𝑣=0
−𝑣𝑒−𝑣𝑡 
𝑒−𝑘𝑡?̇?𝑘(𝑡) = ∑(−1)
𝑣+1
(2𝑘 + 𝑣 + 1)𝑣(2𝑘 + 2𝑣 + 2)𝑛−𝑘−𝑣
(𝑘 + 𝑣)(𝑣 − 1)(n − k − 𝑣)
𝑛−𝑘
𝑣=0
𝑒−(𝑘+𝑣)𝑡 
también tenemos: 
     ℎ𝑘(𝑡) = ∑(−1)
𝑣
(2𝑘 + 𝑣 + 1)𝑣(2𝑘 + 2𝑣 + 2)𝑛−𝑘−𝑣
(𝑘 + 𝑣)𝑣(n − k − 𝑣)
𝑛−𝑘
𝑣=0
𝑒−(𝑣+2𝑘)𝑡 
ℎ̇𝑘(𝑡) = ∑(−1)
𝑣
(2𝑘 + 𝑣 + 1)𝑣(2𝑘 + 2𝑣 + 2)𝑛−𝑘−𝑣
(𝑘 + 𝑣)𝑣(n − k − 𝑣)
𝑛−𝑘
𝑣=0
−(𝑣 + 2𝑘)𝑒−(𝑣+2𝑘)𝑡 
𝑒𝑘𝑡ℎ̇𝑘(𝑡) = ∑(−1)
𝑣+1
(2𝑘 + 𝑣 + 1)𝑣(2𝑘 + 2𝑣 + 2)𝑛−𝑘−𝑣
(𝑘 + 𝑣)𝑣(n − k − 𝑣)
𝑛−𝑘
𝑣=0
𝑒−(𝑣+𝑘)𝑡 
para k+1 
−𝑒(𝑘+1)𝑡ℎ̇𝑘+1(𝑡) = ∑ (−1)
𝑣+2
(𝑣 + 2𝑘 + 2)𝑣+1(2𝑘 + 2𝑣 + 4)𝑛−𝑘−𝑣−1
(𝑘 + 1 + 𝑣)𝑣(n − k − 1 − 𝑣)
𝑛−𝑘−1
𝑣=0
𝑒−(𝑣+𝑘+1)𝑡 
                = ∑(−1)𝑣+1
(𝑣 + 2𝑘 + 1)𝑣(2𝑘 + 2𝑣 + 2)𝑛−𝑘−𝑣
(𝑘 + 𝑣)(𝑣 − 1)(n − k − 𝑣)
𝑛−𝑘
𝑣=0
𝑒−(𝑣+𝑘)𝑡 
por lo tanto 
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−𝑒(𝑘+1)𝑡ℎ̇𝑘+1(𝑡) =  𝑒
𝑘𝑡?̇?𝑘(𝑡) 
Probaremos (3.5), en el Teorema 1.6 de este capítulo y  haciendo 𝑡 = 0 
?̇?𝑘(𝑡) =  −𝑘𝑒
−𝑘𝑡 ∑ 𝑝𝑣
(2𝑘,   0)(1 − 2𝑒−𝑡)
𝑛−𝑘
𝑣=0
 
?̇?𝑘(0) =  −𝑘 ∑ 𝑝𝑣
(2𝑘,   0)(−1)
𝑛−𝑘
𝑣=0
 
por el Corolario 1.3 de este capitulo 
=  −𝑘 ∑(−1)𝑣 (
𝑣 + 0
𝑣
) = 
𝑛−𝑘
𝑣=0
− 𝑘 ∑(−1)𝑣
𝑛−𝑘
𝑣=0
 
−?̇?𝑘(0)
𝑘
=  ∑(−1)𝑣
𝑛−𝑘
𝑣=0
= (−1)0 + (−1)1 +  … . . +(−1)𝑛−𝑘 
−?̇?𝑘(0)
𝑘
=    {
 1  ;  si(𝑛 − 𝑘) es par
    0 ;    si(𝑛 − 𝑘) es impar
 
Así 
                                            𝜏𝑘(0) −  𝜏𝑘+1(0) =  − [
?̇?𝑘(0)
𝑘
+
?̇?𝑘+1(0)
𝑘 + 1
] =  1 
pues si un cociente es 1 el otro es 0 y viceversa. 
entonces  𝜏𝑘(0) = 1 +  𝜏𝑘+1(0)   𝑦     𝜏𝑛+1 ≡ 0   
haciendo  𝑘 = 𝑛:   𝜏𝑛(0) = 1 +  𝜏𝑛+1(0) = 1 + 0 
entonces  𝜏𝑛(0) = 1 = 1 + (𝑛 − 𝑛) 
haciendo  𝑘 = 𝑛 − 1:   𝜏𝑛−1(0) = 1 + 1 
entonces 𝜏𝑛(0) = 2 = 1 + [𝑛 − (𝑛 − 1)] 
en general 𝜏𝑘(0) = 1 + 𝑛 − 𝑘 = 𝑛 + 1 − 𝑘 
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es inmediato probar la parte (3.6) a partir de la definición. 
probaremos (3.7), por  Teorema 1.5 de este capitulo 
∑ 𝑝𝑣
(2𝑘,   0)(1 − 2𝑒−𝑡)
𝑛−𝑘
𝑣=0
 0  
siempre que                                   −1 ≤ 1 − 2𝑒−𝑡 ≤ 1 
entonces 
−𝑘𝑒−𝑘𝑡 ∑ 𝑝𝑣
(2𝑘,   0)(1 − 2𝑒−𝑡)
𝑛−𝑘
𝑣=0
 0 
por lo tanto    ?̇?𝑘(𝑡) 0 , 𝑠𝑖 𝑡   0 
□ 
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CAPÍTULO IV 
Prueba del Teorema de Branges 
 
El objetivo de esta sección  es demostrar el Teorema de Branges que es la 
culminación de este trabajo. 
Ahora para comenzar la parte de la prueba del Teorema de Branges, para ello vamos a 
crear la notación, para el resto del capítulo 𝑓 es un mapeo rasgado en 𝑆 y 𝐹 la cadena de 
Loewner con 𝐹0 = 𝑓. Asi la ecuación diferencial de Loewner se cumple para 𝐹.Observe 
que 𝑒−𝑡𝐹(𝑧, 𝑡)  ∈ 𝑆 , ∀𝑡 ≥ 0. Por lo tanto podemos definir 
ℎ(𝑧, 𝑡) =
1
2
log [
𝐹(𝑧, 𝑡)
𝑒𝑡𝑧
] =  ∑ 𝛾𝑘(𝑡)𝑧
𝑘
∞
𝑘=1
 
donde la rama del logaritmo se elige con ℎ(0, 𝑡) = 0.  
1.  La función 𝝓(𝒕) 
 La estrategia de la prueba consiste en introducir la función 
(4.1)                             𝜙(𝑡) = ∑ [𝑘|𝛾𝑘(𝑡)|
2 −  
1
𝑘
] 𝜏𝑘(𝑡)
𝑛
𝑘=1
 𝑝𝑎𝑟𝑎  𝑡 ≥ 0 
Donde 𝜏1, 𝜏2 , 𝜏3 , … … … … . . 𝜏𝑛  son las funciones especiales introducidas en el capítulo 
anterior. Dado la función 𝜙, probaremos lo siguiente: 
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1.1 Lema Si 𝜙 es la función definida en (4.1), entonces ?̇?(𝑡) ≥ 0, ∀𝑡 > 0 
Demostración 
La prueba de este Lema es el corazón de la prueba del Teorema. En efecto la prueba del 
Teorema de Branges, a excepción de la igualdad, es fácil mostrar una vez asumido el 
Lema 1.1 de este capítulo. 
Por el Lema 3.7 del capítulo I, sabemos que la serie  
∑ ?̇?𝑘(𝑡)𝑧
𝑘
∞
𝑘=1
 
converge absolutamente y uniformemente en |𝑧| ≤ 𝑟 < 1 (𝑟 > 0), 0 < 𝑡 < 𝑇 < ∞.Por 
lo tanto, podemos derivar la serie  
∑ 𝛾𝑘(𝑡)𝑧
𝑘
∞
𝑘=1
 
término a término con respecto a la variable 𝑡. Asi usando la ecuación diferencial de 
Loewner del Teorema 5.2 del capítulo I. 
∑ ?̇?𝑘(𝑡)𝑧
𝑘
∞
𝑘=1
=  
1
2
∂
∂t
log [
𝐹(𝑧, 𝑡)
𝑒𝑡𝑧
] 
=  
1
2
𝑒𝑡𝑧
𝐹(𝑧, 𝑡)
[
?̇?(𝑧, 𝑡)𝑒𝑡𝑧 − 𝐹(𝑧, 𝑡)𝑒𝑡𝑧
𝑒2𝑡𝑧2
] 
  =  
1
2
[
?̇?(𝑧, 𝑡) − 𝐹(𝑧, 𝑡)
𝐹(𝑧, 𝑡)
] =
1
2
[
?̇?(𝑧, 𝑡)
𝐹(𝑧, 𝑡)
− 1] 
(4.2)                                  =  
1
2
[𝑧
1 + 𝑥(𝑡)𝑧
1 − 𝑥(𝑡)𝑧
?̇?(𝑧, 𝑡)
𝐹(𝑧, 𝑡)
− 1] 
recordemos que |𝑥(𝑡)| = 1 
como|𝑥(𝑡)𝑧| = |𝑧| < 1, ahora escribimos: 
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1 + 𝑥(𝑡)𝑧
1 − 𝑥(𝑡)𝑧
 
como serie geométrica  
1
1 − 𝑥(𝑡)𝑧
= ∑(𝑥(𝑡))𝑘𝑧𝑘
∞
𝑘=0
 
𝑥(𝑡)𝑧
1 − 𝑥(𝑡)𝑧
= ∑(𝑥(𝑡))𝑘+1𝑧𝑘+1
∞
𝑘=0
= ∑(𝑥(𝑡))𝑘𝑧𝑘
∞
𝑘=1
 
(4.3)                                          
1 + 𝑥(𝑡)𝑧
1 − 𝑥(𝑡)𝑧
= 1 + 2 ∑(𝑥(𝑡))𝑘𝑧𝑘
∞
𝑘=1
 
Como 
ℎ(𝑧, 𝑡) =
1
2
log [
𝐹(𝑧, 𝑡)
𝑒𝑡𝑧
] 
es analítica, derivamos término a término  
ℎ′(𝑧, 𝑡) = ∑ 𝑘𝛾𝑘(𝑡)𝑧
𝑘−1
∞
𝑘=1
=
1
2
[
𝑒𝑡𝑧
𝐹(𝑧, 𝑡)
𝐹′(𝑧, 𝑡)𝑒𝑡𝑧 − 𝐹(𝑧, 𝑡)𝑒𝑡𝑧
𝑒2𝑡𝑧2
] =
1
2
[
𝐹′(𝑧, 𝑡)
𝐹(𝑧, 𝑡)
−
1
𝑧
] 
(4.4)                                          
𝐹′(𝑧, 𝑡)
𝐹(𝑧, 𝑡)
=  
1
𝑧
+ 2 ∑ 𝑘𝛾𝑘(𝑡)𝑧
𝑘−1
∞
𝑘=1
 
(4.4) y (4.3) en (4.2): 
∑ ?̇?𝑘(𝑡)𝑧
𝑘
∞
𝑘=1
=
1
2
{𝑧 [1 + 2 ∑(𝑥(𝑡))𝑘𝑧𝑘
∞
𝑘=1
] [
1
𝑧
+ 2 ∑ 𝑘𝛾𝑘(𝑡)𝑧
𝑘−1
∞
𝑘=1
] − 1} 
1 + 2 ∑ ?̇?𝑘(𝑡)𝑧
𝑘
∞
𝑘=1
= [1 + 2 ∑(𝑥(𝑡))𝑘𝑧𝑘
∞
𝑘=1
] [1 + 2 ∑ 𝑘𝛾𝑘(𝑡)𝑧
𝑘
∞
𝑘=1
] 
multiplicamos ahora las series en el segundo miembro e igualamos los coeficientes de  
𝑧𝑘, para así obtener: 
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?̇?𝑘(𝑡) = [𝑥(𝑡)]
𝑘 + 𝑘𝛾𝑘(𝑡) + 2 ∑ j. 𝛾𝑗(𝑡)[𝑥(𝑡)]
𝑘−𝑗
𝑘−1
𝑗=1
 
definimos ahora; para 𝑘 ≥ 1 
𝑏𝑘(𝑡) = ∑ j. 𝛾𝑗(𝑡)[𝑥(𝑡)]
−𝑗
𝑘
𝑗=1
 𝑦 𝑏0 = 0 
Obviamos la dependencia del parámetro 𝑡, para simplificar la notación: 
(4.5)                                        ?̇?𝑘 = 𝑥
𝑘 + 𝑘𝛾𝑘 + 2 ∑ j. 𝛾𝑗𝑥
𝑘−𝑗
𝑘−1
𝑗=1
 
y también  
𝑏𝑘 = ∑ j. 𝛾𝑗𝑥
−𝑗
𝑘
𝑗=1
 
𝑏𝑘 = 𝑏𝑘−1 + 𝑘𝛾𝑘𝑥
−𝑘 
entonces 𝑏𝑘 − 𝑏𝑘−1 = 𝑘𝛾𝑘𝑥
−𝑘 
en (4.5) tenemos:?̇?𝑘 = 𝑥
𝑘 + 𝑘𝛾𝑘+2𝑥
𝑘𝑏𝑘−1 
?̇?𝑘 = 𝑥
𝑘(1 + 𝑘𝛾𝑘𝑥
−𝑘+2𝑏𝑘−1) 
 (4.6)                                          ?̇?𝑘 = 𝑥
𝑘(1 + 𝑏𝑘+𝑏𝑘−1) 
Por otra parte 
𝑑
𝑑𝑡
[𝑘|𝛾𝑘(𝑡)|
2] =  
𝑑
𝑑𝑡
[𝑘𝛾𝑘(𝑡)𝛾𝑘̅̅ ̅(𝑡)] = 2𝑅𝑒[𝑘?̇?𝑘(𝑡)𝛾𝑘̅̅ ̅(𝑡)] 
Por (4.6) tenemos 
(4.7)                                                 = 2𝑅𝑒[𝑘𝑥𝑘(1 + 𝑏𝑘  +  𝑏𝑘−1)𝛾𝑘̅̅ ̅(𝑡)] 
como  𝑏𝑘 − 𝑏𝑘−1 = 𝑘𝛾𝑘𝑥
−𝑘 entonces  ?̅?𝑘 − ?̅?𝑘−1 = 𝑘?̅?𝑘?̅?
−𝑘 = 𝑘?̅?𝑘𝑥
𝑘 
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entonces  ?̅?𝑘 − ?̅?𝑘−1 = 𝑘?̅?𝑘𝑥
𝑘, luego 
𝑑
𝑑𝑡
[𝑘|𝛾𝑘(𝑡)|
2] =  2𝑅𝑒[(1 + 𝑏𝑘  +  𝑏𝑘−1)(?̅?𝑘 − ?̅?𝑘−1)] 
recordemos 
𝜙(𝑡) = ∑ [𝑘|𝛾𝑘(𝑡)|
2 −  
1
𝑘
] 𝜏𝑘(𝑡)
𝑛
𝑘=1
 
(4.8)              ?̇?(𝑡) = ∑ 𝜏𝑘(𝑡)
𝑑
𝑑𝑡
[𝑘|𝛾𝑘(𝑡)|
2]
𝑛
𝑘=1
+  ∑ ?̇?𝑘(𝑡) [𝑘|𝛾𝑘(𝑡)|
2 − 
1
𝑘
]
𝑛
𝑘=1
 
sea     
I = ∑ 𝜏𝑘(𝑡)
𝑑
𝑑𝑡
[𝑘|𝛾𝑘(𝑡)|
2]
𝑛
𝑘=1
  𝑦       II = ∑ ?̇?𝑘(𝑡) [𝑘|𝛾𝑘(𝑡)|
2 − 
1
𝑘
]
𝑛
𝑘=1
 
I = ∑ 𝜏𝑘(𝑡)2𝑅𝑒[(1 + 𝑏𝑘  +  𝑏𝑘−1)(?̅?𝑘 − ?̅?𝑘−1)]
𝑛
𝑘=1
 
haciendo             𝑦𝑘 = 𝜏𝑘,     𝑥𝑘 = 2𝑅𝑒[(1 + 𝑏𝑘  +  𝑏𝑘−1)(?̅?𝑘 − ?̅?𝑘−1)] 
aplicando el Lema 5.2 del capítulo II 
 I =  ∑ 𝑥𝑘
𝑛
𝑘=1
𝑦𝑘 =  ∑ 𝕏𝑘
𝑛
𝑘=1
( 𝜏𝑘 − 𝜏𝑘+1 )  +  𝕏𝑛𝜏𝑛+1           𝑝𝑢𝑒𝑠    𝜏𝑛+1 ≡ 0 
donde 
    𝕏𝑚 = ∑ 2𝑅𝑒[(1 + 𝑏𝑘  +  𝑏𝑘−1)(?̅?𝑘 − ?̅?𝑘−1)]
𝑚
𝑘=1
 
    𝕏𝑚 = ∑ 2𝑅𝑒[?̅?𝑘 − ?̅?𝑘−1]
𝑚
𝑘=1
+  ∑ 2𝑅𝑒[(𝑏𝑘  +  𝑏𝑘−1)(?̅?𝑘 − ?̅?𝑘−1)]
𝑚
𝑘=1
 
como(𝑏𝑘  +  𝑏𝑘−1)(?̅?𝑘 − ?̅?𝑘−1) = 𝑏𝑘?̅?𝑘 −  𝑏𝑘−1?̅?𝑘−1 − 𝑏𝑘?̅?𝑘−1 +  ?̅?𝑘𝑏𝑘−1 
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                      = |𝑏𝑘|
2 − |𝑏𝑘−1|
2 + ?̅?𝑘𝑏𝑘−1 − ?̅?𝑘𝑏𝑘−1
̅̅ ̅̅ ̅̅ ̅̅ ̅ 
además    𝑏𝑘?̅?𝑘−1 −  ?̅?𝑘𝑏𝑘−1  es imaginario puro      (pues z-𝑧̅=2iImz) 
entonces      2𝑅𝑒[(𝑏𝑘  +  𝑏𝑘−1)(?̅?𝑘 − ?̅?𝑘−1)] = 2(|𝑏𝑘|
2 − |𝑏𝑘−1|
2) 
además 
(4.9)                                 𝕏𝑚 = ∑ 2𝑅𝑒[?̅?𝑘 − ?̅?𝑘−1]
𝑚
𝑘=1
+ ∑ 2(|𝑏𝑘|
2 − |𝑏𝑘−1|
2)
𝑚
𝑘=1
 
                                       𝕏𝑚 = 2 ∑[𝑅𝑒 ?̅?𝑘 − 𝑅𝑒 ?̅?𝑘−1]
𝑚
𝑘=1
+  2 ∑(|𝑏𝑘|
2 − |𝑏𝑘−1|
2)
𝑚
𝑘=1
 
Por la  Regla Telescópica  
𝕏𝑚 = 2(𝑅𝑒 ?̅?𝑚 − 𝑅𝑒 ?̅?0) +  2(|𝑏𝑚|
2 − |𝑏0|
2) 
𝕏𝑚 = 2(𝑅𝑒 𝑏𝑚 + |𝑏𝑚|
2) 
luego 
II = ∑ ?̇?𝑘(𝑡) [𝑘|𝛾𝑘(𝑡)|
2 −  
1
𝑘
]
𝑛
𝑘=1
 
 I =  ∑ 𝕏𝑘
𝑛
𝑘=1
( 𝜏𝑘 −  𝜏𝑘+1 ) =  ∑ 2[𝑅𝑒 𝑏𝑘 + |𝑏𝑘|
2]
𝑚
𝑘=1
( 𝜏𝑘 −  𝜏𝑘+1 ) 
por Teorema 2.1 del capítulo III, parte (3.4) 
[𝑅𝑒 𝑏𝑘 + |𝑏𝑘|
2]( 𝜏𝑘 − 𝜏𝑘+1 ) = [𝑅𝑒 𝑏𝑘 + |𝑏𝑘|
2] (−
?̇?𝑘
𝑘
−
?̇?𝑘+1
𝑘 + 1
) 
= − [𝑅𝑒 (𝑏𝑘)
?̇?𝑘
𝑘
+ 𝑅𝑒 (𝑏𝑘)
?̇?𝑘+1
𝑘 + 1
+ |𝑏𝑘|
2
?̇?𝑘
𝑘
+ |𝑏𝑘|
2
?̇?𝑘+1
𝑘 + 1
] 
reindexando y tomando 𝑏0 𝑦 𝜏𝑛+1 = 0 
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I =  −2 ∑ [𝑅𝑒 (𝑏𝑘)
?̇?𝑘
𝑘
+ 𝑅𝑒 (𝑏𝑘)
?̇?𝑘+1
𝑘 + 1
+  |𝑏𝑘|
2
?̇?𝑘
𝑘
+  |𝑏𝑘|
2
?̇?𝑘+1
𝑘 + 1
]
𝑛
𝑘=1
 
 
I =  −2 [∑ 𝑅𝑒 (𝑏𝑘)
?̇?𝑘
𝑘
𝑛
𝑘=1
+ ∑ 𝑅𝑒 (𝑏𝑘)
?̇?𝑘+1
𝑘 + 1
𝑛
𝑘=1
+ ∑|𝑏𝑘|
2
?̇?𝑘
𝑘
𝑛
𝑘=1
+ ∑|𝑏𝑘|
2
?̇?𝑘+1
𝑘 + 1
𝑛
𝑘=1
] 
  
I =  −2 [∑ 𝑅𝑒 (𝑏𝑘)
?̇?𝑘
𝑘
𝑛
𝑘=1
+ ∑ 𝑅𝑒 (𝑏𝑘−1)
?̇?𝑘
𝑘
𝑛+1
𝑘=2
+ ∑|𝑏𝑘|
2
?̇?𝑘
𝑘
𝑛
𝑘=1
+ ∑|𝑏𝑘−1|
2
?̇?𝑘
𝑘
𝑛+1
𝑘=2
] 
al aumentar, cuando 𝑘 = 1 (equivale aumentar 𝑏0 = 0) y al quitarle el término “𝑛 + 1” 
(equivale disminuir 𝜏𝑛+1 = 0). 
I =  −2 [∑ 𝑅𝑒 (𝑏𝑘)
?̇?𝑘
𝑘
𝑛
𝑘=1
+ ∑ 𝑅𝑒 (𝑏𝑘−1)
?̇?𝑘
𝑘
𝑛
𝑘=1
+ ∑|𝑏𝑘|
2
?̇?𝑘
𝑘
𝑛
𝑘=1
+ ∑|𝑏𝑘−1|
2
?̇?𝑘
𝑘
𝑛
𝑘=1
] 
(4.10)             I =  −2 ∑
?̇?𝑘
𝑘
[𝑅𝑒 (𝑏𝑘) + 𝑅𝑒 (𝑏𝑘−1) +  |𝑏𝑘|
2 +  |𝑏𝑘−1|
2]
𝑛
𝑘=1
 
luego 
                                   II = ∑ ?̇?𝑘 [𝑘|𝛾𝑘|
2 −  
1
𝑘
]
𝑛
𝑘=1
= ∑
?̇?𝑘
𝑘
[𝑘2|𝛾𝑘|
2 −  1]
𝑛
𝑘=1
 
pues                      𝑏𝑘 − 𝑏𝑘−1 = 𝑘𝛾𝑘𝑥
−𝑘  y  ?̅?𝑘 − ?̅?𝑘−1 = 𝑘?̅?𝑘𝑥
𝑘 
(4.11)                                      II = ∑
?̇?𝑘
𝑘
[|𝑏𝑘 − 𝑏𝑘−1|
2 −  1]
𝑛
𝑘=1
 
reemplazando (4.10) y (4.11) en (4.8) 
?̇?(𝑡) = ∑
?̇?𝑘
𝑘
[−2𝑅𝑒 (𝑏𝑘) − 2𝑅𝑒 (𝑏𝑘−1) − 2|𝑏𝑘|
2 − 2|𝑏𝑘−1|
2+|𝑏𝑘 − 𝑏𝑘−1|
2 −  1]
𝑛
𝑘=1
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?̇?(𝑡) =  − ∑
?̇?𝑘
𝑘
[2𝑅𝑒 (𝑏𝑘) + 2𝑅𝑒 (𝑏𝑘−1) + 2|𝑏𝑘|
2 + 2|𝑏𝑘−1|
2 + 1−|𝑏𝑘 − 𝑏𝑘−1|
2]
𝑛
𝑘=1
 
pues      |𝑧 − 𝑤|2 = |𝑧|2 + |𝑤|2 − 2𝑅𝑒(𝑧?̅?) 
?̇?(𝑡) = − ∑
?̇?𝑘
𝑘
[2𝑅𝑒 (𝑏𝑘) + 2𝑅𝑒 (𝑏𝑘−1) + 2|𝑏𝑘|
2 + 2|𝑏𝑘−1|
2 + 1−|𝑏𝑘|
2 − |𝑏𝑘−1|
2 + 2𝑅𝑒(𝑏𝑘?̅?𝑘−1)]
𝑛
𝑘=1
 
?̇?(𝑡) =  − ∑
?̇?𝑘
𝑘
[|𝑏𝑘|
2 + 2𝑅𝑒 (𝑏𝑘) + 2𝑅𝑒 (𝑏𝑘−1) + |𝑏𝑘−1|
2 + 1 + 2𝑅𝑒(𝑏𝑘?̅?𝑘−1)]
𝑛
𝑘=1
 
?̇?(𝑡) =  − ∑
?̇?𝑘
𝑘
𝑛
𝑘=1
|1 + 𝑏𝑘 + 𝑏𝑘−1|
2 
Por el Teorema 2.1 del capítulo III parte (3.7)    ?̇?𝑘 < 0,            para 1 ≤ 𝑘 ≤ 𝑛 
?̇?(𝑡) ≥ 0,     ∀𝑡 > 0 
□ 
1.2 Lema Supongamos que la Conjetura de Milin es verdadera. Si 𝑓 ∈ 𝑆 𝑦 ℎ  es la rama 
de  (
1
2
) log(𝑧−1𝑓(𝑧)) 
con h(0) = 0  y 
ℎ(𝑧) =  ∑ 𝛾𝑛𝑧
𝑛
∞
𝑛=1
 
entonces                             ∑ ∑ ( 𝑘|𝛾𝑘|
2 − 
1
𝑘
)  ≤ 0
𝑚
𝑘=1
𝑛
𝑚=1
 , ∀𝑛 ≥ 2 
Demostración 
Sea 𝛾𝑘 =  𝛾𝑘(0) el k-ésimo coeficiente de la expansión en series de potencia de 
ℎ(𝑧, 𝑡) = ℎ(𝑧). Por Teorema 2.1 del capítulo III parte (3.5)   𝜏𝑘(0) =  𝑛 + 1 − 𝑘  y 
como 
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𝜙(𝑡) = ∑ [𝑘|𝛾𝑘(𝑡)|
2 −  
1
𝑘
] 𝜏𝑘(𝑡)
𝑛
𝑘=1
 
así                                          𝜙(0) = ∑ [𝑘|𝛾𝑘|
2 − 
1
𝑘
] (𝑛 + 1 − 𝑘)
𝑛
𝑘=1
 
 
Por el Lema 5.2 del capítulo II 
   𝜙(0) = ∑ ∑ (𝑘|𝛾𝑘|
2 −  
1
𝑘
)
𝑚
𝑘=1
n
m=1
 
por (3.6)   𝑠𝑖   𝑡   entonces 𝜏𝑘(𝑡) 0 
de la definición de 𝜙, tenemos que si  𝑡   entonces 𝜙(𝑡)  0 
luego 
∫ ?̇?(𝑡) 𝑑𝑡 =  (Lim
𝑡∞
𝜙(𝑡))
∞
0
−  𝜙(0) 
                    = 0 − ∑ ∑ (𝑘|𝛾𝑘|
2 −  
1
𝑘
)
𝑚
𝑘=1
n
m=1
 
entonces 
∑ ∑ (𝑘|𝛾𝑘|
2 −  
1
𝑘
)
𝑚
𝑘=1
n
m=1
= − ∫ ?̇?(𝑡) 𝑑𝑡
∞
0
 
si 𝑡 > 0 entonces ?̇?(𝑡) ≥ 0 por el Teorema 1.1 del presente capítulo 
por lo tanto  
∑ ∑ ( 𝑘|𝛾𝑘|
2 −  
1
𝑘
)  ≤ 0
𝑚
𝑘=1
𝑛
𝑚=1
 
□ 
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2. Teorema de Branges  
 La Conjetura de Milin es verdadera es decir  
∑ ∑ ( 𝑘|𝛾𝑘|
2 −  
1
𝑘
)  ≤ 0
𝑚
𝑘=1
𝑛
𝑚=1
 
Si existe 𝑝 ∈ ℕ tal que  
∑ ∑ ( 𝑘|𝛾𝑘|
2 −  
1
𝑘
) = 0
𝑚
𝑘=1
𝑝
𝑚=1
entonces 𝑓 es una rotación de la función de Koebe. 
Demostración 
La primera parte quedo probada en el Lema 1.2 del presente capitulo. Supongamos que 
𝑓 no es una rotación de la función de Koebe, donde 𝑓 ∈ 𝑆. Probaremos 
∑ ∑ ( 𝑘|𝛾𝑘|
2 −  
1
𝑘
) < 0
𝑚
𝑘=1
𝑛
𝑚=1
, ∀𝑛 ≥ 2 
ya que esto sería una contradicción con ∃𝑝 ∈ ℕ tal que  
∑ ∑ ( 𝑘|𝛾𝑘|
2 −  
1
𝑘
) = 0
𝑚
𝑘=1
𝑝
𝑚=1
. 
Como 𝑓(z) = 𝑧 +  𝑎2𝑧
2 + 𝑎3𝑧
3 +  … … … … … … … .. 
no es una rotación de la función de Koebe entonces por el Teorema 2.2 del capitulo I, 
|𝑎2| < 2 
∃ 𝛼 ∈ ℝ  /  |𝑎2| < 𝛼 < 2 
adoptemos la notación usada a lo largo de la demostración del Lema 1.1 del presente 
capítulo IV, 
ℎ(𝑧, 𝑡) =
1
2
log [
𝐹(𝑧, 𝑡)
𝑒𝑡𝑧
] =  ∑ 𝛾𝑘(𝑡)𝑧
𝑘
∞
𝑘=1
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𝑏𝑘 = ∑ j. 𝛾𝑗𝑥
−𝑗
𝑘
𝑗=1
  𝑝𝑎𝑟𝑎  𝑘 ≥ 1  𝑦 𝑏0 = 0 
𝐹(𝑧, 𝑡) = 𝑒𝑡(𝑧 + 𝑎2(𝑡)𝑧
2 + 𝑎3(𝑡)𝑧
3 +  … … … … … . ) 
entonces      |𝑎2(𝑡)| ≤ 2   ∀𝑡 ≥ 0 
afirmo  𝛾1 =
𝑎2
2
, en efecto de la definición de ℎ 
𝑒−𝑡𝐹(𝑧, 𝑡) = 𝑧𝑒𝑥𝑝[2ℎ(𝑧, 𝑡)] = 𝑧𝑒𝑥𝑝 [∑ 2𝛾𝑘(𝑡)𝑧
𝑘
∞
𝑘=1
] 
𝑧 + 𝑎2(𝑡)𝑧
2 + 𝑎3(𝑡)𝑧
3 + … … … … … . = 𝑧𝑒𝑥𝑝 [∑ 2𝛾𝑘(𝑡)𝑧
𝑘
∞
𝑘=1
] 
1 + 𝑎2(𝑡)𝑧 + 𝑎3(𝑡)𝑧
2 +  … … … … … . = 𝑒𝑥𝑝 [∑ 2𝛾𝑘(𝑡)𝑧
𝑘
∞
𝑘=1
] 
1 + 𝑎2(𝑡)𝑧 + 𝑎3(𝑡)𝑧
2 +  … … … … … . = 1 + 2ℎ +
(2ℎ)2
2
+
(2ℎ)3
3!
+  … . … … .. 
𝑎2(𝑡)𝑧 + 𝑎3(𝑡)𝑧
2 +  … … … … … . = 2(𝛾1(𝑡)𝑧 +  … . . ) +  … … … … … …. 
el coeficiente de 𝑧 en ambos miembros es 𝑎2 = 2𝛾1  entonces   𝛾1 =
𝑎2
2
 
de (4.6) del Lema 1.1 del presente capitulo   
?̇?1 = 𝑥(1 + 𝑏1 + 𝑏0) 
?̇?1 = 𝑥(1 + 𝑥
−1𝛾1 + 0) 
?̇?1 = 𝑥(1 +
𝑥−1 𝑎2
2
 ) 
Así                                              |?̇?1| = |𝑥| |1 +
𝑥−1 𝑎2
2
| 
≤ 1 + |𝑥−1| |
𝑎2
2
| 
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= 1 +
|𝑎2|
2
 ≤ 2 
|?̇?1| ≤ 2 
Luego                               |𝛾1(𝑡)| = |𝛾1(0) + ∫ ?̇?1(𝑠)𝑑𝑠
𝑡
0
| 
≤ |𝛾1| + ∫ |?̇?1(𝑠)|𝑑𝑠
𝑡
0
 
≤ |
𝑎2
2
| + 2𝑡 <
𝛼
2
+ 2𝑡 
|𝛾1(𝑡)| ≤ |
𝑎2
2
| + 2𝑡 <
𝛼
2
+ 2𝑡 
La expresión obtenida para ?̇? en el Lema 1.1 del presente capitulo y recordando ?̇? 0 
tenemos que  
?̇? = − ∑
?̇?𝑘
𝑘
𝑛
𝑘=1
|1 + 𝑏𝑘 + 𝑏𝑘−1|
2 ≥ −?̇?1|1 + 𝑏1|
2 = −?̇?1|1 + 𝑥
−1𝛾1|
2 
Pues  𝑥−1𝛾1 está en la circunferencia de radio |𝛾1| centrada en el origen; y el punto más 
cercano al 1 en esta circunferencia es  
𝛼
2
+ 2𝑡 
≥ −?̇?1 (1 −
𝛼
2
− 2𝑡)
2
 
entonces                                   ?̇? ≥ −?̇?1 (1 −
𝛼
2
− 2𝑡)
2
 
− ?̇?(𝑡) ≤  ?̇?1 (1 −
𝛼
2
− 2𝑡)
2
 
Para   0 ≤ 𝑡 ≤
2−𝛼
4
   y como   
∑ ∑ ( 𝑘|𝛾𝑘|
2 −  
1
𝑘
) = −
𝑚
𝑘=1
𝑛
𝑚=1
∫ ?̇?(𝑡) 𝑑𝑡
∞
0
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∑ ∑ ( 𝑘|𝛾𝑘|
2 −  
1
𝑘
) ≤ −
𝑚
𝑘=1
𝑛
𝑚=1
∫ ?̇?(𝑡) 𝑑𝑡
2−𝛼
8
0
 
                       ≤ − ∫ −?̇?1 (1 −
𝛼
2
− 2𝑡)
2
𝑑𝑡
2−𝛼
8
0
 
     ≤ (
2 − 𝛼
2
)
2
∫ ?̇?1𝑑𝑡
2−𝛼
8
0
 
Pero     ?̇?1 < 0 𝑦 2 − 𝛼 > 0. Por lo tanto 
∑ ∑ ( 𝑘|𝛾𝑘|
2 −  
1
𝑘
) < 0
𝑚
𝑘=1
𝑛
𝑚=1
 
□ 
 
                En 1991, A. Weinstein encontró una demostración más corta para la 
Conjetura de Milin y Lebedev. La prueba de Weinstein también necesita de la Ecuación 
de Diferencial de Loewner, pero utiliza los polinomios de Legendre en lugar de los de 
Jacobi, valiéndose de un teorema de adición que garantiza una condición de positividad 
similar a la que mostramos en el Teorema 4.1.3. Si bien la prueba es más breve, es 
esencialmente la misma que hemos mostrado en este trabajo, pues P. Todorov y H. Wilf 
demostraron independientemente la equivalencia entre las  dos construcciones. 
Numerosos se han realizado en torno a este tema.   
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