Branching processes are widely used to model phenomena from networks to neuronal avalanching. In a large class of continuous-time branching processes, we study the temporal scaling of the moments of the instant population size, the survival probability, expected avalanche duration, the so-called avalanche shape, the n-point correlation function and the probability density function of the total avalanche size. Previous studies have shown universality in certain observables of branching processes using probabilistic arguments, however, a comprehensive description is lacking. We derive the field theory that describes the process and demonstrate how to use it to calculate the relevant observables and their scaling to leading order in time, revealing the universality of the moments of the population size. Our results explain why the first and second moment of the offspring distribution are sufficient to fully characterise the process in the vicinity of criticality, regardless of the underlying offspring distribution. This finding implies that branching processes are universal. We illustrate our analytical results with computer simulations.
I. INTRODUCTION
Branching processes [1] are widely used for modelling phenomena in many different subject areas, such as avalanches [2] [3] [4] , networks [3] [4] [5] [6] , earthquakes [7, 8] , family names [9] , populations of bacteria and cells [10, 11] , cultural evolution [12] and neuronal avalanches [13, 14] . Because of their mathematical simplicity they play an important role in statistical mechanics [15] and the theory of complex systems [8] .
Branching processes are a paradigmatic example of a system displaying a second-order phase transition between extinction (absorbing state) with probability one and non-zero probability of survival (non-absorbing state) in the infinite time limit. The critical point in the parameter region at which this transition occurs is where branching and extinction rates exactly balance, namely when the expected number of offspring per particle is exactly unity [1, 8] .
In the present work we study the continuous-time version of the Galton-Watson branching process [1] , which is a generalisation of the birth-death process [16, 17] . In the continuous-time branching process, particles go extinct or replicate into a number of identical offspring at random and with constant Poissonian rates. Each of the new particles follows the same process. The difference between the original Galton-Watson branching process and the continuous-time branching process we consider here, lies in the waiting times between events. In the original Galton-Watson branching process, updates occur in discrete time steps, while in the continuous-time process we consider, waiting times follow a Poisson process [16, 17] . However, both processes share many asymptotics [1, 15] , By using field-theoretic methods, we provide a general framework to determine universal, finite-time scaling properties of a wide range of branching processes close to the critical point. The main advantages of this versatile approach are, on the one hand, the ease with which observables are calculated and, on the other hand, the use of diagrammatic language, which allows us to manipulate the sometimes cumbersome expressions in a neat and compact way.
Moreover, our framework allows us to determine systematically observables that are otherwise complicated to manipulate if possible at all. To illustrate this point, we have calculated in closed form a number of observables that describe different aspects of the process in the vicinity of the critical point: we have calculated the moments of the population size as a function of time, the probability of survival as a function of time, the avalanche shape, the two-time and n-time correlation functions, and the total avalanche size and its moments.
Our results show that branching processes are universal in the vicinity of the critical point [18, 19] in the sense that exactly three quantities (the Poissonian rate and the first and second moments of the offspring distribution) are sufficient to describe the asymptotics of the process regardless of the underlying offspring distribution.
The contents of this paper are organised as follows. In Sec. II we derive the field theory of the continuous-time branching process. In Sec. III we use our formalism to calculate a number of observables in closed form, and in Sec. IV we discuss our results and our conclusions. Further details of the calculations can be found in the appendices.
II. FIELD THEORY OF THE CONTINUOUS-TIME BRANCHING PROCESS
The continuous-time branching process is defined as follows. We consider a population of N (t) identical particles at time t ≥ 0 with initial condition N (0) = 1. Each particle is allowed to branch independently into κ offspring with Poissonian rate s > 0, where κ ∈ {0} ∪ N is a random variable with probability distribution Fig. 1 . In the language of chemical reactions, this can be written as the reaction A → κA.
To derive the field theory of this process following the methods by Doi and Peliti [15, [20] [21] [22] , we first write the master equation of the probability P (N, t) to find N particles at time t,
with initial condition P (N, 0) = δ N,1 . Following work by Doi [20] , we cast the master equation in a second quantised form. A system with N particles is represented by a Fock-space vector |N . We use the ladder operators a † (creation) and a (annihilation), which act on |N such that a |N = N |N − 1 and a † |N = |N + 1 , and satisfy the commutation relation [a,
The probabilistic state of the system is given by
and its time evolution is determined by Eq. (1),
using the probability generating function of κ,
where • denotes expectation. We define the mass r as the difference between the extinction and the net branching rates,
and the rates q j as
where f (j) (1) denotes the jth derivative of the probability generating function Eq. (4) evaluated at z = 1. In that notation, the time evolution in Eq. (3) can be written as whereÃ is the operator
and a denotes the Doi-shifted creation operator,
The sign of the mass r, Eq. (5), determines in which regime a particular branching process is in; if r = 0 the process is at the critical point, if r > 0 the process is in the subcritical regime and if r < 0 the process is in the supercritical regime. Subcritical and critical processes are bound to go extinct in finite time, whereas supercritical process have a positive probability of survival [1] .
Following the work by Peliti [21] , Eq. (3) can be cast in path integral form. Here, the creation and annihilation operators a † and a are transformed to time-dependent creation and annihilation fields φ † (t) and φ(t) respectively. Similarly, the Doi-shifted operator a is transformed to the time-dependent Doi-shifted field φ(t) = φ † (t) − 1. The action functional of the resulting field theory is given by
(9) Using the Fourier transform
with dω = dω 2π , (10a)
and identically for φ(t), the action Eq. (9) becomes local in ω and the bilinear, i.e. the Gaussian part
of the path integral can be determined in closed form. It is well-defined only when the mass is positive, r > 0. The non-linear terms, j ≥ 2 in Eq. (9) are then treated as a perturbation about the Gaussian part, as commonly done in Field Theory [15, 23] .
III. OBSERVABLES
We use the field theory described above to calculate a number of observables that have received attention in the literature in various settings. In Table I we list all the observables that we have calculated in closed form and the degree of approximation of our analytical result. Some results are exact for any kind of branching process and others results are only exact for binary branching processes. Those results that are an approximation have the exact asymptotic behaviour.
All observables are constructed on the basis of the probability vector |Ψ(t) which evolves according to Eq. (7) . If the initial state, t = 0, consists of a single particle, then |Ψ(0) = a † |0 and |Ψ(t) = exp Ã t a † |0 .
Probing the particle number requires the action of the operator a † a, whose eigenvectors are the pure states |N , such that a † a |N = N |N . The components of the vector a † a exp Ã t a † |0 are thus the probability that the process has generated N particles weighted by N . To sum over all states, we further need the projection state
The expected particle number at time t may thus be written as
More complicated observables and intermediate temporal evolution can be compiled following the same pattern [23] . In order to perform any calculations, the operators need to be normal ordered and then mapped to fields as suggested above, a † → φ † (t) = 1 + φ(t) and a → φ(t), where the time t corresponds to the total time the system has evolved for, Eq. (7). The expectation in Eq. (13) can thus be written as
where O denotes the path integral
The resulting expressions are most elegantly expressed in terms of Feynman diagrams [15] . The bare propagator of the field φ is read off from the bilinear part of the action which, in Fourier space, is
where δ(ω + ω ) = 2πδ(ω + ω ) denotes the scaled Dirac-δ function. Diagrammatically, the bare propagator is represented by a straight directed line. The directedness of the propagator reflects the causality (see Eq. (17)) of the process in the time domain as a particle has to be created before it can be annihilated but not vice versa. By convention, in our Feynman diagrams time proceeds from right to left.
Using the fact that the mass r is strictly positive in order for the Gaussian path integral to converge, we write the propagator in real time by Fourier transforming,
where Θ is the Heaviside step function. If r < 0, the integral in Eq. (17) is only convergent for t < t , which violates causality and therefore yields an unphysical result. For this reason, we will assume r > 0 and we will take the limit r → 0 where possible. Therefore, in this paper, our analytical results hold for the subcritical and critical regimes, although in some cases, it is possible to evaluate the expressions for r < 0. Furthermore, we will drop the cumbersome Heaviside Θ functions, assuming suitable choices for the times, such as t > t above.
Each of the interaction terms of the form φ j φ with j ≥ 2 in the non-linear part of the action Eq. (8) come with individual couplings q j , Eq. (6). These are to be expanded perturbatively in. Following the canonical field theoretic procedure [15, 21, 23] , they are represented by (tree-like) amputated vertices such as
These vertices are not to be confused with the underlying branching process, because after the Doi-shift, lines are not representative of particles, but of their correlations. For example, the vertex with coupling q 2 in Eq. (18), accounts for density-density correlations due to any branching or extinction, just like the propagator Eq. (16) accounts for all particle density due to any branching or extinction. After Fourier transforming, these processes are accounted for regardless of when they take place.
The directionality of the diagrams allows us to define incoming legs and outgoing legs of a vertex [15] . In the present branching process, all vertices have one incoming leg and j outgoing legs. We will refer to diagrams that are constructed solely from q 2 vertices as binary tree diagrams. The most basic such diagram is , which in The degree of approximation is either: exact expression, exact expression for binary branching processes (i.e. for other branching process, our result is the leading order in q2/r for small r at fixed rt), or exact asymptote (that is, our result is the leading order for any kind of branching process).
real time reads
where the pre-factor 2 is the combinatorial factor of this diagram.
The various observables that we calculate in the following are illustrated by numerics for two different kinds of continuous-time branching processes. Firstly, the binary branching process with probabilities p 0 , p 2 ≥ 0 such that p 0 + p 2 = 1, and secondly, the branching process with geometric offspring distribution p k = p(1 − p) k with p ∈ [0, 1]. The mass r (5) and the rates of the couplings q j (6) are, in each case, A. Moments N n (t) and their universality
In the following we will calculate the moments of the number of particles N (t), which can be determined using the particle number operator a † a, as introduced above. The nth moment of N (t) can be expressed as
where n denotes the Stirling number of the second kind for out of n [24] . We define the dimensionless functionĝ n (t) as the expectation
The black circle in the diagram of Eq. (22) represents the sum of all possible intermediate nodes, allowing for internal lines. For instance, (17), this may be written aŝ
where the integral accounts for the propagation up until time t − t ∈ [0, t] when a branching into (at least) k particles takes place, each of which will branch into (at least) m k particles at some later time within [t − t , t].
We proceed by determining the leading order behaviour ofĝ n in small r, starting with a dimensional argument. Since
from Eqs. (21) and (22) , N n (t) being dimensionless implies the same forĝ n (t). Our notation for the latter obscures the fact thatĝ n (t) is also a function of r and all q j , which, by virtue of s, are rates and thus have the inverse dimension of t. We may therefore writê g n (t) = g n (rt; q 2 , q 3 , . . .) (27) where q j = q j /r are dimensionless couplings. Dividing q j by any rate renders the result dimensionless, but only the particular choice of dividing by r ensures that all couplings only ever enter multiplicatively (and never as an inverse), thereby enabling us to extract the asymptote ofĝ n (t) in the limit of small r, as we will see in the following. Writing Eq. (25) as
the dominant terms in small r and fixed y = rt are those that contain products involving the largest number of factors of q j ∝ r −1 . Since each q j corresponds to a branching, diagrammatically these terms are those that contain the largest number of vertices, i.e. those that are entirely made up of binary branching vertices q 2 . This coupling, q 2 = κ(κ − 1) /2 , cannot possibly vanish if there is any branching taking place at all. From Eqs. (27) and (28) it follows thatĝ n (t) ∝ (q 2 /r) (n−1) to leading order in small r at fixed y = rt. Terms of that order are due to binary tree diagrams, whose contribution we denote by g n (t) in the following. For instance, g 1 (t) =ĝ 1 (t), g 2 (t) =ĝ 2 (t),
To summarise,ĝ n (t) is dominated by those terms that correspond to binary tree diagrams, which are the trees g n that have the largest number of vertices for any fixed n, i.e.
where the correction in fact vanishes for n < 3.
As far as the asymptote in small r is concerned, we may thus replaceĝ in Eq. (26) by g . Among theĝ ∼ r −( −1) with = 0, 1, , . . . , n, the dominating term is g n so that the nth moment of the particle number N is, to leading order,
although exact results, as shown in Eq. (A1), are easily derived using Eqs. (21), (22) , (23) , and (25). On the basis of (25) the recurrence relation of g n is give by
whose exact solution is
We draw two main conclusions from our results. Firstly, that near the critical point r = 0, the branching process is solely characterised by the two parameters r and q 2 . We therefore conclude that this process displays universality, in the sense that its asymptotia is exactly the same for any given r and q 2 regardless of the underlying offspring distribution. In particular, certain ratios of the moments of the particle number are universal constants (they do not depend on any parameters nor variables). For k, ∈ N and m ∈ 0, . . . , k − 1, we find the constant ratios Secondly, our results show that the scaling form of the moments is
where G n is the scaling function
and the argument y = rt is the rescaled time, Fig. 2 . The asymptotes of G n (y) characterise the behaviour of the branching process in each regime,
Moreover, from Eq. (35), we find that the moment gen-
B. Probability of survival Ps(t) and expected avalanche duration T The probability of survival P s (t) is the probability that there is at least one particle at time t, i.e. P s (t) = P (N (t) ≥ 1). Equivalently, one can consider its complement, namely the probability of extinction P e (t) = 1 − P s (t), which is easier to manipulate mathematically. The observable P e (t) is represented in terms of operators as 41), which is exact for binary branching. As r gets closer to the critical value, r = 0, the curves Ps(t) flatten and resemble the power law in Eq. (42), which has exponent −1.
In words, Eq. (39) means that starting from the vacuum, one particle is created (initial state), the process is let to evolve until time t and only those instances where the final number of particles is exactly 0 are taken into account. Using 0| = ☼| e a it follows,
Therefore, based on Eq. (30) in the vicinity of the critical point,
and at the critical point,
which is consistent with [25-27], Fig. 3 . We define the avalanche duration T as the exact time where an avalanche dies, i.e. the time t when the process reaches the absorbing state, T = min{t|N (t) = 0}. The probability of survival P s (t) gives the probability that T > t. Thus, 1 − P s (t) is the cumulative distribution function of the time of death and its probability density function is and at the critical point,
see Fig. 4 . It follows from (43) that the expected avalanche duration is
C. Avalanche shape V (t, T )
The avalanche shape V (t, T ) is defined as the average of the temporal profiles N (t) conditioned to extinction at time T [4, [28] [29] [30] [31] [32] [33] . Closed form expressions of the avalanche shape have been calculated in other models such as avalanches in elastic interfaces [28] , the Barkhausen noise [30] , the discrete-time OrnsteinUhlenbeck process [31] .
An implicit expression of avalanche shape of branching processes is given in [4] .
To produce an explicit expression we first calculate the expected number of particles at time t of a branching process conditioned to being extinct by time T , N (t) N (T ) = 0 . In terms of ladder operators,
which means that a particle is created from the vacuum, the system is allowed to evolve for time t, the number of particles is measured, and the system evolves further for time T −t. Finally, all possible trajectories are "sieved" so that only those avalanches are whose number of particles is 0 at time T taken into account. The path integral expression of Eq. (46) is
The two terms in the bracket have asymptotes
and
with the constraint m 1 +. . .+m k = n in both cases. Both expressions are exact in case of binary branching. Their diagrammatic representation and closed form expressions can be found in Appendix B. Using the expression of g n (t) in Eq. (33) and the number of combinations of n legs into k groups, we have
where P s (t) is given in Eq. (41). In order to account solely for those instances that become extinct exactly at time T , the expectation N (t) N (T ) = 0 is to be differentiated with respect to T , and in order to account for the factor due to conditioning to extinction, we need to divide the result by − d dt P s (t) = P T (t), yielding, Fig. 5(a) . At criticality, the avalanche shape is the parabola [4, [30] [31] [32] 
The avalanche shape V (t, T ) in Eq. (51) is a symmetric function with its maximum at t = T /2, which is bounded [31] by . However, this observable is numerically unaccessible because it is computationally unfeasible to obtain a large enough sample of avalanches in the subcritical regime conditioned to extinction at large times. Instead, in (b) we show an observable that is accessible both numerically and analytically, the averaged avalanche shape V (τ ) T , that is for each r, avalanches are rescaled in time to the interval [0, 1], their shapes are averaged and normalised regardless of their extinction times T . Numerical results are for the binary branching process with r ∈ {10 −1 , 10 −2 , 10 −3 , 10 −4 } and s = 1, and are in agreement with Eq. (C2). We find that the shape tends to a parabola as r approaches the critical point. To calculate the expectation N (t 1 )N (t 2 ) we assume 0 < t 1 < t 2 without loss of generality,
so that, the correlation function is
which is an exact result independent of the type of branching process, (i.e. irrespective of the offspring distribution), Fig. 6 . In particular, the variance is Var (N (t)) = Cov (N (t), N (t)) [15] .
E. n-point correlation function
We call ζ n (t 1 , . . . , t n ), with 0 < t 1 , . . . , t n (not necessarily in order), the approximation of the n-point correlation function by binary tree diagrams
The leading order ζ n satisfies the following recurrence relation,
with ζ 0 = 0 and ζ 1 (t) = e −rt , and t min = min{t 1 , . . . , t n }. Here, σ is a subset of the set of times {t 1 , . . . , t n }, whose size is |σ|, and σ(1), . . . , σ(m) is a list of its distinct elements. Its complementary set is σ c = {t 1 , . . . , t n }\σ, which contains the elements σ c (m + 1), . . . , σ c (n). Eq. (57) is symmetric under exchange of any permutation of the times t 1 , . . . , t n , see the 3-point correlation function in Appendix A.
This approximation to leading order neglects the contribution from terms of the form exp(−rt max ), with t max = max{t 1 , . . . , t n }, which are relevant for small times. Therefore, our approximation in Eq. (56) is inaccurate for small times. We define the total avalanche size as the timeintegrated activity S = s dtN (t). Using N (t) = e −rt and Eq. (55), the first and second moments of the total avalanche size [8, 34] 
To calculate S n close to criticality, we use the approximation to the n-point correlation function defined in Eq. (56) and find the following recurrence relation, the moments of S,
(60) with k, ∈ N and m ∈ {0, . . . , k − 1}. The moment generating function of S is
and its probability density function P S (x) is the inverse Laplace transform of M S (−z),
which is a power law with exponent −3/2 with exponential decay, Fig. 7 . At criticality, this distribution is a pure power law. Since our approximation in Eq. (56) does not entirely capture the process in small times, we find that the power law in P S (x) does not have the lower cutoff that we would expect. Indeed, the small sizes S ≤ 1 are mostly due to those processes whose initial particle dies without branching and, therefore, may be regarded as a Poisson processes of decaying particles without branching with rate s.
IV. DISCUSSION AND CONCLUSIONS
In this paper we study the continuous-time branching process following a field-theoretic approach. We build on the wealth of existing results in the literature obtained through other methods. Here, we demonstrate that the Doi-Peliti field theory provides an elegant, intuitive, and seemingly natural language for continuous-time branching processes.
We illustrate how to use the field theory to calculate a number of relevant observables, listed in Table I . Our results are valid for any offspring distribution in the vicinity of the critical point and at large times. However, many of the results are exact for the binary branching process and others are exact for any branching process. In principle, many observables can be calculated systematically using the field theory for any offspring distribution, for any time and any parameter set.
In this paper, we extend the existing results in the literature by finding explicit scaling functions and universal moment ratios for any offspring distribution. We find that all the scaling laws derived above depend on two parameters only, namely r and q 2 . Therefore, one may argue that the master equation of any branching process close to the critical point and asymptotically in large times is captured by the action Eq. (8) with couplings r and q 2 only.
Having established the field-theoretic ground work, in particular the basic formalism and range of relevant observables, we may now proceed by extending the basic branching process into more sophisticated models of natural phenomena. We hope that the methods established in this paper will help reaching new boughs, branches and twigs of the many offspring of branching processes.
However, direct comparison with numerics is computationally very expensive as specific large times of death occur rarely for subcritical branching processes. Here we describe an observable that is accessible both analytically and numerically: the averaged avalanche shape V (τ ) T . For a fixed parameter set, we first rescale time τ = t/T and then average all the avalanche profiles irrespectively of T . Finally, in order to achieve convergence to a shape comparable across parameter settings, we normalise the result by area [32] ,
The result [35] can be expressed with the Gaussian hypergeometric function 2 F 1 (a, b, c, z),
where 
