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Abstract
This PhD concerns laboratory wavemaking in shallow and intermediate wa-
ter conditions. Theoretical solutions and experimental evidence are presented to
advance both our understanding of the wave generation process as well as its prac-
tical success. A comparison is made between two wave generation techniques, a
first based on controlling the wavemaker displacement, and a second based on
controlling the wavemaker force.
In deep water, a force-based approach, which includes active wave absorption,
was recently shown to offer benefits in terms of wave quality. To investigate the
influence of the water depth on this type of control, a range of generation scenarios
is considered, including regular, bi-chromatic, focused and random waves. The
work demonstrates that force-based wave generation in shallow water suffers from
similar limitations as position control. This principally concerns the contamination
of the testing area due to unwanted free waves, where the present focus is placed
on the superharmonic range.
The main advance of the work lies in the solutions it offers to overcome this
free wave contamination. The nature of the nonlinear wave solution upon which
force-based generation should be based depends on the type of wave case (regular,
bi-chromatic, focused or random). For each of these cases, a suitable methodology
is proposed and validated. The developed methodology allows for high quality
wave generation, whilst maintaining the benefit of active wave absorption.
The work is timely in the sense that is responds to two recent developments.
First, the majority of wavemaking facilities are now computer controlled, and
active absorption has become commonplace. The work presented offers solutions
highly relevant to such installations. Second, developments particularly in offshore
wind, have seen many new structures placed in relatively shallow-water depth. It
is essential that the model testing of such structures adequately accounts for the
issues and solutions presented herein.
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1Introduction
1.1 Motivation
Laboratory testing is an essential step in the development of offshore and coastal
structures. The past twenty years have seen a significant rise in the number
of hydrodynamics laboratories equipped with modern wavemakers. In the United
Kingdom, this was primarily driven by research funding associated with the devel-
opment of marine renewable technology. More globally, many of the large commer-
cial and military hydrodynamics testing facilities have upgraded their traditional
hydraulic drive systems to modern electrical servo systems. All state-of-the-art
systems are now computer controlled, and active wave absorption has become a
key-characteristic of a modern wavemaking system.
The goal of any wavemaking system is the reproduction of the ocean at scale.
To achieve this, the field of ‘wavemaking theory’ derives the mathematical ex-
pressions that enable the generation of high-quality ocean-like conditions in the
laboratory. An appropriate theory must be formulated for each type of wavemaker
geometry and for each type of control. Fortunately, only few generic wavemaker
geometries exist, and the type of control is also limited to two main strategies.
The majority of installed wavemakers can be categorised as one of two types:
flap-type wavemakers or piston-type wavemakers. Flap-type wavemakers are com-
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1.2 Research strategy and scope of the work
monly installed if deep to intermediate water testing is undertaken. In contrast,
piston-type wavemakers are best suited in shallow and intermediate water condi-
tions. The type of control is principally determined by the way in which active
wave absorption is achieved. Historically, two main types of absorption strate-
gies were developed, a first based on controlling the wavemaker position (position
control) and a second based on controlling the hydrodynamic force acting on the
wave board (force control).
In addition to the wavemaker geometry and the type of control, the relative
water depth is also important. In deep water using flap-type devices, a recent
investigation showed that force control may offer inherent benefits in terms of
wave quality. It is well known that nonlinear shallow-water wave mechanics differ
significantly from deep-water formulations. In this context, it is much less clear
how the type of control affects the wave quality in shallow water. For position
control, it is well established that a nonlinear demand input is required to achieve
high-quality shallow-water wave generation. In force control, this is presently
not clear. In fact, previously reported visual observations suggest that the wave
quality based on a linear force demand signal is not satisfactory. This potential
deficiency of force-controlled wave generation in shallow water forms the prime
motivation for the present PhD.
1.2 Research strategy and scope of the work
A significant body of work exists in the description of the nonlinear wavemaking
problem in shallow water; an account of the available literature being given in
Chapter 2. The vast majority of this work was undertaken in the context of
position control. Indeed, nonlinear wavemaking in force control has only been
considered in deep-to-intermediate water conditions, with a focus on flap-type
wavemakers. In effect, the present PhD seeks to combine the existing knowledge
on shallow-water wavemaking with the recent advances in nonlinear force control.
A range of nonlinear shallow-water wave generation techniques exists, and their
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Figure 1.1: Arrangement of a sector-carrier piston-type wavemaker
application varies depending on the type of sea state to be modelled (regular or
irregular; uni-directional or multi-directional). In theory, each of the techniques
may also be adopted to both flap-type and piston-type wavemakers. Given this
wide range of scenarios, some simplifications must be made to limit the scope of
this PhD. Addressing nonlinear force control in shallow water for the first time,
it was deemed appropriate to limit the scope to piston-type wavemakers and uni-
directional waves. In addressing this important case, both regular and irregular
waves are considered.
The wavemaker arrangement used throughout the present thesis is shown in
Figure 1.1. The type of wavemaker used is referred to as a sector-carrier wave-
maker, which ensures that waves are only generated on the front face of the device.
The rear part of the wavemaker is curved in a way that avoids the disturbance
of fluid. This is particularly important in the context of force control, where the
hydrodynamic force is sought to only relate to waves generated on the front face.
The white front panel was installed to ensure that fluid leakage around the sides
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of the wavemaker is reduced as far as possible; further detail being provided in the
relevant technical chapters. The wavemaker shown in Figure 1.1 can be operated
in position control and force control.
One clear deficiency of the existing body of work is the inherent lack of ex-
perimental verification. A number of shallow-water generation theories have been
formulated, but their experimental verification is usually very limited. To address
this, each aspect of the work formulated here will also be demonstrated experi-
mentally. This undoubtably is of considerable importance, particularly in a field
where the experimental evidence is the only true and final purpose of the work.
1.3 Thesis layout
This thesis is divided into 7 main chapters, addressing the problem of shallow-
water wave generation in increasing complexity as the work progresses.
Chapter 2 introduces the relevant background. Any new wavemaking theory
inevitably builds upon advances in the underlying wave theories, and the appro-
priate theoretical wave mechanics are introduced first. An introduction to the
wavemaking problem subsequently addresses both nonlinear wave generation and
active wave absorption. The chapter also provides the mathematical descriptions
required for nonlinear control in shallow water.
Chapter 3 addresses the regular wavemaking problem. This commences with
a theoretical comparison between position control and force control, establishing
some important differences between these two approaches. The majority of the
chapter concerns a laboratory investigation, providing data for both control modes.
This investigation is extensive in the sense that it covers a wide range of wave
conditions, ranging from a verification of small-amplitude (linear) wavemaking
theory to the generation of steep, near-breaking waves in shallow water.
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Chapter 4 extends the complexity of the problem by considering the interac-
tions arising between two fundamental wave components, the so-called bi-chromatic
wave case. In contrast to much of the established wavemaking literature, this com-
parison primarily concerns the super-harmonic wave interaction terms. In simi-
larity to Chapter 3, the required theoretical analysis is introduced first, followed
by an experimental comparison between position control and force control.
Chapter 5 addresses focused wave groups, considering the problem in two dis-
tinct parts. Part I concerns a numerical analysis, defining the nonlinear terms
involved, and providing numerical reference data. Part II provides an experimen-
tal assessment of focused wave groups, placing specific emphasis on the wave group
quality that can be achieved through a range of calibration approaches. A novel
calibration approach is introduced, and comparison to the numerical reference
data is made.
Chapter 6 concerns the most challenging of any wave generation approaches,
involving the accurate description of random seas. This includes an analysis of
the wavemaker absorption performance in long-random simulations, as well as
the description of nonlinear crest statistics. In defining the latter, a novel ad-hoc
wave generation approach is introduced, which has the potential to overcome the
limitations of second-order wavemaker theory in shallow water.
Chapter 7 draws overall conclusions, re-emphasises the importance of the work,
states the principal achievements, and makes suggestions for further work.
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2.1 Chapter overview
This chapter introduces the relevant background required for the development of
effective force-controlled wave generation and absorption in shallow water condi-
tions. To achieve this overall research objective, three main aspects of the existing
body of work must be considered:
(i) The development of wave solutions appropriate to shallow-to-intermediate
water wave modelling,
(ii) Nonlinear wave generation techniques building upon (i) above and
(iii) Actively controlled wave absorption.
While wave modelling, (i) above, is essential to the correct understanding of
shallow-water waves, the combination of (ii) and (iii) is essential in developing
effective generation and absorption of such shallow-water waves. This chapter
continues as follows. Section 2.2 provides an introduction to a number of relevant
analytical wave theories and numerical wave solutions. A description of both linear
and nonlinear wave generation techniques is then provided in §2.3. Finally, §2.4
introduces the concept of active absorption, and summarises the existing work on
(nonlinear) force-feedback control.
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2.2 Nonlinear wave modelling
2.2.1 Introduction
A wavemaker is inevitably characterised by the nature and quality of the waves
it generates. Good quality waves are characterised by a surface profile and fluid
kinematics that are in close agreement with field data or theoretical predictions.
Therefore, a sound understanding of water wave mechanics is required to fully
appreciate the operation of wavemakers; the present section providing an intro-
duction to the relevant concepts.
In defining a nonlinear water wave, two important parameters are its steepness
and its relative water depth. The steepness is often defined as the product of the
wave amplitude A and the wavenumber k = 2pi/λ, where λ is the wavelength. This
product Ak characterises the wave’s curvature or slope. The relative water depth
may be defined as the actual depth h multiplied by the wavenumber k. Expressed
in terms of kh, the water depth is commonly defined as three distinct regions:
(i) Shallow water with kh < pi/10
(ii) Intermediate water with pi/10 ≤ kh ≤ pi
(iii) Deep water with kh > pi
This PhD thesis is concerned with a relatively shallow water range of practical
interest to laboratory wave generation. In terms of the above definition, most of
the wave cases considered herein lie within the shallow end of the intermediate
water region. For ease of description, this region is referred to as relatively shallow
water or simply shallow water, even if this does not strictly satisfy the kh < pi/10
condition.
Idealised linear (or sinusoidal) waves only exist in deep water conditions for
waves of very low steepness. As the relative depth decreases, or the steepness in-
creases, the wave becomes increasingly more nonlinear, and accounting for nonlin-
ear effects is required. To describe this nonlinearity, both analytical and numerical
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solutions have been developed; a brief description of the most relevant approaches
being given in §2.2.2 (analytical) and §2.2.3 (numerical). The relative merits of
the different approaches, along with their applicability to the present wavemaking
research, are then summarised in §2.2.4.
2.2.2 Analytical wave solutions
The first original contribution to water wave mechanics was presented by Stokes
(1847), providing a closed linear solution for regular waves. A Stokes-type regular
wave theory valid up to fifth order was later derived by Fenton (1985); this solution
being valid in most deep water conditions. An important aspect of higher-order
expansions is that they lead to solutions that include a number of harmonics. For
example, a linear wave solution is fully described by a single harmonic, whereas
a second-order Stokes-type expansion must also include a second harmonic and a
mean term.
Unfortunately, Stokes-type expansions in terms of the wave steepness have a
limited range of validity in shallow water conditions. To address this, an alterna-
tive analytical model based on Cnoidal theory was derived, with a good summary
of the developed concepts given in Isobe (1985). Cnoidal theory relies on the
Korteweg de Vries equation, an approximation of the Boussinesq equation for the
case of uni-directional wave propagation. Cnoidal theory has been derived up to
fifth order (Fenton, 1979), and high-order Cnoidal theories have been shown to be
valid in both shallow and intermediate water conditions. Nevertheless, its inability
to model irregular waves makes it relevant only to the prediction of regular waves.
Building upon the earlier work by Longuet-Higgins and Stewart (1960), an
irregular Stokes-type expansion valid up to second order was developed by Sharma
and Dean (1981). Unlike regular waves, which are composed of a single wave
component, irregular waves include a (large) number of components and represent
ocean sea states much more realistically. One difficulty in their modelling lies in
the high number of interactions that occur between the different wave components,
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which makes the calculation of the wave elevation and kinematics computationally
demanding. Nevertheless, the second-order wave model by Sharma and Dean
(1981) is the most robust irregular wave theory presently available, and plays a
significant role in the development of this research.
2.2.3 Semi-analytical wave solutions
In contrast to the above noted analytical theories, semi-analytical algorithms are
commonly based on the exact description of the nonlinear free-surface boundary
conditions. The perhaps most established model is based on a Stream-function
formulation, where the Newton-Raphson method may be applied to derive a best
fit to the free-surface boundary conditions (Chaplin (1980) and Fenton (1988)).
However, due to the fact that the computation of the solution is performed in a
coordinate system moving with the wave, Stream-function wave theory does not
apply to the modelling of irregular waves, as a common frame of reference cannot
be established.
This difficulty prompted the development of semi-analytical wave solutions
based on a double Fourier formulation, which apply to both regular and irregular
waves. The first double Fourier solution was devised by Lambrakos (1981). In close
similarity to the Stream-function methodology, the double Fourier solution seeks
to minimise the error in the nonlinear free-surface boundary conditions. A key
difference of the double Fourier solution is that the water surface elevation must
be known a priori and is used in the minimisation procedure. The double Fourier
algorithm is based on a Fourier series expansion in both space and time, and
ultimately provides the Fourier coefficients as well as the water wave kinematics.
Baldock and Swan (1994) applied the double Fourier methodology to the case of
focused wave groups, and concluded that this solution successfully predicts the
crest kinematics even for highly nonlinear extreme wave events.
In contrast to double Fourier techniques, local Fourier methods are based on a
single Fourier series expansion in time. Furthermore, the minimisation procedure
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in local Fourier algorithms is performed only in a local window; a segmentation
of the overall time window being required first. A solution is then computed
for each time segment, and the local solutions are finally concatenated. Sobey
(1992) developed the first local Fourier solution, and confirmed its validity for
both regular waves and irregular sea states where the water surface elevation is
provided by field data. Smith and Swan (2002) considered this latter solution
in the context of focused wave groups. They arrived at the conclusion that the
method is efficient in capturing the highly nonlinear interactions present in the
crest of an extreme wave event. However, they also noted that double Fourier
solutions are more effective at predicting low-frequency components characterised
by a long wave period. Table 2.1 summarises several key aspects relevant to the
theories introduced above.
Table 2.1: Comparison of water wave theories
Stokes-type Cnoidal Stream-function Local/Double
expansion Fourier
Computational Very low Very low Low Medium to
effort high
Nonlinearity of Partial (up Partial (up Fully Fully
the solution to 5th order) to 5th order) nonlinear nonlinear
Validity Deep to Shallow Deep Deep
domain intermediate to shallow to shallow
Irregular X - - X
waves
2.2.4 Assessment of wave solutions
Dean (1972) conducted a comparison of Stokes, Stream-function and Cnoidal wave
theories in shallow to deep water conditions and defined their success based on
the error in the free-surface boundary conditions. According to Dean (1972),
Stream-function theory is the best wave theory available for a wide range of deep
to shallow water conditions; Stokes theory being invalid in shallow water and
Cnoidal theory being invalid in deep water conditions. Stream-function theory
was also shown to perform well for steep waves. This versatility makes Stream-
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function theory highly relevant to the development of wave generation techniques;
its only significant practical limitation being the inability to model irregular waves.
Sobey et al. (1987) performed an assessment of regular wave theories based on a
direct comparison of their water wave kinematics. Although this assessment was
not based on a quantitative criterion such as in Dean (1972), Sobey et al. (1987)
confirmed the importance of higher-order solutions when moving into more shallow
water conditions.
In the context of irregular waves, Smith and Swan (2002) confirmed that an
appropriate design solution must account for (i) the unsteadiness and (ii) the non-
linearity of the sea state. They also showed that irregular wave solutions based on
linear wave theory and second-order wave theory are unable to predict the highly
nonlinear interactions occurring in the crest of an extreme wave. In this con-
text, Smith and Swan (2002) demonstrated that double Fourier and local Fourier
methodologies bring a significant improvement in the modelling of extreme wave
events. However, these wave solutions also have their limitations when applied to
the wavemaking problem; this being discussed further in the context of irregular
wave generation in Chapter 6.
2.3 Laboratory wave generation
2.3.1 Introduction
The derivation of any wavemaker theory involves considering the motion of the
wavemaker and its influence on the surrounding fluid. An ideal approach would
be to design a wavemaker geometry and motion that match the desired fluid kine-
matics exactly. However, for practical purposes, wavemaker geometries generally
consist of flat wavemakers, having a single translational or rotational degree of
freedom. The mismatch between the ideal and the practical design leads to two
principal issues:
(i) The mismatch between the wavemaker velocity and the fluid (wave) kinemat-
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ics throughout the water column leads to the existence of evanescent wave
modes. Fortunately, these modes are only significant in the vicinity of the
wavemaker and do not propagate into the testing area. However, they must
be understood if considering the applied fluid load on the wavemaker.
(ii) More importantly to nonlinear wavemaking research, a combination of the
geometric mismatch and a mismatch in terms of the description of the har-
monic content leads to the generation of spurious or unwanted free wave
components. These components may arise both at low frequencies (subhar-
monics) and high frequencies (superharmonics). Given that these spurious
components propagate freely, they inevitably contaminate the testing area.
A complete nonlinear wavemaker theory must address both effects (i) and (ii)
above. In this context, the present section provides the background necessary to
an understanding of wavemaker theories in shallow water conditions. A summary
of wavemaker theories is first provided in §2.3.2. The boundary value problem
associated with the analytical description of laboratory wavemaking is then out-
lined in §2.3.3. A linear solution to this problem is provided in §2.3.4, followed by
an introduction of second-order wavemaker theory, §2.3.5. Finally, an overview of
Stream-function wavemaker theory is given in §2.3.6. All theories are introduced
in the context of position control; an extension to force control being provided in
§2.4.
2.3.2 Wavemaker theories
At least three nonlinear shallow-water wavemaking approaches have been con-
sidered in the past: (i) Stokes-type expansions up to second order, (ii) Stream-
function based theories and (iii) Cnoidal based theories. In close similarity to the
underlying wave theories, (i) has been extended to irregular sea states, whereas
(ii) and (iii) are limited to regular waves.
Stokes-type wavemaker theories rely on a perturbation expansion of the rel-
evant boundary conditions. In addition to expanding the free-surface boundary
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conditions about the mean water level, the wavemaker displacement must be ex-
panded about its mean position. A first-order Stokes-type solution to the wave-
making problem was presented by Havelock (1929). This solution gives an explicit
relation between the wavemaker motion amplitude and the generated progressive
wave amplitude, and was validated experimentally by Ursell et al. (1960).
At second order, wave-wave interactions give rise to both self-interactions and
cross-interactions. These second-order interaction terms can occur as superhar-
monics and subharmonics. Ottesen-Hansen et al. (1980) and Sand and Donslund
(1985) established that a second-order correction is required for the successful
generation of long waves, particularly due to the importance of subharmonics.
Sulisz and Hudspeth (1993) developed a complete second-order solution for regu-
lar waves based on a matched eigenfunction methodology. The second-order for-
mulation used within the present thesis originates from the framework established
by Scha¨ffer (1996), who combined much of the earlier work in a single consistent
analytical formulation. A brief description of this theory is provided in §2.3.5; a
full account of the solution being given in Appendix A.
Goring and Raichlen (1980) suggested that effective generation of long waves
requires a different approach. Unlike Stokes-type expansions of the wavemaker
displacement about its mean position, Goring and Raichlen (1980) established a
methodology where the wavemaker motion is considered relative to the generated
wave kinematics. This approach was also demonstrated in the related development
of several nonlinear wavemaker theories, including the Cnoidal approach by Goring
(1979).
Zhang and Scha¨ffer (2007) devised a Stream-function wavemaker theory appro-
priate to both shallow and intermediate water conditions. This approach inherits
from Stream-function wave theory its high performance for a wide range of condi-
tions. In particular, Stream-function wavemaker theory was shown to offer benefits
over Cnoidal wavemaker theory in intermediate water, and to be more accurate
than Stokes second-order wavemaker theory in deep water (Zhang and Scha¨ffer,
2007). A brief overview of Stream-function wavemaker theory is given in §2.3.6; a
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full description being provided in Appendix B.
Unfortunately, Stream-function wavemaker theory suffers from the same lim-
itations as Stream-function wave theory, most importantly its inability to model
irregular waves. An alternative wave generation approach for irregular waves will
hence be introduced in the relevant Chapter 6.
2.3.3 The wavemaking boundary value problem
The majority of wavemaker solutions have in common that they rely on a poten-
tial flow formulation. Formulations exist for a variety of wavemaker geometries,
including flap-, piston- and plunger-type wavemakers. In shallow-to-intermediate
water conditions, piston-type wavemakers have emerged as the most common ge-
ometry. This choice of wavemaker is driven by a number of practical constraints,
not least its ability to generate large amplitude waves. For long wave or shallow
water generation, large volumes of fluid must be displaced, and piston-type wave-
makers are best suited to this purpose. As a result, the present mathematical
formulation focuses on piston-type geometries.
Figure 2.1 illustrates a piston-type wavemaker located in a two-dimensional
wave flume. A Cartesian coordinate system (x, z) is aligned such that x = 0
defines the mean position of the wavemaker, and z = 0 defines the still water
level in water of depth h. Waves generated by the wavemaker propagate into the
positive x−direction and the instantaneous surface elevation is defined by η(x, t),
where t denotes time. The wavemaker is defined by the distance d between the
bed and the bottom of the wavemaker, with the horizontal time-varying position
of the wavemaker being denoted as X(t).
Assuming the flow to be inviscid and irrotational, a velocity potential φ may
be introduced. This velocity potential must satisfy mass continuity throughout
the fluid domain, which is commonly expressed through Laplace’s equation as
∂2φ
∂x2
+
∂2φ
∂z2
= 0. (2.1)
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η(x, t)
X(t)
z = 0
h
d
x
z
Figure 2.1: Definition of a piston-type wavemaker.
Furthermore, the wavemaking problem defined in Figure 2.1 can be fully specified
by the following boundary conditions:
(a) A bed boundary condition, whereby the vertical fluid velocity on the horizontal
and impermeable bed must be equal to zero.
(b) A lateral boundary condition, whereby the horizontal fluid velocity on the
vertical and impermeable wavemaker must be equal to the wavemaker velocity.
(c) The Kinematic Free-Surface Boundary Condition (KFSBC), whereby the wa-
ter surface profile is assumed to be a streamline.
(d) The Dynamic Free-Surface Boundary Condition (DFSBC), whereby the pres-
sure on the instantaneous water surface is constant and equal to the atmo-
spheric pressure.
Expressing these boundary conditions as a set of nonlinear equations yields
∂φ
∂z
= 0 at z = −h, (2.2a)
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∂φ
∂x
=

dX
dt
at x = X(t) for − (h− d) ≤ z ≤ η(X(t), t)
0 at x = 0 for − h ≤ z < −(h− d),
(2.2b)
∂η
∂t
=
∂φ
∂z
− ∂φ
∂x
∂η
∂x
at z = η(x, t) and (2.2c)
∂φ
∂t
= −gη − 1
2
{(
∂φ
∂x
)2
+
(
∂φ
∂z
)2}
at z = η(x, t), (2.2d)
where equations (2.2a) - (2.2d) correspond to conditions (a)-(d) respectively.
2.3.4 Linear wavemaker theory
Linear wavemaker theory relies on a Taylor series expansion of equations (2.2a)
to (2.2d), retaining only expansion terms up to the first order of wave steepness
O(Ak). Performing this expansion provides the linearised boundary conditions as
∂φ(1)
∂z
= 0 at z = −h, (2.3a)
∂φ(1)
∂x
=

dX(1)
dt
at x = 0 for − (h− d) ≤ z ≤ 0
0 at x = 0 for − h ≤ z < −(h− d),
(2.3b)
∂η(1)
∂t
=
∂φ(1)
∂z
at z = 0 and (2.3c)
∂φ(1)
∂t
= −gη(1) at z = 0, (2.3d)
where the superscript (1) indicates the first-order solution. If N wave components
of frequencies ωn are considered, the first-order wavemaker motion is defined as
X(1)(t) = R
{
−i
N∑
n=1
Xne
iωnt
}
, (2.4)
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where Xn represents the complex amplitude of the wavemaker motion for wave
component n, R denotes real part and i =
√−1. Subject to this wavemaker dis-
placement, equations (2.3a)-(2.3d) can be solved to obtain the first-order velocity
potential (Scha¨ffer, 1996) as
φ(1)(x, z, t) = R
{
N∑
n=1
igXn
ωn
∞∑
j=0
cjn
cosh kjn(z + h)
cosh kjnh
ei(ωnt−kjnx)
}
, (2.5)
and the first-order water surface elevation as
η(1)(x, t) = R
{
N∑
n=1
Xn
∞∑
j=0
cjne
i(ωnt−kjnx)
}
. (2.6)
The wavenumbers kjn are the solutions to the dispersion equation
ω2n = gkjn tanh (kjnh), (2.7)
where g denotes acceleration due to gravity. This overall solution is composed
of a single progressive wave mode for j = 0 and an infinite series of evanescent
components for j ≥ 1. For the progressive mode, the wavenumber k0n is real,
whereas kjn are imaginary with ikjn > 0.
In defining the velocity potential (equation (2.5)), a so-called wave field coeffi-
cient cjn is introduced. Adopting a series of orthogonal functions (Scha¨ffer, 1996),
this coefficient may be obtained analytically. For piston-type wavemakers, this
analytic solution is given by
cjn =
2 sinh(kjnh)(sinh(kjnh)− sinh(kjnd))
kjnh+ sinh(kjnh) cosh(kjnh)
, (2.8)
where j = 0 again concerns the progressive wave mode and c0n is real. In contrast,
cjn for j ≥ 1 is imaginary and describes the evanescent modes with icjn > 0.
Comparison of equations (2.4) and (2.6), relates the magnitude of the first-
order wavemaker displacement Xn to first-order progressive wave amplitude A0n
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as
|A0n| = c0n|Xn|. (2.9)
For brevity, the progressive wave field coefficient c0n for wave component n will
simply be referred to as c0 hereafter. It is important to note that the phase shift
between the wavemaker displacement and the progressive wave on the wavemaker
front face is 90◦. This ensures that the first-order progressive wave elevation is in
phase with the first-order wavemaker velocity.
Figure 2.2 illustrates the wave field coefficient for both the progressive wave
mode, c0n, and the evanescent wave modes; the latter being expressed by the
sum
∑∞
j=1 icjn. The figure concerns a very wide range of relative water depth kh.
Observing Figure 2.2, both coefficients c0n and
∑∞
j=1 icjn increase with increasing
kh; the coefficient c0n reaching a limiting value of 2 for kh > 5. Furthermore
the evanescent wave modes are seen to be negligible in shallow water conditions
(kh < 0.5).
The latter observation is readily explained by the properties of the horizontal
fluid particle velocity in shallow water, where the velocity profile becomes near-
uniform over depth. This is confirmed by Figure 2.3, which shows the normalised
horizontal fluid velocity profile in the range −1 ≤ z/h ≤ 0 for a shallow-water
wave with kh = 0.5 (dashed line). Figure 2.3(a) only considers the progressive
wave kinematics, whereas 10 and 100 evanescent modes are added in Figures 2.3(b)
and 2.3(c) respectively. The figure also shows the normalised wavemaker velocity
profile (solid line). Indeed, the good match between the horizontal fluid velocity
and the wavemaker velocity in all cases (a)-(c) confirms the small influence of the
evanescent modes in shallow water. In contrast, Figure 2.4 considers a deep water
case with kh = 5. In this case, a good match between the horizontal fluid velocity
and wavemaker velocity requires at least 100 evanescent modes.
The above observations are of upmost importance in the context of the present
research, indicating that evanescent wave modes may potentially be neglected
when developing a shallow-water wavemaking technique.
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Figure 2.2: Wave field coefficients showing the progressive wave mode and the
evanescent wave modes.
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Figure 2.3: Normalised wavemaker velocity and horizontal fluid velocity in water
of depth kh = 0.5 considering (a) no evanescent wave modes, (b) 10 evanescent wave modes and
(c) 100 evanescent wave modes.
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Figure 2.4: Normalised wavemaker velocity and horizontal fluid velocity in water
of depth kh = 5 considering (a) no evanescent wave modes, (b) 10 evanescent wave modes and
(c) 100 evanescent wave modes.
2.3.5 Second-order position-control wavemaker theory
Introducing the second-order potential as φ(2), an expansion of the boundary con-
ditions (2.2a) to (2.2d) up to second order yields
∂φ(2)
∂z
= 0 at z = −h, (2.10a)
∂φ(2)
∂x
=

dX(2)
dt
−X(1) ∂2φ(1)
∂x2
at x = 0 for − (h− d) ≤ z ≤ 0
0 at x = 0 for − h ≤ z < −(h− d),
(2.10b)
∂η(2)
∂t
=
∂φ(2)
∂z
− ∂φ
(1)
∂t
∂η(1)
∂x
+ η(1)
∂2φ(1)
∂z2
at z = 0 and (2.10c)
∂φ(2)
∂t
= −gη(2) − 1
2
{(
∂φ(1)
∂x
)2
+
(
∂φ(1)
∂z
)2}
− η(1)∂
2φ(1)
∂z∂t
at z = 0, (2.10d)
where equations (2.10a) - (2.10d) again correspond to boundary conditions (a) -
(d).
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A full analytical solution to this second-order problem was reported by Scha¨ffer
(1996); a complete description of the terms involved being provided in Appendix
A. At this stage, a brief discussion concerning the key solution properties is in-
structive. For ease of analytical treatment, the full second-order potential φ(2) is
separated into three distinct contributions:
(i) A potential φ(21)±, defining the second-order wave-wave interaction arising
in the absence of the wavemaker; this part being equivalent to the potential
derived in Sharma and Dean (1981).
(ii) A potential φ(22)±, defining the spurious or unwanted free wave arising due
to the presence of the wavemaker; the purpose of any nonlinear wavemaker
theory being to suppress this unwanted potential.
(iii) A potential φ(23)±, defining the additional free-wave correction due to a pre-
scribed second-order motion of the wavemaker.
Throughout the solution presented by Scha¨ffer (1996), the superscript ± indi-
cates that interactions between the wave components arise both as superharmonics
(+ or sum terms) and subharmonics (− or difference terms). Most importantly,
Scha¨ffer (1996) derived a correction signal to the wavemaker displacement, that
eliminates the spurious or unwanted term due to φ(22)± given by
X(2)±nm = F
±AnA
−∗
m
h
, (2.11)
where (An, Am) are the amplitudes of the generated progressive waves for a pair
of wave components (n,m), the superscript −∗ refers to the complex conjugate
for subharmonics, and a full expression for F± is provided in Appendix A. This
second-order wavemaker displacement produces an additional free wave η(23)±,
which is equal in magnitude but of opposite sign to η(22)± (Appendix A).
2.3.6 Stream-function position-control wavemaker theory
Zhang and Scha¨ffer (2007) first derived a Stream-function wavemaker theory, re-
43
2.3 Laboratory wave generation
lying on an ad-hoc combination of linear fully dispersive wavemaker theory and
nonlinear wave generation. Mathematically, this theory is developed in two steps
as follows:
(i) In a first step, the wavemaker displacement required for this shallow water
theory, Xsw(t), is obtained excluding the effect of wave dispersion. This
displacement is obtained from the numerical solution of
dXsw(t)
dt
+ ωcX
sw(t) = U(Xsw(t), t), (2.12)
which describes the required velocity boundary condition at the wavemaker.
Indeed, equation (2.12) ensures that the wavemaker velocity, dXsw(t)/dt, and
the nonlinear depth-averaged horizontal fluid velocity, U(Xsw(t), t), match.
The additional proportional term, ωcX
sw(t), describes a first-order high-
pass filter of characteristic angular frequency ωc. The sole purpose of this
filter is to avoid any small low-frequency drift of the wavemaker. The depth-
averaged horizontal fluid velocity required in equation (2.12) may be obtained
by considering continuity expressed as
U(x, t) =
cη(x, t)
h+ η(x, t)
, (2.13)
from which it is evident that the solution relies on an a priori knowledge
of the water surface elevation η(x, t). In the context of Stream-function
wavemaker theory, the phase velocity c and the surface elevation η(x, t) are
provided by Stream-function wave theory. However, this methodology is
universal in that it can be based on a water surface elevation predicted by
any regular wave theory.
(ii) In a second step, a correction term is applied to account for wave dispersion,
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providing the wavemaker displacement as the convolution product
X0s(t) =
∫ t0
−t0
Xsw(t− τ)λd(τ)dτ, (2.14)
where t0 represents the width of the convolution window and λd(t) is the
inverse Fourier transform of the dispersion correction term in the frequency
domain; further details concerning this convolution integral being given in
Appendix B. The signal X0s(t) provides the desired time-domain demand
applied to the wavemaker.
2.4 Laboratory wave generation and absorption
2.4.1 Introduction
All of the wavemaking theories discussed in §2.3 are not directly applicable where
active wave absorption is sought. However, active absorption is essential to any
modern wavemaking apparatus. Wave energy is generally reflected from down-
stream beaches, and any test model placed within a laboratory wave flume or
wave basin also reflects some wave energy back towards the wavemaker. The pur-
pose of an absorbing wavemaker is to remove this unwanted reflected wave energy,
hence maintaining an incident wave field of consistent quality. Research on ac-
tive laboratory wave absorption led to a number of strategies, most importantly:
(i) position-controlled absorption techniques and (ii) force-controlled absorption
techniques.
Position-controlled absorption was the first strategy to be developed, and is
most commonly based on the water surface elevation recorded on the front face of
the wavemaker feeding back into the system (Milgram, 1970). One drawback of
this absorption strategy are the difficulties related to high-frequency position con-
trol. For example, any spike or rapid change in the demand signal or the feedback
signal will lead to abrupt changes in the control quantity (the position), which
may lead to instabilities in the wavemaker motion. Another practical limitation is
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the accurate determination of the water surface elevation at the wavemaker front
face. Inaccuracies may arise, for example, due to the influence of chemicals present
in the fluid. Difficulties of this type have perhaps hindered the development of
nonlinear position-controlled wavemaker theories in the presence of active absorp-
tion. To the author’s best knowledge, this type of control is currently limited to
the work by Scha¨ffer and Jakobsen (2003).
In seeking to devise a more robust approach, Salter (1982) developed a force-
controlled absorption technique, based upon the applied hydrodynamic force feed-
ing back into the system. Given that the force demand determines the acceleration
of the wavemaker rather than its position, any noise or rapid change will be inte-
grated twice (from acceleration to position), hence resulting in smooth wavemaker
displacements. Salter (1982) argued that a methodology based on force feedback
allows for the determination of the average water conditions across the wavemaker
front. In this context, it is also of critical importance that force sensors are not
affected by the chemical conditions of the fluid and can be considered calibration
free.
In defining the most suitable absorption strategy, laboratory techniques greatly
benefited from research undertaken in the field of wave energy conversion. Evans
(1976) and Falnes (1993) pioneered this research and presented theories concern-
ing optimum absorption. Building upon these theoretical developments, Spinneken
and Swan (2009a) derived an analytical second-order theory for actively absorb-
ing force-controlled wavemakers; an accompanying experimental verification being
presented in Spinneken and Swan (2009b). Spinneken and Swan (2009a,b) also
provided a correction force to cancel the spurious wave content at second order.
However, they demonstrated that in many practical wave conditions a first-order
force demand signal suffices, eliminating the need for a second-order demand.
This latter work focused on flap-type wavemakers in deep-to-intermediate wa-
ter conditions. In contrast, the present PhD concerns the shallow-to-intermediate
water range adopting piston-type wavemakers. As the present thesis directly builds
upon Spinneken and Swan (2009a), an account of the relevant theory is presented
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in §2.4.5. Given the difficulties associated with position-controlled absorption,
the remainder of this thesis only addresses absorption techniques based on force
control.
2.4.2 Position-controlled wave generation
For all experiments undertaken in position control, a simple controller as shown
in Figure 2.5 was adopted. Absorption was not considered in position control,
such that the only feedback quantity is the wavemaker position. The corrector,
C, ensures that the desired wavemaker position, X, and the position demand, Xd,
match closely. The wavemaker transfer function in position control, P , relates the
motor torque to the wavemaker position. An exact treatment of either C or P
is outside the scope of the present work, but these can be readily defined from a
knowledge of the wavemaker dynamics.
Xd 
Corrector 
C
Wavemaker 
transfer function 
P
Wavemaker 
position 
X+ - 
Position feedback 
Figure 2.5: Control strategy for a position-controlled wavemaker.
2.4.3 Force-controlled wave generation and absorption
A force-control strategy fundamentally relies on the measurement of both the
wavemaker velocity and the wavemaker force; the product of these two quantities
being directly related to the absorbed power. Falnes (1980) showed that two con-
ditions must be met to maximise this power, a phase condition and a magnitude
condition. To achieve these two conditions in practice, a real-time absorption
controller is commonly adopted, continuously monitoring both the force and the
velocity, and acting upon changes in the incident wave field to maintain opti-
mum absorption at all times. A number of alternative methodologies exist for the
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implementation of this absorption controller:
(a) a discrete frequency implementation, utilising a frequency estimator (Chatry
et al., 1998).
(b) a Finite Impulse Response filter (FIR); this having been investigated by Frigaard
and Christensen (1994).
(c) a multiplication factor applied to the position and velocity feedback signals
(Naito, 2006).
(d) an Infinite Impulse Response filter (IIR), approximating the ideal transfer
function (Salter, 1982).
Spinneken and Swan (2009c) provide a direct comparison between the method-
ologies outlined above, and conclude that (d) provides the most effective and
robust control strategy. As a result, this IIR methodology is also applied through-
out the present study. Generally speaking, the IIR filter methodologies are based
upon an impedance matching procedure, ensuring that the two aforementioned
conditions of optimum absorption are met. The advantage of using an IIR filter
approach lies in the inherent causality of the resulting digital filter (Spinneken
and Swan, 2009c). The overall control strategy is outlined in Figure 2.6, where
the absorption controller (or filter) Zf (ω) is applied to the wavemaker’s velocity
signal. If Zd(ω) is the impedance characterising the dynamics of the wavemaker,
Falnes (1980) demonstrated that optimum absorption occurs if
Zf = Z
∗
d , (2.15)
where ∗ denotes the complex conjugate. Following Spinneken and Swan (2009a),
the dynamic wavemaker impedance Zd is readily shown to be
Zd(ω) = iω [M +m(ω)] + d(ω) +
K
iω
, (2.16)
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where M is the mass of the wavemaker and K is the wavemaker buoyancy stiffness
due the immersed part of the sector-carrier wavemaker. The added mass m(ω) and
the radiation damping d(ω) are directly related to the radiation force arising as
a consequence of the generated wave; their analytic expressions for a piston-type
wavemaker being provided in Appendix C.
F 
Force demand Corrector 
C
Wavemaker 
transfer function 
G
Absorption filter 
Zf 
Force feedback 
Zd 
Wavemaker 
position 
X1/s 
Integrator 
+ 
- 
- 
+ + 
Excitation force 
Fe 
Absorption force 
Hydrodynamic 
force 
Wavemaker 
velocity 
Figure 2.6: Control strategy for a force-controlled absorbing wavemaker.
If C(ω) expresses the wavemaker motion controller, and G(ω) relates the drive
motor torque to the wavemaker velocity, the block diagram shown in Figure 2.6
can be expressed as the following transfer function
B(ω) =
X(ω)
F (ω)
=
1
iω
C(ω)G(ω)
1 + C(ω)G(ω)(Zf (ω) + Zd(ω))
, (2.17)
where B(ω) relates the force demand signal F (ω) to the wavemaker position X(ω).
A similar transfer function may also be derived for the wave excitation force.
Assuming a sufficiently high feedback correction through the controller C(ω), the
transfer function B(ω) may be approximated by
B(ω) ≈ 1
iω
1
Zf (ω) + Zd(ω)
, (2.18)
which avoids the need for an explicit formulation of C(ω) and G(ω).
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2.4.4 First-order force-control wavemaker theory
In the context of position control, §2.3.4 introduced the progressive wave field
coefficient c0, relating the magnitude of the first-order wavemaker displacement,
Xn, to the first-order progressive wave amplitude, A0n. In contrast, force control
concerns the demand force Fn, and the relation to the first-order progressive wave
amplitude A0n may be introduced as
A0n = cfFn, (2.19)
where the coefficient cf is defined as
cf = B(ω)c0. (2.20)
It is important to note that the force coefficient or transfer function cf contains
both real and imaginary components. As a result, the phase relation between the
wavemaker demand (now the force Fn) and the progressive wave amplitude is not
as straightforward as in position control. Furthermore, the transfer function cf
does not only depend on the wavemaker geometry, but also on the parameters of
the absorption filter Zf (ω) and the dynamic transfer function Zd(ω).
2.4.5 Second-order force-control wavemaker theory
In the context of force-controlled wave generation, an effective correction of the
spurious free wave requires accounting for the force feedback at second order.
Indeed, even a linear or sinusoidal wavemaker displacement induces a second-
order hydrodynamic force. This force, in turn, feeds back into the system and
leads to the generation of an additional spurious wave. In some cases, particularly
for flap-type wavemakers, this additional spurious free wave has been shown to
(partially) cancel the unwanted free wave due to φ(22)± (Spinneken and Swan,
2009b). However, this may not always be the case, so that an expression for the
additional correction term in force control must be sought.
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First, the force required to achieve a spurious wave compensation in the absence
of the nonlinear force-feedback component is
F
(2)±
c,0 = F
± AnA
−∗
m
hB(ωn ± ωm) . (2.21)
This equation directly arises from equation (2.11), and would lead to the desired
second-order wavemaker displacement X
(2)±
nm if the nonlinear force-feedback was
neglected. However, the nonlinear force-feedback, introduced as F
(2)±
φ , must also
be taken into consideration as noted above; a full expression for F
(2)±
φ being pro-
vided in Appendix C.2. A correct cancellation of the spurious free wave in force
control can now be performed by imposing a combined correction of both the spu-
rious free wave due to the velocity potential φ(22)±, and the spurious free wave
caused by the second-order force feedback F
(2)±
φ . This combined force correction
is given by
F (2)±c = F
± AnA
−∗
m
hB(ωn ± ωm) + F
(2)±
φ = F
(2)±
c,0 + F
(2)±
φ (2.22)
which is consistent with the formulation provided by Spinneken and Swan (2009a).
Spinneken and Swan (2009a) showed that this force correction is relatively small,
as the two terms shown in equation (2.22) approximately cancel over a wide range
of practical wavemaking frequencies. Unfortunately this is not the case for piston-
type wavemakers; a detailed discussion of this effect being provided in §3.2.
2.4.6 Stream-function force-control wavemaker theory
Prior to this PhD thesis, a force-control Stream-function wavemaking theory did
not exist; the purpose of the present section being to derive a suitable mathe-
matical expression for this type of control. Building upon the Stream-function
based wavemaker displacement X0s(t) introduced in §2.3.6, the implementation
of Stream-function wavemaker theory in force control concerns the force demand
required to achieve X0s(t). As noted in the context of second-order force control,
this must take into account the nonlinear forces introduced through the force feed-
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back path. In contrast to the second-order discussion, the Stream-function force
correction is not limited to harmonics arising at the second order. Indeed, the
time-domain force demand, f(t), is defined as
f(t) =
∫ η(X0s(t),t)
−h
p(X0s(t), z)dz, (2.23)
where the pressure p(x, z) is given by the unsteady form of Bernoulli’s equation
as
p(x, z) = −ρgz − ρ∂φ
∂t
− 1
2
ρ
[(
∂φ
∂x
)2
+
(
∂φ
∂z
)2]
, (2.24)
with ρ denoting the water density and g the acceleration due to gravity. Within
this latter expression for pressure, the velocity potential φ must be derived directly
from Stream-function wave theory; a detailed account of the practical application
of equations (2.23) and (2.24) being given in Chapter 3. In considering the force
in equation (2.23), it is important to note that this concerns the hydrodynamic
force only. To obtain the overall demand force, the absorption feedback must also
be taken into consideration (§2.4.5).
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3.1 Chapter overview
Chapter 2 established the relevant background for wave generation in shallow wa-
ter, and introduced a number of important mathematical expressions. In a regular
wave context, this primarily concerned second-order and Stream-function based
theories. The aim of the present chapter is to demonstrate the suitability of each
of these approaches, particularly where this concerns force-controlled or absorbing
wavemaking. As outlined in Chapter 2, this demonstration can ultimately only
be achieved through experimental evidence. To provide a base for this experimen-
tal work, §3.2 presents a number of supporting calculations. The experimental
investigation is then structured as follows:
(i) An introduction to the experimental test conditions is provided in §3.3
(ii) Position-controlled wave generation is considered in §3.4, addressing the fol-
lowing key quantities:
(a) An experimental assessment of the first-order wave field coefficient c0
is presented in §3.4.1. All subsequent hydrodynamic quantities (surface
elevation, velocity potential, forces) rely on this fundamental coefficient.
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Crucially, at second order, the coefficient c0 is being squared, and any
first-order inaccuracies are further amplified.
(b) An assessment of the spurious free wave content A(22)+/A(21)+ and the
second-order correction term X(2)+ is presented in §3.4.2.
(c) The spurious wave content established under (b) is compared to the
Stream-function approach in §3.4.3.
(iii) An equivalent series of steps (ii) (a)-(c), but incorporating force-feedback
control, is presented in §3.5 and §3.6.
A set of conclusions, summarising the key benefits of each type of control, is
finally provided in §3.7.
3.2 Theoretical comparison of nonlinear wave-
making theories
3.2.1 Introduction
This section concerns a theoretical comparison of second-order and Stream-function
wavemaker theory. The second-order wavemaker theory by Scha¨ffer (1996) directly
provides the first-order and second-order wavemaker displacements. In contrast,
Stream-function wavemaker theory provides the time-history of the wavemaker
position, where all frequency components (first harmonic, second harmonic and
higher harmonics) are represented in a single signal. In this context, it is im-
portant to emphasise that Stream-function wavemaker theory is a fully-nonlinear
wavemaker theory, and therefore not restricted to second order.
For such a fully-nonlinear theory, it is important to distinguish between orders
and harmonics, as a particular harmonic may arise at several orders. For example,
the second harmonic may arise due to interactions at the second and the fourth
order. However, if it can be assumed that fourth-order interactions are small, the
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influence of the fourth order on the second harmonic may also be assumed to be
small. Nevertheless, to be entirely clear, all comparisons to follow are based upon
the harmonic rather than the order.
A direct comparison of the first- and second-harmonic quantities required by
Stream-function and second-order wavemaker theories is instructive, particularly
for shallow water waves where Stream-function wavemaker theory is expected to
provide more accurate predictions. The first-harmonic wavemaker displacement
is addressed in §3.2.2. The second-harmonic displacement is first considered in
position control (§3.2.3), with an extended discussion relating to force control
presented in §3.2.4.
3.2.2 First-harmonic wavemaker displacement
Figure 3.1 shows the normalised first-harmonic wavemaker displacement, X(1)/X0,
predicted by both second-order and Stream-function wavemaker theories, where
X0 defines the linear wavemaker demand. In the context of the second-order the-
ory, the first-harmonic wavemaker motion is not affected; this case being repre-
sented by the horizontal line at unity in Figure 3.1. In contrast, Stream-function
wavemaker theory contains terms beyond second order, which may give rise to
changes at the first harmonic. This is demonstrated by the four steepness cases
considered with (i) Ak = 0.05 (solid black line), (ii) Ak = 0.15 (dark grey line),
(iii) Ak = 0.25 (light grey line) and (iv) S = 1 (dashed line). The parameter S
relevant to case (iv) was introduced by Scha¨ffer (1996) as
S = 4A | G+0000 | (3.1)
with G±jnlm provided in Appendix A. The purpose of this parameter is to define
the range of applicability of second-order wavemaker theory, where S = 1 defines
the extreme upper limit.
In considering Figure 3.1, it is apparent that S = 1 corresponds to a very
small wave steepness Ak in shallow water conditions. To be entirely clear, the
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points at which the solid lines intersect with the dashed line defines the smallest
kh at which second-order theory may be applied for a given wave steepness. For
example, the black line (Ak = 0.05) and the dashed line cross at kh ≈ 0.58,
so that second-order theory may not be applied for kh < 0.58 if Ak = 0.05. For
Ak = 0.15 (dark grey line) the relative depth is limited to kh > 0.9, which increases
further to kh = 1.18 for Ak = 0.25. Perhaps more importantly, Figure 3.1 also
indicates that the first-harmonic motion is significantly affected when adopting a
Stream-function based theory. For a steepness of Ak = 0.15 (dark grey line), the
first-harmonic wavemaker motion is reduced by more than 15% for kh ≤ 0.6. This
clearly emphasises the importance of higher-order terms in shallow water, which
will be assessed further as part of the experimental investigation.
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Figure 3.1: First-harmonic wavemaker displacement predicted by second-order wave-
maker theory, and Stream-function wavemaker theory with Ak = 0.05, Ak = 0.15,
Ak = 0.25 and S = 1.
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3.2.3 Second-harmonic wavemaker displacement in posi-
tion control
Figure 3.2 concerns both the magnitude (part (a)) and the phase (part (b)) of
the normalised second-harmonic wavemaker displacement, X(2)/X0, required to
eliminate the spurious free wave content (Chapter 2, §2.3.5). Within Figure 3.2,
all solid lines refer to second-order calculations, whilst the dashed lines represent
Stream-function theory. A number of distinct wave steepness cases are considered,
including Ak = 0.05, Ak = 0.15, Ak = 0.25 and S = 1. The similarities and
differences in the magnitude ofX(2)/X0, Figure 3.2(a), based upon the two theories
are as follows:
(i) For the range 0.8 ≤ kh ≤ 1.4, second-order theory and Stream-function
theory lead to very similar results.
(ii) As kh increases beyond 1.4, some discrepancies arise between the two theo-
ries. In this context, it is important to note that Stream-function wavemaker
theory also includes terms beyond second order. For example, at fourth or-
der, additional second-harmonic wave components arise. In deep water and
with S = 1, the steepness of the wave cases is such that second-harmonic,
fourth-order terms become important, which explains the difference between
the two theories for kh > 1.4 and S = 1.
(iii) For kh < 0.8, the second-harmonic wavemaker displacement predicted by
second-order theory increases rapidly. It is well known that second-order
theory leads to over predictions for combinations of small kh and large Ak.
This over prediction is particularly evident for Ak = 0.15 and Ak = 0.25.
As a result, Stream-function theory is likely to be more reliable for kh < 0.8,
particularly as S exceeds unity.
(iv) For S = 1 (light grey line), the calculations by the two theories are very
similar for kh < 1.4. This is as expected, given that S = 1 defines the limit
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Figure 3.2: Normalised second-harmonic wavemaker displacement with (a) magnitude of
X(2)/X0 and (b) phase of X
(2). All solid lines correspond to second-order theory, and all
dashed lines correspond to Stream-function theory. In both cases, the colours represent:
Ak = 0.05, Ak = 0.15, Ak = 0.25 and S = 1.
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of validity for second-order theory. Indeed, the close match between the two
light grey lines provides an independent measure of the range of applicability
of second-order wavemaker theory in shallow water conditions.
The phase of X(2), Figure 3.2(b), is readily explained. First, the phase in-
formation does not depend upon the wave steepness Ak, so that only two lines
are shown. As before, the solid line corresponds to second-order theory, and the
dashed line corresponds to Stream-function theory. In the case of Stream-function
wavemaker theory, evanescent modes are not taken into consideration, so that the
phase of X(2) is constant at pi/2. In contrast, the increasing significance of the
evanescent wave field with kh leads to a phase shift in X(2) if based upon second-
order theory. The phase shift between the two theories becomes apparent from
kh ≈ 0.8, and increases to as much as 0.6 rad for kh = 1.8. This indicates that
Stream-function wavemaker theory may not be effective in deeper water, where
the evanescent wave field must be taken into consideration.
3.2.4 Second-harmonic force in force control
Figure 3.3 concerns the comparison of the two wavemaking theories under force
control. The second-harmonic wavemaker displacement required to compensate
for the spurious wave field is identical to that presented in Figure 3.2 and as
discussed in Chapter 2 and Spinneken and Swan (2009a). However, in the force-
control case, the demand quantity is a second-harmonic force. The normalised
magnitude of this force, F
(2+)
c /F (1), is shown in Figure 3.3(a), with the phase
information provided in Figure 3.3(b). The overall comparison between second-
order theory and Stream-function theory is very similar to that observed in the
context of the wavemaker displacement (Figure 3.2). The key difference between
position control and force control is that the latter must take into account the
nonlinear hydrodynamic feedback force. This is perhaps best observed in the
phase of F
(2+)
c , Figure 3.3(b), as follows:
(i) The phase in Figure 3.3(b) is quite different from the phase observed on Fig-
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ure 3.2(b). The phase difference between position control and force control
is approximately pi/2 in shallow water (kh < 0.6). The wave field in shallow
water is dominated by the progressive wave field, and the evanescent modes
are relatively small. As a result, the wavemaker force in shallow water is
dominated by the associated radiation damping, which is in phase with the
wavemaker velocity. The phase difference between the wavemaker displace-
ment and the wavemaker velocity explains the phase shift of approximately
pi/2 for kh < 0.6.
(ii) The phase for both theories increases with kh. Given that Stream-function
wavemaker theory does not account for the evanescent wave field, this cannot
be due to the evanescent modes. In fact, the observed phase shift in part
relates to the wavemaker inertia (an additional force) and in part to the
nonlinear hydrodynamic feedback.
(iii) The increasing phase difference between the two theories (solid line and
dashed lines in Figure 3.3(b)) is once again attributed to the increasing im-
portance of the evanescent wave field with increasing kh.
In summary, the above discussion highlighted that both second-order and
Stream-function wavemaker theories have common ranges of applicability, but
also exhibit distinct limitations. Stream-function wavemaker theory may offer
some advances in shallow water; this being demonstrated experimentally in the
following section.
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Figure 3.3: Normalised second-harmonic correction force with (a) magnitude of F
(2+)
c /F (1)
and (b) phase of F
(2+)
c . All solid lines correspond to second-order theory, and all dashed lines
correspond to Stream-function theory. In both cases, the colours represent: Ak = 0.05,
Ak = 0.15, Ak = 0.25 and S = 1.
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3.3 Introduction to experimental investigation
All experiments shown herein were conducted in the Coastal Wave Flume located
in the Hydrodynamic Laboratory at Imperial College London. This wave flume
is equipped with a 0.6m wide sector-carrier piston-type wavemaker, as well as a
highly optimised parabolic beach located 23m downstream of the wavemaker. For
the purpose of the present work, the water depth was held constant at h = 0.6m
throughout the flume. A schematic of the wave flume setup is provided in Figure
3.4.
The experimental investigation concerns the wave cases noted in Table 3.1.
This includes three experimental sets with (i) a small-amplitude set, (ii) a base
nonlinear set and (iii) an extended nonlinear set. For each case considered, Table
3.1 provides the non-dimensional water depth kh, the wave frequency f = ω/(2pi),
the nonlinearity parameter S, the steepness Ak and the actual wave amplitude A.
The small-amplitude set is included for comparison to linear wavemaker theory,
particularly the wave field coefficient c0 (§3.4.1). The nonlinear part of the investi-
gation concerns cases in the range 0.5 < kh < 2. In addition, the small-amplitude
comparison also addresses wave cases that lie at the second harmonic of this range.
This extended range is important in the generation of the second-harmonic cor-
rection wave, η(23)+, as c0 directly contributes to this latter expression (Appendix
A). For the small-amplitude set, the wave nonlinearity is adjusted to Ak = 0.05
or S = 0.33, whichever is more restrictive. Within the base nonlinear set, the
steepness is adjusted such that Ak = 0.15 for kh > 0.9 and S = 1 for kh < 0.9.
As a result, these cases lie within the range of validity of second-order theory. In
contrast, S is close to or in excess of unity for the extended nonlinear set; these
cases are included to highlight the limitations of second-order theory (§3.6).
Given the nature of the relatively small quantities involved at higher orders,
it is important that all instrumentation is of the upmost precision. The water
surface elevation was recorded by seven tensioned resistive wire gauges, with the
first wave gauge located at xg = 3.5h (Figure 3.4). This distance was considered
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xg
η(x, t)
X(t)
z = 0
h
x
z
Figure 3.4: Setup of wave flume for regular wave investigation.
sufficiently far downstream of the wavemaker to neglect the effect of any evanescent
modes. Subsequent wave gauges were located with a spacing of ∆x = h/3. The
wavemaker position was recorded using a high-precision laser displacement sensor
directed towards the wavemaker front face.
3.4 Experimental validation of position control
3.4.1 Progressive wave field coefficient
The progressive wave field coefficient c0 relates, at first order, the wavemaker dis-
placement to the produce progressive wave amplitude. The accuracy of the coeffi-
cient c0 is crucial in operating a wavemaker as it provides the wavemaker displace-
ment required to generate a wave at a specific amplitude. Within the second-order
potentials (φ(21)+ and φ(22)+, Appendix A) the coefficient c0 is squared, and the
success of any second-order correction relies on an accurate knowledge of c0. There-
fore, an experimental assessment of the magnitude and phase of c0 was conducted
first.
Figure 3.5 shows four sample surface elevations, η(t)/Alin, corresponding to
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Table 3.1: Experimental wave parameters.
Small amplitude Base nonlinear Extended nonlinear
kh f S Ak A S Ak A S Ak A
[−] [Hz] [−] [−] [mm] [-] [-] [mm] [-] [-] [mm]
0.50 20/64 0.33 0.012 14 1 0.036 43
0.56 22/64 0.33 0.016 17 1 0.048 51
0.62 24/64 0.33 0.021 20 1 0.061 60 1.5 0.092 90
0.68 26/64 0.33 0.026 23 1 0.077 68
0.74 28/64 0.33 0.032 26 1 0.095 77
0.80 30/64 0.33 0.038 29 1 0.114 86
0.86 32/64 0.33 0.045 31 1 0.136 94
0.93 34/64 0.32 0.050 32 0.945 0.150 97
1.00 36/64 0.27 0.050 30 0.819 0.150 90
1.07 38/64 0.24 0.050 28 0.718 0.150 84
1.15 40/64 0.21 0.050 26 0.637 0.150 78
1.23 42/64 0.19 0.050 24 0.572 0.150 73 0.858 0.225 109
1.32 44/64 0.17 0.050 23 0.519 0.150 68
1.40 46/64 0.16 0.050 21 0.476 0.150 64
1.50 48/64 0.15 0.050 20 0.441 0.150 60
1.60 50/64 0.14 0.050 19 0.412 0.150 56
1.70 52/64 0.13 0.050 18 0.389 0.150 53
1.81 54/64 0.12 0.050 17 0.370 0.150 50
1.93 56/64 0.12 0.050 16 0.354 0.150 47
2.18 60/64 0.11 0.050 14
2.45 64/64 0.11 0.050 12
2.75 68/64 0.10 0.050 11
3.07 72/64 0.10 0.050 10
3.41 76/64 0.10 0.050 9
3.78 80/64 0.10 0.050 8
4.16 84/64 0.10 0.050 7
4.57 88/64 0.10 0.050 7
4.99 92/64 0.10 0.050 6
5.43 96/64 0.10 0.050 6
5.89 100/64 0.10 0.050 5
6.38 104/64 0.10 0.050 5
6.88 108/64 0.10 0.050 4
a subset of the small amplitude cases noted in Table 3.1. For the avoidance of
any doubt, the normalisation is undertaken by Alin, corresponding to the linearly
calculated wave amplitude A. The figure is presented as four parts, with (a) kh =
0.56, (b) kh = 1, (c) kh = 1.4 and (d) kh = 1.8. In each case, the experimental
data due to a wavemaking demand of X0 = A/c0 is shown by the discrete symbols
◦. The black solid line provides a theoretical comparison evaluated using Stream-
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Figure 3.5: Water surface elevation η(t)/A with ◦ experimental data corresponding to c0, ∗
experimental data corresponding to c0
′ and theoretical prediction by Stream-function wave
theory for a wave of linear amplitude A.
function theory, where the amplitude of this wave was computed from first-order
wavemaker theory (A = c0X0). In considering the data in Figure 3.5, it is clear
that the experimentally achieved surface profiles are consistently smaller than
those predicted by first-order wavemaker theory.
To investigate this further, Figure 3.6 shows the magnitude (part (a)) and
the phase (part (b)) of the experimentally observed coefficient c0, where the data
corresponds to the full set of the small-amplitude cases (Table 3.1). The first-
harmonic wavemaker displacement X0 and the wave amplitude A were obtained
by applying a Discrete Fourier Transform (DFT) to the respective experimental
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recordings, retaining the first-harmonic information only. The magnitude of the
experimentally observed coefficient c0 was then calculated as the magnitude ratio
of |A| and |X0|; the phase being obtained by subtracting the respective phases
arg(A) and arg(X0).
In considering the phase of c0 in Figure 3.6(b), a good agreement between the
theoretical prediction and the experimentally observed data is found throughout.
The theoretical phase of the first-order wavemaker displacement is pi/2 rad. This
constant phase is a direct consequence of the progressive wave being in phase
with the wavemaker’s velocity, and this constant phase relationship is matched
well by the experimental data. The maximum departure between the theoretical
prediction and the experimental observation is 0.22 rad (Figure 3.6(b)).
In contrast to the phase information, significant departures arise in the mag-
nitude of c0 as shown in Figure 3.6(a). Within Figure 3.6(a), the solid line repre-
sents the theoretical magnitude of c0 based on equation (2.8). The discrete points
(symbol ◦) represent the experimental data, which are consistently lower than the
predicted values. Indeed, the maximum departure is 16%, the average departure
is 15%, and the theoretical coefficient consistently over predicts the amplitude of
the generated wave field. A similar trend was reported by Ursell et al. (1960) who
obtained an estimation of c0 that was 10% lower than the theoretical prediction.
According to Ursell et al. (1960) such a discrepancy may be due to:
(i) Fluid leakage past the wavemaker due to the gaps between the flume and the
wavemaker edges. In the context of the present experimental investigation,
an optimisation of the wavemaker geometry was carried out by reducing all
side gaps from approximately 20mm to less than 5mm. As a result, fluid
leakage is expected to only have a very minor role in explaining the observed
departures. The reduction in the wavemaker gap led to a small improvement
in c0, from an average departure of 17% to the average departure of 15%
observed in Figure 3.6.
(ii) Finite-amplitude effects. To address this, the experimental comparison was
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Figure 3.6: Progressive wave field coefficient with (a) magnitude and (b) phase showing ◦
experimental data theoretical prediction of c0 and adjusted coefficient c0
′ = 0.85c0.
67
3.4 Experimental validation of position control
also undertaken for the base nonlinear set noted in Table 3.4. No marked
difference between the small-amplitude set and the base nonlinear set could
be observed; the departure of c0 being 15% in average in both cases.
It is suspected that the experimentally observed departures are associated with
viscous effects. In part, this may be due to skin-friction as the fluid moves vertically
along the front of the wavemaker. A second contribution is likely to be due to small
vortices being shed at the base of the wavemaker. The wavemaker side gaps were
reduced to 5mm, and the gap underneath the wavemaker is also approximately
5mm when the wavemaker is in its mean position. However, over the full stroke
of the wavemaker, this bottom gap increases up to 15mm, as the sector-carrier
motion describes an arc of finite radius.
These effects lead to a dissipation of a part of the wavemaker-induced en-
ergy. Nevertheless, a detailed investigation of non-potential wavemaker effects lies
outside the scope of the present PhD. For the purpose of the experimental inves-
tigations to follow, a corrected progressive wave field coefficient c0
′ was taken as
the reference for the application of linear wavemaking theory. This coefficient c0
′
is represented by the dashed line in Figure 3.6(a) and was designed to be both
proportional to the theoretical magnitude of c0, and to match the experimental
magnitude of c0. These two conditions provide a coefficient c0
′ which is given by
c0
′ = 0.85c0. Figure 3.5 demonstrates the applicability of this modified wave field
coefficient, where the experimental data with symbol ∗ is due to a wavemaker
demand of X0 = A/c0
′.
3.4.2 First-order and second-order control
Adopting the modified coefficient c0
′, the base nonlinear test cases described in
Table 3.1 were produced. The test cases were generated twice, first based upon a
first-order control signal and, subsequently, based upon a second-order control
signal. Figure 3.7 concerns a comparison of the generated surface elevations,
recorded at x = 3.5h, with (a) kh = 0.56, (b) kh = 1, (c) kh = 1.4 and (d)
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kh = 1.8. Within Figure 3.7, the data with symbol ◦ correspond to first-order
control, and the data with symbol ∗ relate to second-order control. In addition, the
black solid line indicates the theoretical Stream-function solution for comparison.
Considering the case with kh = 0.56 first (Figure 3.7(a)), it is clear that
first-order control leads to a significant departure from the theoretically predicted
surface elevation; this being due to the presence of a pronounced spurious free
wave. In contrast, the second-order control case is in close agreement with the
theoretical prediction, providing evidence for the successful suppression of the
spurious free wave content. Similar arguments apply to the case with kh = 1
in Figure 3.7(b). For kh = 1.4, Figure 3.7(c), the second-order control case is
markedly different from first-order control, but it is difficult to argue which of
these two represents a better match to the theoretical prediction. In the final
case, Figure 3.7(d) with kh = 1.8, it is difficult to distinguish between the two
cases based upon a visual comparison alone.
To provide further evidence of the success of second-order control, an extended
analysis was undertaken on the recordings at all seven wave gauges (Figure 3.4).
The second harmonic of the surface elevation recorded at each of the seven wave
gauges contains information about both the bound and the free wave content. To
separate these two contributions, the methodology introduced by Lin and Huang
(2004) was applied to each of the wave cases. Within this analysis, a DFT is
applied to the recorded water surface elevation, and a least-square method leads
to the separation of the free and bound components; full detail being provided in
Lin and Huang (2004).
Figure 3.8 shows the amplitude and the phase of the bound wave component,
A(21)+, under first-order position control. In considering this data, it should first
be noted that the discontinuity at kh ≈ 0.9 relates to the change from Ak = 0.15
to S = 1 (Table 3.1). Taken as a whole, the bound wave content illustrated in
Figure 3.8 matches the theoretical prediction well. The bound wave amplitude
is in average 13% higher than the prediction by Scha¨ffer (1996), with a largest
departure of 48%. However, it should be noted that this largest departure arises
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Figure 3.7: Water surface elevation η(t)/A with Theoretical Stream-function solution
and experimental data based upon ◦ first-order position control and ∗ second-order position
control.
for the shortest wave case (kh ≈ 2), where the absolute magnitude of the bound
wave content is relatively small. A good match can also be observed between the
measured bound wave phase and the prediction by Scha¨ffer (1996), Figure 3.8(b).
The predicted wave phase is pi rad, and the experimentally observed phase closely
matches this prediction, with a maximum departure of 8.6%.
The free wave amplitude, A(22)+, under first-order position control is shown in
Figure 3.9(a), and is seen to be consistently lower than the theoretical prediction
by Scha¨ffer (1996). On average, the spurious free wave content is 24% lower than
expected. Perhaps more importantly, some very large departures can be observed
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Figure 3.8: Magnitude and phase of the bound wave content A(21)+ with theoretical
calculation and ◦ experimental observation.
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Figure 3.9: Magnitude and phase of the free wave content A(22)+ with theoretical
calculation and ◦ experimental observation.
in the spurious free wave phasing, Figure 3.9(b). Indeed, the measured spurious
free wave phase only matches the prediction in shallow water, where its value is
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Figure 3.10: Spurious free wave content in position control with theoretical content
under first-order control and experimental data based on ◦ linear and ∗ second-order wavemaker
theory.
approximately zero. In deeper water conditions (larger kh), the experimentally
observed phase increases significantly more rapid than expected from the theoret-
ical prediction, reaching a phase in excess of 4 rad for kh = 2. In contrast, the
theoretically predicted phase for kh = 2 doest not exceed 1 rad.
This experimentally observed phase shift has important implications on the
spurious free wave correction. Figure 3.10 shows the non-dimensional spurious
wave content A(22)+/A(21)+ for both a linear position-control demand (symbol ◦,
based upon X(1)) and a second-order position-control demand (symbol ∗, based
upon X(1) +X(2)). The first-order case, based on X(1) alone, directly corresponds
to the ratio of the magnitude data shown in Figures 3.8(a) and 3.9(a), and any de-
partures observed in Figure 3.10 are directly attributed to the departures observed
in Figures 3.8(a) and 3.9(a).
In considering the second-order control case (symbol ∗), the approach presented
is successful in cancelling out the spurious free wave content for most of the cases
with kh < 1.2. To be entirely clear, a spurious wave content of A(22)+/A(21)+ = 0
corresponds to the absence of any spurious free wave (η(22)+ = 0), which is the
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desired condition. For 0.5 < kh < 1.2, the average remaining spurious content is
approximately 10%, so that the spurious free wave only corresponds to one tenth
of the bound content.
In contrast, the cancellation of the spurious free wave is not entirely successful
beyond kh = 1.2. This may be due to two different effects:
(i) The phase of the correction term η(23)+ is derived from the phase of the
theoretical spurious free wave η(22)+. Given the large discrepancies in the
phase of the spurious free wave observed in Figure 3.9(b), it is likely that
the theory is unable to provide for a complete spurious wave suppression in
intermediate water depth conditions due to a phase mismatch.
(ii) The wavemaker may be unable to correctly reproduce the desired correction
term η(23)+ due to limitations in the control. In this context, it is important to
highlight that the required second-harmonic wavemaker displacement X(2)+
is a small quantity at relatively high frequency.
To identify the primary cause of the departures in intermediate water (kh >
1.2), an additional set of test cases was considered. Within this additional test se-
ries, the desired correction term was produced in the absence of the first-harmonic
wave; the wavemaker displacement being equal to X(2)+ only. The results of this
verification (not shown herein) provided an excellent agreement between the pre-
dicted values and the experimental data, confirming that the wavemaker is indeed
capable of producing the desired correction term. This confirms that (ii) above
is not responsible for the unsuccessful cancellation of the spurious free wave in
intermediate water. As a consequence, the inability to correctly predict the phase
of the second-order free wave, (i) above, is the most probable reason for the fail-
ure of the second-order wavemaker theory in intermediate water conditions. An
experimentally derived solution to this issue will be presented in §3.4.4.
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3.4.3 Stream-function based correction
The present section highlights the differences that arise when the nonlinear position-
control demand is based upon the Stream-function wavemaker theory by Zhang
and Scha¨ffer (2007). Figure 3.11 provides the water surface elevation for four
cases, where the selection of cases (kh = 0.56, kh = 1, kh = 1.4 and kh = 1.8) and
the data representation is very similar to that adopted in the context of Figure
3.7. In contrast to Figure 3.7, the data with symbol ∗ in Figure 3.11 relate to
a Stream-function demand. However, despite this different type of control, the
η
/A
li
n
t/T
3 3.5 4 4.5 5 5.5
−1
−0.5
0
0.5
1
1.5
(a) kh = 0.56 and S = 1
η
/A
li
n
t/T
6.5 7 7.5 8 8.5 9
−1
−0.5
0
0.5
1
1.5
(b) kh = 1 and Ak = 0.15
η
/A
li
n
t/T
11 11.5 12 12.5 13 13.5
−1
−0.5
0
0.5
1
1.5
(c) kh = 1.4 and Ak = 0.15
η
/A
li
n
t/T
13 13.5 14 14.5 15 15.5
−1
−0.5
0
0.5
1
1.5
(d) kh = 1.8 and Ak = 0.15
Figure 3.11: Water surface elevation η(t)/A with Theoretical Stream-function solution
and experimental data based upon ◦ first-order position control and ∗ Stream-function position
control.
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Figure 3.12: Spurious free wave content in position control with theoretical content under
first-order control and experimental data based on ◦ first-order control and ∗ Stream-function
control.
comments made in the context of Figure 3.7 largely apply to Figure 3.11. For
kh = 0.56 and kh = 1 (Figure 3.11 (a) and (b)), the nonlinear Stream-function
input clearly leads to an improvement over first-order control; this being less clear
for kh = 1.4 and kh = 1.8 (Figure 3.11 (c) and (d)).
Figure 3.12 shows the non-dimensional superharmonic spurious free wave con-
tent A(22)+/A(21)+, making a direct comparison between (i) the theoretically ex-
pected content under first-order control (black line), (ii) the experimental data
relating to a first-order demand signal (symbol ◦) and (iii) the experimental data
relating to the Stream-function demand (symbol ∗). Observing the data in Figure
3.12, it is evident that the spurious free wave content based upon the Stream-
function demand is similar to the spurious free wave content based on the second-
order theory (Figure 3.10). In close similarity to the second-order demand, the
Stream-function wavemaker theory succeeds in cancelling the spurious free wave
content for kh < 1.2, but is unable to provide a full compensation beyond kh = 1.2.
The causes for this discrepancy may be two-fold:
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(i) The data provides further evidence for the effects discussed in §3.4.2. Indeed,
the experimental data confirms that the unsuccessful cancellation of the spu-
rious free wave for kh > 1.2 is not specific to second-order wavemaker theory.
As a result, this phenomenon is not directly related to the type of theoret-
ical expansion, but is likely to be caused by the underlying assumption of
potential flow theory.
(ii) In considering the development of Stream-function wavemaker theory (§2.3.6),
it is important to note that all evanescent mode interactions are neglected.
With the evanescent modes becoming more relevant for increasing kh, the
departures observed in Figure 3.12 may also be attributed to this latter cause.
3.4.4 Alternative second-order correction
Sections §3.4.2 and §3.4.3 demonstrated that both second-order control and Stream-
function control are unable to fully eliminate the spurious free wave for kh > 1.2;
this being due a phase shift in the underlying free wave η(22)+ (Figure 3.9(b)).
To resolve this, an adequate phase correction in the second-order wavemaker dis-
placement must be introduced. Two methodologies were considered:
(i) The corrected phase of the transfer function F+ is directly based upon the
experimentally obtained phase of the spurious free wave η(22)+ as shown in
Figure 3.9(b).
(ii) The corrected phase of the transfer function F+ is obtained through an
approach that seeks to minimise the spurious free wave content at each fre-
quency. To achieve this, the spurious wave content was minimised experi-
mentally for the cases of frequency kh = 0.5, kh = 1 and and kh = 1.6; a
polynomial regression giving the corrected phase for the remaining frequen-
cies of interest.
In both approaches (i) and (ii) the magnitude of F+ remains unchanged.
A polynomial regression provided a sixth- and a fourth-order polynomial ap-
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Table 3.2: Polynomial regression of the corrected phase of the transfer function F+ based on
the measured phase of the spurious free wave (Method (i)) and an experimental optimisation
approach (Method (ii)).
Order Method (i) Method (ii)
0 58.882 0.924
1 −315.047 4.943
2 666.139 −9.283
3 −719.058 7.062
4 424.855 −1.658
5 −130.559
6 16.312
proximation for approach (i) and (ii) respectively (Table 3.2). These polyno-
mials were subsequently used to determine the phase for any case in the range
0.504 ≤ kh ≤ 1.926. Figure 3.13 shows the phase of the transfer function F+ as
provided by Scha¨ffer (1996) (solid line), the phase according to method (i) (line
−·−) and the phase according to method (ii) (line −−). Method (i) effectively de-
scribes the phase shift observed previously in Figure 3.9(b). In contrast, method
(ii) leads to a substantially reduced phase shift, which lies much closer to the
analytical prediction by Scha¨ffer (1996).
Figures 3.14 and 3.15 show sample surface elevations for method (i) and (ii)
respectively; the data representation and selection of case being as discussed pre-
viously. For kh = 0.56 (Figure 3.14(a) and Figure 3.15(a)) the two methods yield
very similar results. This is as expected, given the phase of approximately zero in
Figure 3.13.
Figure 3.14(b), with kh = 1, clearly demonstrates that method (i) fails to
successfully correct for the spurious wave content. Indeed, this method leads to a
significantly larger spurious wave than the uncorrected second-order compensation
(Figure 3.7(b)). In contrast, method (ii) achieves an excellent spurious wave sup-
pression for kh = 1, as evident by the surface elevation shown in Figure 3.15(b).
Furthermore, this method is also successful for kh = 1.4 and kh = 1.8 (Figures
3.15(c) and 3.15(d)), and delivers the most consistent results of all method con-
sidered thus far.
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Figure 3.13: Phase of the complex transfer function F+ based on theory by Scha¨ffer
(1996), the measured phase of the spurious free wave at first order (method (i)), and
an experimental optimisation approach (method (ii)).
This is confirmed in Figure 3.16, showing the spurious free wave content for
the corrected phase methods (i) (symbol +) and (ii) (symbol ∗). The spurious
free wave content based upon the experimental optimisation approach remains
very small for all kh, with a maximum free wave content of 20%. In contrast,
method (i) provides a very poor second-order correction, and does not eliminate
the spurious free wave.
In considering the above evidence, it is surprising that the optimal phase of
the transfer function F+ does not correspond to the phase of the spurious free
wave observed in Figure 3.9(b). The term F+ is derived such that the correction
wave η(23)+ is exactly out of phase (180 degrees phase shift) with the spurious free
wave η(22)+. As a result, any phase shift in η(22)+ should also apply to η(23)+ and
therefore F+. This phenomenon remains unexplained. Nevertheless, method (ii)
provides an alternative means of obtaining the optimum phase of F+.
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Figure 3.14: Water surface elevation η(t)/A with Theoretical Stream-function solution
and experimental data based upon ◦ first-order position control and ∗ Second-order correction
with experimentally obtained phasing of η(22)+.
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Figure 3.15: Water surface elevation η(t)/A with Theoretical Stream-function solution
and experimental data based upon ◦ first-order position control and ∗ second-order correction
with experimental phase optimisation.
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Figure 3.16: Spurious free wave content in position control with theoretical content
under first-order control and experimental data based on ◦ first-order control and second-order
control with phase correction using + Method (i) and ∗ Method (ii).
3.5 Experimental validation of force control
3.5.1 First-order control
Under force control, the demand to the wavemaker is represented by a force rather
than a position. To achieve a particular (desired) wave amplitude in the wave
flume, the force transfer function must be pre-computed. This transfer function
incorporates the following components: (i) the wavemaker mass or inertia, (ii) the
wavemaker spring stiffness, (iii) the wavemaker radiation damping and (iv) the
wavemaker added mass. Further details of this transfer function were previously
discussed in Spinneken and Swan (2011), and the analytic expressions for the
wavemaker hydrodynamic coefficients are provided in Appendix C.1.
From the expressions in Appendix C.1 (equations C.2 and C.3) it is clear that
the progressive wave field coefficient c0 directly affects the wavemaker’s hydro-
dynamic coefficients. As a result, any inaccuracy in c0 is also reflected in an
inaccurate prediction of the wavemaker force. To overcome this, the modified
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coefficient c0
′ was once again adopted. Based upon c0′, the force demand was
calculated entirely analytically, without any further modifications.
Figure 3.17 shows the surface elevations generated from a first-order force
demand, concerning a subset of the small-amplitude wave cases with (a) kh =
0.56, (b) kh = 1, (c) kh = 1.4 and (d) kh = 1.8. As before, the theoretical
Stream-function solution is provided for reference, and the agreement between the
experimental data and the analytical expression is evident. As a result, Figure 3.17
confirms that the analytical expressions provided for the hydrodynamic coefficients
are indeed correct. However, these expressions must take into consideration the
reduction in c0; the modified coefficient c0
′ being adopted for all force-control
experiments shown herein. Additional experiments for the small-amplitude cases
noted in Table 3.1 confirmed that the generated wave amplitudes in first-order
force-control were consistently within 5% of the theoretical prediction.
3.5.2 Second-order forces
If the wavemaker operates under force control, the additional nonlinear force feed-
back must be taken into consideration (§2.4.5 and §3.2.4). This additional force
feedback arises due to second-harmonic forces acting on the wavemaker, even when
the wavemaker motion is entirely sinusoidal. To provide a full compensation of the
spurious free wave content, both the phasing and the magnitude of this additional
nonlinear force feedback must be predicted accurately; the purpose of the present
section being to validate the theoretical expressions derived in §2.4.5.
The second-harmonic force feedback can be determined by (i) measuring the
force applied to the wavemaker load cell or by (ii) evaluating the (nonlinear)
wavemaker displacement. For the purpose of the present investigation, the latter
approach was chosen due to the high accuracy of the laser displacement sen-
sor. Figure 3.18 concerns the second-harmonic of the wavemaker displacement
operated using a first-order or sinusoidal force demand. As outlined above, this
second-harmonic displacement arises due to the second-harmonic forcing on the
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Figure 3.17: Water surface elevation η(t)/A with ◦ experimental data corresponding to first-
order force control based on c0
′ and theoretical prediction by Stream-function wave theory
for a wave of linear amplitude A.
wavemaker. Both the experimentally obtained magnitude (Figure 3.18(a)) and
the phase (Figure 3.18(b)) are shown (symbol ◦), and a direct comparison is made
to the theoretical expressions derived in §2.4.5 (solid lines).
Taken as a whole, the trends predicted analytically match the data relatively
well. However, the magnitude is over-predicted for kh < 1.1 and under-predicted
for kh > 1.1. The observed discrepancies are relatively significant in terms of their
percentage departure, but actually corresponds to a maximum absolute difference
of only 1.1mm; this maximum departure being observed for kh = 0.8. This dif-
ference is believed to have an insignificant impact on the wave quality as it is
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small when compared to the wavemaker stroke (108 mm for kh = 0.8) and also
small when compared to the second-order wavemaker correction term (7.5 mm
for kh = 0.8). The phasing of the additional second-harmonic displacement is
predicted well, with a maximum difference of 0.5 rad.
At this stage it should also be noted that the data in Figure 3.18 provide the
first direct evidence of the occurrence of second-harmonic wavemaker displace-
ments under first-order force control. Spinneken and Swan (2009a) derived the
theoretical model to explain this additional second-harmonic displacement. How-
ever, the experimental data by Spinneken and Swan (2009b) did not provide an
explicit confirmation of the nonlinear displacement. Indeed, the discussion in Spin-
neken and Swan (2009b) focused on the observed surface elevation, and did not
address the wavemaker displacement. While the wavemaker displacement may not
be of primary concern, it acts as a useful indicator of the overall system response.
As a result, the data in Figure 3.18 provide additional evidence of the general
force-feedback model developed by Spinneken and Swan (2009a).
3.5.3 Second-order control
To achieve effective second-order force control, the effects noted in the context of
second-order position control must be taken into consideration. Specifically, §3.4.4
demonstrated that a phase correction must be applied to the transfer functionF+.
This phase correction, based on the experimental optimisation approach (method
(ii) in §3.4.4), was once again adopted for the purpose of the present experiments.
To be entirely clear, no further modifications to this phase correction were made,
and F+ was identical to that adopted in the context of position control. This
function was then used in the expression for the second-order correction term,
equation (2.22).
Adopting this methodology, Figure 3.19 illustrates the water surface elevations
for the four select cases as before; the equivalent data in second-order position
control being presented in Figure 3.15. Within Figure 3.19, the first-order con-
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Figure 3.18: Second-harmonic wavemaker displacement due to the nonlinear force feedback
with theoretical prediction and ◦ experimental observation.
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trol case is included as the data with symbol ◦, and second-order force control is
represented by the data points ∗. For all four cases shown, the experimentally ob-
served surface elevations under second-order control closely match the theoretical
Stream-function prediction (solid line).
In making a direct comparison between Figures 3.19 and 3.15, it can also be
observed that the data based upon first-order control differ slightly; this being par-
ticularly evident in parts (a) and (b). This difference is simply due to the added
nonlinear wavemaker motion under force control, as outlined in §3.5.2. Never-
theless, adopting second-order control leads to a very comparable wave quality in
η
/A
li
n
t/T
3 3.5 4 4.5 5 5.5
−1
−0.5
0
0.5
1
1.5
(a) kh = 0.56 and S = 1
η
/A
li
n
t/T
6.5 7 7.5 8 8.5 9
−1
−0.5
0
0.5
1
1.5
(b) kh = 1 and Ak = 0.15
η
/A
li
n
t/T
11 11.5 12 12.5 13 13.5
−1
−0.5
0
0.5
1
(c) kh = 1.4 and Ak = 0.15
η
/A
li
n
t/T
13 13.5 14 14.5 15 15.5
−1
−0.5
0
0.5
1
(d) kh = 1.8 and Ak = 0.15
Figure 3.19: Water surface elevation η(t)/A with Theoretical Stream-function solution
and experimental data based upon ◦ first-order force control and ∗ second-order force control.
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Figure 3.20: Spurious free wave content in force control for theoretical content under
first-order control and experimental data based on ◦ linear and ∗ second-order wavemaker theory.
both types of control (force and position).
Figure 3.20 shows the spurious free wave content for the full set of nonlinear
base cases, and includes both first- and second-order force control. In close simi-
larity to position control, the theoretical prediction (solid line) over-estimates the
spurious free wave content. Nevertheless, the second-order correction is successful
in eliminating a significant part of the spurious free wave content for most cases.
Second-order control is particularly effective in the range 0.8 ≤ kh ≤ 1.4, where
the remaining free wave content may be as low as 5%. The free wave content
of up to 30% for kh < 0.8 is most probably caused by an over-prediction of the
second-order wavemaker displacement due to the nonlinear force feedback (Fig-
ure 3.18). Indeed, this implies that the second-order force feedback is slightly
over-corrected for kh < 0.8. For kh > 1.5, the small remaining spurious content
is likely to be caused by an under-prediction of the second-order wavemaker dis-
placement (Figure 3.18). Setting aside these two small issues, the wave quality
under second-order force control is considered very good.
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3.5.4 Stream-function control
Figure 3.21 illustrates the surface elevation relating to force-controlled Stream-
function wavemaking (symbol ∗). As before, the theoretical Stream-function wave
solution (solid line) and the first-order force-control data (symbol ◦) are also
shown. In all four cases, the experimental data relating to the Stream-function
demand is in excellent agreement with the theoretical prediction, with little or no
spurious wave content noticeable. In considering this data, it should be stressed
that the only empirical correction relates to the wave field coefficient c0
′, with no
further phase modification at second harmonic.
Indeed, the excellent match of the data in Figure 3.21 is somewhat surprising,
given that position-control Stream-function wavemaking exhibited some small re-
maining departures (Figure 3.11). Whilst the comparison between these two cases
(Figure 3.21 and Figure 3.11) highlights some variability in the application of non-
linear wavemaking theories, the data on Figure 3.21 nonetheless provides evidence
of the success of nonlinear force-feedback control. This is also confirmed in Figure
3.22, where the remaining free wave content is < 30% for all cases considered,
with an average content of approximately 15%.
3.6 Extended nonlinear set
The above discussion highlighted that both second-order control and Stream-
function control are suitable for the generation of mildly-nonlinear waves in rela-
tively shallow water. To ensure that the range of validity of second-order control
was maintained, all of the previous wave cases remained within the bounds of
S ≤ 1 (Table 3.1). A nonlinearity parameter of S > 1 indicates that the underly-
ing second-order theory no longer applies.
To examine the influence of both large S and Ak, an extended set of wave cases
was considered. This concerns two cases, as noted in Table 3.1, characterised by
(i) kh = 0.61 and S = 1.5 (or Ak = 0.092) and (ii) kh = 1.23 and Ak = 0.225 (or
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Figure 3.21: Water surface elevation η(t)/A with Theoretical Stream-function solution
and experimental data based upon ◦ first-order force control and ∗ Stream-function force control.
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Figure 3.22: Spurious free wave content in force control with theoretical content under
first-order control and experimental data based on ◦ first-order control and ∗ Stream-function
control.
S = 0.858). These reasons for choosing these two cases are as follows. Case (i)
presents a case with S > 1, where the maximum wave steepness was limited by the
available Stroke of the wavemaker. In effect, this case is the steepest shallow-water
case than can be produced in the Coastal Wave Flume. Case (ii), with kh = 1.23,
lies in the intermediate water depth regime. For Ak = 0.225, the onset of wave
breaking was observed, which limits the steepness for this particular case.
Both cases were produced in position control and force control. With the find-
ings being very similar, only the force control data are reported here. Figure 3.23
concerns the water surface elevation for both cases (i) and (ii), and relates to (a, c)
second-order force control and (b, d) Stream-function force control. Considering
case (i) in Figures 3.23 (a) and (b), it is clear that first-order control (symbol ◦)
leads to a very pronounced free wave content. Expressed in terms of the ratio of
free and bound second-harmonic wave, first-order control leads to a spurious wave
content of A(22)+/A(21)+ = 0.61.
This spurious free wave content reduces to A(22)+/A(21)+ = 0.24 under second-
order control (Figure 3.23(a)) and A(22)+/A(21)+ = 0.11 under Stream-function
control (Figure 3.23(b)). Given that S = 1.5, the difference between the two con-
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Figure 3.23: Water surface elevation η(t)/A based on (a, c) second-order force control and (b, d)
Stream-function force control showing theoretical Stream-function solution ◦ experimental
first-order control and ∗ experimental nonlinear control.
trol modes is surprisingly small, indicating that second-order control may perhaps
be stretched beyond S = 1. It is also important to re-emphasise that this wave
case relates to the largest wave possible within the stroke limitation of the wave-
maker. As a result, it may be argued that second-order control is adequate for
the large majority of the regular wave generation range in a medium-sized coastal
wave facility. However, for facilities with increased stroke capabilities, this may
not apply.
Case (ii) with Ak = 0.225 (but S < 1) in Figure 3.23 (c) and (d) relates to a
steep near breaking case. A first-order control signal leads to A(22)+/A(21)+ = 0.31,
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which is approximately 15% less than theoretically predicted (Figure 3.22). Both
second-order control and Stream-function control lead to a small yet significant
improvement, with A(22)+/A(21)+ = 0.24 and A(22)+/A(21)+ = 0.17 respectively.
The difference between the two control methods is again relatively small, and it
may be argued that second-order control is sufficiently accurate (Figure 3.23(c)).
3.7 Conclusions
The present chapter investigated the generation of nonlinear regular waves in
shallow and intermediate water conditions. Ultimately, the main advance lies in
the development and validation of nonlinear generation techniques under force
control. However, due to a lack of existing high-quality experimental data in
position control, this case was examined first. In considering nonlinear position
control, two empirical correction factors were found to be necessary. First, a
magnitude correction of 15% was required in the first-order progressive wave field
coefficient; this correction factor being constant over a wide range of water depths
and wave steepnesses. Second, a phase correction proved crucial in the formulation
of the second-order control signal. This phase shift was found to be negligible in
shallow water conditions, but plays an important role in the generation of high-
quality waves in intermediate water depths. The methodology developed herein,
combining theoretical predictions with small empirical corrections, enables the
successful compensation of the spurious free wave content in position control.
Based upon the position-control findings, high-quality force-controlled wave
generation can also be achieved in both shallow and intermediate water. In this
context, an important difference between flap-type and piston-type wavemakers
was established. Previous work demonstrated that flap-type wavemakers may
often rely on a linear force-demand signal. This is not the case for piston-type
wavemakers. In the flap-type case, a nonlinear force-feedback term was previously
shown to lead to an inherent self-correction of the spurious free wave content.
In contrast, the nonlinear force-feedback arising in the piston wavemaker case is
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relatively small, and self-correction was not observed. As a result, piston-type
force-controlled wavemakers exhibit a spurious free wave content similar to that
observed under position control. Given this relatively large free wave content, a
nonlinear correction force is required.
To address this, both second-order and Stream-function correction terms were
derived and experimentally verified. These nonlinear approaches enable force-
controlled generation of comparable wave quality to position control. Furthermore,
the work also demonstrated that second-order control may indeed be adequate for
the large majority of the practical wave generation range in a typical coastal wave
facility; the improvement due to Stream-function control generally being relatively
minor.
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4Bi-chromatic waves
4.1 Chapter overview
In any realistic sea state, most commonly represented by an underlying spectral
density function, a large number of wave components interact. In the presence of
the wavemaker boundary condition, this gives rise to a large number of spurious
subharmonic and superharmonic wave components. To simplify this very complex
problem, it is often instructive to consider a bi-chromatic wave case first, where
the analysis is limited to two fundamental wave components. The present chap-
ter concerns a detailed analysis of this bi-chromatic wave case, addressing both
position control and force control.
It is important to note, at this stage, that Stream-function wavemaker theory,
which provided consistently good results in the context of regular waves (Chap-
ter 3), cannot be extended to the bi-chromatic case. As a result, bi-chromatic
wavemaker theories are limited to first-order and second-order theories. Section
§4.2 reviews the existing second-order theory, and sets this theoretical knowledge
into the context of force control. The practical success of the nonlinear generation
of bi-chromatic waves, involving both position control and force control, is then
considered experimentally in §4.3. A set of overall conclusions is finally presented
in §4.4.
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4.2 Theoretical analysis
4.2.1 Introduction
At second order, the interaction between two fundamental wave components gives
rise to both self- and cross-interaction terms. In the context of laboratory wave-
maker theory, each interaction also gives rise to bound and free wave components;
the former being due to wave-wave interactions and the latter being due to the
presence of the wavemaker. For two fundamental wave components (n, m) of wave
frequency (fn, fm), wave amplitude (An, Am) and wavenumber (kn, km), the above
noted interactions give rise to the following terms:
(i) two bound superharmonic wave components at 2fn and 2fm, denoted as
A
(21)+
n and A
(21)+
m ;
(ii) two bound cross-interaction wave components at fn± fm, denoted as A(21)±nm ;
(iii) two free spurious wave components at 2fn and 2fm, each satisfying the free
wave dispersion equation, denoted as A
(22)+
n and A
(22)+
m ;
(iv) two free spurious wave components at fn±fm, again satisfying the dispersion
equation, denoted as A
(22)±
nm .
As a result, the interactions of two wave components in the presence of a wave-
maker give rise to eight distinct interaction terms, occurring at four frequencies
(2fn, 2fm and fn ± fm).
The self interaction terms (2fn and 2fm) have been discussed previously in the
context of regular wave generation, Chapter 3, and the present theoretical analysis
focuses on the cross-interaction terms. The more established position-control case
is discussed first, §4.2.2. Building upon this case, an assessment of the influence of
the nonlinear force-feedback on the cross-interaction terms is provided in §4.2.3.
4.2.2 Second-order position control
At this stage, it is instructive to introduce the bi-chromatic wave problem by
way of an example. Figure 4.1 shows the normalised water surface elevation,
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η(t)/Asum, for a wave case with Asum = An + Am. This case is characterised by
Ankn = 0.045, knh = 0.68, Amkm = 0.049 and kmh = 0.74; these parameters being
equivalent to one of the experimental cases considered in §4.3. In a linear sense,
the superposition of these two wave components would yield a maximum surface
elevation of ηmax/Asum = 1. Furthermore, the horizontal axis was normalised by
the wave period of component n, denoted as Tn.
All data included in Figure 4.1 are based on theoretical second-order calcu-
lations, following the equations given in Chapter 2, and showing two sets of ap-
proaches. The two grey lines indicate the desired surface elevation in the absence
of any spurious free wave, calculated at x = 3h (solid line) and x = 4h (dashed
line). In contrast, the black lines also include the predicted spurious free wave
content due to first-order position control, again presented at x = 3h (solid line)
and x = 4h (dashed line).
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Figure 4.1: Calculated water surface elevation η(t)/Asum for a bi-chromatic wave case showing
the desired surface elevation at x = 3h and x = 4h and the surface elevation in the
presence of spurious waves at x = 3h and x = 4h.
A first observation of the desired surface elevation (grey lines) in Figure 4.1
confirms that the evolution of η(t) is unsteady in both space and time. Given
that kn and km are similar, the spatial evolution of the wave group is limited, and
the surface elevation at x = 4h closely resembles that at x = 3h. The occurrence
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of spurious free waves (black lines) leads to an additional undesired unsteadiness,
again in both space and time. The purpose of nonlinear control is to eliminate this
spurious free wave content, achieving a solution that closely resembles the desired
surface elevation (grey lines). In contrast to the regular wave solution, this can
no longer be confirmed by simply considering the steadiness of the wave profile,
as an unsteady evolution now forms an important part of the desired solution.
For each combination of kn and km, the spurious cross-interaction term dif-
fers. The magnitude of this cross-interaction term is best illustrated as shown
in Figure 4.2, providing the ratio of the free and bound wave component ampli-
tudes, A
(22)+
nm /A
(21)+
nm . It should be noted that this ratio is steepness independent,
as it expresses the ratio of two second-order quantities. In close similarity to the
regular wave case, the spurious free wave content increases with decreasing water
depth (lower kh). Furthermore, the spurious free wave content also becomes more
significant as the spacing between kn and km is reduced. As a result, the spurious
cross-interaction terms are most pronounced if
(i) both fundamental wave components have low kh values and
(ii) the frequencies of these two wave components are closely spaced.
To provide an example, the superharmonic cross-interaction between two wave
components with knh = 1.2 and kmh = 1.3 gives rise to a spurious wave content
of A
(22)+
nm /A
(21)+
nm = 44.7%. In contrast, with knh = 0.5 and kmh = 2, the spurious
free wave content reduces to 41.1%. This reduction takes place despite the fact
that the sum knh+ kmh = 2.5 is identical in both cases.
Similar arguments apply to the spurious subharmonic cross-interaction term,
A
(22)−
nm / A
(21)−
nm , illustrated in Figure 4.3. The cross interaction is most pronounced
for low kh and relatively closely spaced wave frequencies. However, in the sub-
harmonic case, the interaction of two closely spaced wave components (fn − fm)
gives rise to a subharmonic at very low frequency f or wavenumber k. With the
wavelength being defined as λ = 2pi/k, this would lead to a very long free wave.
It is questionable whether such a free wave would actually develop within a wave
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tank of finite length; this being assessed as part of the experimental investigation
(§4.3).
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Figure 4.2: Ratio of the cross-interaction superharmonic free to bound wave amplitude,
A
(22)+
nm /A
(21)+
nm , due to first-order position control.
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Figure 4.3: Ratio of the cross-interaction subharmonic free to bound wave amplitude,
A
(22)−
nm /A
(21)−
nm , due to first-order position control.
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4.2.3 Second-order force control
In position control, the wavemaker motion based on a first-order demand signal
was assumed to be entirely sinusoidal for each wave component. In contrast,
the force-control calculations must also include the effect of the nonlinear force
feedback. As discussed in the context of regular wave generation, this nonlinear
force feedback leads to additional harmonics in the wavemaker motion, even under
first-order force control. The superharmonic cross-interactions due to a first-order
force-control signal are shown in Figure 4.4, which confirms that
(i) the spurious wave content increases with decreasing kh,
(ii) the free wave content is more pronounced for closely spaced wave compo-
nents,
(iii) the spurious content in force control is 15 to 20% larger than that under
first-order position control (Figure 4.2).
The explanation for (iii) above lies in the presence of the nonlinear force feed-
back, responsible for the generation of an additional spurious free wave through
the nonlinear wavemaker motion. A very similar observation was made for regular
waves, §3.5, and the associated discussion also applies here. Indeed, the increase in
the spurious cross-interaction content due to the force feedback is similar to that
for the self-interaction terms (Figure 3.20), accounting for an increase of approxi-
mately 15 to 20%. Given the importance of this term, an adequate second-order
compensation must be provided; this being addressed as part of the experimental
investigation in §4.3.
The subharmonic cross-interaction term in first-order force control is consid-
ered in Figure 4.5. In this case, significant departures are seen compared to posi-
tion control (Figure 4.3); the main difference being that the spurious content is no
longer symmetrical about the diagonal knh = kmh. To explain this difference, it
is instructive to consider the magnitude of the spurious subharmonic in position
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Figure 4.4: Ratio of the cross-interaction superharmonic free to bound wave amplitude,
A
(22)+
nm /A
(21)+
nm , due to first-order force control.
control, given by
A(22)−nm =
∣∣∣∣c0nXnc0mX∗mh c(22)−0
∣∣∣∣ . (4.1)
In considering this latter term, Scha¨ffer and Steenberg (2003) highlighted the
antisymmetry of the real part of c
(22)−
0 ; this antisymmetry only being observed
in the case of subharmonic interactions. In the context of the present discussion,
the term antisymmetric refers to a term that is symmetric in magnitude, but of
opposite sign. Given that the spurious free wave amplitude A
(22)−
nm is expressed
through the magnitude of c
(22)−
0 , the antisymmetry was not observed in discussing
the position-control case. Furthermore, this antisymmetry does not appear in the
spurious subharmonic content (Figure 4.3) as this is expressed by the ratio
A
(22)−
nm
A
(21)−
nm
=
∣∣∣c(22)−0 ∣∣∣
h
∣∣G−0n0m∣∣ . (4.2)
In contrast, the subharmonic free wave in force control is given by
A(22)−nm =
∣∣∣∣c0nXnc0mX∗mh c(22)−0 − F (2)−nm B(ωn − ωm)c(23)−0
∣∣∣∣ , (4.3)
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Figure 4.5: Ratio of the cross-interaction subharmonic free to bound wave amplitude,
A
(22)−
nm /A
(21)−
nm , due to first-order force control.
which arises due to the combination of (i) the free wave in position control and
(ii) the second-order force feedback. The subharmonic force feedback term F
(2)−
nm
includes the contribution of six force components (Appendix C.2) with
F (2)−nm = F
(2)−
φ(1)
+ F
(2)−
hydro + F
(2)−
u2 + F
(2)−
w2 + F
(2)−
φ(21)
+ F
(2)−
φ(22)
. (4.4)
Within these second-order force contributions, the imaginary part of F
(2)−
φ(1)
,
F
(2)−
hydro and F
(2)−
φ(21)
, and the real part of F
(2)−
φ(22)
are antisymmetrical. This causes
the global second-order force F
(2)−
nm to be asymmetrical. The combination of the
asymmetrical force F
(2)−
nm and the antisymmetrical coefficient c
(22)−
0 leads to an
asymmetrical spurious free wave content A
(22)−
nm /A
(21)−
nm (Figure 4.5). From Figure
4.5, it is also clear that the force-feedback leads to a partial cancellation of the free
wave content in the subharmonic range. However, the practical consequences of
this are believed to be very limited, as these cases correspond to very long waves
which are unlikely to exist in practice.
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4.3 An experimental investigation
4.3.1 Overview
For the purpose of the present experimental investigation, bi-chromatic waves
were considered in both position control and force control. All experiments were
again undertaken in the Coastal Wave Flume (Chapter 3) with a constant depth
of h = 0.6m. The water surface elevation was recorded by seven tensioned wire
gauges, with the first gauge located at x = 4h, where x = 0 defines the position
of the wavemaker. Subsequent gauges were spaced equidistantly with a spacing of
∆x = h/3.
Table 4.1: Experimental wave parameters for bi-chromatic investigation.
Case knh Ankn Sn kmh Amkm Sm
Bi1 0.68 0.045 0.58 0.74 0.049 0.52
Bi2 0.80 0.053 0.46 0.86 0.058 0.43
Bi3 0.50 0.018 0.50 0.62 0.031 0.50
Bi4 0.62 0.031 0.50 0.74 0.047 0.50
Bi5 0.74 0.047 0.50 0.86 0.068 0.50
Bi6 0.86 0.068 0.50 1.00 0.091 0.50
Bi7-1 0.62 0.012 0.20 0.74 0.019 0.20
Bi7-2 0.62 0.018 0.30 0.74 0.028 0.30
Bi7-3 0.62 0.025 0.40 0.74 0.038 0.40
Bi7-4 0.62 0.031 0.50 0.74 0.047 0.50
Bi7-5 0.62 0.037 0.60 0.74 0.057 0.60
Bi7-6 0.62 0.043 0.70 0.74 0.066 0.70
Bi7-7 0.62 0.049 0.80 0.74 0.076 0.80
The set of experimental cases considered is outlined in Table 4.1. This set can
be categorised into (i) two base cases Bi1 and Bi2, (ii) a variation of kn and km at
constant wave nonlinearity Sn = Sm = 0.5, cases Bi3, Bi4, Bi5 and Bi6, and (iii)
a variation of Sn and Sm at constant kn and km, cases Bi7-1 to Bi7-7. A detailed
analysis of the two base cases is presented in §4.3.2 (position control) and §4.3.3
(force control). The effect of the relative water depth and wave nonlinearity are
then addressed in §4.3.4 and §4.3.5 respectively. At this stage, it is important
to re-emphasise that the subharmonics are not considered further. To give an
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example, cases Bi-1 and Bi-2 are predicted to have a subharmonic wavelength of
approximately 39m, which is not expected to exist in a wave flume of 23m length.
4.3.2 Second-order position control
For cases Bi1 and Bi2, the wave steepness was chosen to meet two conditions. First,
the steepness was chosen to ensure that the resulting case lies approximately within
the range of validity of second-order wave theory. While no exact description of
this condition is available for bi-chromatic waves, the nonlinearity parameter was
expressed as Snm = Sn + Sm. Second, the overall steepness must be limited due
to the stroke limitations of the piston-type wavemaker.
Considering both conditions led to a wave steepness Ankn = 0.045 and Amkm =
0.049 for case Bi1, and Ankn = 0.053 and Amkm = 0.058 for case Bi2. To ensure
that significant wave interactions take place at the beginning of the experimental
run, prior to any wave reflections contaminating the experimental data, requires
an appropriate selection of the phase information for each of the two wave compo-
nents. For both cases Bi1 and Bi2, the phasing of the two wave components was
set to αn = −pi/2 and αm = +pi/2, where the phase angle α relates to the phasing
of the wave component at t = 0 and x = 0.
Figure 4.6(a) shows the surface profile recorded by the seven wave probes for
case Bi1 with the wavemaker being operated in first-order position control. The
data recorded by gauges 2...7 was time-shifted to overlap with the surface profile
measured by the first gauge. For the purpose of this time-shifting, a phase velocity
corresponding to the average phase velocity of the wave components kn and km
was assumed. This is justified by the very small difference between the phase
velocities of the two wave components, corresponding to only 1.1% for wave case
Bi1.
Given the small difference in phase velocity between kn and km, as well as the
relatively small distance between gauge 1 and gauge 7, the wave form observed
in Figure 4.6(a) is expected to be approximately steady between adjacent wave
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Figure 4.6: Surface elevation for bi-chromatic wave case Bi1 as described in Table 4.1. Note:
The individual time histories relate to recordings at seven spatial locations, where the time
histories at subsequent gauges have been shifted to overlap with the time history at the first
gauge.
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probes; any non-steadiness being associated with the presence of spurious free wave
components. As a result, the data representation chosen for Figure 4.6(a) serves
as a first qualitative measure for the presence of spurious free wave components.
Wave case Bi1 was generated once again, with the wavemaker now being sub-
jected to second-order position control. The corresponding surface elevation mea-
surement, subjected the same time-shifting as before, is shown in Figure 4.6(b).
In applying this second-order control, the magnitude and phase correction factors
identified in Chapter 3 were once again adopted. In this context, it is important to
note that the second-order phase correction is very close to zero for the frequencies
associated with cases Bi1 and Bi2. As a result, only the empirical correction fac-
tor c0
′ has an influence on the bi-chromatic data shown here. Considering Figure
4.6(b), it is clear that the nonlinear control signal is very effective at suppressing
the undesired spurious free wave components; evidence of this being provided by
the close match between the surface profile at the seven adjacent wave probes.
Figure 4.7 concerns wave case Bi2, once again illustrating first-order position
control in part (a) and second-order position control in part (b). The data repre-
sentation, including the time-shifting of the surface elevation at the seven gauge
locations, is identical to the analysis applied to case Bi1, and very similar ar-
guments apply to the experimental data. In first-order control (Figure 4.7(a)),
substantial departures arise between the seven gauge locations, indicating the oc-
currence of spurious free wave components. This latter departure is significantly
reduced when considering the second-order control case in Figure 4.7(b).
To quantify the relative merits of second-order control, a separation into free
and bound components at each of the distinct sub- and superharmonic frequencies
must be undertaken. This may be achieved by applying a frequency decomposition
technique based on an extended version of the methodology introduced by Lin and
Huang (2004). In summary, this separation technique requires the following steps:
(i) A Discrete Fourier Transform (DFT) is applied to the surface elevation data
recorded at each of the seven wave probes.
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Figure 4.7: Surface elevation for bi-chromatic wave case Bi2 as described in Table 4.1. Note:
The individual time histories shown relate to recordings at seven spatial locations, where the
time histories at subsequent gauges have been shifted to overlap with the time history at the
first gauge.
107
4.3 An experimental investigation
(ii) Neglecting any interactions beyond second order, the complex magnitude of
the first-order wave components is directly provided by the first-harmonic
DFT amplitudes.
(iii) In contrast, the second-order wave components must first be separated into
free and bound components. The data resulting from the DFT analysis in-
cludes, at the same frequency, bound wave components and free wave com-
ponents. A single wave gauge is thus not sufficient to extract all required
information.
(iv) Lin and Huang (2004) developed a methodology to separate the second-order
bound and free wave components of a regular wave. This methodology was
extended to the analysis of a bi-chromatic wave, whereby it was applied sep-
arately to each second-order interaction component. This is justified by the
fact that in a bi-chromatic wave each second-order interaction component
arises at a different frequency. As noted before, the self-interaction terms
arise at twice the fundamental frequencies, and the cross-interaction terms
arise at the sum and difference frequencies of the fundamental wave compo-
nents.
Adopting the above analysis yields the data illustrated in Figure 4.8 (case
Bi1) and Figure 4.9 (case Bi2). Each of these two figures consists of four parts,
providing (a) the magnitude of the first-order wave components, (b) the phase
of the first-order wave components, (c) the magnitude of the second-order wave
components and (d) the phase of the second-order wave components. For each
component, the colour information relates to the type of control, where (i) blue
corresponds to the theoretical predictions assuming first-order position control,
(ii) green corresponds to the experimental data under first-order position control,
and (iii) red corresponds to the experimental data under second-order position
control.
Considering the first-order components of case Bi1 (Figure 4.8(a)), it is clear
that the desired (or theoretical) magnitude of both fundamental components is
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Figure 4.8: Wave components for case Bi1 providing (i) the theoretical predictions assuming
first-order position control (blue), (ii) the experimental results based on first-order position
control (green), and (iii) the experimental results based on second-order position control (red).
An/Asum = Am/Asum = 0.5. In practice, some small departures from this desired
wave amplitude arise in the experimental investigation. Based on a direct the-
oretical transfer function, this departure may be in the order of 15% (Chapter
3). However, the magnitude correction factor c0
′ was once again applied, lead-
ing to relatively close agreement between the desired and the achieved first-order
amplitude.
The measured amplitude of wave component n is An/Asum = 0.52 in first-
order control (green line in Figure 4.8(a)) and An/Asum = 0.54 in second-order
control (red line in Figure 4.8(a)). For wave component m, the recorded first-
order magnitudes are Am/Asum = 0.47 and Am/Asum = 0.49 for first-order and
second-order control respectively. It should be noted once again, that these first-
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order quantities are obtained directly from the DFT; the information presented
in Figure 4.8(a) providing the averaged magnitude over the seven wave probe
locations.
As noted above, the phases were adjusted to αn = −pi/2 and αm = +pi/2.
The phasing achieved in the experimental cases is very similar for both first- and
second-order control, with a maximum departure from the desired value of 0.12rad
for αm (Figure 4.8(b)).
The magnitude data corresponding to the second-order analysis contains a total
of six terms (Figure 4.8(c)). Considering the data entries from left to right, this
includes the bound self-interaction term of wave component kn (n-b), the spurious
free superharmonic due to kn (n-f), the bound self-interaction term of component
km (m-b), the spurious free wave due to km (m-f), the bound cross-interaction
term between kn and km (nm-b) and the corresponding spurious free component
(nm-f).
The three bound terms are the desired wave components, and these should not
be affected by the type of control (force or position) or the order of the demand
signal (first or second). The agreement between the desired or theoretical bound
components (blue lines in Figure 4.8(c)), and the bound components in first-order
control (green lines) and second-order control (red lines) is indeed good. Any small
departures in the bound wave content are likely to be due to the small departures
in the first-order wave amplitudes noted above.
The success of nonlinear control may now be evaluated by comparing the mag-
nitudes of the free wave components between first- and second-order control. Con-
sidering wave component n first, the self-interaction component n-free reduces
from A
(22)+
n /Asum = 0.058 (first-order control) to A
(22)+
n /Asum = 0.005 (second-
order control) providing clear evidence that the control methodology is effective.
Similarly, the self-interaction term m-free reduces from 0.039 to 0.008 and the
cross-interaction term nm-free reduces from 0.098 to 0.009. Indeed, the remaining
spurious content for case Bi1 is very small, and is comparable to the accuracy of
the data acquisition and post processing.
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The phase information illustrated in Figure 4.8(d) provides additional evidence
of the accuracy of the theoretical potential flow predictions. It should be noted,
however, that the phase information for the free components under second-order
control does not provide a reliable measure, as this relates to very small quantities
within the DFT analysis.
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Figure 4.9: Wave components for case Bi2 providing (i) the theoretical predictions assuming
first-order position control (blue), (ii) the experimental data based on first-order position control
(green), and (iii) the experimental data based on second-order position control (red).
Figure 4.9 concerns case Bi2, with the data representation being identical to
that adopted for case Bi1 (Figure 4.8). As before, good agreement may be observed
between the theoretical and experimental first-order quantities, with a maximum
first-order magnitude departure of ≈ 6% (Figure 4.9(a)), and a maximum first-
order phase departure of 0.04rad (Figure 4.9(b)). Concerning the second-order
amplitudes (Figure 4.9(c)) and phases (Figure 4.9(d)), conclusion similar to the
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above may be drawn.
Firstly, relatively good agreement is observed between the theoretical and the
experimental bound waves amplitudes. The departures observed are somewhat
higher than in case Bi1, and this is likely to be attributed to overly large first-
order wave amplitudes for both components n and m. Secondly, a relatively close
match is observed between the free waves amplitudes provided by Scha¨ffer (1996)
and those obtained experimentally using a first-order control signal. Adopting
the second-order control signal, a significant reduction is once again achieved in
the spurious free wave amplitudes, leading to a maximum spurious wave nm-free
of 0.018Asum. To set this into an absolute context, the remaining free wave only
corresponds to 1.5mm. A very good agreement can also be observed in the second-
order phases; a maximum departure of 0.3rad appearing for the superharmonic
free wave associated with wave component n.
4.3.3 Second-order force control
Having established the success of the second-order correction in position control,
the present section concerns cases Bi1 and Bi2 in force control. As discussed
in §4.2.3, this must also take into consideration the additional nonlinear force
feedback. Figure 4.10 shows the surface profiles recorded by the seven wave probes
for wave case Bi1. As before, the data recorded by gauges 2...7 was time-shifted
to overlap with the recording at gauge 1.
The data corresponding to a first-order control signal, Figure 4.10(a), provide
clear evidence of the existence of significant spurious free wave content. Whilst
this is consistent with the findings in the context of regular waves (Chapter 3),
it is important to stress that the present findings are in marked contrast to the
conclusions drawn for force-controlled flap-type machines (Spinneken and Swan,
2009a,b). In the flap-type case, the additional nonlinear force feedback led to a
(partial) cancellation of the spurious free wave content. This is not the case for
piston-type wavemakers, as evident from the data in Figure 4.10(a).
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Figure 4.10: Surface elevation for bi-chromatic wave case Bi1 as described in Table 4.1. Note:
The individual time histories relate to recordings at seven spatial locations, where the time
histories at subsequent gauges have been shifted to overlap with the time history at the first
gauge.
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Figure 4.11: Surface elevation for bi-chromatic wave case Bi2 as described in Table 4.1. Note:
The individual time histories relate to recordings at seven spatial locations, where the time
histories at subsequent gauges have been shifted to overlap with the time history at the first
gauge.
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A significant improvement in the wave quality is observed when adopting a
second-order force-control signal, Figure 4.10(b). In comparing Figures 4.10(a)
and 4.10(b), the second-order control signal eliminates a large part of the spurious
free wave content. From a qualitative perspective, the second-order compensation
in force control is perhaps slightly less effective than in position control (Figure
4.6(b)). For case Bi2, Figure 4.11, a significant improvement in the wave quality
can again be observed if a second-order force-control signal is applied. For this
case, the wave quality under second-order force control (Figure 4.11(b)) appears
comparable to second-order position control (Figure 4.7(b)).
To provide a more quantitative analysis, a harmonic decomposition of the
wave field was once again undertaken. Adopting the same series of analysis steps
as outlined in §4.3.2, the first-order and second-order quantities were extracted
from the experimental data recorded at gauges 1 through 7; the corresponding
results being shown in Figure 4.12 (case Bi1) and Figure 4.13 (case Bi2).
For case Bi1, relatively good agreement can be observed between the theoret-
ically predicted and the experimentally observed first-order wave quantities. In
terms of the wave phasing (Figure 4.12(b)), the maximum difference from the pre-
diction is only 0.11rad. The maximum magnitude departure arises for An/Asum =
0.55 (Figure 4.12(a)), compared to the desired amplitude of An/Asum = 0.5. It
is surprising, however, that the first-order wave amplitude increases slightly un-
der second-order control; this being observed for both components n and m. To
be entirely clear, the first-harmonic of the force demand signal is identical be-
tween first-order and second-order control. The first-harmonic amplitude for both
components n and m increases by approximately 5% when adopting second-order
control. In terms of the real-time force controller adopted, a change in the second-
harmonic demand quantities should not affect the behaviour of the fundamental
wave components. The observation that a small cross-coupling seems to exist indi-
cates that either the controller or the mechanical system (the physical wavemaker)
exhibit nonlinearities that are not captured by the present theoretical model.
Considering the second-order bound wave amplitudes (Figure 4.12(c)), the
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Figure 4.12: Wave components for case Bi1 providing (i) the theoretical predictions assum-
ing first-order force control (blue), (ii) the experimental data based on first-order force control
(green), and (iii) the experimental data based on second-order force control (red).
experimental data for both first-order and a second-order control agree reasonably
well to the theoretical predictions. However, the departures between theory and
experiments are more pronounced than in position control (Figure 4.8(c)); the
maximum departure being 0.05Asum for nm-bound. The most likely explanation
for this again lies in the mismatch of the first-order wave amplitudes noted above.
A partial compensation of the spurious free wave content is achieved, but this
compensation for case Bi1 is less effective than in position control. The largest
remaining free wave content arises for nm-free as A
(22)+
nm /Asum = 0.042, which
compares to a corresponding value of only 0.009 in position control. This supports
the qualitative observation made in Figure 4.10.
Fortunately, these observations do not apply to all wave cases considered.
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Figure 4.13: Wave components for case Bi2 providing (i) the theoretical predictions assuming
first-order force control (blue), (ii) the experimental results based on first-order force control
(green), and (iii) the experimental results based on second-order force control (red).
Second-order force control for case Bi2 is considered in Figure 4.13. First, a
close match is noted in the first-order amplitudes (Figure 4.13(a)) and phases
(Figure 4.13(b)), with maximum departures of 0.03Asum and 0.04rad respectively.
The slight increase of the first-order wave amplitudes under second-order con-
trol is once again observed. Considering the second-order amplitudes in Figure
4.13(c) it is noted that (i) a good agreement between theoretical predictions and
experimental observations is achieved in the bound wave content and (ii) the
reduction of the free waves amplitude is as effective as in second-order position
control (Figure 4.9(c)). For case Bi2, the largest remaining free wave is n-free with
A
(22)+
n /Asum = 0.013, which is comparable to position control. This agrees with
the previously noted observations concerning the corresponding surface profiles,
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and confirms the success of nonlinear force control for this particular case.
4.3.4 Relative water depth
The spurious wave suppression for case Bi1 was found to be less effective in force
control. For case Bi2, position control and force control achieved comparable
results. The purpose of the present section is to provide extended experimental
evidence concerning the benefits of nonlinear control. For this purpose, the non-
dimensional water depth kh is varied, whilst retaining a constant wave nonlinearity
parameter S.
A wave nonlinearity of S = 0.5 is adopted for each of the two components n and
m. If the two components are entirely in phase, they produce a linear amplitude
sum equivalent to a regular wave of Snm = Sn + Sm = 1.0; this latter value
defining the range of validity of second-order theory. In the absence of a consistent
measure defining the validity range of second-order theory for bi-chromatic waves,
the measure of Snm provides a means of quantifying the nonlinearity involved. The
water depth is kept constant at h = 0.6m, and the wave frequencies for the cases
considered are as noted in Table 4.1.
Table 4.2: Experimental data for second-order control concerning cases Bi3-Bi6.
Case A
(22)+
n /A
(21)+
n A
(22)+
m /A
(21+)
m A
(22)+
nm /A
(21)+
nm
P/C F/C P/C F/C P/C F/C
Bi3 0.48 0.54 0.26 0.08 0.34 0.20
Bi4 0.10 0.23 0.13 0.30 0.17 0.33
Bi5 0.15 0.37 0.07 0.15 0.16 0.25
Bi6 0.20 0.14 0.07 0.09 0.09 0.04
Average 0.23 0.32 0.13 0.15 0.19 0.20
The results of the experimental data analysis are presented in Table 4.2.
This includes the spurious superharmonic interaction terms of components n
and m (A
(22)+
n /A
(21)+
n and A
(22)+
m /A
(21+)
m ) as well as the cross interaction term
A
(22)+
nm /A
(21)+
nm . Under first-order control, these ratios lie in the order of 0.7 to 0.9.
For ideal second-order correction, each of these ratios would be zero. All data
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shown in Table 4.2 relate to second-order control. The position-control cases are
denoted as P/C, with force control denoted as F/C.
In considering Table 4.2, the success of second-order control is evident for
most conditions. The largest free wave content arises for the self-interaction term
of component n in case Bi3. With knh = 0.5, this case corresponds to the most
shallow water condition considered, and second-order theory may no longer be
applicable. From the data shown in Table 4.2 it is difficult to make any firm
recommendations as to which control mode (position or force) is more effective.
On balance, the spurious free wave content in position control is slightly lower
than that in force control. This is best observed by considering the average values
given in the final row of Table 4.2. The average remaining free wave content for
the self-interaction term of component n is 23% in position control and 32% in
force control. Similarly, the free wave content for component m is marginally
higher in force control (15%), compared to 13% in position control. The average
remaining cross-interaction term is approximately 20% in both control modes.
For the present test cases, the free wave suppression is more effective in position
control, albeit the difference to force control is relatively small.
4.3.5 Wave nonlinearity
The investigation of the wave nonlinearity parameter S concerns cases Bi7-1
through Bi7-7 (Table 4.1). Within this set of cases, the two fundamental wave
components remain constant at knh = 0.62 and kmh = 0.74. The parameter S is
varied in the range 0.2 ≤ Sn ≤ 0.8 and equivalently 0.2 ≤ Sm ≤ 0.8. As a result,
the sum of these two wave components yields 0.4 ≤ Snm ≤ 1.6. As noted earlier,
Snm ≤ 1 is believed to be a suitable measure to define the range of applicability of
second-order theory. Applying this measure, cases Bi7-5, Bi7-6 and Bi7-7 exceed
this limit.
Figure 4.14 provides an example set of surface elevations, relating to (a) case
Bi7-1 with Snm = 0.4, (b) case Bi7-3 with Snm = 0.8, (c) case Bi7-5 with Snm =
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(a) Case Bi7-1 with Snm = 0.4
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(b) Case Bi7-3 with Snm = 0.8
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(c) Case Bi7-5 with Snm = 1.2
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(d) Case Bi7-7 with Snm = 1.6
Figure 4.14: Water surface elevation for case Bi7 showing Second-order prediction in
the absence of spurious wave content, ◦ Experimental data under first-order force control and ∗
Experimental data under second-order force control.
1.2, and (d) case Bi7-7 with Snm = 1.6. The figure includes the theoretical (ideal)
second-order predictions in the absence of any spurious free waves (solid line).
The experimental data shown relate to first-order force control (symbol ◦) and
second-order force control (symbol ∗).
For the two cases in Figures 4.14 (a) and (b) with Snm < 1, the experimen-
tal data confirms that second-order control provides an improved match to the
theoretical prediction. For cases (c) and (d) with Snm > 1, significant departures
exist between the theoretical second-order surface elevation and the experimental
data under second-order control; this being particularly evident in Figure 4.14(d).
From this latter figure is can also be observed that a secondary ‘bump’ arises in
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the two lowest throughs of the bi-chromatic wave group. The occurrence of such
a wave feature is known to be non-physical, and is often used to define the break-
down of second-order theory. This secondary ‘bump’ is not observed in any of
the experimental data sets, providing further evidence that this is a non-physical
condition. As a direct consequence, any comparisons between the predicted free
wave content and the experimental data for Snm > 1 (Cases Bi7-5, Bi7-6 and
Bi7-7) should be considered with caution.
The result of the data analysis for the full set of test cases is summarised in
Table 4.3, which is presented in the same form as Table 4.2. In close similarity
to the earlier discussion, the spurious free wave content in force control is slightly
higher than that in position control. The average value noted in Table 4.3 only
concerns cases with Snm < 1. For the self-interaction term of component n, second-
order force control and position control achieve similar free wave contents, with
19% and 20% respectively. The difference between the two types of control is more
pronounced for A
(22)+
m and A
(22)+
nm , where force control leads to approximately 16%
larger free wave content.
Table 4.3: Experimental data for second-order control for cases Bi7-1 to Bi7-7.
Case A
(22)+
n /A
(21)+
n A
(22)+
m /A
(21+)
m A
(22)+
nm /A
(21)+
nm
P/C F/C P/C F/C P/C F/C
Bi7-1 0.35 0.28 0.11 0.30 0.29 0.42
Bi7-2 0.18 0.18 0.08 0.26 0.18 0.38
Bi7-3 0.19 0.10 0.10 0.24 0.20 0.31
Bi7-4 0.10 0.21 0.12 0.30 0.18 0.32
Average 0.20 0.19 0.10 0.28 0.20 0.36
Bi7-5 0.19 0.55 0.12 0.29 0.12 0.27
Bi7-6 0.40 1.30 0.14 0.31 0.06 0.27
Bi7-7 0.90 1.23 0.13 0.38 0.19 0.27
As the nonlinearity parameter Snm exceeds unity, the term A
(22)+
n /A
(21)+
n in-
creases rapidly. This is unsurprising, given that wave component n relates to the
more shallow water component, where the applicability of second-order theory is
severely limited. For cases Bi7-6 and Bi7-7 it may even be argued that second-
order control is detrimental to the overall wave quality. However, this is difficult
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to assert, as a reference wave theory no longer exists under these conditions.
4.4 Conclusions
In making an important step towards the modelling of random sea states, the
present chapter concerned a bi-chromatic wave investigation, where only two fun-
damental wave components exist. A theoretical description of the nonlinear wave-
making problem established that the spurious free wave content under first-order
force control is comparable to first-order position control, and may even be slightly
larger. Experimental data confirmed the occurrence of significant free wave con-
tent in both position and force control. Whilst this is well established in position
control, the present force control findings are novel.
Indeed, these findings are in marked contrast to a previous body of work con-
cerning the operation of flap-type wavemakers in force control. In the flap-type
case, a nonlinear force-feedback term was previously found to be beneficial to the
wave quality. This is not the case for the generation of bi-chromatic waves using
a piston-type wavemaker. In effect, whilst the nonlinear force-feedback term also
exists in the piston-type case, it is relatively small compared to other forcing com-
ponents. As a result, the bi-chromatic wave quality under first-order force control
is, at best, comparable to position control.
A second-order force-control signal leads to an effective suppression of this
free wave content. This suppression was demonstrated for a range of wave cases,
varying both the relative water depth and the wave nonlinearity. Second-order
force control leads to comparable wave quality as second-order position control,
although the latter may lead to marginally better free wave suppression. The
success of either control mode is limited by the applicability of the underlying
second-order theory, which generally prevents a combination of shallow water and
steep waves.
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5.1 Chapter overview
Focused wave groups are often adopted to model some of the most extreme ocean
wave events. Nonlinear interactions within focused wave groups can lead to sig-
nificant amplifications in both the crest elevations and the crest kinematics; the
correct laboratory reproduction of such extreme wave events being highly relevant
to the design of offshore structures. A key practical advantage of focused wave
groups is their relatively short duration, often enabling testing without contam-
inations by undesired reflections from a downstream beach. Nevertheless, active
absorption remains important in ensuring a short tank settling time between ex-
perimental runs.
The present chapter concerns the wavemaking techniques required for the suc-
cessful generation of focused wave groups in shallow water conditions. In so doing,
a suitable reference model for the description of focused wave events is required
first. To achieve this, Part I (§5.3 - §5.7) presents an investigation concerning
the generation of focused wave groups in a numerical wave tank, defining a set of
reference wave conditions. Part II (§5.8 - §5.13) subsequently presents an exper-
imental assessment of focused wave events, addressing both position control and
force control.
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Part I: A numerical investigation
5.2 The modelling of focused wave groups
In seeking to develop a model that closely reproduces extreme wave events, Tro-
mans et al. (1991) developed a methodology that predicts the most probable ex-
treme wave in a particular sea state. Based on an extreme value analysis, the
model provides a deterministic solution, effectively avoiding the statistical analy-
sis of long and repetitive simulations of random sea states. However, the model
by Tromans et al. (1991) is based on a linear spectrum, and is unable to predict
the influence of nonlinearities in the evolution of a wave group.
Johannessen and Swan (2001, 2003) demonstrated that a focused wave group
is associated with a nonlinear evolution that includes interaction terms beyond
second order. Indeed, an important part of the wave group evolution is governed
by the widening of the free-wave regime, characterised by energy transfers to the
high frequencies and low frequencies. Johannessen and Swan (2003) demonstrated
that departures between experimental observations and second-order wave theory
are primarily due to these energy transfers. They also suggested that an improved
prediction can be obtained by applying second-order wave theory to a linear spec-
trum that includes the widening of the free-wave regime.
However, second-order wave theory is likely to be limited in the case of highly-
nonlinear focused wave groups. To obtain an improved description of highly-
nonlinear focused waves, Baldock and Swan (1994) developed a numerical model
for extreme waves based on a double Fourier series expansion in both space and
time. The approach is based on the minimisation of the error in the free-surface
boundary conditions for a given surface profile, and provides a Fourier decomposi-
tion of the sea state as well as the wave kinematics. Individual wave components
in the sea state are modelled as Fourier components, which enables the formu-
lation of a nonlinear wave model. This method is robust in the sense that it
accounts for both the nonlinearities in the wave group and the unsteadiness of
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the sea state. The solution includes a realistic group of bound waves and free
waves that allows for the correct reproduction of extreme wave kinematics. The
main drawback of the method is that it relies on a pre-defined or measured surface
elevation throughout the spatial and temporal domains.
To overcome this limitation, Bateman et al. (2001) (also Bateman et al. (2003))
developed a Fourier-based methodology whereby the solution may be time marched
from a set of initial conditions. If these initial conditions are representative for a
relatively dispersed sea state, it can be argued that nonlinear interactions beyond
the order of the initial wave solution (which could be first order or second order)
may be neglected in the initial fluid state. The time marching of the fully-nonlinear
free-surface boundary conditions subsequently ensures that the full nonlinearity
of the problem is taken into account.
Similar arguments apply to the Numerical Wave Tank (NWT) model developed
by Hague and Swan (2009), which is again based on a time marching of the fully-
nonlinear free-surface boundary conditions. In contrast to Bateman et al. (2001),
the NWT by Hague and Swan (2009) operates within a closed physical domain,
and may be considered analogous to a physical wave tank. In making a comparison
to the wavemaking BVP described in Chapter 2, §2.3.3, it is important to note that
the NWT implements the governing equation (2.1), and conditions (2.2a), (2.2c)
and (2.2d) in their fully-nonlinear form. In contrast, the lateral input boundary
condition (equation (2.2b) in the context of the wavemaking BVP) relies on a
pre-defined description of the fluid kinematics. In close similarity to the second-
order wavemaker BVP, the main limitation of the NWT lies in the assumption of
potential flow. Nevertheless, given the ability to capture the nonlinearity of the
problem, the NWT by Hague and Swan (2009) is considered the most suitable
reference model for the present comparison; this approach simply being referred
to as NWT hereafter.
In the context of this NWT, the description of the initial conditions concerns
the fluid kinematics at the input boundary. It has often been argued that a fo-
cused wave group can be accurately reproduced if this input boundary is located
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sufficiently far upstream from the focus location; this condition ensuring a dis-
persed sea state at the input boundary. Similar arguments have often been noted
in the context of laboratory wave group generation. To the best of the author’s
knowledge, a firm quantification of this effect does not exist, particularly in shal-
low water where the effect of dispersion is more limited than in deep water. In
this context, the purpose of this Part I is two-fold:
(i) to obtain a quantitative description of the minimum distance required be-
tween the input boundary and the focused wave location and
(ii) to obtain a numerical reference description of the surface elevation at the
focus location.
To achieve this, Part I of this chapter is structured as follows. The wave
conditions and domain adopted for the present comparison are outlined in §5.3.
The procedures by which the minimum distance to the focus location, (i) above,
may be quantified are outlined in §5.4. An analysis of the errors arising in the
free-surface boundary conditions is presented in §5.5. To further establish the
importance of this error measure, a NWT study is then presented in §5.6. A set
of Part I conclusions is finally presented in §5.7.
5.3 Wave conditions and domain definition
Figure 5.1 provides a schematic of the numerical domain adopted and defines the
notation used. A cartesian coordinate system (x, z) is considered, where z = 0
represents the still water level and z = −h corresponds to the bed. Furthermore,
the location x = 0 defines the input of the domain, and x = xf defines the
location where the wave group focuses. For the purpose of the present comparisons,
the location xf is calculated according to a linear soution. Focused events are
characterised by the constructive superposition of the underlying wave components
at xf . As a consequence, the majority of the nonlinear wave-wave interactions
also take place in the vicinity of this focus location. Due to wave dispersion, the
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wave group becomes dispersed with increasing distance (upstream or downstream)
from xf . Provided that xf is sufficiently far downstream from the input boundary
(x = 0), this allows for the use of a relatively low-order theory to calculate the
fluid kinematics at the input. A second-order or even linear wave theory may be
sufficient, where the associated error depends on both the nonlinearity of the wave
event and the distance xf .
η(x, t)
h
z
xfx = 0
x
Figure 5.1: Numerical domain and definition of notation adopted.
To demonstrate this effect, the present work adopts a wave group with an
underlying JONSWAP spectral density function
Sηη(ω) =
αg2
ω5
exp−
5
4
ω4p
ω4 γβ, (5.1)
where
β = exp
{
−(ω − ωp)
2
2ω2pσ
2
}
(5.2)
and
σ =
0.07 if ω ≤ ωp and0.09 if ω > ωp. (5.3)
Furthermore, γ defines the peak enhancement factor, ωp = 2pi/Tp defines the peak
frequency, Tp is the peak period and α is the Phillips parameter. For the purpose
of the focused wave analysis, the relative water depth is expressed as kph, where
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the wavenumber kp is the solution to the dispersion equation for the period Tp and
the water depth h.
A focused wave group of surface elevation η(x, t) may now be defined by the
wave amplitude sum Asum, which is obtained through the linear superposition of
all wave components within the spectrum. In both numerical and laboratory wave
generation, the spectral representation Sηη(ω) must first be discretised appropri-
ately. This can be achieved by introducing a set of discrete frequencies fi (or
angular frequencies ωi = 2pifi), where fi is an integer multiple of the fundamental
frequency df = dω/2pi = 1/Tr, and Tr is the repeat time of the spectrum. In a
linear sense the amplitude of a wave component of frequency ωi is given by
Ai =
√
2Sηη(ωi)dω, (5.4)
so that the linear amplitude sum may now be defined as
Asum =
∑
i
Ai. (5.5)
5.4 Defining a minimum focus location
Figure 5.2 illustrates the water surface elevation of a wave group with kph = 1.56,
Asumkp = 0.11 and xf = 30h, showing the event at (a) the input boundary, x = 0,
and (b) the linearly calculated focus location, x = xf . In each case, both a linear
(grey line) and second-order (black line) calculation are shown, where the lat-
ter is calculated after Sharma and Dean (1981). The figure clearly demonstrates
the problem at hand. At x = 0, the two surface elevations are virtually identi-
cal, indicating that nonlinear wave-wave interactions are small. In contrast, some
marked differences arise at the focus location. To quantify this, the maximum
surface elevation at xf (Figure 5.2(b)) is ηmax = Asum for the linear calculation
and ηmax = 1.08Asum for the second-order calculation. This maximum surface
elevation reduces to approximately 0.32Asum at x = 0 (Figure 5.2(a)); the depar-
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ture between the linear and the second-order calculation only being 0.48%. As a
result, it may be argued that linear input kinematics would be sufficient for this
particular combination of wave parameters (kph = 1.56 and Asumkp = 0.11) and
focus location (xf = 30h).
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(b) Surface elevation at x = 30h
Figure 5.2: Focused wave group with kph = 1.56 and Asum = 0.11 showing linear
calculation and second-order calculation.
To quantify this for a wide range of conditions, a detailed evaluation of second-
order input kinematics may be undertaken. In terms of the order involved, this
approach is comparable with a second-order laboratory wavemaking theory. In
specifying the input kinematics directly, the occurrence of any evanescent modes
adjacent to the boundary is avoided. As a result, these kinematics may be com-
puted directly from Sharma and Dean (1981). However, in terms of the second-
order formulation involved, this is entirely consistent with a second-order wave-
making theory. Indeed, the expressions in Scha¨ffer (1996) (Appendix A) reduce to
the expressions in Sharma and Dean (1981) if all evanescent modes are neglected
(j = l = 0).
To evaluate the error associated with the specification of the second-order in-
put kinematics, a quantitative measure must be defined. In close similarity to the
regular wave analysis by Dean (1972), the measure adopted here is based upon the
error in the free-surface boundary conditions. For this purpose, the surface eleva-
tion, the velocity potential and the fluid velocities are computed using the second-
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order analytical expressions given in Sharma and Dean (1981). This second-order
solution is subsequently substituted into the fully-nonlinear free-surface boundary
conditions.
If the second-order expansion sufficiently describes the solution, then the error
in satisfying the exact free-surface boundary conditions is small. To verify this
boundary condition approach, the second-order solution was substituted into the
second-order expansion of the free-surface boundary conditions (equations (2.10c)
and (2.10d)), which is expected to yield zero. In all cases considered the error
in this latter comparison was in the order of 10−18, which can be attributed to
numerical precision.
In defining the suitability of the input kinematics, the influence of three key
parameters is considered: (i) the wave amplitude sum, Asum, (ii) the distance be-
tween the input boundary and the focus location, xf and (iii) the water depth h.
In the regular wave comparison by Dean (1972), the error for a number of wave
theories was evaluated over a range of wave conditions, and the theory associated
with the lowest error (or best fit) in the free-surface boundary conditions was
considered to be the most suitable wave theory for a given set of conditions. In
the context of the present work, second-order theory is the only existing analyt-
ical nonlinear irregular wave theory, and a comparison to other mildly-nonlinear
solutions is hence not possible.
To overcome this issue, the evaluation here relies on a combination of method-
ologies. First, §5.5 concerns the absolute error in the free-surface boundary condi-
tions at the input boundary. A more practical and quantitative error criterion is
developed by comparing this free-surface boundary error to a set of convergence
criteria defined through a NWT study, §5.6.
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5.5 Free-surface boundary condition error
5.5.1 Introduction
This approach relies on the absolute error in both the KFSBC (kinematic free-
surface boundary condition) and the DFSBC (dynamic free-surface boundary con-
dition). In defining the ultimate error limit in §5.6, the combined (KFSBC and
DFSBC) error is considered. However, to identify their relative contributions, the
DFSBC and KFSBC errors are considered separately at this stage. If the surface
elevation and the velocity potential are computed at time steps ti, 1 ≤ i ≤ N ,
then the error in the KFSBC is given by
EKi =
kp
ωp
[
∂η
∂t
+
∂φ
∂x
∂η
∂x
− ∂φ
∂z
]
at z = η and t = ti, (5.6)
and the error in the DFSBC is given by
EDi =
(
kp
ωp
)2 [
∂φ
∂t
+ gη +
1
2
{(
∂φ
∂x
)2
+
(
∂φ
∂z
)2}]
at z = η and t = ti.
(5.7)
Based upon these errors at time ti, the total errors are
EK =
√√√√ 1
N
N∑
i=1
EKi
2, (5.8)
and
ED =
√√√√ 1
N
N∑
i=1
EDi
2. (5.9)
In the context of regular waves, Dean (1972) normalised the error in the
KFSBC by the horizontal fluid velocity ∂φ/∂x. The error in the DFSBC was
normalised by gH, where H represents the height of a regular wave. In con-
trast, the present study concerns focused wave groups, and the error should be
normalised by quantities that are specific to the considered input spectrum. To
achieve this, the normalisation was undertaken by kp and ωp. For dimensional
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consistency, the errors in the KFSBC and DFSBC are normalised by kp/ωp and
(kp/ωp)
2 in equations (5.6) and (5.7) respectively.
5.5.2 Quantitative description
Figure 5.3 concerns the error arising in (a) the KFSBC and (b) the DFSBC if
based upon a second-order calculation. In all cases, a spectrum with kph = 1.56
was considered, and the event was focused at tf/Tr = 0.5, where Tr = 45Tp. The
steepness of the event is varied in the range 0.03 ≤ Asumkp ≤ 0.15 and the focus
location ranges from 3 ≤ xf/h ≤ 90.1
First, and perhaps most importantly, the error in both the KFSBC and DFSBC
generally decreases with xf/h but increases with Asumkp; this being evident in the
contour plots in Figures 5.3(a) and 5.3(b). Both of these observations are as
expected. As xf/h increases, the wave conditions at the input boundary become
progressively more dispersed, reducing the nonlinearity of the problem at the input
boundary. In contrast, the nonlinearity of the problem increases with Asumkp,
leading to increased boundary condition errors.
Figure 5.3(c) illustrates a subset of the data for Asumkp = 0.11. For this case,
the error in the KFSBC is in excess of 10−4 for xf/h < 6. For xf/h = 45, this initial
error reduces by almost one order of magnitude to < 2 · 10−5. Similar arguments
apply to the error in the DFSBC, which reduces by approximately one order of
magnitude over the same range. Concerning the actual quality of the focused wave
group, it is difficult to draw any firm conclusions based on the absolute value of the
error, which highlights the need for introducing a more practical error criterion,
as discussed in §5.6.
Surprisingly, beyond xf/h = 45, the error in the free-surface boundary condi-
tions increases rapidly, and decreases again after xf/h = 57. Figures 5.3(a) and
1Note: A focus location as large as xf = 90h with Tr = 45Tp would be difficult to achieve in
practice, as the high-frequency tail of the spectrum would not have sufficient time to propagate
to the focus location at tf/Tr = 0.5. Within the second-order calculations, this effect is not
considered, as the solution only concerns the steady state without any transient. Nevertheless,
focus locations as large as xf = 90h are included to demonstrate an important aspect noted
later on.
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5.3(b) confirm that this rise is independent of the amplitude sum Asumkp, so that
it is not a function of the nonlinearity of the problem. This effect is considered in
detail as follows.
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(a) EK for 0.03 ≤ Asumkp ≤ 0.15
 
 
x
f
/h
Asumkp
0.04 0.05 0.06 0.08 0.1 0.12 0.14
1e− 06
1e− 05
0.0001
3
4
5
6
8
10
12
14
18
22
26
34
42
50
60
70
80
(b) ED for 0.03 ≤ Asumkp ≤ 0.15
er
ro
r
xf/h
0 10 20 30 40 50 60 70 80 90
10−5
10−4
(c) EK and ED for Asumkp = 0.11
Figure 5.3: Error in KFSBC (EK) and DFSBC (ED) for wave cases with kph = 1.56 and
Tr = 45Tp
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5.5.3 The importance of the phase angle distribution
To investigate the origin of the error increase for xf/h > 45, the phase of the
wave components at x = 0 is considered for two cases: (i) a wave case with
xf/h = 28.5 (Figure 5.4(a)) and (ii) a wave case with xf/h = 57 (Figure 5.4(b)).
To aid this comparison, the two vertical lines in each figure represent the frequency
band where the wave amplitude Ai is larger than 2/3 of the wave amplitude
corresponding to the spectral peak, Ap. As a result, a large part of the total wave
energy is contained within the two vertical lines.
In comparing Figures 5.4(a) and 5.4(b), it is clear that the phase gradient
at x = 0 is very different between the two cases. In Figure 5.4(b), the phase
distribution reaches a minimum that coincides with the frequency band of high
energy content. In the vicinity of this minimum, the gradient of the phases is very
small. As a result, the frequency components within this band are approximately
in phase at x = 0, so that wave-wave interactions are likely to take place at this
location. In contrast, the gradient of the phases around the spectral peak in Figure
5.4(a) is very steep, so that these components are not in phase at x = 0. This
reduces the potential for wave-wave interaction between closely spaced frequencies
at the spectral peak, and leads to a reduction in the error within the free-surface
boundary condition (Figure 5.3).
The corresponding surface elevations at x = 0, Figure 5.4(c) (xf/h = 28.5)
and 5.4(d) (xf/h = 57) further illustrate the problem. These figures also highlight
an additional issue associated with large xf . In Figure 5.4(d) the generation of
the highest frequency components of the spectrum is seen to reach significantly
beyond t = 0, effectively ‘wrapping over’ into the following repeat time. This
indicates that any wave components ‘wrapped over’ this time would not actually
reach the focus wave location in time for t = tf , making xf/h = 57 impractical.
However, to be entirely clear, the ‘wrapping over’ does not directly lead to an
error in the free-surface boundary conditions, as the second-order calculations are
of steady-state nature.
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Figure 5.4: Phase angle and water surface elevation at x = 0.
5.5.4 Minimum phase gradient condition
The above discussion highlighted that an increase in the focus location xf is not
always beneficial. The ‘wrapping over’ effect is well known, and may be readily
calculated based upon the wave components’ group velocity. The issue related to
the minimum phase gradient has not been reported before, and may be explained
by considering the different contributions to the phase angle. In a focused wave
group, the phase α at location x is given by
α(x, ω) = −ωtf + k(xf − x), (5.10)
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which yields the phase at x = 0 as
α(0, ω) = −ωtf + kxf . (5.11)
The minimum observed in Figure 5.4 is related to the behaviour of the two
phase contributions, −ωtf and kxf , which are illustrated separately in Figure
5.5. For very low frequencies the absolute value of the phase contribution −ωtf
increases more rapidly than kxf . However, for large frequencies the contribution
kxf increases more rapidly. This may be explained as follows. In shallow water
conditions the dispersion equation
ω2 = gk tanh kh (5.12)
may be approximated by
ω2 = gk2h, (5.13)
where the wavenumber is proportional to the wave frequency. In contrast, the
deep water dispersion equation approximates to
ω2 = gk, (5.14)
where the wavenumber is proportional to the square of the wave frequency.
For increasing xf , the contribution due to kxf increases, and may become equal
in gradient to the contribution due to −ωtf in the vicinity of f/fp = 1 (Figure
5.5(b)). With kph = 1.56 relating to relatively shallow water, both contributions
scale approximately linearly with f , and cancel in the proximity of f/fp = 1.
When this occurs, the largest amplitude frequency components are almost in phase
and form a region of higher amplitude and higher error in the free-surface boundary
conditions.
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Figure 5.5: Contributions to the wave component phase at x = 0 with −ωtf (black) and kxf
(grey).
5.5.5 The linkage of focus time and location
Having established the causes for the rise in the error at the input boundary, a
method that mitigates this issue may be devised. The minimum phase for a wave
component of frequency ωn occurs if the following condition is met
dα
dω
(ωm) = 0. (5.15)
Substituting equation (5.10) for α and rearranging yields
dω
dk
(ωm) =
xf − x
tf
. (5.16)
Consequently, the component with a minimum phase at x = 0 corresponds to a
component with group velocity (cg = dω/dk) equal to xf/tf . Using this definition,
Figure 5.6 illustrates the frequency kh of the component with the minimum phase
at x = 0, considering the range 7 ≤ xf/h ≤ 71 and 18 ≤ tf/Tp ≤ 47. The rise
in the error at the input boundary was shown to be related to a phase condition
associated with the high-amplitude frequency band. Considering Figure 5.6, the
present case with kph = 1.56 and tf = 22.5Tp gives xf/h = 57, which is indicated
by the red circle at the corresponding location.
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In considering Figure 5.6, it may be argued that an increase in tf is expected
to also increase the error critical location of the focus position. For the purpose of
the present investigation, a focus time tf/Tp = 45 is now considered, an increase
by a factor of two from the previous focus time. For this value of tf/Tp, the rise in
error is expected to occur beyond xf/h = 100. The repeat time is also increased
by a factor of two so that Tr/Tp = 90.
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Figure 5.6: Non-dimensional frequency kh of the component with the minimum phase at x = 0
Figure 5.7 shows the error in the DFSBC and the KFSBC for kph = 1.56,
tf/Tp = 45 and Tr/Tp = 90. These errors are computed using equations (5.6) -
(5.9). In contrast to Figure 5.3, a rise in the error within the boundary conditions
cannot be observed. This rise is now expected to occur beyond xf/h = 100, which
is outside the boundaries of Figure 5.7.
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Figure 5.7: Error in KFSBC (EK) and DFSBC (ED) for wave case with kph = 1.56 and
Tr = 90Tp
5.5.6 Variations in the water depth
Figure 5.8 shows the error in the free-surface boundary conditions for a water
depth range 1.0 ≤ kph ≤ 1.56. A first observation confirms that the error follows
a very similar trend for all water depths. However, the overall magnitude of the
error increases as the water condition becomes more shallow. The explanation
for this is twofold: (i) wave dispersion is reduced in shallow water conditions,
so that the wave group becomes less dispersed at x = 0, and (ii) the validity of
second-order wave theory is more limited in shallow water conditions.
139
5.6 A numerical wave tank study
er
ro
r
xf/h
0 10 20 30 40 50 60 70 80 90
10−5
10−4
(a) KFSBC
er
ro
r
xf/h
0 10 20 30 40 50 60 70 80 90
10−5
10−4
(b) DFSBC
Figure 5.8: Error in the free-surface boundary conditions for kph = 1.0, kph = 1.2,
kph = 1.4, kph = 1.56, Asumkp = 0.11 and tf/Tp = 45.
5.6 A numerical wave tank study
5.6.1 Introduction
Unfortunately, the error criterion based upon the free-surface boundary conditions
does not enable a practical assessment of the quality of the focused wave group. To
overcome this limitation, the purpose of the present section is to link the criteria
EK and ED to a more practical measure. The combined error E is first defined
as E =
√
E2D + E
2
K . A maximum permissible error, linked to the quality of the
focused group, is then defined as Emax. To determine Emax, a numerical wave flume
study is undertaken; the methodology adopted being as follows. Focused wave
groups are computed numerically at various increasing locations xf . A maximum
error in real physical terms may then be introduced by comparing successive events
in terms of:
(i) the relative difference in the maximum crest elevation, ηmax and
(ii) the RMS error between the surface profiles when the wave group is focused.
The NWT adopted is based upon the multiple-flux boundary element scheme
introduced by Hague and Swan (2009). In fact, the numerical scheme is identical
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to that described in Hague and Swan (2009), and a description of the mathe-
matical detail is omitted here for brevity. In the context of these computations,
the input kinematics are calculated using the second-order model by Sharma and
Dean (1981). To be entirely clear, the NWT input boundary reproduces the real-
istic velocity distribution as a function of depth, and does not rely on an actual
wavemaker.
The numerical study is undertaken in a rectangular NWT (Figure 5.1) of actual
water depth 0.5m ≤ h ≤ 0.7m. The spacing of individual computational nodes
within the NWT is 0.025m, with a constant time step of 0.0025s; these parameters
having been shown to lead to both stable and accurate computational results
(Spinneken et al., 2013). The focus location is defined as the location where the
water surface elevation reaches its maximum, which may be downstream of the
linearly calculated xf (Johannessen and Swan, 2001, 2003). Both convergence
criteria (i) and (ii) are based upon a water surface profile extracted at that focus
location.
5.6.2 Convergence of a focused group
The convergence study is performed for an event of steepness Asumkp = 0.11 and
relative depth kph = 1.56. Taking into consideration the issues associated with
short repeat times, the computations are undertaken for Tr = 90Tp and tf = 0.5Tr.
Figure 5.9 illustrates a number of comparisons for this focused group, where the
subsequent focus locations were chosen as xf/h = 7.1, 10.7, 14.3, 17.9, 21.4, 25
and 28.6. The first part of this figure, Figure 5.9(a), concerns the water surface
elevation at the focus location. To enable a comparison between successive events,
the time axis is shifted so that the maximum crest elevation takes place at t = 0
in all cases. A second-order calculation of the wave group (Sharma and Dean,
1981) is included as the grey line, and the various coloured lines relate to the
numerical computations. The difference between the second-order calculation and
the numerical computations highlights that wave interactions beyond second order
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are important within this wave group.
In considering the computations with varying xf , some small but important
departures may be observed. This is clarified in Figure 5.9(b), showing the nor-
malised crest amplitude ηmax/Asum for a variation in xf . The data in Figure 5.9(b)
confirms that the normalised crest elevation varies noticeably with xf/h, partic-
ularly for xf/h < 17.9. At locations xf > 17.9, the maximum surface elevation
appears to converge to a constant value. The validity of the second-order in-
put kinematics may now be assessed by considering the convergence in the crest
elevation, criterion (i) above. This may be achieved by calculating the relative
difference between the crest elevations at successive values of xf . This relative dif-
ference is shown in Figure 5.9(c), where convergence is observed as xf increases.
Indeed, the relative difference between successive focus locations is small with a
maximum difference of only 0.4%.
Similar observations can be made in Figure 5.9(d), showing the normalised
RMS error in η(t) for successive values of xf , criterion (ii) above. It can be seen
in Figure 5.9(d) that convergence is also observed in the RMS error. Additional
comparisons showed that the RMS error provides a more robust quantification of
the wave group convergence. If convergence is defined as a maximum error of 0.5%
in the RMS error between the surface profiles, then convergence is achieved for
xf/h = 17.9; this being confirmed by the data in Figure 5.9(d). A different bound
for the RMS error could be taken here, which would affect the results noted below.
However, an RMS error of 0.5% is believed to be sufficiently stringent. Relating
this to the error in the free-surface boundary condition, Figure 5.8, a focused
event with kph = 1.56 and xf/h = 17.9 is hence associated with a maximum error
Emax = 2.5 · 10−5.
This quantitative value of Emax allows, for the first time, a definition of the
range of validity of second-order input kinematics for a focused wave group. To
confirm the present approach for a wider range of wave conditions, the focused
wave group with Asumkp = 0.11 was also produced in water of reduced depth.
Figure 5.10 shows the RMS error for (a) kph = 1.22 and (b) kph = 1.39. As
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Figure 5.9: Convergence of a focused event generated in a NWT with kph = 1.56 and Asumkp =
0.11. Note: The time traces presented in part (a) relate to a number of different focus locations.
before, convergence in the RMS value can be observed as xf increases, albeit with
a less clear overall trend. Based upon the previous definition of a maximum error
of 0.5% in the RMS, convergence is observed for larger relative focus locations
as the water depth decreases. This highlights the challenge associated with the
generation of focused groups in shallow water, as noted in the discussion of the
free-surface boundary conditions (Figure 5.8). Nevertheless, the definition of 0.5%
maximum RMS error once again allows for a definition of a corresponding error
Emax. Based upon Figure 5.10, this error corresponds to Emax = 3.6 · 10−5 for
kph = 1.22 and Emax = 2.9 · 10−5 for kph = 1.39.
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Figure 5.10: Analysis of a focused event generated in a NWT with Asumkp = 0.11 as a function
of focus location
5.7 Application of error criterion and conclu-
sions
Having established a practical upper bound for Emax, the calculation of the er-
ror in free-surface boundary conditions (based on second-order theory) may be
adopted to define a minimum focus location. This is demonstrated in Figure 5.11
considering three relative depths (kph = 1.22, 1.39 and 1.56) and wave steepnesses
of 0.04 ≤ Asumkp ≤ 0.11. As expected, this minimum location xf min increases
with Asumkp. Furthermore, it can also be observed that xf min increases as the
relative depth decreases; this being consistent with the observations in Figure 5.8.
Part I of this chapter established a set of conditions for which second-order
input kinematics may be applied. These conditions are based upon the error in
the free-surface boundary conditions, and ultimately provide a minimum distance
xf min between the wave input boundary and the focus location. The specification
of second-order input kinematics in a numerical scheme is entirely consistent with
the application of a second-order wavemaking theory in a laboratory context; the
former effectively being a special case of the latter. As a result, the conclusions
drawn here are directly relevant to the physical wave flume study to follow. Fur-
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Figure 5.11: Minimum focus location xf min based upon Emax for kph = 1.22,
kph = 1.39 and kph = 1.56.
thermore, converged water surface elevations for focused wave groups were also
generated, which may now be used as benchmark cases.
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Part II: A laboratory investigation
5.8 Introduction
Part II concerns the laboratory generation of focused wave groups. The argu-
ments developed numerically in Part I may equally apply in a laboratory context,
where wave dispersion limits the nonlinearity of the problem in the vicinity of the
wavemaker. As a result, a wavemaking technique limited to a low-order theory is
likely to be sufficiently accurate; this assumption being assessed experimentally in
the course of Part II. The experimental work was undertaken in the Coastal Wave
Flume at Imperial College London, where the water depth was held constant at
h = 0.6m. For additional detail concerning this wave flume, the reader is referred
to Chapter 3, §3.3.
In the development of the present laboratory investigation, a wave generation
approach based on a theoretical transfer function is considered first, §5.9. The ben-
efits of two empirical correction methodologies, both relying on first-order control,
are then considered in §5.10 and §5.11. Section §5.12 assesses the improvement
in wave quality under second-order control. A set of overall conclusions is finally
presented in §5.13.
5.9 Wave generation in first-order control
5.9.1 Generation of small-amplitude focused wave groups
A set of small-amplitude wave groups is considered first, where the wavemaker
demand is based on a first-order position control signal. In defining the nonlinear-
ity associated with a focused wave group, the product Asumkp is again adopted.
To ensure that the small-amplitude condition is satisfied, this initial experimental
assessment was undertaken for events of steepness Asumkp = 0.035 with kph = 1.4.
In a linear sense, the location of the focused wave group should not affect its qual-
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ity. Nevertheless, to ascertain any potential influence of xf , focused wave groups
were generated and recorded at four locations xf = 7h, 10h, 13h, and 16h. To be
entirely clear, the surface elevation was recorded by a single wave probe located
at x = xf ; any nonlinear downstream shift in the focus location being assumed
negligible. In all cases, the focus time was kept constant at tf = 32s corresponding
to tf/Tp = 22.5.
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Figure 5.12: Normalised water surface elevation η(t)/Asum at xf with Asumkp = 0.035, kph =
1.4 and based on c0, showing second-order wave theory and ◦ experimental data.
Figure 5.12 shows the normalised water surface elevation, η(t)/Asum, at each of
the four locations xf . The time axis was shifted by tf so that tf/Tp = 0 corresponds
to the focus time; a similar time shifting being adopted for all figures to follow.
A second-order calculation of the focused wave group, shown by the black line,
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is included for reference, and the experimental data are shown by the discrete
points. The maximum calculated second-order surface elevation for this event
is ηmax/Asum = 1.01, which confirms the linearity of the event. Considering the
experimental data, it is clear that the surface elevation is significantly lower than
predicted. Furthermore, the events at increasing xf , particularly at xf = 16h in
Figure 5.12(d), show a larger departure from the analytical prediction than those
focused in closer proximity to the wavemaker. To quantify this, the maximum
recorded surface elevation at the four locations (a)-(d) is ηmax/Asum = 0.83, 0.78,
0.75 and 0.74 respectively.
At first order, the wavemaker transfer function is described through the pro-
gressive wave field coefficient c0; this coefficient having been considered in detail in
the context of regular waves, §3.4.1. The regular wave comparison established that
the measured phase of the coefficient c0 closely matches the analytical prediction
of pi/2 (Figure 3.6(b)). In contrast, a departure of 15% was noted between the
experimentally observed and the analytically predicted magnitude of c0 (Figure
3.6(a)).
In the context of a small-amplitude focused wave group, the progressive wave
field coefficient c0 may be evaluated through a harmonic decomposition of the sur-
face elevation, as each of the wave components is assumed to be freely propagating.
This is achieved by applying a DFT to a time-window equivalent to the repeat
time of the wave group, Tr. Applying this analysis to the four small-amplitude
events yields that data in Figures 5.13(a) and 5.13(b), showing the magnitude and
the phase of c0 respectively. The analytical prediction of c0, equation (2.8), is
included as the grey line.
Figure 5.13(b) confirms that the phase match in the focused wave case is very
good, and remains comparable to the regular wave observations. A small phase lag
can be observed for the two furthest focus locations, xf = 13h and xf = 16h; this
phase lag being particularly pronounced for the highest frequencies. All locations
also exhibit an increased data scatter towards the higher frequencies. In this con-
text, it should be noted that the high frequency components in the spectrum relate
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Figure 5.13: Progressive wave field coefficient for a focused wave group with theoretical
coefficient c0 adjusted coefficient c0
′ = 0.85c0 and experimental data for ◦ xf = 7h ◦
xf = 10h ◦ xf = 13h ◦ xf = 16h.
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to relatively small absolute quantities, so that any errors associated with the mea-
surement (wave gauge amplitude and location) and data post-processing (DFT)
lead to some level of uncertainty. Setting aside this issue, the phase agreement is
considered good.
Significant departures are observed in the magnitude of c0, Figure 5.13(a). In
an average sense, an error of approximately 15% may again serve as a reasonable
description of the observed departures. The slight oscillation of the experimen-
tally observed coefficient is believed to be due to ripples associated with the DFT
process applied to a relatively short non-zero data sequence (the focused event).
Perhaps more importantly, for kh > 2 the experimentally observed coefficients
reduce as a function of the focus location xf . This latter decrease is believed to
be due to viscous effects along the flume’s glass side walls, leading to errors in c0
as large as 25% as xf increases.
The highest frequency (largest kh) wave components are most affected by the
additional viscous decay, which is due to their short wavelength relative to xf . To
provide an example for xf = 16h, a wave component with kh = 1 corresponds to
approximately 3 wavelengths in the range 0 ≤ x ≤ xf . In contrast, a component
with kh = 6 corresponds to 15 wavelengths in that same interval. Assuming
that a certain amount of energy is dissipated in each oscillation, the shorter wave
components (larger kh) are more susceptible to viscous damping. As a result, a
distant focus location might prove to be an obstacle to good quality wave group
generation if based upon a theoretical transfer function.
The modified coefficient c0
′ = 0.85c0 introduced in the context of regular waves
is shown by the dashed black line in Figure 5.13(a). Whilst this coefficient does
not give an exact fit to all cases shown in Figure 5.13(a), it once again provides
a convenient means of accounting for the average departure of c0. Adopting this
modified coefficient, the wave cases shown in Figure 5.12 were reproduced, with no
further correction being made to either the wave phasing or the wave amplitude.
These new cases are shown in Figure 5.14, and may be considered as a significant
improvement over the data presented in Figure 5.12.
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Based on Figure 5.14 (a)-(d), the maximum surface elevation is ηmax/Asum =
0.95, 0.9, 0.88 and 0.85 respectively. Indeed, these revised magnitudes present
an improvement of approximately 15% over the previous conditions (0.83, 0.78,
0.75 and 0.74). Furthermore, the symmetry of the focused events shown in Fig-
ure 5.14 indicates that the phase condition at the focus location is largely met.
Nevertheless, some departures in the maximum crest elevation remain.
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Figure 5.14: Normalised water surface elevation η(t)/Asum at xf with Asumkp = 0.035, kph =
1.4 and based on c0
′, showing second-order wave theory and ◦ experimental data
5.9.2 The generation of large amplitude focused wave groups
Having established the progressive wave field coefficient in small-amplitude waves,
the generation of a large amplitude wave event is considered next. For this purpose,
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the steepness of the event is increased to Asumkp = 0.10. Part I demonstrated
that an increase in the focus location xf is beneficial to the generation of large-
amplitude events. Unfortunately, an extended location is also associated with
additional viscous decay, so that a compromise between these two criteria must
be found. Based on the above discussion, a location of xf = 7h is considered
herein, as the effect of viscous decay appears to outweigh the benefits achieved by
a distant focus location.
As discussed in Part I, interactions beyond second order lead to a downstream
shift of the focused event. To account for this effect, the location of the wave
gauge was adjusted until the maximum surface elevation for each wave event was
recorded. As a result, the data considered hereafter is not necessarily recorded at
xf = 7h, but often slightly downstream of this location.
Figure 5.15 illustrates the water surface elevation for a focused wave group with
Asumkp = 0.10 and kph = 1.4, showing first-order position control in part (a) and
first-order force control in part (b). In both cases, the data shown was generated
using two methods with: (i) a wavemaker demand based upon c0 (symbol ◦) and
(ii) a wavemaker demand based upon c0
′ (symbol ∗). If based on c0, Figure 5.15
confirms that the experimental data significantly under-predicts the maximum
crest elevation. For the avoidance of any doubt, the linear wave profile shown
by the black line is known to significantly under-predict the surface elevation in
steep wave groups. In contrast, the fully-nonlinear BEM solution, shown by the
grey line, may be considered as an accurate reference solution as demonstrated in
Part I of the present chapter. The maximum surface elevation predicted by the
BEM computation is ηmax/Asum = 1.12. The experimental data based on c0 leads
to ηmax/Asum = 0.98 in position control (Figure 5.15(a)) and ηmax/Asum = 0.95
in force control (Figure 5.15(b)), corresponding to under-predictions of 14% and
18% respectively.
The modified coefficient c0
′ (data with symbol ∗) leads to a considerable im-
provement in the match of the maximum crest elevation. Indeed, the match is such
that it questions the results observed for the corresponding small amplitude event
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(a) Position control
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(b) Force control
Figure 5.15: Normalised water surface elevation η/Asum for a focused wave group with
Asumkp = 0.10 and kph = 1.4, showing linear wave theory BEM computation
and experimental data based upon ◦ c0 and ∗ c0′.
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shown in Figure 5.14(a). However, reconsidering the initial small-amplitude wave
coefficient c0 in Figure 5.13(a), it can be observed that a correction of c0
′ = 0.85c0
over-compensates for the highest frequency wave components, particularly for
kh > 4.5. These high frequency components lead to a steepening of the wave
event, and subsequently increased crest elevations in the nonlinear case. In po-
sition control (Figure 5.15(a)) this gives ηmax/Asum = 1.19, which is considered
6% too large if compared to the BEM computation. In force control, the over-
prediction reduces to ηmax/Asum = 1.17 or 4.5%. Furthermore, both control modes
also show some additional departures from the BEM computation, particularly for
the wave trough at t/Tp = 0.35 in Figure 5.15(b).
Taken as a whole, the description based on c0
′ is satisfactory. However, the
desired quality of focused wave groups is often based on very stringent criteria,
and an alternative calibration-based approach is considered next.
5.10 A surface elevation-based calibration
5.10.1 Calibration of a small-amplitude event
The above discussion highlighted that some inaccuracies remain in the laboratory
generation of both small and large amplitude focused wave groups. To over-
come this, it is established practice to undertake a calibration based upon small-
amplitude wave groups; a possible calibration approach having been discussed
in Masterton and Swan (2008). The calibration is often based on the recorded
water surface elevation at the focus location, and derives a correction term for
each frequency component. Based on these correction terms, an empirical transfer
function is derived through an iterative procedure (Masterton and Swan, 2008).
The purpose of the present section is to contrast such a calibration-based
approach to the theoretical wave generation described in §5.9. The calibration
method adopted here is similar to that by Masterton and Swan (2008) and may
be outlined as follows:
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(i) A single wave gauge is located at the linearly calculated focus location, xf .
(ii) A small-amplitude event of steepness Asumkp = 0.035 is produced at this
location.
(iii) The recorded surface elevation is post-processed through a DFT, so that the
amplitude and phase information for each wave component is obtained. The
amplitude is compared to the demand amplitude, and a correction factor
is derived as the ratio of the demanded and the measured amplitude. The
phase is corrected such that all wave component phases are sought to be
zero at the focus location. Masterton and Swan (2008) described a method
of windowing and zero padding their data, which was primarily driven by
the need to eliminate the influence of small reflections from their downstream
beach. The present method only requires some minor zero padding towards
the very end of the repeat time, as the wave flume used is significantly longer
than the wave basin described in Masterton and Swan (2008).
(iv) A new wave event is produced using the adjusted amplitude and phase in-
formation. This process is repeated until both the recorded surface elevation
and the spectral content are found satisfactory.
Adopting steps (i) - (iv) above, Figure 5.16 shows both the surface elevation
(parts (a), (c) and (e)) and the spectral content (parts (b), (d) and (f)) for itera-
tions 1, 3 and 5, describing an event with Asumkp = 0.035 and kph = 1.4 focused
at xf = 7h. The correction term c0
′ = 0.85c0 was adopted as an initial transfer
function; this initial event having been considered previously in Figure 5.14(a).
Iteration 1 (Figure 5.16(a) and 5.16(b)) refers to the wave event after a single iter-
ation. Following this first iteration, the maximum crest elevation has increased to
ηmax/Asum = 0.98. However, a small departure in the energy content in the prox-
imity of the spectral peak may still be observed (Figure 5.16(b)). Furthermore,
an average phase departure of 0.17 rad remains, which explains the asymmetry in
the surface elevation (Figure 5.16(a)).
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(b) Amplitude content for iteration 1
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(c) η(t) for iteration 3
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(d) Amplitude content for iteration 3
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(e) η(t) for iteration 5
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(f) Amplitude content for iteration 5
Figure 5.16: Calibration based on a small-amplitude event in position control for a wave
group with Asumkp = 0.035, kph = 1.4 and xf = 7h, showing linear wave theory and ◦
experimental data
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For this particular wave group, 5 iterations were considered satisfactory, so that
Figures 5.16(e) and 5.16(f) illustrate the surface elevation and spectral content
for the final calibrated wave event. Within this final event, the departure in
the maximum surface elevation is only 0.2 % (Figure 5.16(e)). Furthermore, the
average phase departure is reduced to 0.05 rad, leading to a highly symmetric
wave event.
5.10.2 Generation of a large amplitude event
Having established the empirical magnitude and phase corrections for a small-
amplitude focused wave group, this revised transfer function is now adopted for
the generation of a large amplitude event with Asumkp = 0.10; all other parameters
being identical to the small-amplitude wave group. Figure 5.17(a) illustrates the
surface elevation for this wave group, and directly contrasts position control (sym-
bol ◦) and force control (symbol ∗). For comparison, linear wave theory (black
line) and the BEM computation for this event (grey line) are also shown.
Both of the experimentally generated surface profiles show maximum elevations
significantly larger than those predicted by the BEM solution. In the case of
position control (symbol ◦), the maximum surface elevation reaches ηmax/Asum =
1.18 (5% over prediction). In force control, the maximum surface elevation is
as high as ηmax/Asum = 1.28 (13% over prediction). After careful comparison
with the BEM solution, as well as previously established evidence on focused
wave groups (Johannessen and Swan, 2001, 2003), it was concluded that these
increased surface elevations are non-physical, and are not exclusively associated
with nonlinear wave-wave interactions.
To demonstrate this, Figure 5.17(b) shows the corresponding spectral content,
including all four solutions (linear, BEM, position control and force control). In
considering Figure 5.17(b), it can be observed that there is an increase in the
experimentally observed spectral content for f/fp > 1.25, which is particularly
pronounced in force control and for f/fp ≈ 2.5. The increase in spectral content
157
5.10 A surface elevation-based calibration
η
/A
su
m
tf/Tp
−1.2 −1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1 1.2
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
(a) Normalised surface elevation η/Asum
A
m
p
li
tu
d
e
[m
m
]
f/fp
0 0.5 1 1.5 2 2.5 3
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
(b) Spectral content
Figure 5.17: Focused event with Asumkp = 0.10, kph = 1.4 and xf = 7h, showing linear
wave theory BEM computation, ◦ position-control data and ∗ force-control data.
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in the range 1.25 ≤ f/fp ≤ 1.75 is inconsistent with both the BEM solution and
established observations, as nonlinear wave-wave interactions are expected to lead
to an energy transfer towards the higher frequency components (a widening of the
free wave regime).
The most likely explanation for this effect is believed to be associated with
the mechanics of the wave generation apparatus. In undertaking the calibration
outlined in §5.10.1, the generation of the small amplitude event leads to small
wavemaker motions and forces. In force control, small additional auxiliary forces
act on the load cell. For example, the force in the bearings of the sector carrier is
sensed as an additional small force, which is due to mechanical friction, but also
stiction if the motion is small. When the overall fluid (or hydrodynamic) force is
small, these additional force components may become an important contribution
to the total forcing. As a result, the calibrated transfer function (§5.10.1) also
includes compensations for these auxiliary non-hydrodynamic forces.
As the wave amplitude increases, the auxiliary mechanical forces are likely to
reduce in their overall forcing influence. For example, a bearing stiction force may
be relevant to very small motions, but becomes less significant once the system
undergoes larger amplitude motions. As a result, the empirical transfer function
is now over-compensating for some force components, which ultimately leads to
excessive wavemaker motions. These increased wavemaker motions, in turn, lead
to an increase in the free-wave energy content observed in Figure 5.17(b).
The fact that this increase is more pronounced in force control is consistent with
the fact that auxiliary mechanical forces are responsible for the over-prediction.
If based on position control, an extra forcing introduced through, for example, a
bearing is simply compensated by the motion controller applying an additional
current to the drive train. However, even in position control, excessive spectral
content is observed. This is most probably due to (small) imperfections in the mo-
tion controller when responding to high-frequency and small-amplitude demands.
In considering the wave groups in Figure 5.17, neither of the two methods (force
control or position control) is considered satisfactory. In fact, the empirically gen-
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erated wave events are considered less representative than the events based upon
the simple modified coefficient c0
′ (Figure 5.15).
At this stage, it should be noted that the present findings do not necessarily
conflict with the conclusions by Masterton and Swan (2008), who established the
empirical calibration technique, and found excellent agreement in large amplitude
focused wave events. Their study concerned a laboratory investigation in a wide
basin using flap-type wavemakers. These flap-type wavemakers are mechanically
very different from the present sector-carrier wavemaker, with far fewer moving
parts and bearings. As a result, the mechanical friction and stiction effects noted
here are likely to be less significant to the work by Masterton and Swan (2008).
5.11 A displacement-based calibration
To overcome the issues associated with the generation of small-amplitude surface
elevation-based calibrations, a novel calibration method was devised. Instead of
relying on the recorded water surface elevation, the new method directly calibrates
the wavemaker displacement. To achieve this, the wave generator is calibrated so
that the measured wavemaker displacement exactly matches the desired or theo-
retical wavemaker motion. In the context of focused wave groups, this is considered
appropriate, as the wave group at the wavemaker is relatively dispersed so that
a low order calibration (first-order in this case) may be considered sufficiently
accurate.
The new method effectively avoids the issue of the nonlinear behaviour due to
auxiliary mechanical forces, as it compensates for any difference between the ac-
tual and theoretical wavemaker displacement. Furthermore, this method is likely
to be more robust, as the wavemaker displacement can generally be measured
with higher accuracy than the water surface elevation. In the present case, this
corresponds to the difference between a high-precision laser sensor (Micro Epsilon
1402-600 of accuracy ±0.08mm) and a resistance-based wave probe (probe accu-
racy of ±0.5mm). Finally, unlike the method outlined in §5.10, the wavemaker
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displacement-based method does not require the generation of a small-amplitude
wave for the purpose of calibration.
The immediate drawback of the displacement-based calibration is that it re-
lies on a theoretical pre-computed description of the wavemaker (to fluid) transfer
function. In other words, even if the wavemaker displacement is known, this does
not necessarily yield the desired information of the generated water surface eleva-
tion. At first order, the wavemaker transfer function is given by the progressive
wave field coefficient c0. In this context, §3.4.1 (regular waves) and §5.9.1 (focused
wave groups) established that the modified coefficient c0
′ = 0.85c0 provides a more
accurate description of the transfer function. With these arguments in mind, the
displacement-based calibration was carried out as follows:
(i) For the purpose of a first iteration, a large-amplitude focused wave group
(Asumkp = 0.10 and kph = 1.4) was generated based on an entirely theoretical
description. The wavemaker displacement for this wave group was measured
for the full repeat time Tr. The surface elevation was not recorded.
(ii) A DFT was applied to the recorded wavemaker displacement, and correc-
tion factors for both the magnitude and the phase of this displacement were
derived. These correction factors were obtained by comparison of the ex-
perimentally observed data and first-order wavemaker theory. An iterative
procedure was now applied, until the experimentally observed wavemaker
displacement matches the theoretical demand. In position control, this is
relatively straightforward. The wavemaker displacement is the actual con-
trol quantity, and only small correction terms are applied to compensate for
any deficiencies in the motion controller. In force control, the aforemen-
tioned auxiliary force components also affect the motion response, so that an
increased level of compensation was required. Generally speaking, 1-2 iter-
ations were sufficient in position control, whilst 4-5 iterations were required
for force control.
(iii) In undertaking step (ii) above, two different approaches for the wavemaker
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transfer function were implemented:
(a) The desired wavemaker displacement was calculated based on c0
(b) The desired wavemaker displacement was calculated based on c0
′
Figures 5.18(a) and 5.18(b) illustrate the water surface elevation following
method (iii) (a) and (b) respectively. From Figure 5.18(a) it is clear that wave
generation based on c0 leads to a significant under-prediction of the focused wave
event magnitude. This is, once again, consistent with the observation that c0 is
inadequate. However, Figure 5.18(a) partially confirms the success of the new
methodology, in that the events under position control (symbol ◦) and force con-
trol (symbol ∗) are now very similar.
Figure 5.18(b), based on c0
′, fully confirms the success of the method; the
agreement between the BEM computation and the experimental observation being
very good throughout. The maximum surface elevation under position control and
force control are now ηmax/Asum = 1.11 and ηmax/Asum = 1.09 respectively; both
being in close agreement to the BEM prediction of ηmax/Asum = 1.12. Furthermore,
the overall description of the event is reproduced closely in both cases. Taken as a
whole, the new calibration methodology leads to a significant improvement when
compared to either the direct theoretical generation (Figure 5.15) or the surface
elevation-based calibration (Figure 5.17).
To demonstrate the success of the displacement-based calibration for a wider
range of conditions, Figure 5.19 shows the surface elevation for (a) Asumkp = 0.15
and kph = 1.1 and (b) Asumkp = 0.15 and kph = 1.4. The figure considers both
position control (symbol ◦) and force control (symbol ∗), and makes a direct com-
parison to the corresponding BEM computations. The excellent match between
the experimental observations and the numerical predictions confirms that the
calibration approach based on the wavemaker displacement is indeed suitable for
an extended range of conditions. To quantify this, the maximum surface elevation
in Figure 5.19(a) is ηmax/Asum = 1.2, 1.23 and 1.22 for BEM computation, posi-
tion control and force control respectively. In Figure 5.19(b) this corresponds to
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(a) Normalised surface elevation η/Asum based on c0
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′
Figure 5.18: Focused event with Asumkp = 0.10, kph = 1.4 and xf = 7h showing linear
wave theory BEM computation, ◦ position-control data and ∗ force-control data.
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(a) Normalised surface elevation η/Asum for kph = 1.1
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(b) Normalised surface elevation η/Asum for kph = 1.4
Figure 5.19: Focused events with Asumkp = 0.15 showing BEM computation, ◦ position-
control data and ∗ force-control data.
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ηmax/Asum = 1.21, 1.21 and 1.20. It should be noted once again that this relies on
the calibration of the wavemaker displacement only, and that the wavemaker-to-
fluid transfer function is calculated as c0
′ = 0.85c0 without any further adjustment
or calibration.
5.12 Wave generation in second-order control
The discussion in §5.11 highlighted that high-quality focused wave generation
based on first-order control is possible. Indeed, the issues noted in the §5.9 -
§5.11 are not related to the (first-order) demand signal, but rather to (i) inaccu-
racies in the progressive wave field coefficient c0, (ii) imperfections in the motion
controller in position control and (iii) small but important auxiliary mechanical
forces in force control. If these issues are rectified, a first-order demand signal may
be entirely adequate.
To demonstrate this further, Figure 5.20 shows the surface elevation for a
focused wave group with kph = 1.1 and steepness (a) Asumkp = 0.10 and (b)
Asumkp = 0.15. In both cases, data based on first-order force control (grey line)
and second-order force control (black line) are included. As before, the events are
based on the wavemaker-displacement calibration procedure. The two data sets are
virtually indistinguishable for Asumkp = 0.10, and very similar for Asumkp = 0.15,
confirming that the influence of the additional second-order demand input is small.
This clearly demonstrates that the key to high-quality focused wave group gen-
eration lies in a number of practical considerations, but is not necessarily related
to the order of the demand signal. Whilst some specific wave cases may require
second-order control, due attention must first be paid to the largely dominating
practical effects (i)-(iii) noted above.
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(a) Normalised surface elevation η/Asum for Asumkp = 0.10
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(b) Normalised surface elevation η/Asum for Asumkp = 0.15
Figure 5.20: Focused event with kph = 1.1 showing first-order force control and
second-order force control.
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5.13 Conclusions
A numerical investigation presented in Part I of the present chapter demonstrated
that both the repeat time and the focus location have an influence on the quality
of focused wave groups. Both of these may be adjusted to ensure that (i) all
wave components have sufficient time to propagate to the focus location and (ii)
their relative phasing does not lead to excessive wave-wave interactions at the
input boundary. In terms of the focus location, events of moderate wave steepness
should be focused 15-25 water depths downstream of the wavemaker to ensure
that errors of < 1% are achieved in the maximum crest elevation and the RMS.
In contrast, the experimental work in Part II demonstrated that focusing at
a location larger than 10 water depths can lead to significant energy dissipation
at the flume glass side walls. Furthermore, focused wave group generation based
on the analytical progressive wave field coefficient generally leads to a significant
under-prediction of the maximum crest elevation. The errors observed are largely
consistent with the findings in the context of regular waves, and lead to discrep-
ancies in the order of 15% if focused within 10 water depths of the wavemaker.
Adopting a simple modified wave field coefficient, these departures are reduced
considerably, but some small inaccuracies remain.
To address these, an established calibration method based on the generation
of a small-amplitude event was considered. This empirical approach indeed leads
to an excellent agreement for the small-amplitude (or calibrated) event. Unfortu-
nately, it does not lead to satisfactory performance when applied to the generation
of large-amplitude wave groups. A number of potential sources of error were dis-
cussed, and these are primarily attributed to imperfections in the motion controller
and small but important auxiliary forces.
A new calibration method was introduced, whereby the calibration is based on
the displacement of the wavemaker and a pre-defined description of the wavemaker-
to-fluid transfer function. This novel method yields the most accurate description
of the experimentally observed focused wave groups. Given a number of practical
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advantages, the method is also believed to provide a robust approach for future
wave group calibrations.
A comparison between first- and second-order control established that the for-
mer may be entirely satisfactory. Whilst second-order control for focused wave
groups could sometimes be required, this should also be based on a prior empiri-
cal calibration of the wavemaker displacement.
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6.1 Chapter overview
Realistic laboratory testing of any offshore or coastal structure must involve irreg-
ular sea testing. For irregular seas, the absorption performance of the wavemaker
is of critical importance. With typical test durations at laboratory scale being
in the order of 20-30 minutes, wave reflections arising at either the downstream
beach or the test model may lead to the progressive built-up of wave energy in
the tank. This built-up of energy ultimately leads to non-uniform wave statistics
over the duration of the test. At the same time, the largest wave events arising in
the sea state must also be modelled appropriately, which requires a nonlinear de-
mand signal. As a result, an irregular sea state may be considered as the ultimate
challenge for any high-quality absorbing wavemaker system. Given the impor-
tance of wave absorption in irregular seas, the present chapter focuses entirely on
force-controlled operation.
The chapter commences with a brief theoretical description of the problem,
outlining the difficulties associated with nonlinear control in irregular seas, §6.2.
An introduction to the laboratory test parameters is then presented in §6.3. The
role of wave absorption in long irregular sea simulations is discussed in §6.4. A
quantification for the success of both linear and nonlinear force control is then
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provided through a statistical analysis, whereby the experimentally observed crest
elevations are compared to a set of reference solutions. This is first undertaken for
a small amplitude sea state, §6.5, followed by steep sea states in both intermediate
water depth (§6.6) and shallow water (§6.7). An alternative irregular wave gener-
ation approach, with the potential to overcome the shortcomings of second-order
wavemaker theory in shallow water, is discussed in §6.8. Conclusions are drawn
in §6.9.
6.2 Nonlinear control in irregular seas
6.2.1 Second-order control
Second-order control in irregular seas is a direct extension of the bi-chromatic
wave case discussed in Chapter 4, §4.2. In the context of this earlier chapter,
the interaction between two wave components (n,m) was shown to lead to both
bound and free waves arising at superharmonics and subharmonics. In the case of
irregular waves, these interactions must be summed over all N wave components
composing the sea state. For a typical laboratory sea state, N may be in excess of
1000; this giving rise to a double sum of the form
∑N
n=1
∑N
m=n for the computation
of the second-order correction terms (Appendix A).
In addition, the interactions must also take into consideration J evanescent
modes, where J is typically in the order of 50. The calculations hence require
sums of the form
∑N
n=1
∑N
m=n
∑J
j=0
∑J
l=0, which lead to computation times in the
order of several hours to calculate the second-order wavemaker correction for a 20
minutes sea state. For the purpose of the present second-order control evaluation
(§6.6 and §6.7), all computations were undertaken using this direct approach.
If computational cost is of concern, the asymptotic summation introduced by
Scha¨ffer (1993) may substantially reduce the number of terms involved. Setting
aside the issue of long computations, the extension of the bi-chromatic case to
irregular sea states is straightforward in terms of the second-order calculations.
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6.2.2 Alternative nonlinear formulations
In the context of regular waves, a Stream-function based wavemaking theory
proved highly versatile, particularly for low kh where the influence of the evanes-
cent modes is small. The approach relied on a depth-averaged fluid velocity which
was obtained from Stream-function wave theory and subjected to a set of op-
erations to incorporate the departure of the wavemaker from its mean position
(§2.3.6). This type of approach is general, and could potentially be extended to
irregular seas. To gain any benefit over the second-order approach outlined in
§6.2.1, this would require an evaluation of the irregular wave kinematics beyond
second order.
Over the course of this PhD, numerous approaches of nonlinear kinematics
computation were considered. This included methods such as the double Fourier
technique (Lambrakos, 1981; Baldock and Swan, 1994), the BST model introduced
by Bateman et al. (2003) or the local Fourier technique of Sobey (1992). Unfor-
tunately, none of these approaches was found satisfactory in computing nonlinear
kinematics in irregular seas. To demonstrate the underlying reasons for this, the
following discussion outlines the mathematical formulation of the double Fourier
methodology, and highlights the difficulties associated with irregular wave kine-
matics calculations.
In essence, the double Fourier approach provides an irregular wave extension
to the Stream-function approach in that a least-squares fit to the free-surface
boundary conditions is sought. In contrast to the Stream-function approach, the
unsteadiness of the underlying wave solution leads to an optimisation involving
both space and time. A general form of the velocity potential for an unsteady
wave form is given by
φ =
N∑
n=1
M∑
m=1
− cosh(knz) (Anm cos (ωmt− knx) +Bnm sin (ωmt− knx)) (6.1)
which satisfies mass continuity, the bed boundary condition and the periodicity of
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the wave solution. Within equation (6.1), the wave frequencies are given by ωm =
mω1, and the wavenumbers are defined as kn = nk1, where ω1 is a fundamental
wave frequency, k1 is the corresponding wavenumber, and n and m are integers.
The Fourier coefficients Anm and Bnm are unknowns of the solution. To obtain
these coefficients, an iterative minimisation of the error in the free-surface bound-
ary conditions is undertaken. The error in the dynamic free-surface boundary
condition at location xj and time ti is defined as
EDij = η +
1
g
∂φ
∂t
+
1
2g
[(
∂φ
∂x
)2
+
(
∂φ
∂z
)2]
+Q on z = η(xj, ti), (6.2)
where the Bernoulli constant Q is treated as an unknown. Similarly, the error in
the kinematic free-surface boundary condition is given by
EKij =
∂η
∂t
+
∂φ
∂x
∂η
∂x
− ∂φ
∂z
on z = η(xj, ti). (6.3)
The optimisation procedure involves finding the minimum to the expression
ET =
I∑
i=1
J∑
j=1
[(
EDij
ω21
g
)2
+
(
EKij
ω1
g
)2]
. (6.4)
Considering the above formulation, the inherent limitations of the double
Fourier approach may be described as follows. The error minimisation is un-
dertaken using equation (6.4), which in turn relies on equations (6.2) and (6.3) for
the calculation of the error in the free-surface boundary conditions. These error
descriptions must be based on a pre-defined surface elevation η and its derivatives
∂η/∂t and ∂η/∂x. In the context of Lambrakos (1981) and Baldock and Swan
(1994), the description of these quantities was obtained either from field data or
laboratory measurements. In either case, this input data was only available for a
localised (steep) event. For such a localised event, the double Fourier approach
may be used to accurately compute the kinematics arising under a steep wave.
For a generalised irregular wavemaking approach, it is impractical to rely on
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field data, as these are either not available or case specific. As a result, the
highest accuracy description for η, ∂η/∂t and ∂η/∂x is given by the second-order
irregular wave model by Sharma and Dean (1981). From equation (6.3), it is
clear that the description by Sharma and Dean (1981) does not satisfy this fully-
nonlinear free-surface boundary condition. Instead, this solution was developed
by satisfying the second-order approximation of equation (6.3). In considering the
above arguments, the double Fourier approach can lead to velocity computations
beyond second order, but this only applies to a localised part of the sea state where
the surface elevation and its derivatives are obtained through field or laboratory
data. For an irregular sea state, second-order computations presently provide the
most reliable description.
In considering the BST approach by Bateman et al. (2003), it was concluded
that this type of solution suffers from the same limitations as the BEM formula-
tion discussed in Chapter 5. In the context of the BST model, a time-marching
procedure is adopted, which inherently relies on a set of initial conditions. If these
initial conditions relate to a dispersed sea state free of steep wave events, then
the time-marching towards the evolution of a large event offers improvements be-
yond second order. Unfortunately, this is not the case in an irregular sea, where
large events may be present at any time and location. In the absence of a con-
sistent kinematics solution beyond second order, the majority of the nonlinear
control scenarios rely on a second-order model. An alternative ad-hoc approach,
potentially overcoming some of the issues associated with second-order control in
shallow water, is then introduced in §6.8.
6.3 Irregular sea laboratory testing
All experimental data presented in this chapter were once again obtained in the
Coastal Wave Flume, with the water depth held constant at h = 0.6m. To achieve
accurate wave generation, the irregular sea states were subjected to the same
displacement-based calibration procedure as outlined in the context of focused
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wave groups, Chapter 5. The irregular wave testing adopted a JONSWAP spec-
trum with spectral density function Sηη as given in equation (5.1). In contrast to
the focused wave investigation in Chapter 5, the phasing for each wave compo-
nent was now selected as a uniformly distributed random number from the interval
[0, 2pi]. The peak enhancement factor was γ = 3.3 throughout.
Individual wave component magnitudes were scaled to achieve a particular or
desired significant wave height Hs. The relative depth of each sea state was ex-
pressed as kph, where kp is the wave number corresponding to the peak period
of the spectrum, Tp. The nonlinearity of an irregular sea state may now be ex-
pressed by the non-dimensional product 1
2
Hskp, which may be understood as a
wave steepness similar to Ak (regular waves) or Asumkp (focused wave groups).
If statistical data is of concern, a large number of individual wave events must
be realised. The present work considers sea state implementations with up to
10,000 individual waves. Whilst this could be undertaken as a single long continu-
ous experiment, it is often more practical to limit the repeat time and amalgamate
the data from individual runs. The difficulties associated with a single continuous
experiment lie in the nature of the discretised form of Sηη. For long simulations,
Sηη is based upon a large number of very small individual wave components. The
small component magnitude may lead to issues with numerical precision. Further-
more, a large number of individual wave components also leads to excessively long
second-order computations as noted in §6.2.1.
To achieve a compromise between numerical accuracy and sufficiently long
experimental runs, the present work adopts a repeat time of 1024s for all cases
where statistical evidence is required. In cases where deterministic data are sought,
a repeat time of 64s was considered sufficient.
6.4 Wave generation and absorption
Throughout the present thesis, it has been established that the progressive wave
field coefficient c0 is generally over-predicted by potential flow theory. To confirm
174
6.4 Wave generation and absorption
this observation in the context of irregular seas, a small amplitude sea state with
1
2
Hskp = 0.03 and kph = 1.4 was considered. The surface elevation η(t) was
recorded by a single wave gauge located at x = 7h, and the wavemaker position
was recorded using a high-precision laser displacement sensor. The progressive
wave field coefficient may be obtained as c0 = A/Xa, where A is the surface
elevation magnitude, and Xa is the magnitude of the wavemaker displacement.
To obtain these magnitudes for each of the components present within the sea
state, an FFT was applied to a time window corresponding to the full repeat time
of the spectrum, where Tr = 64s for this case.
Figure 6.1 shows both the magnitude (part (a)) and the phase (part (b)) of
c0. The observations made in this figure are very similar to those reported in the
context of regular waves (Figure 3.6) and focused wave groups (Figure 5.13). As
before, the phasing is in generally good agreement, and the magnitude is over-
predicted by approximately 15%. To visualise this departure, the modified coeffi-
cient c0
′ = 0.85c0 is included as the dashed line in Figure 6.1(a).
The variability of the data for kh > 3.5 is to be expected, as this relates to
small component magnitudes towards the tail of the wave spectrum. Furthermore,
it was previously shown (Figure 5.13) that these high frequency components are
most affected by friction arising along the flume slide walls. Nevertheless, the
agreement of the magnitude data with c0
′ = 0.85c0 is good, confirming that the
progressive wave field coefficient exhibits strong similarities in regular, focused and
irregular waves. As a result, the modified coefficient c0
′ is again adopted for the
experimental comparisons to follow.
In addition to the accurate generation of a desired sea state, continuous and
effective wave absorption is essential. To demonstrate the ability of the wave flume
system (absorbing wavemaker and downstream beach) to sustain a given sea state
over a long duration, Figure 6.2 shows the surface elevation η(t) recorded at x = 7h
and corresponding to three time intervals: (i) 0.5 ≤ t/Tr ≤ 0.6 (blue line), (ii)
1.5 ≤ t/Tr ≤ 1.6 (red line) and (iii) 9.5 ≤ t/Tr ≤ 9.6 (green line). To be entirely
clear, the data shown in Figure 6.2 relate to one continuous experiment undertaken
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Figure 6.1: Progressive wave field coefficient in an irregular sea state with 12Hskp = 0.03 and
kph = 1.4 showing ◦ experimental data theoretical prediction of c0 and adjusted
coefficient c0
′ = 0.85c0.
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Figure 6.2: Water surface elevation η(t)/Hs recorded in the time intervals 0.5 ≤ t/Tr ≤
0.6, 1.5 ≤ t/Tr ≤ 1.6 and 9.5 ≤ t/Tr ≤ 9.6. Note: The data shown relate to one
continuous recording, where the latter two time intervals have been time-shifted to facilitate a
comparison to the first repeat time.
for 0 ≤ t/Tr ≤ 10. With the spectrum being periodic in Tr, the recordings at
subsequent repeat times are expected to be identical if the sea state is free of wave
reflections. To facilitate the comparison between data from intervals (i)-(iii), the
recordings in intervals (ii) and (iii) were time-shifted by Tr and 9Tr respectively.
From Figure 6.2 it is clear that the surface elevations recorded within the three
intervals are in excellent agreement. The first recording taken at 0.5 ≤ t/Tr ≤ 0.6
is almost free from wave reflections, as the vast majority of wave components in the
spectrum have had insufficient time to propagate to the downstream beach (located
at x = 35h) and back to the wave probe at x = 7h. The surface elevation recorded
in the interval 1.5 ≤ t/Tr ≤ 1.6 shows some small departures from the initial
interval, indicating that some beach reflections are now present. As the experiment
progresses, the combination of an efficient beach and the absorbing wavemaker
ensures that reflections do not build up, so that the recording at 9.5 ≤ t/Tr ≤ 9.6
is in near-perfect agreement with the surface elevation at 1.5 ≤ t/Tr ≤ 1.6.
Further analysis of this sea state showed that the beach performs very well for
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the majority of the incident wave frequencies, with an average amplitude reflection
coefficient of < 3%. The largest wave reflections of up to 7% occurred at kh ≈ 1.0.
However, despite these wave reflections, the water surface elevation and spectral
content (not shown herein) remain in excellent agreement with the desired content.
The target significant wave height of 1
2
Hskp = 0.03 was achieved within 0.5% for
all 10 repeat times, providing further evidence of the continuous nature of the
experimental parameters.
6.5 Small amplitude sea states
In assessing the quality of a laboratory irregular sea state, a time-domain analysis
or comparison often proves difficult; this approach being particularly limited when
seeking to reveal the global nonlinearity of the sea state. In contrast, a statistical
approach based upon crest elevations is often more appropriate, as this provides
information relating to the entire sea state. A statistical approach commonly relies
on the following procedure:
(1) An up-crossing analysis is applied to the time-domain surface elevation, η(t),
providing the crest elevations ηc1...ηcP , where P is the total number of crests
recorded.
(2) The crest elevations ηci are sorted in descending order, so that ηci > ηcj if
i < j.
(3) The probability of exceedance Q(ηci) is computed for each crest elevation ηci,
and is defined as Q(ηci) = i/P .
If a wave crest elevation from an irregular sea state is considered, Q(ηc) pro-
vides the probability of the crest elevation exceeding ηc. As the accuracy of the
probability of exceedance mainly depends on the size of the sample, a sufficiently
large number of crest elevations is required. Furthermore, it is commonly noted
that the probability of exceedance Q provides an accurate measure one order of
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Figure 6.3: Probability of exceedance Q(ηc/Hs) for a sea state with
1
2Hskp = 0.03 and kph =
1.4 showing linear Rayleigh distribution, Forristall model and • experimental data
magnitude lower than the size of the sample. For example, if 10,000 crests are
included, Q is considered accurate to a probability of approximately 10−3. Follow-
ing the work by Latheef and Swan (2013), up to 10,000 wave crests were realised
for each irregular sea state. Based on a repeat time of Tr = 1024s (see §6.3), and
given that 800-900 crests can be captured in 1024s, 11-12 experimental runs were
carried out for each test case; the exact number depending on kph.
Figure 6.3 shows the probability of exceedance Q as a function of the nor-
malised crest elevation ηc/Hs; the data representation chosen for the purpose of
this figure being very similar to that in Latheef and Swan (2013). The discrete
data points in Figure 6.3 relate to a small amplitude sea state with 1
2
Hskp = 0.03
and kph = 1.4. Indeed, all sea state parameters, except the repeat time, are
identical to the sea state considered previously in §6.4. To obtain a theoretical
comparison, Q may be computed based on time-domain surface elevation data
provided by an analytical wave theory. The Rayleigh distribution provides theo-
retical crest statistics based on linear irregular wave theory. To include nonlinear
effects, Forristall (2000) derived a distribution that relies on a large number of
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second-order irregular wave simulations.
Figure 6.3 includes both the Rayleigh (grey line) and the Forristall (black line)
distributions. Given the small sea state steepness, both distributions are in close
agreement, with the experimental data lying between the two distributions. It
may be argued that the experimental data lies somewhat closer to the Rayleigh
distribution. However, given the small-amplitude nature of the sea state, the over-
all agreement between the three solutions (Rayleigh, Forristall and experimental
data) is as expected.
6.6 Steep sea states in intermediate water depth
Figure 6.4 concerns a sea state with kph = 1.4 and (a)
1
2
Hskp = 0.05 and (b)
1
2
Hskp = 0.10; all other parameters being identical to the sea state considered
in Figure 6.3. Having increased the sea state steepness, the difference between
the linear Rayleigh distribution (grey line) and the Forristall model (black line) is
apparent, indicating the importance of nonlinearity. Two experimental data sets
are included, with the black symbols relating to first-order force control, and the
red symbols relating to second-order force control.
Surprisingly, the order of control has little influence on the crest statistics for
this sea state. At first sight, this behaviour is at odds with the importance of
second-order wave-wave interactions, as evident by the marked difference between
the Rayleigh and the Forristall distributions. However, from the discussion in pre-
vious chapters, it is clear that the second-order spurious free wave content is often
significantly smaller than the bound wave content, particularly in intermediate
water depth (see for example Figure 3.10).
To demonstrate this, it is instructive to consider the free wave correction term
A(23)± introduced through second-order control. This free wave content is shown
as the black lines in Figure 6.5 (solid line for superharmonics and dashed line
for subharmonics), where the first-order amplitude spectrum A(1) (grey line) is
included for reference. To set this into context, the computation of the first-
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(a) Sea state with 12Hskp = 0.05 and kph = 1.4
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(b) Sea state with 12Hskp = 0.10 and kph = 1.4
Figure 6.4: Probability of exceedance Q(ηc/Hs) showing linear Rayleigh distribution,
Forristall model, • first-order control experimental data, • second-order control experi-
mental data, • second-order computation including spurious free waves and F crest elevation
from BEM computation.
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order demand signal is based upon A(1) alone, whilst second-order control relies
on A(1) +A(23)±. For both wave steepnesses shown (1
2
Hskp = 0.05 in part (a) and
1
2
Hskp = 0.10 in part (b)), the free wave correction term is substantially smaller
than the first-order term. Indeed, the similarity between the first-order and the
second-order demand signal is such that no noticeable effect on the wave crest
statistics can be observed.
To confirm this observation further, the surface elevation for a sea state with
1
2
Hskp = 0.10 was simulated numerically, where the second-order expressions given
in Chapter 2 and Appendix A were adopted. For the purpose of this simulation, the
spurious free wave content was also included. An up-crossing analysis identical
to that described above was applied to this numerical data, yielding the green
data points in Figure 6.4(b). The close agreement between this spurious-wave
contaminated sea state and the Forristall model confirms that the second-order
free wave content only plays a minor role in the crest statistics pertaining to the
present sea state.
Based upon the above discussion, the most likely explanation for the departures
between the experimental data and the Forristall model lies in the importance of
effects beyond second order. In seeking to obtain a description beyond second
order, Latheef (2014) demonstrated that a fully-nonlinear BEM numerical model
may be adopted to provide a reference solution for the crest elevations in steep
irregular seas. Latheef (2014) suggests that a focused wave event, generated us-
ing a nonlinear numerical model, can produce an equivalent crest elevation when
compared to a specific event arising in an irregular sea state. For this approach
to succeed, two conditions must be met. First, the amplitude of the frequency
components must be proportional to the energy spectrum, as shown in Tromans
et al. (1991), and leading to so-called NewWave events. Second, it is essential that
the linear amplitude sum Asum is provided by the (linear) Rayleigh distribution for
the same probability of exceedance Q. Latheef (2014) demonstrated the validity
of these numerical computations in intermediate water conditions (kph = 2) and
for steep irregular sea states (up to 1
2
Hskp = 0.16).
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(a) Sea state with 12Hskp = 0.05 and kph = 1.4
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(b) Sea state with 12Hskp = 0.10 and kph = 1.4
Figure 6.5: Wavemaker demand amplitude spectrum showing first-order content A(1),
superharmonic correction amplitude A(23)+ and subharmonic correction amplitude
A(23)−.
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Adopting a very similar approach to Latheef (2014), corresponding BEM com-
putations were undertaken for both sea states considered herein (kph = 1.4 and
1
2
Hskp = 0.05, 0.10). The maximum crest elevation obtained from these computa-
tions are shown by the green stars in Figure 6.4. For the smaller amplitude sea
state in Figure 6.4(a), the maximum crest elevations are in near-exact agreement
with the corresponding irregular sea crest statistics. As a result, first-order control
may be considered sufficiently accurate for this wave steepness with limited spu-
rious free wave content. In contrast, the BEM crest elevations for 1
2
Hskp = 0.10
remain smaller than the experimental data. At present, the most likely explana-
tion for this departure lies in the occurrence of spurious free wave content at third
order and above. Before presenting any final conclusions concerning this impor-
tant aspect of the irregular wave investigation, an additional sea state in shallow
water is considered first.
6.7 Steep sea states in shallow water
Figure 6.6 concerns a sea state with kph = 0.8 and (a)
1
2
Hskp = 0.04 and (b)
1
2
Hskp = 0.08. For this shallower water case, the maximum wave steepness was
reduced to 1
2
Hskp = 0.08 to ensure that (i) the largest waves events do not break
and (ii) the wavemaker stroke does not exceed its limitations. The data included in
Figure 6.6 once again concern the Rayleigh distribution (grey line), the Forristall
model (black line), first-order control (black points), second-order control (red
points) and BEM computations (green stars).
For both sea state steepnesses, a clear difference between first-order and second-
order control is observed. This is in marked contrast to the sea state with kph = 1.4
(Figure 6.4) and highlights the increased importance of nonlinear control in shallow
water conditions. In both Figures 6.6 (a) and (b), second-order control reduces the
maximum crest elevation. Considering the steeper sea state with 1
2
Hskp = 0.08,
this reduction accounts for up to 8% at Q = 10−2, and increases further as Q
decreases.
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(a) Sea state with 12Hskp = 0.04 and kph = 0.8
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(b) Sea state with 12Hskp = 0.08 and kph = 0.8
Figure 6.6: Probability of exceedance Q(ηc/Hs) showing linear Rayleigh distribution,
Forristall model, • first-order control experimental data, • second-order control exper-
imental data, and F crest elevation from BEM computation.
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The reasons for the difference between first-order and second-order control are
further highlighted in Figure 6.7. In close similarity to Figure 6.5, the data pre-
sented relate to both the linear wave amplitude demand A(1) (grey line) and the
second-order correction amplitude A(23)± (black lines). For this shallow water case
with kph = 0.8, the spurious free wave content is significantly more pronounced,
leading to a substantial correction term A(23)±. The free wave content is primar-
ily induced by wave-wave interactions arising between components in the vicinity
of the spectral peak. Evidence of this is provided in Figure 6.7(b), where the
maximum amplitude correction terms arise in the proximity of f/fp = 2, corre-
sponding to second-harmonic interaction terms produced by the spectral peak.
The additional free wave components at higher wave frequencies are likely to lead
to a steepening of the water surface, causing the large crest elevations observed in
Figure 6.6. The second-order correction term A(23)± eliminates the spurious free
wave content, which is seen to yield significant reductions in the crest elevations
(red data points in Figure 6.6).
The focused wave computations (green stars), are in excellent agreement with
the second-order control data for 1
2
Hskp = 0.04 (Figure 6.6(a)). For the steeper
sea state with 1
2
Hskp = 0.08 in Figure 6.6(b), second-order control provides crest
elevations in good agreement with the computations. However, some departures
remain, and these may be attributed to at least two causes. First, third-order
spurious free waves are likely to contaminate the wave field. In addition, the wave
steepness and relative water depth of this sea state are such that the range of va-
lidity of second-order theory must be questioned. Once applied outside its range
of validity, second-order wavemaker theory may introduce excessive nonlinear cor-
rection terms, and fail to compensate the actual free wave content.
6.8 An alternative wave generation approach
The above discussion highlighted that second-order control may not be entirely
appropriate for the generation of steep sea states in shallow water. To address
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(b) Sea state with 12Hskp = 0.08 and kph = 0.8
Figure 6.7: Wavemaker demand amplitude spectrum showing first-order content A(1),
superharmonic correction amplitude A(23)+ and subharmonic correction amplitude
A(23)−.
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this, an alternative ad-hoc approach is introduced here. This approach is ad-hoc
in the sense that it does not follow a consistent mathematical formulation, but
rather seeks to eliminate the shortcomings associated with second-order control.
In essence, this ad-hoc approach relies on a very similar formulation as the
Stream-function wavemaker theory introduced in Chapters 2 and 3. In formulating
this latter theory, the boundary condition on the wavemaker imposed that the
wavemaker velocity must match the horizontal depth-averaged fluid velocity. In
addition, the departure of the wavemaker from its mean position was accounted
for through a simulation in the time domain (§2.3.6). To formulate a similar
approach for irregular waves, the depth-averaged fluid velocities at the wavemaker
are required at each moment in time.
If second-order theory was used to calculate these kinematics, at least three fun-
damental issues would arise. Firstly, the second-order expansion may over-predict
the second-harmonic wave content in shallow water; this having been discussed
in detail in Chapter 3. Secondly, the kinematics predictions associated with large
wave crests may be inaccurate (Sobey et al. (1987)) so that some form of stretch-
ing method would have to be adopted. Finally, it is unlikely that this would lead
to any improvement over the complete second-order theory by Scha¨ffer (1996).
In the absence of a complete irregular wave model valid beyond second order,
the following ad-hoc procedure is adopted:
(i) The sea state is simulated using a linear irregular wave theory.
(ii) An up-crossing analysis is applied to the entire record, yielding the wave
height H and the wave period T for each up-crossing interval.
(iii) A fifth-order regular wave solution (Fenton, 1985) is fitted to each up-crossing
interval, using A = H/2 and T as the input to the nonlinear solution.
(iv) The horizontal fluid velocity is obtained from the fifth-order regular wave
solution, and depth averaged at each moment in time.
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(v) A series of steps equivalent to those described in §2.3.6 is used to obtain the
wavemaker demand signal from the depth-averaged fluid velocity.
Figure 6.8(a) makes a comparison between the linearly calculated sea state
(grey line) and the fifth-order solution (black line) fitted to each wave period. The
corresponding depth-averaged horizontal fluid velocities, U/cp, where cp is the
phase velocity corresponding to the peak period of the spectrum, Tp, are shown in
Figure 6.8(b). From both parts of Figure 6.8 it is clear that significant differences
exist between the two solutions, highlighting both the nonlinearity of the sea state
and the distinct set of assumptions upon which each solution is based.
These differences are best illustrated as shown in Figure 6.9, providing the
probability of exceedance of the normalised depth-averaged velocity U/cp. The
velocities calculated using the fifth-order regular wave solution (red data points)
are significantly larger than the linearly calculated velocities (black data points).
Unfortunately, in the absence of any complete theory beyond second order, it is
difficult to judge which of the two descriptions is more accurate.
To test the ad-hoc approach in practice, the depth-averaged fluid velocities
were used to compute the wavemaker demand signal in force control. Adopting
this demand signal yields the crest elevations indicated by the blue data points in
Figure 6.10. This figure also includes, for reference, all other previous solutions
(Rayleigh, Forristall, linear force control, second-order force control and BEM
computations). The blue data points in Figure 6.10 are in very good agreement
with the maximum crest elevations taken from the numerical BEM computations.
Most importantly, the match is improved substantially when compared to the
second-order wavemaking case (red data points). The data corresponding to the
ad-hoc approach and the second-order control case deviate from approximately
Q = 0.05. Additional calculations have shown that these events (Q < 0.05)
correspond to a wave nonlinearity parameter of S > 0.8, which may serve as
a measure for the validity of second-order theory in irregular seas. Taken as a
whole the data illustrate the potential of the ad-hoc approach in providing an
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Figure 6.8: Time histories of (a) surface elevation and (b) depth-averaged horizontal velocity
for a sea state with kph = 0.8 and
1
2Hskp = 0.08 using linear irregular wave calculation
and ad-hoc approach.
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Figure 6.9: Probability of exceedance of depth-averaged horizontal fluid velocity for • linear
irregular wave calculation and • ad-hoc approach.
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Figure 6.10: Probability of exceedance Q(ηc/Hs) for sea state with
1
2Hskp = 0.08 and kph =
0.8 showing linear Rayleigh distribution, Forristall model, • first-order control
experimental data, • second-order control experimental data, F crest elevation from BEM
computation and • ad-hoc approach.
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improved technique for the generation of nonlinear irregular seas in shallow water.
At present, this has only been confirmed for the single sea state shown in Figure
6.10; additional tests being recommended for future work.
6.9 Conclusions
The accurate generation and absorption of irregular seas in a shallow water en-
vironment is a challenging task. The chapter discussed a selection of alternative
theoretical descriptions that capture the nonlinear interactions between multiple
wave components. A number of these approaches have previously been shown to
successfully model the nonlinearity associated with focused wave groups. Unfor-
tunately, none of these approaches is readily extended to irregular sea simulations.
As a result, second-order wavemaker theory provides the only consistent formula-
tion.
If long irregular sea simulation are considered, active wave absorption is essen-
tial. The experimental data presented here demonstrate that the combination of
an effective beach and an absorbing wavemaker enables the generation of stable
long irregular sea simulations with high confidence. In seeking to match a desired
significant wave height Hs, an empirical amplitude correction of 15% was found
to lead to a match of Hs within 0.5%.
The generation of steep sea states in intermediate water depth showed that the
influence of the order of control (first order or second order) is relatively limited;
this being confirmed for two sea state steepnesses. The explanation for this lies
in the fact that the second-order correction term is relatively small, such that
first-order and second-order control lead to very similar wave crest statistics. A
comparison to fully-nonlinear computations of individual wave events confirmed
that (i) the crest statistics are clearly affected by interactions beyond second order
and (ii) even a first-order control signal may lead to a good match between the
experimental data and the numerical computations. Small remaining departures
were attributed to spurious free waves arising at third order and beyond.
192
6.9 Conclusions
The generation of shallow water irregular waves highlighted the importance of
second-order control. For the cases considered, the second-order correction term
is sizeable, and clearly impacts upon the wave crest statistics. A comparison to
selected nonlinear computations of individual events showed excellent agreement
if the steepness of the sea states remains moderate. For the steepest sea state,
second-order control leads to an over-prediction of the wave crest statistics. This
was again attributed to spurious free waves at third order and beyond, but may
also be associated with the limitations of second-order theory in shallow water.
An ad-hoc approach, based upon a fit of a fifth-order regular wave solution to indi-
vidual waves, was found to be in very good agreement with the selected nonlinear
computations. At present, this ad-hoc approach was only tested for one sea state;
additional verification being recommended as future work.
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7Conclusions
This PhD was motivated by the need to improve both the theoretical understand-
ing and the practical success of shallow water wavemaking. Despite a significant
body of work concerning this field, a number of shortcomings exist. Previous
work primarily focused on the long-wave regime and the associated suppression
of a subharmonic free wave. Very little evidence exists for the successful suppres-
sion of superharmonic free waves in shallow to intermediate water depth. Perhaps
most importantly, there was also a severe lack of high-quality experimental data
confirming the success of the established theories. This is exacerbated by the fact
that very few previous studies addressed simultaneous nonlinear wave generation
and active wave absorption. With the majority of modern laboratory wavemakers
adopting some form of active wave absorption, this implies that their nonlinear
generation performance is entirely uncertain at present. Based upon these short-
comings, the present PhD aimed to:
(i) Carefully assess the capabilities of existing wavemaker theories appropriate
to shallow and intermediate water depth conditions.
(ii) Advance, as necessary, a recently developed wavemaker theory for actively-
absorbing force-controlled operation, to ensure that this theory also meets
the requirements of a shallow water environment.
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(iii) Experimentally verify the success of the latest advances in nonlinear wave-
making, covering all practical requirements of modern laboratory testing,
including regular waves, bi-chromatic waves, focused wave groups and irreg-
ular seas.
(iv) Make recommendations as to the range of validity of nonlinear, absorbing
wavemaking techniques, and suggest avenues for their future development.
7.1 Principal achievements
With the above tasks in mind, the following principal achievements were made:
(1) Experimental evidence revealed that well-established linear wavemaker theory
may be inaccurate if a piston-type wave generator is adopted. A consistent er-
ror of 15% was observed in the first-order wave amplitude; this being confirmed
for a wide range of wave regimes. This result is of the upmost importance, as
it has a major influence on any further development in the wavemaker con-
trol. At second order, any first-order error enters the analytical wavemaker
expressions as the square, leading to 30% departures if left uncorrected. The
first-order error is suspected to be caused by viscous effects, which questions
the validity of the potential flow assumption in the wavemaking problem. In
the absence of a viscous wavemaker theory, an empirical correction was carried
forward.
(2) A new force-control Stream-function wavemaker theory was developed; this
theory being expected to provide more accurate results than a second-order
expansion. Perhaps surprisingly, experimental evidence showed that both
second-order wavemaker theory and Stream-function wavemaker theory lead
to comparable results in the generation of steep regular waves. This is partially
due to the fact that the present wavemaker apparatus provides limited stroke,
so that the wave amplitude for the most shallow water cases is limited. Nev-
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ertheless, experimental evidence for both wavemaker theories confirmed that
either is applicable for a standard-sized laboratory piston-type wavemaker.
(3) The most stringent accuracy requirements are commonly placed on the gener-
ation of focused wave groups. In this context, a novel wavemaker calibration
approach was introduced. The new approach is based upon a calibration of the
wavemaker displacement, which contrasts to previous calibration approaches
based upon the surface elevation. The new technique was demonstrated to
greatly improve the generation of both focused wave groups and irregular
seas. The improvements were particularly evident in the case of focused wave
groups, for which an exceptional match was obtained with reference data pro-
vided by a fully-nonlinear numerical method.
(4) The nonlinear generation of steep focused wave groups was considered in fur-
ther detail. If based on the calibration approach noted under (3) above, an
experimental assessment demonstrated that a linear wavemaker control signal
is sufficiently accurate. This is facilitated by the effect of wave dispersion,
which decreases the amount of nonlinear interactions in the vicinity of the
wave generator. A second-order control signal was also tested, but this leads
to insignificant difference over first-order control. As a result, the accuracy
of the experimental apparatus is primarily driven by first-order effects, in-
cluding the amplitude correction noted under (1) above. In comparing the
experimental evidence to numerical data, some important differences in the
wave generation approach were established. In a numerical computation, it is
often advantageous to focus the wave event far downstream of the wavemaker,
commonly in the order of 20-30 water depths. In contrast, this focus distance
was kept to under 10 water depths in the experimental approach, as viscous
dissipation along the flume’s side walls was shown to affect the data if focused
further downstream.
(5) Second-order force-control was applied, for the first time, to the generation
of irregular sea states in shallow and intermediate water conditions. An im-
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provement of the wave quality, expressed through the crest statistics of the sea
state, was notable in shallow-water conditions. In contrast, the second-order
correction was shown to have little influence on the generation of moderately
steep sea states in intermediate water conditions. This highlights the fact
that second-order interaction terms are significantly more pronounced in shal-
low water, where nonlinear control was found to be an essential part of the
generation process.
(6) An ad-hoc approach was introduced for the generation of steep irregular sea
states in shallow water. Based upon a fit of a regular fifth-order solution
to individual waves within the sea state, this ad-hoc technique showed clear
potential for the accurate prediction of wave crest statistics. At present, this
has only been demonstrated for a single sea state, and additional verification
is recommended.
(7) Taken as a whole, the experimental data presented in this PhD concern in
excess of 1500 test cases, taken from more than 500 hours of laboratory test-
ing. These data remain the principal source of evidence on which reliable
wavemaker theories should be based and developed further.
A large number of laboratories world-wide have commissioned force-controlled
wavemaking systems. Where these are flap-type devices, the findings of Spinneken
and Swan (2009a,b) remain applicable, and linear control is likely to be sufficient.
This thesis has clearly demonstrated that this is not the case for piston-type
wavemakers, particularly in shallow water. In the piston case, a nonlinear control
signal is absolutely essential to the successful operation in force control. If based on
a linear demand signal, significant spurious free wave content must be expected.
The main advance of the present work lies in the solutions that are offered to
overcome the problem of spurious wave contamination. In regular waves, this
may rely on a traditional second-order type control which was extended here to
force-controlled piston-type wavemakers. For steep irregular waves, second-order
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control was not found entirely adequate, and the ad-hoc approach outlined above
offers the best available wavemaking solution to date.
7.2 Further work
The achievements noted above demonstrate the success of this PhD thesis in im-
proving wave generation and absorption in shallow-water conditions. However,
they also highlight areas in which the existing theories fail to make accurate pre-
dictions, which motivates the following recommendations for further work.
7.2.1 Modelling viscous effects
As discussed above, viscous effects are likely to cause first-order errors in the order
of 15%. All wavemaker theories presently rely on the assumption of potential flow,
where viscous effects are neglected. In the development of an alternative viscous
wavemaker theory, a fundamental research question arises. This question relates to
the source(s) of viscous energy dissipation, whereby it is presently unclear whether
this is related to skin friction at the wavemaker front or flow separation at some
of the wavemaker’s sharp corners. Preliminary numerical CFD data not shown
herein suggest that skin friction may account for a wave amplitude reduction in
the order of 5%. This reduction is related to the no-slip condition on the wave-
maker front face, which introduces large vertical velocity gradients and vorticity.
However, based upon the present understanding, this skin friction effect is unlikely
to account for the total error of approximately 15%. This is consistent with the
established literature on drag, where flow separation (or form drag) is known to
greatly outweigh the effect of skin friction. Given the present experimental setup,
the only possibility for flow separation exists at the bottom corner of the wave-
maker. It is hence recommended to focus any future work on the flow separation
that may occur as this bottom corner traverses the fluid.
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7.2.2 Irregular sea wave generation
The ad-hoc approach introduced in the context of irregular sea states, Chapter 6,
showed clear potential to overcome some of the limitations associated with second-
order theory in shallow water. To demonstrate this further, the technique should
be tested for an extended range of sea states, varying both the non-dimensional
water depth and the sea state steepness. The approach could potentially be ex-
tended to flap-type wavemakers. In the formulation of the appropriate wavemaker
boundary condition, this extension would have to account for the fact that a flap
motion is composed of both horizontal and (small) vertical displacement compo-
nents.
7.2.3 Multi-directional wave generation
It is crucial to keep in mind that a realistic reproduction of sea states must account
for directionality. Historically, much of the work on nonlinear wave generation was
tested in laboratory wave flumes. Nonlinear directional wavemaker theories have
been established for more than one decade, but these are yet to be validated.
Indeed, there is a complete lack of experimental data concerning the application
of nonlinear (say second order) directional wavemaking theories. In this context,
the experience gained in this PhD has taught an important lesson. In considering
the nonlinear wavemaking problem, it is easy to get ‘carried away’ with the de-
velopment of ever more complex theoretical formulations. However, in the field of
laboratory wavemaking, the only ultimate truth lies in the experimental data. It is
hence recommended to undertake a systematic assessment of wavemaker theories
in a directional wave basin. This should commence with the careful validation of
linear wavemaker theory, specifically the progressive wave field coefficient. Subse-
quently, the full range of applicability of second-order theory should be explored;
the unidirectional formulation of this theory having been found to be more appli-
cable than generally anticipated.
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7.3 Final remarks
In the development of this research, both theoretical formulations and empirical
evidence have played essential roles. To quote Henri Poincare´, ‘Science is built up
of facts, as a house is with stones. But a collection of facts is no more a science
than a heap of stones is a house.’ To set this into context, the success of the
present work is defined by the effective linkage of theory and practice, and this
PhD is hoped to have contributed to ‘building the house’ of practical laboratory
wavemaking.
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ASecond-order wavemaker theory
Any force-control wavemaking theory ultimately relies on the underlying hydrody-
namic formulation appropriate to position control. Scha¨ffer (1996) derived com-
plete expressions for the potential Φ and the wave elevation η appropriate to the
second-order irregular wavemaking problem. The notation and form of solution
adopted herein closely follows that of Scha¨ffer (1996). In contrast to Scha¨ffer
(1996), all formulation reported here have been simplified for a piston-type wave-
maker.
A two-dimensional formulation in a Cartesian coordinate system (x, z) is adopted,
where time is denoted as t. To obtain a second-order solution, a Taylor expansion
of the fully-nonlinear quantities must be undertaken, where the truncation is made
at second order. This yields the velocity potential Φ as
Φ(x, z, t) = Φ(1)(x, z, t) + Φ(2)(x, z, t), (A.1)
the free-surface elevation as
η(x, t) = η(1)(x, t) + η(2)(x, t) (A.2)
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and the wavemaker displacement as
X(t) = X(1)(t) +X(2)(t). (A.3)
The first-order solution terms Φ(1), η(1) and X(1) are provided in §2.3.4. The
second-order term is further decomposed and given by
Φ(2)(x, z, t) = Φ(21)+(x, z, t) + Φ(21)−(x, z, t) + Φ(22)+(x, z, t)
+ Φ(22)−(x, z, t) + Φ(23)+(x, z, t) + Φ(23)−(x, z, t). (A.4)
Within this formulation, Φ(21) is the bound second-order term, Φ(22) is a spurious
free wave term, and Φ(23) is required to provide a free wave suppression. The
second-order bound wave potential is given by
Φ(21)±(x, z, t) = R
{
2
N∑
n=1
N∑
m=n
iδnmXnX
−∗
m
∞∑
j=0
∞∑
l=0
cjnc
−∗
lm
H±jnlm
D±jnlm
cosh(kjn ± k−∗lm )(z + h)
cosh(kjn ± k−∗lm )h
ei(ωnt−kjnx±(ωmt−k
−∗
lmx))
}
, (A.5)
where
δnm =
 1 if n 6= m0.5 if n = m. (A.6)
Furthermore
H±jnlm = (ωn±ωm)
(
±ωnωm − g
2kjnk
−∗
lm
ωnωm
)
+
ω3n ± ω3m
2
− g
2
2
(
kjn
2
ωn
± klm
2
ωm
)
(A.7)
and
D±jnlm = g(kjn ± klm−∗) tanh (kjn ± klm−∗)h− (ωn ± ωm)2 (A.8)
where the superscript −∗ refers to the complex conjugate for subharmonics. The
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spurious free wave potential is given by
Φ(22)±(x, z, t) = R
{
2
N∑
n=1
N∑
m=n
igc0nXnc0mX
−∗
m
h(ωn ± ωm)
∞∑
p=0
c(22)±p
coshK±p (z + h)
coshK±p h
ei((ωn±ωm)t−K
±
p x)
}
, (A.9)
where
c(22)±p =
δnmh(ωn ± ωm) cosh2(K±p h)
g2c0nc0mΛ2(K±p )
{
−
∞∑
j=0
∞∑
l=0
cjnc
−∗
lm
kjn ± k−∗lm
(kjn ± k−∗lm )2 − (K±p )2
H±jnlm
± g
2ωn
∞∑
j=0
cjnk
2
jn
k2jn − (K±p )2
(ω2n − (ωn ± ωm)2)
± g
2ωm
∞∑
l=0
c−∗lmk
2
lm
k2lm − (K±p )2
(ω2m − (ωn ± ωm)2)
}
, (A.10)
Λ2(K
±
p ) =
1
2
{
K±p h+ sinhK
±
p h coshK
±
p h
}
(A.11)
and K±p is the solution of
(ωn ± ωm)2 = K±p g tanhK±p h. (A.12)
The additional second-order required to cancel the spurious free wave is given by
Φ(23)±(x, z, t) = R
{
2
N∑
n=1
N∑
m=n
igX
(2)±
nm
(ωn ± ωm)
∞∑
p=0
c(23)±p
coshK±p (z + h)
coshK±p h
ei((ωn±ωm)t−K
±
p x)
}
(A.13)
where the second-order wavemaker displacement is
X(2)±nm = F
± c0nXnc0mX
−∗
m
h
, (A.14)
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the transfer function F± is defined by
F± = −c
(22)±
0
c
(23)±
0
(A.15)
and
c(23)±p =
2 sinhK±p h(sinhK
±
p h− sinhK±p d)
K±p h+ sinhK±p h coshK±p h
. (A.16)
The second-order wave elevation is given by the sum
η(2)(x, t) = η(21)+(x, t) + η(21)−(x, t) + η(22)+(x, t) + η(22)−(x, t)
+ η(23)+(x, t) + η(23)−(x, t), (A.17)
where the superscripts are defined as for the velocity potential above. The second-
order bound wave elevation is given by
η(21)±(x, t) = R
{
2
N∑
n=1
N∑
m=n
XnX
−∗
m
∞∑
j=0
∞∑
l=0
cjnc
−∗
lmG
±
jnlme
i(ωnt−kjnx±(ωmt−k−∗lmx))
}
,
(A.18)
where
G±jnlm =
δnm
g
{
(ωn ± ωm)
H±jnlm
D±jnlm
− L±jnlm
}
(A.19)
and
L±jnlm =
1
2
{
g2kjnklm
−∗
ωnωm
∓ ωnωm − (ω2n ± ω2m)
}
. (A.20)
Finally the spurious free wave elevation is given by
η(22)±(x, t) = R
{
2
N∑
n=1
N∑
m=n
c0nXnc0mX
−∗
m
h
∞∑
p=0
c(22)±p e
i((ωn±ωm)t−K±p x)
}
(A.21)
and the additional free wave, required to cancel η(22)±, is defined as
η(23)±(x, t) = R
{
2
N∑
n=1
N∑
m=n
X(2)±nm
∞∑
p=0
c(23)±p e
i((ωn±ωm)t−K±p x)
}
. (A.22)
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BStream-function wavemaker theory
Zhang and Scha¨ffer (2007) developed a Stream-function wavemaker theory in posi-
tion control, based on an ad-hoc combination of linear fully-dispersive wavemaker
theory and a methodology developed for nonlinear long-wave generation. This
theory essentially relies on the two following concepts:
(i) The wavemaker displacement and the wave amplitude are related by A(ω) =
ic0Xa(ω), where A(ω) and Xa(ω) are the Fourier transforms of the wave
elevation at the wavemaker, η(t), and the wavemaker displacement, X0s(t).
(ii) The depth-averaged fluid velocity and the wave amplitude are related by
Ua(ω) =
ω
kh
A(ω), where Ua(ω) is the Fourier transform of the depth-averaged
fluid velocity at the wavemaker, k is the wavenumber and h the water depth.
This relation is obtained by integrating the velocity divergence at the wave-
maker between the bed and the free surface. For an incompressible fluid,
this divergence must be zero.
Eliminating A(ω) in the two expressions above yields
iωXa(ω) = Λ(ω)Ua(ω), (B.1)
where Λ(ω) is a dispersion correction provided by Λ(ω) = kh/c0. Introducing
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the shallow-water wavemaker displacement as Xsw(t), which excludes the effect of
wave dispersion, equation (B.1) may be separated into
iωXswa (ω) = Ua(ω) (B.2)
and
Xa(ω) = Λ(ω)X
sw
a (ω), (B.3)
where Xswa (ω) is the Fourier transform of X
sw(t). Applying an inverse Fourier
transform to equations (B.2) and (B.3) gives the expressions in the time domain
as
dXsw(t)
dt
= U(Xsw(t), t) (B.4)
and
X0s(t) =
∫ t0
−t0
Xsw(t− τ)λd(τ)dτ, (B.5)
where t0 is the width of the convolution window and λd(t) is the inverse Fourier
transform of the dispersion correction term Λ(ω). The wavemaker displacement
X0s(t) may now be formulated as the solution of the problem
dXsw(t)
dt
+ ωcX
sw(t) = U(Xsw(t), t),
X0s(t) =
∫ t0
−t0 X
sw(t− τ)λd(τ)dτ,
Xsw(0) = 0,
(B.6)
where the additional term ωcX
sw(t) represents a first-order high-pass filter in-
troduced to avoid any drift of the wavemaker. Assuming continuity, the depth-
averaged horizontal velocity U(x, t), required on the right hand side of equation
(B.6), may be expressed as
U(x, t) =
cη(x, t)
h+ η(x, t)
, (B.7)
where c is the phase velocity and η(x, t) is the water surface elevation. The water
surface elevation may be obtained directly from Stream-function wave theory.
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CForce-control wavemaker theory
C.1 Added mass and radiation damping
The first-order hydrodynamic force F (1) acting on a piston-type wavemaker is
expressed as the sum of a radiation damping term and an added mass term.
While the radiation damping term is induced by the progressive wave field, the
added mass term represents the forcing due to the evanescent wave field. If X(1)
is the first-order wavemaker displacement, F (1) is given by
F (1)(ω) = d(ω)X˙(1)(ω) +m(ω)X¨(1)(ω), (C.1)
where the radiation damping d(ω) is defined by
d(ω) =
ρg
ω
c0
k0
tanh k0h (C.2)
and the added mass m(ω) is equal to
m(ω) = −iρg
ω2
∞∑
j=1
cj
kj
tanh kjh. (C.3)
A full derivation of these expressions can be found in Spinneken (2010).
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C.2 Second-order wavemaker forces for a piston-
type wavemaker
Following Spinneken (2010), the second-order hydrodynamic force F
(2)
Φ acting upon
a piston-type wavemaker may be expressed as
F
(2)
Φ = F
(2)+
Φ(1)
+ F
(2)−
Φ(1)
+ F
(2)+
hydro + F
(2)−
hydro + F
(2)+
u2 + F
(2)−
u2 + F
(2)+
w2 + F
(2)−
w2
+ F
(2)+
Φ(21)
+ F
(2)−
Φ(21)
+ F
(2)+
Φ(22)
+ F
(2)−
Φ(22)
. (C.4)
where the subscripts make reference to the hydrodynamic solution provided in
Appendix A. The full expressions required to obtain these forcing terms can be
found in Spinneken (2010). For brevity, only the final results are included. The
first-order unsteady wave acceleration integrated to the first-order free surface
leads to
F
(2)±
Φ(1)
(t) = R
{
N∑
n=1
N∑
m=n
δnmρgXnX
−∗
m
∞∑
j=0
∞∑
l=0
cjnc
−∗
lme
i(ωn±ωm)t
}
. (C.5)
The changing effective wetted surface of the wavemaker induces the second-order
force component
F
(2)±
hydro(t) = R
{
N∑
n=1
N∑
m=n
−δnmρgXnX
−∗
m
2
∞∑
j=0
∞∑
l=0
cjnc
−∗
lme
i(ωn±ωm)t
}
(C.6)
which is equal to −F (2)±
Φ(1)
/2. The force associated with the horizontal velocity term
is
F
(2)±
u2 (t) = R
{
N∑
n=1
N∑
m=n
δnmρg
2XnX
−∗
m
2ωnωm
∞∑
j=0
∞∑
l=0
cjnkjnc
−∗
lmk
−∗
lm
cosh kjnh cosh k
−∗
lmh
Γu2e
i(ωn±ωm)t
}
(C.7)
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where
Γu2 =

−1
2kjn
{sinh kjnh cosh kjnh− sinh kjnd cosh kjnd
+kjn(h− d)} for n = m and j = l
−1
k2jn−k−∗lm
2
{
kjn sinh kjnh cosh k
−∗
lmh− k−∗lm cosh kjnh sinh k−∗lmh
−kjn sinh kjnd cosh k−∗lmd+ k−∗lm cosh kjnd sinh k−∗lmd
}
otherwise.
(C.8)
Similarly, the force associated with the vertical velocity term is
F
(2)±
w2 (t) = R
{
N∑
n=1
N∑
m=n
∓δnmρg
2XnX
−∗
m
2ωnωm
∞∑
j=0
∞∑
l=0
cjnkjnc
−∗
lmk
−∗
lm
cosh kjnh cosh k
−∗
lmh
σlΓw2e
i(ωn±ωm)t
}
(C.9)
where
Γw2 =

−1
2kjn
{sinh kjnh cosh kjnh− sinh kjnd cosh kjnd
−kjn(h− d)} for n = m and j = l
−1
k2jn−k−∗lm
2
{
kjn cosh kjnh sinh k
−∗
lmh− k−∗lm sinh kjnh cosh k−∗lmh
−kjn cosh kjnd sinh k−∗lmd+ k−∗lm sinh kjnd cosh k−∗lmd
}
otherwise
(C.10)
and
σl =
 -1 if l > 0 and for subharmonics1 otherwise (C.11)
The force induced by the second-order bound wave potential is given by
F
(2)±
Φ(21)
(t) = R
{
N∑
n=1
N∑
m=n
δnmρ(ωn ± ωm)XnX−∗m
∞∑
j=0
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l=0
H±jnlm
D±jnlm
cjnc
−∗
lm
kjn ± k−∗lm
Γ1e
i(ωn±ωm)t
}
(C.12)
where
Γ1 =
sinh (kjn ± k−∗lm )h− sinh (kjn ± k−∗lm )d
cosh (kjn ± k−∗lm )h
. (C.13)
Finally the force induced by the spurious free wave potential is
F
(2)±
Φ(22)
(t) = R
{
ρgc0nXnc0mX
−∗
m
h
∞∑
p=0
c
(22)±
p
(K±p )2
Γ1e
i(ωn±ωm)t
}
(C.14)
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where
Γ1 =
sinh (K±p h)− sinh (K±p d)
cosh (K±p h)
. (C.15)
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DIndependent confirmation of progressive wave
field coefficient
The results presented in this thesis demonstrate that both linear wavemaker theory
and second-order wavemaker theory require empirical correction factors to succeed.
To establish this conclusion further, an independent experimental assessment was
conducted in the Sediment Flume at Plymouth University. The Sediment Flume
at Plymouth University is very similar to the Coastal Flume at Imperial College
London. Equipped with a similar piston-type wavemaker, the Sediment Flume is
0.6m wide, 35m long and operates at a water depth up to 0.8m.
This independent assessment is included to provide additional evidence of the
effects shown in Chapter 3. To achieve this, a set of eight rod-type wave gauges
was used to measure the water surface elevation, while the position of the piston-
type wavemaker was recorded using a calibration-free shaft encoder provided as
part of the wavemaking system.
A validation of the progressive wave field coefficient c0, as shown in §3.4.1,
was first conducted. Figure D.1 presents the magnitude of the coefficient c0, with
the corresponding Costal Flume data being presented in Figure 3.6(a). In close
similarity to Figure 3.6(a), Figure D.1 confirms the error of 15% in the magnitude
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Figure D.1: Magnitude of progressive wave field coefficient with ◦ experimental measurement
theoretical coefficient c0 and adjusted coefficient c0
′ = 0.85c0.
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Figure D.2: Spurious free wave content in position control for theoretical linear wave-
maker theory and experiment data based up ◦ linear control,  second-order control, and ∗
second-order control including a phase correction.
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of the progressive wave field coefficient; this error being only marginally larger in
the Sediment Flume. As a result, the additional experimental data support the
introduction of an adjusted coefficient c0
′ = 0.85c0 in §3.4.1.
An independent confirmation of the second-order correction in regular waves,
introduced in §3.4.4, was also undertaken. Figure D.2 shows the spurious free-wave
content obtained using (i) a linear control signal (symbol ◦), (ii) a direct second-
order compensation (symbol ) and (iii) a second-order compensation including
an optimised phase correction (symbol ∗). The compensation of the second-order
spurious free wave is effective in both cases up to kh = 1.4. In contrast, it can be
observed that for water depths beyond kh = 1.4, a phase correction is required to
reduce the spurious free wave content; this confirming the conclusions of §3.4.4.
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