Rings and covered groups  by Cannon, G. Alan et al.
Journal of Algebra 320 (2008) 1586–1598
www.elsevier.com/locate/jalgebra
Rings and covered groups
G. Alan Cannon a, C.J. Maxson b,c, Kent M. Neuerburg a,∗
a Department of Mathematics, Southeastern Louisiana University, Hammond, LA 70402, USA
b Department of Mathematics, Texas A&M University, College Station, TX 77843, USA
c Department of Mathematics, University of Stellenbosch, 7600 Stellenbosch, South Africa
Received 11 September 2007
Available online 12 June 2008
Communicated by Efim Zelmanov
Abstract
For a group G we establish a Galois correspondence between abelian covers of G and rings in M0(G) :=
{f :G → G | f (0) = 0}. We then use this correspondence to investigate structural properties of these rings.
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1. General results
Let G = (G,+) be a group written additively, but not necessarily commutative, with identity 0
and let M0(G) := {f :G → G | f (0) = 0}, the near-ring of zero preserving functions on G where
the operations are pointwise addition and composition of functions. In this paper we continue the
investigation of subrings of M0(G) (see [2,3,5]). As is well known, M0(G) is a simple near-ring,
[8], but M0(G) does contain rings of mappings, in particular the subring 〈I 〉 generated by the
identity function, I .
By definition we require all rings in M0(G) contain the identity map, I . Abusing notation
slightly, we call any ring R in M0(G) a subring of M0(G) and when R is maximal (simple) as
a ring in M0(G) we say R is a maximal (simple) ring. As usual we use Z to denote the ring of
integers and Zn to denote the ring of integers modulo n.
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subrings. If |G| = 3, |M0(G)| = 9 and M0(G) has a subring End(G) ∼= Z3 and 〈I 〉 ∼= Z3 so
〈I 〉 = End(G). Thus M0(G) has precisely one subring. Hence for the remainder of this paper we
take |G| 4.
Now let R be a subring of M0(G) and define C(R) := {B  G | B is an abelian subgroup
of G and R|B ⊆ End(B)}. For each x ∈ G, Rx ∈ C(R) so C(R) is an abelian cover in that G =⋃{B | B ∈ C(R)}. We call C(R) the cover of G determined by R. We remark that this C(R) is,
in general, quite different from the irredundant cover used in [5].
Suppose now C = {Aα} is a cover of G by abelian subgroups Aα . Define R(C) := {ρ ∈
M0(G) | ρ|Aα ∈ End(Aα) for all α}. Under pointwise addition and function composition, R(C)
is a subring of M0(G) called the ring determined by the cover C.
Let C and D be covers of G. Then C ⊆ D if every cell Cα in C is also a cell in D. The
following properties are straightforward to verify:
Σ : (i) For abelian covers C and D of G, if C ⊆D then R(C) ⊇R(D).
(ii) For rings R,S in M0(G), if R ⊆ S then C(R) ⊇ C(S).
(iii) For an abelian cover C of G, CR(C) ⊇C.
(iv) For a ring R ⊆ M0(G),RC(R) ⊇ R.
From Σ (iii) and Σ (iv) we find that for any abelian cover C of G, RCR(C) =R(C) and for
any ring R in M0(G), CRC(R) = C(R). We now have the following result. (See [6].)
Theorem 1.1. Let G be a group, let Γ denote the collection of abelian covers of G, and let
Λ denote the collection of subrings of M0(G). Then the maps R :Γ → Λ, C 
→ R(C), and
C :Λ → Γ , R → C(R), determine a Galois correspondence between Γ and Λ.
We call a ring S ∈ Λ closed if RC(S) = S and a cover D ∈ Γ is closed if CR(D) =D. As in
any Galois correspondence (see [6]), S ∈ Λ is closed if and only if S ∈ ImageR and D ∈ Γ is
closed if and only if D ∈ Image C. If, in addition, one restricts to closed covers and closed rings,
then R and C are bijections and inverses of each other.
For any cover C ∈ Γ , from Σ (iii) we have CR(C) ⊇ C. We call CR(C) the closure of C
and denote this by C. Thus a cover C ∈ Γ is closed if and only if C =C. Dually, for S ∈ Λ, the
closure of S, denoted by S, is RC(S) and S is closed if and only if S = S.
As we noted above, RCR(C) =R(C), i.e., R(C) =R(C) even though, as is often the case,
C  C. This is different from the situation in [5] since C is, in general, not an irredundant cover.
We also consider the semilattice cover, I(C), determined by a cover C ∈ Γ . Here I(C) is the
intersection semilattice determined by the cells of C (including the cells of C). Thus I(C) is a
cover with C ⊆ I(C) ⊆C and so R(C) =RI(C) =R(C).
Example 1.1.
(A) Let G = S3 and let 〈I 〉 be the subring of M0(S3) generated by the identity map. Then
〈I 〉 ∼= Z6 and C(〈I 〉) = A, the set of all abelian subgroups of S3. We then find R(A) ∼=
Z3 ⊕Z2 ⊕Z2 ⊕Z2 and R(A)  〈I 〉, i.e., 〈I 〉 =RC(〈I 〉)  〈I 〉 so 〈I 〉 is not closed. We also
find that C is surjective, but not injective while R is injective but not surjective.
(B) Let G = (Z2)3 and let C be the cover by all proper subgroups. One then finds R(C) = 〈I 〉
(see Section 2.3 where this situation is investigated further) and so CR(C) = C(〈I 〉) and
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and R is therefore not injective. If C were surjective, then for some T ∈ Λ, C(T ) =C. Thus
RC(T ) =R(C) = 〈I 〉 and so, C(T ) = CRC(T ) = CR(C) =C, a contradiction.
The goal of the Galois correspondence above is to use information from one of the sets Γ or
Λ to obtain information about the other set. In the next section we investigate which kinds of
covers C in Γ determine certain structural properties of rings R(C) in Λ. We focus on maximal
rings and simple rings.
Convention. In the remainder of this paper we restrict to finite groups and, as always, abelian
covers. Thus when we say (G,C) is a covered group we mean G is a finite group and C is a
cover by abelian subgroups of G.
2. Structural results
2.1. Maximal subrings
The focus in [5] was on identifying whenR(C) is a maximal ring in M0(G) where G is a finite
abelian group and C an irredundant cover of G. Several sufficient conditions on C were found
for R(C) to be maximal and special attention was given to the elementary abelian p-groups, p a
prime. In this subsection we generalize to arbitrary finite groups and abelian covers. In Theorem
2.1.3 we give necessary and sufficient conditions on a cover C for R(C) to be maximal. This is
then applied to give another proof of Corollary II.9 of [5].
Lemma 2.1.1. Let (G,C) be a covered group. If T is a maximal ring in M0(G), then T is closed,
i.e., RC(T ) = T .
Proof. The result is immediate from the fact that T is a maximal ring and RC(T ) ⊇ T . 
Lemma 2.1.2. Let (G,C) be a covered group. If C is minimal in Γ , then R(C) is a maximal
ring in M0(G).
Proof. Let T be a maximal ring in M0(G) with T ⊇R(C). Then C(T ) ⊆ CR(C) = C so, by
the minimality of C, C(T ) = C. But then R(C) =R(C) =RC(T ) = T where the last equality
follows from the previous lemma. 
We now have our characterization result.
Theorem 2.1.3. Let (G,C) be a covered group. The following are equivalent:
(i) For any D ∈ Γ , if D ⊆C then D =C;
(ii) C is minimal in Image C;
(iii) R(C) is a maximal ring in M0(G).
Proof. The proof of Lemma 2.1.2 shows that (ii) implies (iii) and clearly, (ii) follows from (i).
Thus it remains to show that (iii) implies (i). To this end we take D ∈ Γ with D ⊆ C.
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CR(C) =C. 
Corollary 2.1.4. Restricting to closed covers, R(C) is a maximal ring in M0(G) if and only if C
is a minimal cover in Γ .
We use the above theorem to obtain a generalization and an alternative proof of Corollary II.9
of [5].
Theorem 2.1.5. Let (G,C) be a covered group. If C is a partition of G, then R(C) is a maximal
subring of M0(G).
Proof. Let C = {C1,C2, . . . ,Ct } be an abelian partition of G. Suppose D ∈ Γ and D ⊆ C.
Since C is a partition we find R(C)|Ci = End(Ci) for each cell Ci ∈C. Since these Ci are finite
abelian groups, for each Ci there exists ci ∈ Ci with End(Ci)ci = Ci so R(C)ci = Ci .
We know D is a cover of G so ci ∈ Dj for some Dj ∈ D. Since D ⊆ C, Dj ∈ C so
R(C)|Dj ⊆ End(Dj ). Thus R(C)ci = Ci ⊆ Dj . Suppose Ci = Dj . Then there exists xj ∈
Dj\Ci and each ρ ∈R(C) is linear on ci + xj . However, the function ei :G → G given by
ei(y) =
{
y, y ∈ Ci,
0, otherwise
is in R(C), hence 0 = ei(ci + xj ) = ei(ci) + ei(xj ) = ci , a contradiction. Thus Ci = Dj . In
this way we see that C ⊆ D so C ⊆ D. But then C = D and the result follows from Theo-
rem 2.1.3. 
There are several examples of nonabelian groups with abelian partitions. Among those we
mention S3, S4, and any nonabelian p-group of exponent p. (See [9] and references there for
partitioned groups.)
We give another application of Theorem 2.1.3. We find that for any (finite) nilpotent group,
G, a cover C by cyclic subgroups of G determines a maximal subring R(C) of M0(G).
Lemma 2.1.6. Let G be a nilpotent group, G =⊕ti=1 S(pi) where S(pi) is the pi -Sylow sub-
group of G. Then 〈x〉 is a maximal cyclic subgroup of G, i.e., maximal as a cyclic group, if and
only if 〈x〉 ∩ S(pi) is a maximal cyclic subgroup of S(pi).
Proof. Let x = (x1, . . . , xt ), which means 〈x〉 = ⊕ti=1〈xi〉 and 〈xi〉 ⊆ 〈x〉 ∩ S(pi). If 〈xi〉 is
not a maximal cyclic subgroup in S(pi), then there exists yi ∈ S(pi) with 〈yi〉  〈xi〉. But then
K := 〈x1〉 ⊕ · · · ⊕ 〈xi−1〉 ⊕ 〈yi〉 ⊕ 〈xi+1〉 ⊕ · · · ⊕ 〈xt 〉 is a cyclic subgroup of G with K  〈x〉,
a contradiction. Conversely, in a similar manner we find if 〈xi〉 is a maximal cyclic subgroup of
S(pi) then 〈x〉 =⊕ti=1〈xi〉 is a maximal cyclic subgroup of G. 
If G =⊕ti=1 S(pi), then as in the proof of Theorem II.12 of [5], when R is a maximal subring
of M0(G), then R ∼=⊕ti=1 Ri where Ri a maximal subring in M0(S(pi)). From this remark and
the previous lemma we see that one can restrict to p-groups when considering covers by maximal
cyclic subgroups. We next show that when looking at covers by cyclic subgroups one can restrict
to maximal cyclic subgroups.
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that every maximal cyclic subgroup must be a cell in C. Let M := {〈x1〉, . . . , 〈xs〉} be the cover
by maximal cyclic subgroups.
Lemma 2.1.7. Using the notation above, C contains all cyclic subgroups of G and C =M .
Proof. Let 〈y〉 be a cyclic subgroup of G, let 〈x〉 ∈ M with 〈x〉 ⊇ 〈y〉, and let σ ∈R(C). Now
〈x〉 is a cell in C ⊆ C, so σ(x) = mx ∈ 〈x〉. If y = nx, then σ(y) = nσ(x) = nmx = my ∈ 〈y〉
so we have 〈y〉 ∈ C as desired. For the second part, we have M ⊆ C ⊆ C so M ⊆ C. Moreover,
from what we just showed, M contains all cyclic subgroups of G so C ⊆M giving C ⊆ M and
hence M =C. 
We have shown for any cover C by cyclic subgroups of G,C = M . So when considering C
we may, without loss of generality, take C to be the cover by maximal cyclic subgroups.
We now let G be a p-group and C the cover of G by maximal cyclic subgroups of G, C =
{〈x1〉, . . . , 〈xs〉}. We wish to show that whenever D is a cover of G with D ⊆ C we get D = C
so then by Theorem 2.1.3, R(C) is a maximal subring of M0(G). Note that if D contains the
maximal cyclic subgroups, i.e., C ⊆D, then we have C ⊆D ⊆ C and are finished. If this is not
the case then there is a maximal cyclic subgroup in a cell of D that is not itself a cell. We suppose
〈x1〉  D1 ∈D and so there is some y /∈ 〈x1〉 such that 〈x1〉 + 〈y〉 ⊆ D1.
From D ⊆ C we get R(D) ⊇R(C) =R(C) so R(C) is linear on D1, hence on 〈x1〉 + 〈y〉.
Further since 〈x1〉, 〈y〉 are in C, R(C)|〈x1〉+〈y〉 ⊆ End(〈x1〉 + 〈y〉). We show this leads to a con-
tradiction, giving us the result.
Now let 〈a1〉, . . . , 〈a〉 be the distinct cyclic subgroups of G of order p. For each y ∈ G\{0}
there exists a unique nonnegative integer m such that pmy is of order p and in one and only one
of the groups 〈a1〉, . . . , 〈a〉. In this way we get a partition of the set G\{0} determined by these
subgroups of order p. We denote the classes of this partition by K1, . . . ,K.
We again consider 〈a1〉 + 〈y〉 given above. Suppose x1 and y are in different classes, say
x1 ∈ K1 and y ∈ K2. Define a function σ ∈ M0(G) by
σ(b) =
{
b, b ∈ K1,
0, otherwise.
Then σ ∈R(C) but σ is not linear on 〈x1〉 + 〈y〉 since σ(x1)+ σ(y) = x1 = σ(x1 + y).
Now take x1, y in the same class, say K1. Let 〈x1〉, 〈x2〉, . . . , 〈xj 〉 be the maximal cyclic
subgroups in K1, so K1 = (〈x1〉∪ · · · ∪ 〈xj 〉)\{0}. Let pw be the order of x1 and let k be the least
positive integer such that pkx1 ∈ (〈x2〉 ∪ · · · ∪ 〈xj 〉)\{0}. Define ρ ∈ M0(G) by
ρ(b) =
⎧⎨
⎩
0, b /∈ K1,
0, b ∈ K1 but b /∈ 〈x1〉,
pw−k(b), b ∈ 〈x1〉.
One verifies that ρ is well-defined and that ρ ∈R(C). However 0 = ρ(x1 + y) while ρ(x1) +
ρ(y) = pw−kx1 = 0, another contradiction. We have the following result.
Theorem 2.1.8. Let (G,C) be a covered group where G is nilpotent and C is a cover by cyclic
subgroups. Then R(C) is a maximal subring of M0(G).
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We continue our investigation of structural properties of the ring R(C) determined by the
covered group (G,C). Here we focus on the problem of determining when R(C) is simple and,
when this is the case, what type of simple rings arise. Particular attention is given to determining
when R(C) is a field. The first result shows that we can again restrict to p-groups.
Theorem 2.2.1. Let (G,C) be a covered group. If R(C) is a simple ring then G is a p-group of
exponent p.
Proof. Let p be a prime that divides the order of G. Note that the function λρ :G → G defined by
λp(x) = px for all x ∈ G is inR(C). Let P := {y ∈ G | py = 0} and observe thatR(C)(P ) ⊆ P ,
i.e., P is R(C)-invariant. Thus the left annihilator (0 : P) of P in R(C) is a two-sided ideal of
R(C) and the function λp ∈ (0 : P). Since R(C) is simple and P = {0} we get λp = 0 which
means G is of exponent p. 
In a similar manner we show that when R(C) is simple, the cover C = {C1, . . . ,Cn} has no
isolated cells, where we recall that a cell Ci is isolated when Ci ∩ (⋃j =i Cj ) = {0}. For if Ci is
an isolated cell, then (0 : Ci) is a nonzero ideal of R(C).
Theorem 2.2.2. Let (G,C) be a covered group where G is a p-group of exponent p.
(i) If C has an isolated cell, R(C) is not simple.
(ii) C has a cyclic component and R(C) is simple if and only if R(C) ∼= Zp .
Proof. (ii) Let 〈y〉 be a cyclic cell in C. For each ρ ∈ R(C), ρ(y) ∈ 〈y〉 so ρ(y) = ky for
some k ∈ N. Since kI ∈R(C), ρ − kI ∈R(C) and ρ − kI ∈ (0 : 〈y〉), an ideal of R(C). Thus
ρ = kI ∈ 〈I 〉, so R(C) = 〈I 〉 ∼= Zp . The converse is clear. 
In the next result we give another sufficient condition for R(C) ∼= Zp when R(C) is simple.
Theorem 2.2.3. Let (G,C) be a covered group with G a p-group of exponent p such that
R(C) is simple. If there exist subgroups H,K in I(C) such that H  K and [H : K] = p,
then R(C) ∼= Zp .
Proof. Choose a Zp-basis {b2, . . . , b} for K and extend to a Zp-basis {b1, b2, . . . , b} of H .
For σ ∈ R(C), σ|H ∈ End(H) so, with respect to the basis {b1, . . . , b} of H,σ has a matrix
representation
b1 b2 b
b1
b2
b
⎡
⎢⎢⎣
a11 0 . . . 0
a21 a22 a2
...
...
...
a1 a2 . . . a
⎤
⎥⎥⎦
where we take σ = 0.
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f (H) ⊆ K}, a contradiction to the simplicity of R(C). Thus a11 = 0 and from this σ − a11I ∈
(K : H), hence σ − a11I = 0. Therefore σ ∈ 〈I 〉, and R(C) = 〈I 〉 ∼= Zp . 
As an application we present the following result.
Corollary 2.2.4. Let (G,C) be a covered group with |G| = p4, exp(G) = p and G /∈ C. Then
R(C) is simple if and only if R(C) ∼= Zp .
Proof. If R(C) ∼= Zp then R(C) is simple. For the converse we let R(C) be simple. If a maxi-
mal cell in C (maximal as a subgroup in C) has cardinality p then this cell is isolated, hence by
Theorem 2.2.2(i), R(C) is not simple. Thus this situation cannot happen. If some maximal cell,
say C1, has cardinality p2, then since C1 cannot be isolated there is another cell, C2, such that
{0}  C1 ∩ C2  C1. Now C1 ∩ C2 and C1 are in I(C) and |C1 : C1 ∩ C2| = p, so in this case
R(C) ∼= Zp .
Finally we take all maximal cells in C to have cardinality p3. We then have maximal cells C1
and C2 with p  |C1 ∩ C2|  p2. If |C1 ∩ C2| = p, then since C1 ∩ C2 ∈ C the result follows
from Theorem 2.2.2(ii). If |C1 ∩C2| = p2, the result follows from the previous theorem. 
In the next example we show that simple rings other than Zp can arise as some R(C) and also
that the hypothesis G /∈C or something similar is needed for the above corollary.
Example 2.2.5. Let H be any subgroup in I(C) or C where G is a p-group of exponent p.
Let |H | = pn and take σ ∈ R(C). Then σ|H ∈ End(H) so we have a ring homomorphism
R(C) → End(H) and since H is an elementary abelian p-group, End(H) ∼= Mn(Zp). When
R(C) is simple the homomorphism R(C) → End(H) is injective so R(C) can be considered as
a simple subring of Mn(Zp). The simple subrings of Mn(F ), where F is a finite field, have been
investigated in [4]. Taking F = Zp we have the following result from [4].
Theorem 2.2.6. Let R be a simple subring (containing I ) of Mn(Zp). Then there exists an
invertible matrix X ∈ Mn(Zp) such that
(i) XRX−1 = T ⊗ Ir , i.e., each matrix M in XRX−1 has the form diag(A,A, . . . ,A) where
A ∈ T Mn/r (Zp);
(ii) T ∼= Mk(GF(pm)) for some k,m ∈ N;
(iii) n = rkm.
Corollary 2.2.7. Let (G,C) be a covered group, exp(G) = p, with cells H,K in I(C) where
|H | = pn, |K| = pm and gcd(n,m) = 1. If R(C) is simple, then R(C) ∼= Zp .
Proof. From the above theorem and the discussion prior to the theorem we have R(C) isomor-
phic to a subring of Mn(Zp) and isomorphic to a subring of Mm(Zp) with n = r1k1m1 and
m = r2k2m2. Also, R(C) ∼= T ∼= Mk1(GF(pm1)) ∼= Mk2(GF(pm2)). Hence k1 = k2, m1 = m2
and since gcd(m,n) = 1 we get k1 = k2 = m1 = m2 = 1, so R(C) ∼= Zp . 
Theorem 2.2.8. Let (G,C) be a covered group such that R(C) is simple. We take R(C) as a
subring of Mn(Zp) with n = rkm from the above theorem. The following are equivalent:
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(b) R(C) ∼= Zp;
(c) For each nonzero x in G,R(C)x is group isomorphic to (Zp,+);
(d) There exists an x in G with R(C)x group isomorphic to (Zp,+);
(e) r = n.
Proof. From Theorem 2.2.6,R(C) ∼= Zp if and only if r = n. Thus we have (b) if and only if (e).
From the proof of Theorem 2.2.3, it was only necessary that the subgroups H,K be R(C)-
invariant, thus (a) implies (b). Clearly (b) implies (c) implies (d). Finally, if for some x ∈ G,
R(C)x is group isomorphic to (Zp,+), then R(C)x is in C and |R(C)x| = p. By taking H =
R(C)x and K = {0} we have (d) implies (a). 
The hypothesis that R(C) ∼= Zp certainly implies that for some x in G, R(C)x is group
isomorphic to (Zp,+). However, without the hypothesis that R(C) is simple the converse fails.
We note that if G is any noncyclic p-group of exponent p, the cover C by cyclic subgroups
satisfies properties (a), (c) and (d) of the above theorem but R(C) is not simple. Also, one would
prefer a condition on the cover C rather than on C as in (a) of the theorem. However, if one
takes G = (Z2)6 with the natural basis and C := {G, 〈e1, e2〉, 〈e3, e4〉, 〈e5, e6〉, 〈e1 + e3, e2 + e4〉,
〈e2 + e6, e1 + e4〉, 〈e1 + e5, e3 + e6〉, 〈e2 + e5, e4 + e6〉} then R(C) ∼= Z2 but [H : K] = 2 for
H,K in C with H K .
We remark that it remains open to find necessary and sufficient conditions on a cover C so
that R(C) is simple. Further one would like to characterize covers C such that R(C) ∼= Zp as
well as whenR(C) ∼= GF(pm) and whenR(C) ∼= Mk(GF(pm)). We conclude this section with
an example which shows that these last two situations, i.e., finite fields other than prime fields
and complete matrix rings over Zp , can arise as rings in Λ for nonabelian groups.
Example 2.2.9. Let G be a group of order 36 and of exponent 3. In Theorem 5.1 of [7], Pan-
none determines those groups of order p6 and exponent p, for p an odd prime, which have an
equipartition into cells of order p2. We let p = 3 and note there are 34 + 32 + 1 = 91 cells of
order 32. Moreover Pannone shows that one of these cells, say A1, can be chosen as the center
of G. We denote the cells of such a partition by A1, . . . ,A91 and choose a Zp-basis for each cell
so we have Ai = 〈ai1, ai2〉, i = 1,2, . . . ,91. We use these cells to obtain a cover (not a partition)
for G. To this end, let
C2 = A1 ⊕A2, C21 = A1, C22 = A2,
C23 = 〈a11 + a21, a12 + a22〉, C24 = 〈a11 + a12 + a21,2a11 + a12 + a22〉
and inductively define
Ci = A1 ⊕Ai, Ci1 = A1, Ci2 = A2,
Ci3 = 〈a11 + ai1, a12 + ai2〉, Ci4 = 〈a11 + a12 + ai1,2a11 + a12 + ai2〉
for i = 3,4, . . . ,91. We use all of these cells to define our cover C. Calculations show that each
ρ ∈ R(C) has the form [ a b2b a
] ⊗ I2, a, b ∈ Z3 on each Ci , i = 2, . . . ,91 so we find R(C) ∼=
GF(32).
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that each ρ ∈R(C′) has the form [ a b
c d
]⊗ I2, a, b, c, d ∈ Z3 so R(C′) ∼= M2(Z3).
We remark that the above example can be generalized to any odd prime p.
2.3. Closure of 〈I 〉
For any subring S ⊆ M0(G) we have S ⊇ 〈I 〉, the subring generated by the identity map I ,
so 〈I 〉 is the unique minimal element in Λ. Dually, for any group G, we have the cover A
of all abelian subgroups of G is the unique maximal element in Γ . One has C(〈I 〉) = A but,
as we have seen in Example 1.1(A), for the group S3, R(A)  〈I 〉, i.e., RC(〈I 〉) = 〈I 〉 which
means 〈I 〉 is not closed. On the other hand, when G = (Z2)3 and A′ is the cover by all proper
subgroups, we found in Example 1.1(B) thatR(A′) = 〈I 〉. Since A′ ⊆A we haveR(A′) ⊇R(A)
so R(A) = 〈I 〉 and 〈I 〉 is closed.
In the first part of this subsection we show for any abelian group, 〈I 〉 is closed. We also
characterize when R(A′) = 〈I 〉 where, as above, A′ is the collection of all proper subgroups of
an abelian group. We then turn to nonabelian groups, giving some conditions for 〈I 〉 to be closed.
Again we note that when G is a nilpotent group, using an argument similar to that of
Lemma 2.1.6, we can restrict to p-groups.
We take G = ⊕ti=1 Zpni with n1  n2  · · ·  nt , and let A be the cover by all abelian
subgroups. Then G ∈A and R(A) ⊆ End(G). If t = 1, A consists of G and all cyclic subgroups
of G. Here R(A) = End(G) ∼= Zpn1 , so R(A) = 〈I 〉.
Now let t  2. For each σ ∈ R(A) and w ∈ G, σ(w) = aw where a ∈ Zpn1 . We let E =
{e1, e2, . . . , et } be the natural generating set, i.e., e1 = (1,0, . . . ,0), e2 = (0,1,0, . . . ,0) and et =
(0,0, . . . ,0,1). With respect to this generating set each σ ∈R(A) has a matrix representation
⎡
⎣
a1 0
. . .
0 at
⎤
⎦ .
Moreover σ(e1 + · · · + et ) = x(e1 + · · · + et ) so we have x(e1 + · · · + et ) = a1e1 + · · · + atet .
Thus x ≡ ai mod pni , i = 1,2, . . . , t , so
⎡
⎣
a1 0
. . .
0 at
⎤
⎦=
⎡
⎣x 0. . .
0 x
⎤
⎦+
⎡
⎣
k1pn1 0
. . .
0 ktpnt
⎤
⎦ .
But this final matrix is just the zero matrix. Hence σ ∈R(A) has the form, σ(w) = x ·w and so
R(A) = 〈I 〉 ∼= Zpn1 . We have established the following result.
Theorem 2.3.1. For any abelian group G, if A is the cover by all subgroups of G, then
R(A) = 〈I 〉.
We continue to let G be a finite abelian group and now let A′ be the cover by proper subgroups.
Here we have t  2. If t  3, then for each x, y ∈ G, 〈x, y〉 is a proper subgroup, so R(A′) ⊆
End(G). From this observation, as above, we find R(A′) = 〈I 〉. When t = 2 it need not be
the case that R(A′) ⊆ End(G). In fact we will show for t = 2, R(A′) ⊆ End(G). To this end,
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w = ae1 + be2, a ∈ Zpn , b ∈ Zpm . Define σ ∈ M0(G) by
σ(w) =
{
0, p  a and p  b,
pn−1w, otherwise.
Clearly σ ∈ M0(G) and σ(w) ∈ 〈w〉, so σ(Ci) ⊆ Ci for each cell in A′. To show σ ∈ R(A′)
it remains to show σ(x + y) = σ(x) + σ(y) for each x, y in a cell Ci . We take x = ae1 + be2
(sometimes denoted by (a, b)), y = ce1 + de2 and consider cases.
Case 1. p  a and p  c.
Here we note that a and c have inverses modulo pn so we find (1, a−1b) and (1, c−1d) are
in Ci , hence (0, a−1b − c−1d) ∈ Ci . If p  (a−1b − c−1d) then (0,1) ∈ Ci and we get G = Ci ∈
A′, a contradiction. Thus ad ≡ cb (mod p) which means that (p | b and p | d) or (p  b and
p  d).
If p | b and p | d , then p | (b + d) so σ(x + y) = σ((a + c)e1 + (b + d)e2) = pn−1(x + y).
Also by definition, σ(x) = pn−1x and σ(y) = pn−1y, hence σ(x + y) = σ(x)+ σ(y).
If p  b and p  d , then σ(x) = σ(y) = 0. If p  (a + c) and p  (b + d) we are finished, so
suppose p | (b+d). Then b+d = kp and cb+cd = k′p. We know from above that ad−bc = p,
hence ad + cd = hp or (a + c)d = hp. Since p  d , p | (a + c). We have σ(x + y) = pn−1(x +
y) = 0 since p | (b + d) and p | (a + c). Again we find σ(x + y) = σ(x)+ σ(y).
Case 2. p | a and p | c.
Here we also have p | (a+ c) so σ(x) = pn−1x, σ(y) = pn−1y and σ(x + y) = pn−1(x + y),
i.e., σ(x + y) = σ(x)+ σ(y).
Case 3. p | a and p  c. (The case p  a and p | c is symmetric and is omitted.)
We know p  (a + c). We break this case into several subcases.
(3i) p | b and p | d .
Thus we have p | (b + d) so σ(x + y) = pn−1(x + y). Since p | a, σ(x) = pn−1x and since
p | d , σ(y) = pn−1y. Therefore σ(x + y) = σ(x)+ σ(y).
(3ii) p | b and p  d .
From this, p  (b + d) and, by hypothesis, we have p  (a + c). Thus σ(x + y) = 0. Since
p  c and p  d , σ(y) = 0. By definition σ(x) = pn−1x but since p | a and p | b, σ(x) = 0, hence
σ(x + y) = σ(x)+ σ(y).
(3iii) p  b and p | d .
As in (3ii), p  (b + d). Since x + y ∈ Ci , (a + c, b + d) ∈ Ci and p  (b + d) we get ((b +
d)−1(a+ c),1) ∈ Ci . Also, since p  b, (b−1a,1) ∈ Ci giving ((b+d)−1(a+ c)−b−1a,0) ∈ Ci .
From this we must have p | ((b + d)−1(a + c) − b−1a) which implies p  a, a contradiction to
the hypothesis of Case 3. Therefore this case cannot occur.
(3iv) p  b and p  d .
We find (b−1a,1) ∈ Ci and (d−1c,1) ∈ Ci giving (b−1a − d−1c,0) ∈ Ci . From this we see
that p  a, again a contradiction, which means that this case cannot occur.
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σ(e1) + σ(e2) = pn−1e1 + pn−1e2 = 0. Therefore R(A′) ⊆ End(G), hence R(A′) = 〈I 〉. We
summarize the above.
Theorem 2.3.2. Let G be an abelian p-group with t  2 summands in the cyclic decomposition
of G and let A′ be the cover of G by all proper subgroups. Then R(A′) = 〈I 〉 if and only if t = 2.
For nonabelian groups the situation is not so definite. Here, of course, A=A′ and in the case
of nilpotent groups one can again restrict to p-groups. We start out with a sufficient condition.
Theorem 2.3.3. Let G be a nonabelian group with nontrivial center and let A be the cover by
abelian subgroups. Let E = {x ∈ G | |x| n = exp(Z(G))}. For ρ ∈R(A), ρ|E = k · I , k ∈ Z.
Proof. We take ρ ∈R(A) and note from the above on abelian groups, ρ|Z(G) = k · I for some
integer where without loss of generality we take 0  k < n. Consider g ∈ E\Z(G). Note that
〈g,Z(G)〉 ∈ A and that ρ|〈g,Z(G)〉 = mI for some integer m. Without loss of generality we take
0m< n. Now let y ∈ Z(G) such that |y| = n. So y ∈ 〈g,Z(G)〉 and we have ρ(y) = ky = my.
Hence (k−m)y = 0 and by the choice of k and m we get m = k. Since g was arbitrary in E\Z(G)
we have ρ = kI on E. 
Corollary 2.3.4. Let G be a nonabelian group with nontrivial center such that exp(G) =
expZ(G) and let A be the cover of G by abelian subgroups. Then R(A) = 〈I 〉. In particular, if
G is a nonabelian p-group of exponent p,p a prime, then R(A) = 〈I 〉.
Proof. We apply the above theorem where here, E = G. 
It is easy to construct examples of groups satisfying the hypotheses of the above corollary.
In fact, let H be any nonabelian group with exp(H) = n. Let G = H ⊕ Zn. Thus we have
exp(G) = exp(Z(G)) and hence R(A) = 〈I 〉.
However, the condition exp(G) = expZ(G) is not a necessary condition for R(A) = 〈I 〉, not
even for p-groups. For, if one considers the dihedral group D4 of order 23 then calculations show
that R(A) = 〈I 〉 but exp(Z(D4)) = exp(D4).
On the other hand, for the quaternion group, Qu, of order 23 calculations show R(A)  〈I 〉
and here also, exp(Z(Qu)) = exp(Qu).
We complete the case of nonabelian groups of order p3 in the following.
Theorem 2.3.5. Let G be a nonabelian group, |G| = p3,p an odd prime. Further let A be the
cover by abelian subgroups. Then R(A) = 〈I 〉 if and only if exp(G) = exp(Z(G)).
Proof. As is well known there are two classes of nonabelian groups of order p3,p an odd prime
[1, p. 99]. One of the classes is that of p-groups of exponent p and so by Corollary 2.3.4, in
this case we have R(A) = 〈I 〉. The other class is composed of those groups G, G = 〈a, b〉 with
p2a = pb = 0 and b + a = (1 + p)a + b. Here Z(G) = 〈pa〉 and if C is any cell in A with
C  〈a〉 then (C ∩ 〈a〉) ⊆ Z(G). We define ρ ∈ M0(G) by
ρ(x) =
{
px, x ∈ 〈a〉,
0, otherwise.
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ρ(a + b) = 0 = p(a + b). Thus ρ /∈ 〈I 〉 so in this case R(A)  〈I 〉. Note that exp(G) = p2 =
exp(Z(G)) and the result follows. 
As a final result in this section, we determine for the dihedral groups, Dn of order 2n, when
R(A) = 〈I 〉.
Theorem 2.3.6. Let Dn be the dihedral group of order 2n and let A be the cover by abelian
subgroups. Then R(A) = 〈I 〉 if and only if n is even.
Proof. We know [1, p. 50] Dn has the presentation Dn = 〈a, b | na = 0, 2b = 0, b + a = (n −
1)a + b〉. Moreover, every element in Dn\〈a〉 has order 2.
For n odd, the abelian subgroups of Dn are the cyclic subgroups generated by the elements
ka + jb, k ∈ {0,1, . . . , n − 1}, j ∈ {0,1} and the subgroups of 〈a〉. Thus 〈b〉 is an isolated
subgroup and we see R(A)  〈I 〉.
For n even we have Z(Dn) = 〈n2a〉 and for w ∈ (Dn\〈a〉), 〈w, n2a〉 ∈ A. We know for ρ ∈
R(A), ρ|〈a〉 = kI for some k, 0 k < n. Thus ρ(n2a) = k∗ n2a where k∗ ≡ k mod 2, and from this
ρ|〈w, n2 a〉 = k∗I . Since w ∈ (Dn\〈a〉) has order 2, k∗w = kw, i.e., ρ = kI givingR(A) = 〈I 〉. 
3. Further examples
In this short section we present three classes of examples of groups and completely determine
the rings determined by all possible covers of these groups.
Example 3.1 (Groups of order pq). Let G be a group with |G| = pq where p and q are primes
with p > q . The only cover C of G is the cover of all cyclic subgroups. If G is abelian then G is
cyclic and we have that R(C) is isomorphic to Zpq . On the other hand, if G is not abelian, then
the cyclic subgroups form a partition of G. Further, there will be one cyclic subgroup of order p
and p cyclic subgroups of order q (see [1, II.6]). In this case, we see that R(C) ∼= Zp × (Zq)p .
Example 3.2 (Quaternion groups). Let Qn be the generalized quaternion group of order 2n. We
represent Qn as 〈a, b | 2n−1a = 0, b + a = −a + b,2n−2a + 2b = 0〉. Direct computations show
that for 0 < x < 2n−2, |xa + b| = 4. In fact, 〈xa + b〉 = {0, xa + b,2n−2a, xa − b}. Further
computations show that the centralizer of any element t = xa + b with 0 x < 2n−2 is just the
cyclic subgroup 〈t〉. Finally, we observe that Z(Qn) = 〈2n−2a〉. Thus, the only abelian subgroups
of Qn are the cyclic subgroups and all cyclic subgroups of Qn intersect in the center.
Let C be the cover of Qn by all cyclic subgroups, again the only cover of G by abelian
subgroups. We describe the elements of R(C). For any f ∈R(C) we have f |〈a〉 = k1I where
0 k1 < 2n−1 and f |〈xa+b〉 = kxI where 0 kx < 4 and 0 x < 2n−1 for all x with the restric-
tion that k1 ≡ kx (mod 2) as the maps must agree on the center which has order 2.
1598 G.A. Cannon et al. / Journal of Algebra 320 (2008) 1586–1598Example 3.3 (Groups of order p2). Let G = Zp × Zp and let B = {〈e1〉, 〈e2〉, 〈e1 + e2〉, 〈e1 +
2e2〉, . . . , 〈e1 + (p − 1)e2〉} be the 1-dimensional subspaces of G. Let C be a cover of G. If
G /∈C, then we must have B =C so R(C) ∼= (Zp)p+1.
Now assume G ∈C.
If C = {G}, then R(C) = End(G) and is, therefore, maximal in M0(G).
If C consists of G together with a single 1-dimensional subspace, then each element in R(C)
has the form f = ( a b0 d
)
. There are p + 1 such rings and all are isomorphic to one another.
Next, take C to consist of G and two 1-dimensional subspaces. We take the generators of the
two subspaces as a basis for G. In this case, each element inR(C) has the form f = ( a 00 d
)
. There
are
(
p+1
2
)
such rings, all isomorphic.
Finally, if C consists of G and at least three 1-dimensional subspaces, then we argue as in the
previous case and see that fixing a third subspace gives that each element in R(C) has the form
f = ( a 00 a
)
. That is R(C) = 〈I 〉.
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