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Abstract 
Entropy is an abstract concept. It refers to a measure of disorder or uncertainty in a system. Since its origin from the study of 
thermodynamics, various scientific disciplines have applied this property in their respective fields of knowledge, which 
represents a major challenge, since entropy is difficult to interpret, understand or visualize, as it lacks of a direct interpretation or 
physical measurement. This article discusses the origins of this concept, its implementation in different knowledge areas, and 
describes the research currently conducted by the authors of this work to evaluate entropy as a measure of disorder in 
organizational systems, which are conceived of as dissipative systems, i.e., systems that are able to remain in a state of 
imbalance, challenging the inherent tendency towards an equilibrium state, which acts as an attractor of the system. While this 
paper focuses mainly on the case of private enterprises, the concepts addressed in this work may be applied to any type of 
organizational system. 
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1. Introduction 
Since the foundations of systems thinking were established, the idea that different disciplines influence and 
enrich each other has been pursued, "through the transfer of principles, concepts, methods, techniques and values"1 
in the context of a single systems meta-theory. In this regard, Von Bertalanffy2, who created the "General Systems 
Theory (GST)", proposed to: 1. Investigate the isomorphism of concepts, laws and models in various fields, and 
propose transfers among them 2. Promote the development of appropriate theoretical models where missing 3. 
Reduce duplication of theoretical effort, and 4. Promote the unity of science. Thus, according to his description, 
General Systems Theory should become an integration mechanism between the natural and social sciences and a 
basic tool for scientific training and preparation. 
In this paper we propose to apply the concept of entropy, originated in the study of thermodynamic systems, as a 
measure of disorder in organizational systems, which are conceived of as dissipative systems. 
The use of the concept of entropy by other disciplines often gives rise to intense discussions, due to concerns 
about the indiscriminate use of the term outside the context of physics. However, the investigation of the concept of 
entropy in other disciplines responds to the fact that "there may be a general process of entropy and several specific 
subtypes, which should be recognized and identified to distinguish the context to which it refers".3 
1.1. Origin and meaning of the concept of entropy 
The term entropy was coined in 1865 by Rudolf Clausius, who created this name from the Greek ἐντροπία, which 
means evolution or transformation.4 Clausius developed the concept based on the formulation of the second law of 
thermodynamics, which states that, without outside intervention, heat always flows from a warm body to a body 
with lower temperature.5 This description coincides with the expression of the second law of thermodynamics 
proposed by William Thomson (Lord Kelvin), whereby there cannot be a thermal machine which, through a cyclical 
process, continuously and independently pumps energy from a heat reservoir, transforming it into work.6 Then, 
while the first law of thermodynamics states that energy cannot be created nor destroyed but only transformed, the 
second law of thermodynamics states the direction in which this transformation occurs. It is important to note that, 
even when the second law of thermodynamics can be formulated in many different ways, they all lead to the 
explanation of the concept of irreversibility of spontaneous processes, since it establishes that a closed system 
always evolves towards its most probable macrostate, i.e.: one in which its entropy is maximized7,8, which means 
that entropy acts as an attractor of the system.8 Clausius' contribution9 was to abstract the principle that states that 
these processes are governed by the same law, which is expressed in a quantity that determines the direction of 
events and that always changes in the same direction along the axis of time: entropy, usually depicted with the letter 
S. 
1.2. Statistical Mechanics description of the concept of Entropy and its application in Information Theory 
Based on the above rationale, Ludwig Boltzmann proposed in 1877 a statistical interpretation of the entropy 
concept, linking it to the total number of microstates characterized macroscopically by a certain level of energy, 
volume and number of particles. Boltzmann based his proposal in the atomistic description of matter, stating that 
entropy would be determined by the number of states available to the system in question, so that entropy would 
equal the logarithm of the total number of arrangements (states) of a system.10 
The above concepts have been applied in the field of information theory, which is a branch of probability and 
statistics mathematical theory, and studies information and everything related to it: channels, data compression, 
cryptography and related topics. The information theory was developed as a formal discipline from the work of 
Shannon11, generating an accurate, objective and useful quantitative mathematical body, from a concept hitherto 
subjective. It introduces the concept of information as a measurable quantity, through an expression isomorphic to 
negative entropy (negentropy).12 Shannon11 concluded that the formula of information is exactly equal to the entropy 
formula, only with the sign changed, where it follows that: 
Information = -entropy or 
Information = neguentropy 
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Also the pioneer in cybernetics, Norbert Wiener, determined the equality between information and the “level of 
organization” (or negative entropy) of a cybernetic system.13 Similarly, O’Connor14 notes that when speaking of 
system’s “organization”, it necessarily implies the existence of information, since this is a necessary condition for 
the definition and characterization of a system. In that sense, it is emphasized that the entropy changes are 
intrinsically related to changes in structure, i.e., changes in the organization of the system. 
Gell-Mann15 notes that “entropy and information are closely related. In fact, entropy can be regarded as a 
measure of ignorance. When we only know that a system is in a certain macrostate, the entropy of that macrostate 
measures the degree of ignorance of the microstate in which it is located”. Also, Ben-Naim4 notes that information 
can always be associated with entropy, and supports Gell-Mann’s idea that entropy is synonymous of “lost data”. 
When studying the effect that information has in different systems, some research lines suggest distinguishing 
between different types of information. For example, Ryan16 suggests three ways in which information may be 
considered in different systems. Two of them refer to the system itself: the structural information, referring to the 
macrostate of the system, and the link information, which relates to the microstates of the system. The third type: the 
functional information. is related to what happens in the system’s environment when the former operates. 
J. G. Miller17 points out that the more complex the system (understanding complexity as the possible number of 
states that each element of the system may assume and the number of interactions among these elements), the more 
energy is therefore invested by such systems to obtain, process, analyze store and/or communicate information. 
While information in this context usually describes the functional properties of many types of mechanisms, the 
amount is much less important than its “power”, i.e. its ability to execute cybernetic control over matter or energy. It 
is also important to consider that information becomes more relevant in open teleological systems, which act to 
achieve their purposes.18 For such a system, the acquisition and application of useful knowledge is closely related to 
its self- determination and its future development, which is clearly the case of an organizational system. 
Bailey3 states that thermodynamic entropy is defined only in terms of heat and temperature, and Boltzmann 
entropy is defined in terms of the behavior of gas molecules, while entropy, according to information theory 
proposed by Shannon, is a more open or generic measure, which means that it can be applied to any set of categories 
for which information exists. 
2. Organizational Systems 
As mentioned before, an organization is conceived of as a system, described as a combination of assembled and 
interconnected elements, forming an organized set, which have a defined goal, and are immersed in an environment 
with which they interact. Since organizational design and management integrates various factors and perspectives, 
both internal and external, including technical and technological, cultural, social, political and economic, it is 
possible to apply a systems approach, and systems engineering concepts, to study this kind of systems. 
There are various definitions of System. INCOSE19 defines a System as “a combination of interacting elements 
organized to achieve one more stated purposes. An integrated set of elements, subsystems, or assemblies that 
accomplish a defined objective. These elements include products (hardware, software, firmware), processes, people, 
information, techniques, facilities, services, and other support elements”. Lara-Rosano20 proposes that a set of 
elements constitute a system if they meet three conditions: 1.- The elements are related. 2.- The behavior of each 
element affects the behavior of the whole. 3.- The way in which the behavior of each element affects the behavior of 
the whole, depends on at least one of the other elements. These definitions may be applied to an organizational 
context. 
Systems may be classified as open or closed. Closed systems are those in which there is no interaction between 
the system and its environment21 (the system is closed to certain types of transfers in or out of the system), while 
open systems interact strongly with their environment, as it get supplies from it and performs its duties or send its 
products to it. Open systems are extremely complex; this classification includes living beings, as well as economic, 
technological, social or organizational systems. If we also consider that these systems have one or more purposes, 
their complexity increases considerably. 21 
It is also possible to identify hierarchies in the structure of systems, so that a macro-system is composed of a 
number of lower-level systems, which in turn are composed of certain subsystems in an even lower hierarchy. In this 
line of thought, the universe is the highest-ranking system, which is generally regarded as a closed system.22 
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2.1. Organizations as Complex Systems 
A complex system is a system composed of hierarchically organized, interacting components whose 
interrelations are non-linear and dynamic.23 These systems are extremely sensitive to initial conditions, so that very 
small changes in their causes are capable of causing large differences in the effects, which means that “Complexity 
can lead to unexpected and unpredictable behavior of systems”.19 Because of this, one of the objectives in the 
analysis and development of systems is to minimize such undesirable consequences.  
According to Gershernson24, a system is self-organizing if its elements interact in such a way that the system's 
behavior is a product mainly of these interactions, and not from a single element or an external source. Also, 
according to Gershernson, it is important to consider that achieving perfect control of a self-organizing open system 
is an unattainable utopia. 
Simon25 noted that the evolution of complex systems is faster if the system in question is composed of different 
levels of hierarchically organized systems, instead of being composed solely of a set of interacting elements. That is, 
hierarchies promote continuous evolution and adaptation of the system. Holland26 described adaptation as a 
condition that gives rise to a kind of complexity that greatly hinder our attempts to solve the most important 
problems facing our world today, where consistency and persistence of a system depend on a large number of 
interactions, the aggregation of various elements, and adaptation or learning. 
Simon25 is emphatic in stating that complex systems are everywhere: "in human administrative organizations, 
corporate businesses, governments, universities, churches... all are excellent examples of complex systems". By 
studying different types of complex systems, it was found that all of them, -whether physical, chemical, biological, 
social or artificial systems-, share common properties.25  
Several authors27,28,29 have pointed out that organizations can be modeled as systems of information processing 
agents, considering an agent as an entity that acts on its environment.24 It is important to note that the ultimate goal 
when designing and analyzing complex artificial systems, including organizational systems, is not to remove 
complexity, but to manage it in order to avoid its negative impact on the systems performance. 
3. Organizational Systems’ Entropy 
According to Testa and Kier30, a system can be described considering three aspects: 
x First, the system has a structure (also called form), which can be formally described. 
x A system exhibits behavior patterns called functions, characterized by their properties, 
 
These two aspects constitute the static description of a system, which do not consider the time dimension, thus, 
leading to the third aspect that describes a complex system: 
x The form and function of a system are not static but change over time, fluctuating within a range of probability. 
This is described as a complex system fluctuation, a quality that was identified and described by Prigogine 31. 
 
The fluctuation of the form and function generates different formal and functional states, which tend towards a 
probability space, determined by the set of all possible states of the system. This space is considered an attractor of 
the system.30 This is important in order to analyze the possible states of the system and identify the attractors related 
to the systems performance. 
3.1. Dissipative Systems and Entropy 
It must be noted that the classical postulates of the second law of thermodynamics relate only to equilibrium 
states. In this regard, Ilya Prigogine said: “150 years after its formulation, the second law of thermodynamics still 
seems to be more of a program than a well-defined theory in the usual sense, since nothing precise (except the sign) 
is said about entropy production. Even the range of validity of this inequality remains unspecified. This is a major 
reason why applications were essentially limited to thermodynamic equilibrium processes ".31 
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Based on the classic principles of the second law of thermodynamics and its statistical description, and 
considering the developments in information theory, Prigogine, along with others, developed the concept of 
dissipative systems, based on the book by Erwin Schrödinger entitled “What is Life?” 32, where a theory is 
presented, according to which the order of a macro-system would be determined by the disorder of its components, 
calling this principle “order from disorder”. It also presents the “paradox of Schrödinger” which states that, 
according to the laws of thermodynamics, the disorder of a closed system, as the universe, must constantly increase, 
however, living beings seem to keep a state of increasing order, thus, Schrödinger concluded that life is an open 
system. According to Prigogine 31, dissipative systems are able to remain in a state of imbalance, challenging the 
inherent tendency towards a state of thermodynamic equilibrium, determined by entropy, which acts as an attractor 
of the system. In thermodynamic terms, an open complex system, such as human organisms, is “a giant fluctuation 
stabilized by energy exchanges” .31 
Prigogine states that such systems are “self-organized” and can evolve to higher levels of complexity, which 
occurs when an open system is brought to a condition beyond equilibrium, creating linear discontinuities or 
instabilities, which tilt the system to a level of greater complexity and greater structural stability.18 This coherent 
structure then becomes a source of order.31 It is interesting to note the relationship that Prigogine makes from 
“order” as an effect of the evolution of dissipative structures. Heylighen8 points out that, since these phenomena are 
dynamic, it is convenient to replace the word “structure”, which has a static connotation, with the term 
“organization”, which refers to the dynamic characteristic of the system.  
Therefore, entropy involves the natural tendency of a system towards an equilibrium state. One way of stating the 
principle of the second law of thermodynamics, is that “all differentiated or heterogeneous tends to disappear when 
the effectors that produced it cease, i.e. it falls in the homogeneous or undifferentiated” 20, in other words, the 
system moves from a state of imbalance (order) to a equilibrium state (disorder), the latter being an attractor of the 
system, which means that a steady state is more likely to occur than a state of imbalance. It is important to note that 
the term “disorder” should not be used in a subjective sense, since a self-regulating complex system could develop a 
structure that may seem “disordered” at first glance, but is really the way in which the system faces and adapts to the 
demands imposed by its environment, which may not be apparent to the observer. 
It has already been mentioned that certain self-regulating complex systems can avoid the effect of increasing 
entropy. This is accomplished through the action of a number of effectors, which counteract the tendency applied by 
the attractor (entropy). In other words: If a system is isolated or cut off from all supplies of matter, energy and 
information, its entropy will tend to a maximum.3 In that sense, Ebeling and Volkenstein33 define self-organization 
as “the spontaneous formation of order in open systems, which export entropy”. Thus: the sustainability of a system 
would be determined by its ability to decrease entropy. 
Heylighen8 states that, for a dissipative system to be stable, it requires internal control elements that maintain 
internal heterogeneities, eliminating or counteracting fluctuations or disturbances that could destroy them. 
Importantly, these actions are deliberate and require use of energy and resources to ensure that the structure of the 
system evolves towards higher order levels. When such effectors are canceled, the system “succumbs” to the effect 
of entropy and its structure begins to degrade, to homogenize with its environment. The system tends to its most 
likely state, which is contrary to the order established by the structure, i.e. the disorder. In that sense, the entropy can 
be used as an indicator of the sustainability of the system, understanding sustainability as the ability of an open 
system to survive and thrive even under changing conditions. 
 
3.2. Assessment of Organizational Systems Entropy 
The assessment of organizational entropy is done considering the capacity of the organization to stay in a 
differentiated state, enabling it to ensure its sustainability in the long term. 
In this work, we define "success" as the survival and sustained growth of an organizational system over time. We 
have considered the concepts of Viable System Model (VSM) proposed by Beer34,35,36, which describes an 
organizational structure model of a viable or autonomous system, organized so that it can meet the demands of its 
environment and survive in a changing context. We selected this approach, as we believe that organizational success 
can be managed only through a holistic and multidisciplinary approach, and, as has been recently reported: “the 
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VSM is the best available guide for structuring and managing a business enterprise for success in turbulent times” 37, 
since “the VSM supports autonomy and adaptability” .38 
To this end, and also considering the concepts proposed by Nohria et al.39, we have identified the following 
factors for the success and sustainability of an organizational system: 
 
x Innovation. Defined as “the implementation of new or significantly improved products (goods or services) or 
processes, new marketing methods, or new organizational methods in business practices, workplace organization 
or external relations” 40. 
x Talent. Capacity of the organization to attract, retain and develop staff with the skills and capabilities that enable 
the organization to achieve superior performance. 
x Culture. Ability to develop and maintain a set of group norms of behavior and the underlying shared values, with 
the purpose to achieve higher organizational performance, in alignment with the organizational strategy. 
x Leadership. Capacity of managers to create and foster the development of strong relationships between all levels 
of the organization, and to foresee opportunities or threats and act accordingly, not only at the managerial level, 
but throughout the organization. 
x Structure. Degree to which the organizational arrangement or configuration reduces internal bureaucracy and 
simplifies work, enabling collaboration and information sharing across the organization. 
x Information and internal communication. Practices and infrastructure that enable the information and 
communication functions and facilitate monitoring and control. 
x Management and internal control. Structures and controls established with the aim of generating optimal 
performance and organizational synergy, by implementing rules, resources, rights and responsibilities. A related 
sub-function is to assess the information and interactions through audits. 
x Competitive Monitoring. Monitoring of the environment, in order to determine how the organization must adapt 
to remain viable in the long term. 
x Execution. Functions that implement the key transformations, through which the organization creates value, 
ensuring compliance and exceeding customer expectations, eliminating waste at all levels and continuously 
improving productivity. 
x Strategy. Definition and clear communication at all levels of the strategic direction, goals and objectives and the 
actions needed to achieve them. 
x Governance. Definition and implementation of policies that affect the entire organization, in order to balance the 
present and future demands, internal and external, and to moderate the interactions between organizational 
systems and to lead the organization as a whole. 
 
Each of the factors described are assessed considering the following criteria: 
 
x Maturity. Extent to which each of the factors is developed and applied systematically. 
x Organizational integration. Degree at which each factor is applied and shared across the organization and 
interacts with other organizational functions. 
x Results orientation. Alignment of each factor to the overall performance of the organization, either by increasing 
the value offered by the organization, or by improving its general performance or productivity. 
 
Each factor is evaluated against these criteria, as shown in Table 1: 
     Table 1. Determinants of organizational sustainability. 
Determinants of sustainability Maturity Organizational integration Results orientation 
Innovation (0 – 10) (0 – 10) (0 – 10) 
Talent (0 – 10) (0 – 10) (0 – 10) 
Culture (0 – 10) (0 – 10) (0 – 10) 
Leadership (0 – 10) (0 – 10) (0 – 10) 
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Structure (0 – 10) (0 – 10) (0 – 10) 
Information and internal communication (0 – 10) (0 – 10) (0 – 10) 
Management and internal control (0 – 10) (0 – 10) (0 – 10) 
Competitive monitoring (0 – 10) (0 – 10) (0 – 10) 
Execution (0 – 10) (0 – 10) (0 – 10) 
Strategy (0 – 10) (0 – 10) (0 – 10) 
Governance (0 – 10) (0 – 10) (0 – 10) 
 
It has been mentioned that, according to the description of statistical mechanics, the entropy of a system is 
determined by the number of "states" accessible to the system, and the probability of occurrence of each of those 
states. In order to assess the organizational sustainability, these states are determined by the scenarios that may 
occur as a result of the evaluation of the distinct functions and processes. In principle, the number of scenarios can 
be infinite. However, Asbhy 41 points out that infinitesimal states involves a number of practical difficulties, so, he 
suggests taking a finite number of states, considering that the difference between them is also finite. 
We propose that the aforementioned states correspond to the probability that the organization presents a certain 
level of performance, and that these probabilities are determined by the condition that the organization exhibits for 
the factors listed in Table 1. Thus, the organizational systems entropy is an indicator of the risk faced by an 
organization regarding its sustainability in the long term, since a higher entropy index implies less knowledge about 
the status of the organizational system, which means a higher risk due to uncertainty regarding the variation of the 
critical variables listed in Table 1. 
The following method is proposed in order to assess the organizational systems entropy: 
 
i. Determine (or identify ) the organizational system to evaluate. 
ii. Specify the number of “states” (K) accessible to the organizational system.42 
- The number of states corresponds to the scenarios (organizational sustainability levels), which in principle can 
be infinite. It is recommendes however, to consider a finite number of scenarios, which describe the possible 
risk levels with respect to the organizational sustainability in the long term. We propose to consider eleven 
scenarios, from Scenario 0, which implies a high risk, to Scenario 10, characterized by a low risk. 
iii. Next step is to obtain the probability distribution for each of the possible states (risk levels) mentioned in (ii), 
considering the result of the evaluation of the factors listed in Table 1. This probability is obtained by calculating 
the cumulative probability of occurrence for each of the scenarios (pi) through the normal probability cumulative 
density function. 
iv. Calculate the entropy (S) of the organizational system , according to the following formula proposed by Shannon 
[11] : 
   (1) 
 
v. The obtained result is interpreted according to the scheme proposed in Table 2: 
 
 
 
     Table 2. Interpretation of the Entropy value (S) of the Organizational System [43]. 
Value of S Interpretation Recommendation 
ଷ
ସ ݈݊ܭ < S ≤݈݊ܭ 
The organizational system has a high 
level of disorder. The results of the 
evaluation of organizational 
sustainability are highly variable. 
Strengthen the lowest ranking 
functions. 
ܵ ൌ െ෍݌݈݅݊ሺ݌݅ሻ
ܰ
݅ൌͳ
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ଵ
ଶ ݈݊ܭ < S ≤ 
ଷ
ସ ݈݊ܭ 
The organizational system is ordered. 
The results of the evaluation of 
organizational sustainability are mainly 
concentrated around a value. 
Check the trend of “organizational 
sustainability”. Determine whether any 
of the factors should be strengthened. 
0 < S ≤ ଵଶ ݈݊ܭ 
The organizational system is highly 
ordered. The results of the evaluation of 
organizational sustainability are 
grouped around a common point. 
Check the data distribution. Determine 
whether the data are distributed around 
a high or low value. 
 
In Table 2, K represents the number of accessible states and ln(K) represents the maximum entropy that the 
system could have.41 As noted before, in this case K=11. 
As mentioned before, if the organizational system has high entropy, it implies that all scenarios have the same 
probability of occurrence, i.e. there is not enough information to determine the level of risk that the organizational 
system assumes at any given time. Conversely, a low entropy level means that the probability distribution gives 
more information about the state of the system. In this case, it means that a scene has a higher probability of 
occurrence than the rest. Thus, the entropy of the organizational system can be employed to assess the risk faced by 
an organization, regarding its sustainability in the long term. 
4. Conclusions and Future Work 
As we have mentioned in this paper, open systems, such as organizational systems, can consistently lower its 
entropy. The concept of entropy is by itself an indicator of the state of the system, which is related to the state 
differences (heterogeneity) in the system. Thus, as the amount of information is a measure of organization, entropy 
is a measure of a systems disorganization. In this regard, entropy can be employed to assess the sustainability of 
open systems, including organizational systems. If the level of disorder (which, as mentioned before, is determined 
by the homogeneity of the system, and therefore by a low level of information about its state) is high, then the 
system lacks sustainability. Conversely, if the entropy is low (determined by the heterogeneity of the system and 
hence a high level of information about the state of the system) the system has greater sustainability. If entropy 
increases, the future sustainability of the system is at risk. 
A sustainable system must, by definition, ensure that its level of entropy does not increase to maximum levels, 
since maximum entropy (characterized by absolute homogeneity) means the system death. Open systems can 
develop complex dissipative structures, in order to achieve a state of dynamic equilibrium and adapt to the demands 
imposed by its environment. Such structures “order” the system structure. When effectors that produce dynamic 
stability of the system are canceled, the system “succumbs” to the effect of entropy and its structure begins to 
degrade and homogenize with its environment. So, in order to be sustainable, the system must have subsystems that 
ensure that the system has information to maintain its entropy at controlled levels. In the case of an organization, the 
action of these sub-systems is reflected in the status of the determinants of organizational sustainability proposed in 
this paper. 
As mentioned before, this project is currently under development. This paper is primarily concerned with laying 
the foundation for the described approach. The assessment methods presented in this paper will be fully developed, 
in order to apply them in a case study and demonstrate how the measurement will be assessed, and what impact the 
measured information could have on the operation of the organizational system. The effectiveness of the proposed 
approach will be assessed as part of the ongoing project and will be reported in future works.  
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