The interest towards robots for elderly care has been growing in the last years. Systems aiming to integrate robot interactive components and the user's activity recognition system are increasing as well. This work presents an activity aware intelligent system that supports user in his/her daily life tasks. The proposed system aims to integrate three important aspects into a smart house application (environment monitoring, user activity recognition and user friendly interaction). The information gathered from sensors across the environment is structured as the state of the environment in a compacted form called activity frame. This specific frame is used by a predictor (based on the decision tree method), in order to recognize the activities that have been performed by the user inside his/her domestic environment. The recognized activity is used by an user-interactive component, which uses the predicted behavior as a guideline for its interaction planner. The presented activity recognition system was tested with the data provided by different smart home projects, and the recognition rate for the proposed predictor has high recognition rate compared to other similar ones. The architecture described by the sensory network allows the system to be easily implemented in real time in a smart house context.
Introduction
In line with the growth of elderly population, robots have been implemented in the health care facilities and home services [1] . Interacting with robots has been considered one of the most important aspects in this approach. Re-cently numerous studies have started exploring the individuals' traits while the robots socially and physically interact with elderly people. The CARESSES (Culture-Aware Robots and Environmental Sensor Systems for Elderly Support) project [2] , which is presented in this paper, is one of them. The project describes a robot that is able to help elderly people in an Ambient Assisted Living (AAL) [3] , called a smart environment in this work, receiving the information of users from the multiple sensors.
In the past decade, a lot of attentions have been paid to the applications focusing on the usage of integrated smart devices in the domestic environments [4] . The main objective of most smart house applications is to provide an easy control interface to user for a proper management over multiple devices inside their homes. They also provide a solution to counter possible dangerous situations, such as forgotten oven on or a room door left unlocked [5] [6] [7] . Therefore, it is crucial to be aware of the user-related information obtained by the smart home systems and share it with an interactive component (e.g., assistive robot) for better support.
Applicability of smart environment system
The interaction between a smart house system and users in a domestic environment is limited to assisting the user preferences [5, 6] . For example, when a user enters his/her home, lights and heater are turned on and a selected music list is played on his/her smart speakers [6] , reducing the complexity of the system to follow the user selected configuration. The degree of interaction has been considered as an important aspect in several studies that pointed out the interaction should be minimized in order to ensure that users could feel comfortable to live in the intelligent environments without the excessive complexity or difficulty regarding the system functionality [7] . Few studies have tried to improve the level of interaction in order to assist the user in a friendly approach [8] . For example, inspiring by the monitoring and surveillance capability of a smart house application, it is possible to study how a specific group of sensors are implemented inside a domestic environment aiming to support an user with special needs [9] . Most of studies have been focused on novel algorithms and approaches to improving the recognition of user's behaviors and the accuracy of managing facilities [6, 7] . For health care system in a smart environment, which use a robot as an interactive component, the time-lag to process multiple sensors data and the action planner represents an obstruction for the applicability in the real world. Thus, the usage complexity regarding smart devices and sensors is an important aspect for the applicability of a smart house system. The portability is crucial for the applicability. The advances in the portability, usage and communication techniques in the area of sensor networks and micro-controller have been an important factor for smart home systems [6] . The sensors gathered across the house can be used either to manage data on the environment information and to recognize daily activities performed by users.
The knowledge of the activities of daily living (ADL) can be used to improve serviciability of a smart house application, to identify problems with the user quality of life, or even to recognize health issues in early stages [10, 11] . According to the nature of the sensors used for the recognition, most of ADL recognition approaches are classified in two types [12, 13] .
The first type is Video-based human activity recognition (HAR), which analyzes videos or images sequences that have direct relationship with the user body motions or postures. For example, it was developed in [14, 15] a system able to detect motion behaviors from pedestrians as they pass through the field of vision of the camera. In this specific case, the objective is to recognize suspicious activities in public transportation areas, such as dropping a bag or entering a private area [14] . The same method could be expanded to identify strange or harmful behaviors in a home environment, such as detecting falls in seniors' residence [16] .
The second type of ADL recognition system is based on motion data extracted from sensors attached to the user body [12, 13] . For example, from accelerometer data collected from the user smart phone, it is possible to select motion features to identify patterns related to a specific group of activities [17, 18] . Using decision tree as a predictor in the recognition method, it allows the system to use frequency-domain entropy, and correlation of acceleration data (extracted from motion sensors attached to different parts of the user body) to identify a group of daily activities [19] .
Moreover, by using tri-axial acceleration from a sensor attached to user clothes, it is possible to use dimensionality reduction techniques (such as Principal Components Analysis (PCA) and Support Vector Machine (SVM) ), to create a multi-class recognition system which is able to identify motion related activities, such as jumping, running or walking [20] . The signals obtained from the sensor are compacted by using discrete cosine transform to reduce the number of features found in the signal, allowing for the better performance of a multi-class system when processing the motion data [20] .
Challenges in activity recognition systems
The existing activity recognition system (ARS) presents promising results, however, smart house environment in the real world their implementations are difficult in some cases. For example, the usage of video analysis is restricted to some scenarios, due to the possible privacy violation resulting from the use of cameras [21] . This restriction reduces the performance and the usability of the video based ADL recognition approaches. Also, some users felt uncomfortable while wearing sensors attached to their bodies [22] . Furthermore, in doing some activities (e.g, taking a shower), the sensor cannot be constantly held by the user. This means that the activity recognition using visionbased and body-worn methods can not be implemented, when there is environmental restrictions in the usage of vision-based sensors or body-attached approaches. The information provided by the distributed sensors can be combined with ADL recognition approaches to provide an user-interaction focused feedback, in term of the data flow, about the activities of users [23] . This feedback can be presented in the form of activity related information, such as duration, frequency or sequences of activities. The knowledge of the activities' frequency can be used to provide meaningful guidelines for an user-interactive component, such as one developed in [24] . In this study, two intelligent devices (a bed and a wheelchair) support users in their daily live activities, in which the activation of those devices mainly rely on voice recognition. The knowledge about the user activity frequency can provide fast response of the system.
System architecture and its contribution
In the context of user-interaction in the smart house, the purpose of this work is to present a novel ADL recognition system that uses Activity Frame and Decision Tree. The main objective of the activity frame is to analyze changes in the observed location during a small time interval (i.e. the frame duration) in order to express the state of the environment. The data composed by the activity frame is based on sensory information collected in real time according to a frequent sampling rate. With this methodology of the activity frame, the predictor could avoid the wrong data (i.e., inactivated data), based on annotated label of information.
The predictor used in this work is based on the decision tree method, which has shown some promising results in the last few years in the activity recognition field [19, 25, 26] . In the present work, the prediction of the decision tree model is a binary output whenever a specific activity has been observed during the duration of an activity frame. The tree is trained by using the environmental status presented inside the activity frame. For each activity, a different tree (or model) is created.
The recognized activities are used as guidelines by an interactive component (e.g., a robot) either for direct interaction or for control over the smart environment in order to fit the user needs. The proposed system uses a sensory network that is easy to implement in a domestic environment, and takes in consideration the protection of the inhabitant privacy. The conceptual structure behind the developed system consist of three main elements regarding the user interaction inside a domestic environment as shown in Fig.1 .
The first element is expressed by all the smart house itself, in the format of all data collected by sensors present in the environment. The second element has the objective of gathering and organizing that information in order to identify a list of most important activities of the user. The third interacts directly with the user in his/her daily live.
Based on the above system architecture, we can claim the main contributions are the concept and implementation of the activity frame, which will organize sensory information in a compacted form to describe the environmental status. The other contribution is the method of using the decision tree along with the activity frame in order to predict a binary outcome for one specific activity. Although it is not implemented fully yet, the architecture to integrate the sensory network, the activity recognition system and the interactive device is a potential contribution of this work. This paper is structured as follows: The overall description of the system, along with detailed explanation of its modules are given in the section II. The section III shows performance results of the proposed system when using a external data set of sensor data. Finally, section IV presents some discussion about the overall performance of the method, also conclusions and future works. The idea of the system is to connect the three elements (smart house, activity recognition and robot interaction) into a support activity aware system. The smart house information is represented using the activity frame. The activity recognition system is based on decision tree or conditional matrix. The user habits, activities and intention are used by the robot planner. The robot interacts with the user, as an assisted component, and manage the environment (smart home).
Environment aware activity recognition system
The objective of the proposed method is to integrate techniques found in smart homes with activity recognition methods, in order to provide an activity aware information to an interactive device. The features used to recognize the activities are related to the data that is usually used for domestic remote monitoring. The collected information gathered from sensors across the environment is then structured as the state of the environment in a compacted form. Each instance of the environment is represented by a data frame, also called activity frame. The user's activities are then recognized by a predictor, able to associate the current activity frame with the user activity. The predictor is built based on a training stage performed beforehand, but without the needy of an extensive training set. The predictor used in this work is based on the decision tree statistical model, in which each tree is used to recognize one activity. The output of the predictor component system (i.e., the recognized activity) is then used by an user-interactive component (a robot for example). This output will be used as a guideline for its interaction planner. The overall structure of the proposed system is shown in Fig. 2 . The first element in the proposed system is the sensory network. Its objective is to collect information from various sensors scattered throughout an environment. The Overall structure of the proposed system. First, data is collect from different sensors, then organized and stored as a state of the environment. A sequence of instance is then compacted as a activity frame, to be used by the prediction layer, either during the training stage or for data recognition. Finally, the recognized activity is used by a interactive device, which will support the user on their daily life.
main aspect of this element is the applicability, because its structure was designed to be easily implemented in a real smart house scenario. The second element is the data storage. Its purpose is to gather all the sensory information collected previously and organize it in a time instance format, expressing the state of the environment, in a particular moment. The next component, called activity frame, gather a group of multiples state of the environment instances. These instances are time sequential. In other words, the activity frame is defined as a time interval containing environmental information, in the form of sequential instances of environment status. The next component is the activity predictor. It uses the previous created activity frame as input. The patterns found from the features present in the activity frame are used to identify whenever an activity is happening within the duration of the frame. The output of the predictor is sent to the interactive-user component. This information is used to improve the interaction or the user support. Analysis regarding the activity frequency and duration can provide ways for the robot improve its interaction or support the user on their daily lives. The detailed explanation of these elements are show in the following subsections.
Sensory network
The purpose of the sensory network is to collect information from the sensors allocated across the environment, using a similar approach with the one used by smart house applications [7, 27] , where most of sensors' information are represented by binary states, such as a presence sensor showing whenever the user is close to a specific location. The usage of simple sensors increases the activity recognition system usability in several scenarios where there are restrictions about using camera or sensor attached to a user's body.
The sensory network presented in this work aims in easy implementation in a smart house environment. The overall architecture of the sensory network is shown in the Fig. 3 .
Each sensor, or group of sensors (such as all pressure sensors present in the bed), is connected to a microcontroller specifically programmed to collect the data from that sensor. The data are sent through a portable transmitter presenting in the micro-controller according to a fixed transmission rate, which range extends until the size of the activity frame used by the system. For example, if the size of the activity frame is five seconds, the transmission rate (in seconds) could be any values between one to five. It uses a wireless communication protocol (such as zigbee [28] ) to send all the broadcast information to a central monitor unit, which collect all data through a receiver. The collected data are organized based on its time, and then it is inserted in the data base in order to compound the activity frame later. If the data are not organized in this format, the creation of the activity frame, hence the environmental status analysis using the activity frame cannot be done correctly. Using a constant transmission rate avoids eventual data loss due to communication problems. Also, it provides more features to the system in order to understand better the current state of the environment without the need to wait for a specific activation of sensor.
Data storage
The main objective of the presented system is to observe in real time which activities the user is performing inside a monitored environment. In order to accomplish that, it is important to use a robust and coherent data flow in the process.
For example, the system needs to be able to still perform well in case of data loss. Some recognition systems rely on data sequence in order to achieve a good performance [29, 30] . This may be a problem in real-time implementations where data may be lost during system execution. In order to overcome this problem, the information collected by the sensory network is stored as temporal instance, where each of this instance represents the state of the environment monitored at a specific time. The architecture in this work allows the easy configuration of a particular group of sensors, also, in a case of lost of communication, the frequent nature of the data flow allow the system to avoid some of the data lost. The state of the environment is represented by the following structure, as shown in the Fig. 4 The environmental status is composed by the instance of location, tool, and the Activity classes in a given time t. The location class has the information regarding all sensors used to find the user current location. For example, presence sensors and pressure sensors attached to the furnitures. The tool class, works as any objects used to perform the activities. For the phone call activity, the phone is be declared as a tool. The operational values of the tool class are either boolean values (on or off), or numbers. For instance, the operational value of the tool sink represents Database structure used to represent the environmental information through sensory data. The environmental status is composed by the instance of location, tool, and the Activity label classes in a given time t. The location class has the information regarding all sensors used to find the user current location. The tool class, works as any objects used to perform the activities. The activity class has information regarding which activities are been accomplished during the given time t.
the water usage for that time, while the same attribute for the tool TV, is represented as ON or OFF. The operational value provide more features for the predictor.
Activity frame
Most of established activity recognition approaches uses a sequence of sensors activations in order to identify the performed activities [30, 31] . It means that, in order for the system to correctly identify the activities, it is necessary to wait for the trigger of a specific chain of sensors. Although these approaches has shown promising results, retroactively recognizing the activities analyzing off line data, the recognition performance is compromised for real time applications [31] . For example, assuming a speaking device which uses the information about the recognized activities to elaborate chat topics, the interaction time would be delayed when talking to the user about his current activity.
Because the system in this work focuses on a real time application, the data representation approach is based on a time window that follows the ongoing data collection. A similar approach was used to collect real time data from motion bands attached to a user's body [32, 33] . The information collected in the respective time interval was used by a classifier, which according to a training data was able to identify the activities as they were performed by the user. This approaches fits with the continuously data stream characteristics of accelerometers presented in the wearable sensors, however, as said before, in some situations this type of sensor is not always used or desired by users.
Recent approaches in this field used the idea of time based windowing to feed input data to a predictor [31, 34] . Based on the activations of sensors and the relationship between them and the activities, this type of recognition system is able to identify the user activities in real time. The difference between these approaches usually relly on how the window data frame is segmented. One of recent successful approach uses a dynamic window size, associating every single sensor event with one respective activity label [31] .
Following the line of windowing streamed data in order to identify the activities, this work presents the concept of activity frame, which is defined as a time interval containing environmental information, in the form of multiples instances of environment_status j t as show in the Eq. 1, where ES is the environment_status. An example of the activity frame is shown in the Fig. 5 .
The main difference between the activity frame and other method is that the activity frame has the processed data which contains the information of environment and users. That helps the predictor save time in sorting out the relevant or irrelevant data for each activities.
The idea is give to the predictor environment related information which can be linked to a set of activities, instead of raw sensor data. In doing so, the sensory network and the data management process this raw sensory data, allowing the predictor to analyze more robust and activity related information. The features used by the activity frame are related to where the user is and which tools are being used during the duration of the activity frame. The features that are selected to compose the activity frame, as well to represent the state of the environment follow the structure used by the data base (See the Fig. 4 ). For example, instead of using the electrical current value, it is stored in the activity frame a binary value to express if the TV is on.
The sensory data represent a meaningful information about the environment and the activities that users performed (e.g., a pressure sensor in the sofa that will inform whenever the user is sitting or not).
The activity frame is not attached to a specific activity, representing the information of the environment within the duration of the frame. The example of the data flow starting from sensory acquisition to the creation of the activity frame can be seen in Fig. 5 .
We define environment_status j t , also called ES j t , as a combination of the sensory observations inside the location j in a given time t, such as user and object current position or tool usage data. Each s 1...n , is a sensory related information collected during the time t, for all n as desired information, as show in Eq.2. The environment could be any location or room inside the domestic context.
The time scale for an activity group is determined by the definition of the activity. For example, cooking and having a lunch could take 25 minutes, while grooming may only take a couple of minutes or even seconds [29] . The total duration of an activity is directly related to its definition and can vary according to the scenario involved. Even with a high temporal scale variation, for the interaction context found between the user and an smart house component, there is a minimum period where the user performs a certain activity. For example, in some context, such as practicing a sport for example, shouting is defined as an activity, but in the context of a smart residence, chatting is more suitable to be used. In the present work, the observations of the environment within that minimum period of execution are used to define the size of the activity frame.
Other advantage of the activity frame is used by a robot planner, not only to the activity recognition element. For example, assuming the robot needs to interact with a smart house in order to control, for a user, some parameter of the room. Analyzing the environmental status, from the activity frame, the robot can manage that without the user command.
Decision tree
Decision tree is a statistical model that is used as a supervised training for data classification and prediction [35] . The main idea is to decompose a complex problem into simpler sub-problems and recursively uses this technique to solve each sub-problem. The discrimination capacity of a specific tree comes from the division of the space defined by the attributes into sub-spaces, where each sub-space is associated with a class [36] . Fig. 7 shows the overall structure found in a decision tree, where each decision node contains a test for an specific feature. Then each descending branch corresponds to a possible value of this feature [35] . The set of branches is distinct, where each leaf is associated with a class and, each path of the tree, from the root to leaf, corresponds to a rule. During the prediction process, the input starts on the initial node. From there, a decision is made based on the features present in the input data. This decision led to a creation of a new branch in the tree. The same process happens in the next node, until the final one, which will set where the input is classified [35] . In the presented system, each feature is related to a specific sensor collected inside the environment and the data type used, either as input for the prediction process or as data training to create the tree, is presented in the form of an activity frame.
One of the main advantages of the decision tree method is that it requires little data preparation to build and run the prediction process [35, 36] . The structure for data storage and representation used by the presented system offer a way to represent the environmental information using data which doesn't require complex processing. This advantage is important for the implementability of the proposed system in a real scenario, and longer time is not necessary for training. Also, other machine learning techniques often require data normalization, dummy variables are created and blank values to be removed, which are not necessary in the proposed system due once the activity frame compact all the information present in a specific time interval observed in the monitored environment [35] .
For the construction and usage of the decision tree, it was used an optimized version of the CART (Classification And Regression Trees) algorithm [37] [38] [39] [40] , which constructs binary trees using the feature and threshold that yield the largest information gain at each node. The CART algorithm is structured as a sequence of decision, and each one associated with a decision node. In order to develop the CART algorithm, there are three important steps. The first one is a set of rules that are used to create the above cited sequence of decisions. The second step is to determine where this sequence ends. Finally, the last step is to set a prediction for the target variable in each terminal node.
In order to create the tree, given the training vector x = [AC 1 , AC 2 , . . . , ACn] where AC is the activity frame and a label vector y = [y 1 , y 2 , . . . , yn], the decision tree recursively structure the data space linking the AC j to the respective label y j , where 1 <= j <= n. The labels are usually obtained from human annotators. For each activity to be recognized, a different tree is created, using the same x as training set, but a different y.
Recognition method validation

Dataset adjustment
Experimental dataset play an important role that assists developers to evaluate and validate the recognition system performance under a variety of conditions [41] . Although it is presented in this work the architecture of the sensory network, to test the proposed recognition aspect of the system, it was used three different external datasets. One is provided by the WSU smart home project [42] , also know as CASAS dataset. This dataset represent sensor events collected in the WSU smart apartment and serves to meet research needs around testing the technologies using real data through the use of a smart homes environment [42] . The data collected from 10 different days were used, for a total of 20 different users. The number of experiments accomplished in one day varies between one and three per day. For the experiments from the selected data set a set of 31 sensors were used, with acquisition rate varying according to the type of sensor. In order to compare the methods to other approaches, it was choose the activities activities (make a phone call) and (cook), identified as Activity 1 and Activity 2 respectively based on the correlation between the labels and the sensors, as explained in the following subsection.
The second dataset was provided by the MavHome project [29] , where up to 100 reed switch sensors were installed in two single-person apartments collecting data about human activity for two weeks. The sensors were attached in everyday objects such as drawers, refrigerators and containers to record opening-closing events (activation and deactivation) as the subject carried out everyday activities [29] . From this specific data set it was used the data in the first week, from the subject number 1, and the activities bathing (activity 3), preparing breakfast (activity 4), preparing lunch (activity 5) and preparing dinner (activity 6).
Finally, the third dataset was provided by the ARAS (Activity Recognition with Ambient Sensing) dataset [43] . The datasets contain labels for 27 different activities. For the validation of the proposed method the house B was used, because the higher diversity in the type of sensors used in comparison to house A scenario. The activities observed for the ARAS dataset were Going Out (activity 6), Having Breakfast (activity 7), Sleeping (activity 8), Watching TV (activity 9), Studying (activity 10), Changing Clothes (activity 11). These activities were selected due to the correlation between the sensors and the activity labels provided (as explained in the following subsection) and because most of the activities were observed only during few days during the observation period. For example, the activity shaving was observed only for one day during few minutes.
The datasets used in this work had the objective to simulate the sensory network and test the data format proposed. From both different datasets, a database according to the data arrangement presented here was created, to further test the recognition module.
Feature correlation analysis
As the decision tree method uses the numerical correlation between the data present in the training set, it is important to evaluate the correlation between the importance of each sensory information to the label related to an activity. For example, for the activity phone call, we used both the presence sensor near the phone position, as well the sensor that is activated whenever the user start the call. It is important that the correlation found between the sensor activations and the actual time where the activity phone call happens (marked by the annotated label), can be as high as possible.
If the correlation between the sensors and the activity is low, then a new training set x should be used to create the tree. In a case where inside the training set there is no high correlation, then new sensors need to be installed in the environment. For this work a good value of average correlation threshold to be used by the system is defined, empirically after experimental data analysis, as been more than 10%.
We selected the activities (make a phone call) and (cook), labeled as Activity 1 and Activity 2 respectively from the first dataset, after analyzing the correlations found between the sensors and the activities instances. It was found for the phone call activity an absolute average correlation is 23.45%, and for the cooking activity a value is 16.24%. The other activities considered in the experiment were not used since the low correlation value has found between the collected sensory information and the observed activities. The low correlation found are related to the limitation in data acquisition, not in the proposed method. In the MavHome datasets, we choose activities bathing, preparing breakfast, preparing lunch and preparing dinner because they were the ones that occurred most frequently in the dataset. For example, the activity make a phone call did not happened for the observed days in the MavHome dataset. The correlation between the sensor information and the labeled activities for the MavHome dataset was also above the threshold set for this work. Most of the activities excluded from ARAS data set had little occurrence during the experiments. The activities Preparing Breakfast, Preparing Lunch, Having Lunch, Washing Dishes, Toileting from ARES dataset were excluded from the analysis because the correlation found between the labels and the sensor data did not match the desired threshold.
Daily self validation
The first experimental validation aims to test the overall ability of the recognition model to predict data labels which was used to build the tree. This allows to see if the predictor is robust enough to recognize the activity of user under the optimal conditions. The self validation processes corresponds to using a specific day to train the model, and sees the recognition rate of the same day.
In order to calculate the recognition rate, it was used an optimum value op ac , which represents the number of occurrences of a specific activity ac. For each time instance t found in the database, it is calculated the output of the recognition system, defined as y ac t , and its value is compared to the corresponding label l ac t which is created by a human annotator. The system error e is increased by an unit, if y t ≠ l t until y t is found for every time instance t present in the dataset. Finally, the recognition rate can be found using 3 recognition_rate = 100 − (e * 100/op ac )
In order to arrange the data format, although the sensory network presented in section 2.1 was not implemented, all the dataset used for validation was stored as environmental status, and compacted as an activity frame. This data format was used for the creation and validation of the decision tree. The results for self validation for the 10 days of data, for the two activities chosen in the CASAS dataset, are shown in the Table 1 . The self validation results for the MavHome dataset (the first week for one subject) are show in the Table 2 .
Because of the higher number of days analyzed using the ARAS dataset, the Table 3 show the average and standard deviation values for the recognition rate for all days for the listed activities. It is important to notice that the analyzed days for each one may differ, because not all the activities were performed all days. However, the selected activities were performed for at least 14 days of experiments. 
Overall prediction rate
In order to test the overall prediction ability of the proposed recognition component, we used the leave-one-out methodology. This method consists of building the model based on all training days, but leaving one out of the tree construction stage. Next, it is performed the prediction of that particular day which was left out (also called as ground truth), and the output of the tree is compared with the label associated. An example of the recognition can be seen in the Fig. 8 . The same procedure is performed until all days are used as ground truth, and the general recognition rate is then calculated. For activities 1 and 2, the results obtained from the leave-one-out methodology are shown in the Table 4. For the results in the MavHome (activities 3 trough 6), the results are shown in the Table 5 . The results for the ARAS (activities 7 through 11) dataset are show in Table 6 . The recognition rate presented in [44] shown a recognition rate of 58.9%, while using an ontology based method [30] it was presented 72.30%, both results for the activity 1 (make a phone call). For the same activity, using data organization based on concept of the activity frame and the recognition method using the decision tree, the proposed system shown a average recognition rate of 87.16 % using the CASAS dataset. The overall distribution between all days, with maximum, minimum, and average recognition rate is expressed in the form of a box plot in the Fig. 9 .
The activity 2 is defined only as cook, while the activities 4, 5 and 6 are also related to making food (preparing breakfast, lunch and dinner respective). Although they does not represent the same exact activity, they share similar characteristics between themselves (location and some of the sensors used in the activity for instance).
The wide distribution in the recognition rate for the activity 2 is due to the complexity observed while the user perform the activity. The activity cook is composed by a sequence of small tasks, such as cook measure water, pour the water into a pot and boil it, add oats, then put the oatmeal into a bowl with raisins and brown sugar. The days in which the recognition rate was relatively small compared to the average performance, the sequence and the duration of those small task were accomplished in a different way compared to the one found in the training data. This wide distribution in the predictor recognition rate is not observed for the activity 1, because the steps that compose the activity are relatively simple compared to the activity 2. The activity 7 (Going Out) is identified whenever a user is not present at home. The high recognition rate for that activity can be explained by the limited sensor activations when a user is not at home. In that case the decision tree has to identify if a user is not performing any activities. The same behavior is observed for the activity 9 (Sleeping), where a user is laying on a bed (note, the pressure sensor attached in the bed is always on), while other sensors are not being activated.
The higher values concerning the standard deviation for the other activities (i.e., the activity 8 and activity 11) indicate low recognition rates in some particular days. One possible reason for that is the errors in the sensor data collection during that specific days.
A full comparison with other activity recognition methods are shown in Table 7 , in which HMM stands for Hidden Markov Model and ALHMM stands for Adaptive Learning Hidden Markov Model. For the Markov logic network, the results shown are related to the method which uses numerical constrain along with ontology semantic description of the activities. [41] 74 Naive Bayes Classifier [44] 60.56 ALHMM [41] 80 Markov Logic Network [30] 84.61
The comparison between the overall recognition rates of the presented method when predicting the activity preparing breakfast in the Table 8 [45] . Because the description of the activity 2 (cook)in the CASAS dataset is similar to the activity preparing breakfast in the MAVHome dataset, the recognition rates found for both activity 2 and activity 4 are compared between themselves in the Table 8 . From the comparison shown in Table 7 and 8 it is possible to assume the presented method was able to recognize the activity 1 and 4 with a high recognition rate. Activity Frame with Decision Tree using CASAS dataset (Activity 2) 74 HMM [45] 66 Naive Bayes Classifier [45] 64 Neural Network [45] 69 Decision Tree only [45] 66
Discussion and future work
The work in this paper presented the applicable method for ADL recognition in a smart home system. The purpose of such system is the integration between environment monitoring, user activity recognition and user friendly interaction. The system proposed here aims to be easily implemented in a smart house context, due to the architecture presented by the sensory network. Because its structure doesn't rely on complex sensors, it is easy to create and configure the sensory network, focusing on a specific set of important activities. Moreover, the data management and presentation in the form of an activity frame provides the system in a robust way to avoid the loss of sensory data by using as features of the environment's states in a sequential frame of information. The recognition module, which main objective is to use the state of the environment in the form of the activity frame and look for patterns related to specific activity, is based on the decision tree method. This statistical tool has been shown promising results in the last few year regarding the recognition of activity using motion sensory data [19, 25] . In order to analyze the flexibility of recognition model and the activity frame, we used three external datasets to test the system. Although the data collection present in the CASAS and MavHome datasets in this data set was not build according to the proposed sensory network, the data management in form of environmental states and activity frame was successfully implemented. The data structure present in the ARES dataset are close to desired one, according to the environmental state architecture. The recognition module was tested, and showed promising results when compared to similar techniques.
The high values for the recognition rates observed show the potential of the presented method to identify the activities in a real time scenario. However, the high standard deviation values (caused by low scores found for few specific days) indicate that the system need further reconfiguration, for example size of the activity frame can change according to the observed activity, or the way the environmental state is composed from the sensor data. The features used, as show by the Fig. 4 , focuses on express the current location of the user and which tools are being used during the activity frame observation interval. For some activities where the user moves often around the area, such as cooking or changing clothes, may require an additional feature, expressed by the body movement inside an area. This feature can be achieve by adding extra motion sensors in the area. For example, the inclusion of passive ultra sonic sensor (which can identify specific type of sounds) can increase the performance of the system when detecting the activities related to cooking.
In a further analysis, using more data and more activities is necessary to better evaluate the recognition capability of the proposed recognition module based on decision tree. Also, we intend to expand the model, implementing the sensory network in a real scenarios in order to test the applicability of the proposed system. Furthermore, we plan to develop the user interaction module, which will use the information from the activity recognition module in order to plan the next interaction with the user.
