System theory and system identification of compartmental systems by Hof, Jacoba Marchiena van den
  
 University of Groningen
System theory and system identification of compartmental systems
Hof, Jacoba Marchiena van den
IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.
Document Version
Publisher's PDF, also known as Version of record
Publication date:
1996
Link to publication in University of Groningen/UMCG research database
Citation for published version (APA):
Hof, J. M. V. D. (1996). System theory and system identification of compartmental systems. s.n.
Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).
Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the




[1] B. D. O. Anderson, M. Deistler, L. Farina, and L. Benvenuti. Nonnegative
realizations of a linear system with nonnegative impulse response. IEEE
Trans. Circuits & Systems, 43:134{142, 1996.
[2] D. H. Anderson. Compartmental modeling and tracer kinetics. Number 50
in Lecture Notes in Biomathematics. Springer-Verlag, Berlin, 1983.
[3] K. J.

Astrom. Maximum likelihood and prediction error methods. Auto-
matica, 16:551{574, 1980.
[4] F. L. Baccelli, G. Cohen, G. J. Olsder, and J. P. Quadrat. Synchro-
nization and Linearity : An Algebra for Discrete Event Systems. Wiley,
Chichester, 1992.
[5] A. Bagchi. Optimal Control of Stochastic Systems. Series in Systems and
Control Engineering. Prentice Hall, London, 1993.
[6] G. P. Barker. The lattice of faces of a nite dimensional cone. Linear
Algebra and its Applications, 7:71{82, 1973.
[7] G. P. Barker and R. Loewy. The structure of cones of matrices. Linear
Algebra and its Applications, 12:87{94, 1975.
[8] O. Barndor-Nielsen. Information and Exponential Families in Statistical
Theory. Wiley, New York, 1978.
[9] R. Bellman and K. J.

Astrom. On structural identiability. Math. Bio-
sciences, 7:329{339, 1970.
[10] A. Berman, M. Neumann, and R. J. Stern. Nonnegative Matrices in
Dynamic Systems. Pure and Applied Mathematics. John Wiley & Sons,
New York, 1989.
[11] A. Berman and R. J. Plemmons. Nonnegative Matrices in the Mathemat-
ical Sciences. Computer Science and Applied Mathematics. Academic
202 Bibliography
Press, New York, 1979.
[12] A. Berman and R. J. Plemmons. Nonnegative Matrices in the Mathe-
matical Sciences. Number 9 in Classics in Applied Mathematics. SIAM,
Philadelphia, 1993.
[13] M. Berman and R. Schoenfeld. Invariants in experimental data on linear
kinetics and the formulation of models. J. Appl. Phys., 27:1361{1370,
1956.
[14] R. F. Brown. Compartmental system analysis: State of the art. IEEE
Trans. Biomed. Engineering, 27:1{11, 1980.
[15] R. A. Brualdi and H. J. Ryser. Combinatorial Matrix Theory. Cambridge
University Press, Cambridge, 1991.
[16] C. Bruni, G. DiPillo, and G. Koch. Bilinear systems: an appealing class
of \nearly linear" systems in theory and applications. IEEE Trans. Au-
tomatic Control, 19:334{348, 1974.
[17] D. de Caen and D. A. Gregory. Primes in the semigroup of boolean
matrices. Linear Algebra & its Applications, 37:119{134, 1981.
[18] F. M. Callier and C. A. Desoer. Linear System Theory. Springer Texts
in Electrical Engineering. Springer-Verlag, New York, 1991.
[19] S. L. Campbell and G. D. Poole. Computing nonnegative rank factoriza-
tions. Linear Algebra & its Applications, 35:175{182, 1981.
[20] M. J. Chapman and K. R. Godfrey. On structural equivalence and iden-
tiability constraint ordering. In E. Walter, editor, Identiability of para-
metric models, pages 32{41, Oxford, 1987. Pergamon Press.
[21] M. J. Chapman and K. R. Godfrey. Nonlinear compartmental model
indistinguishability. In M. Blanke and T. Soderstrom, editors, Proceedings
of the 10th IFAC Symposium on System Identication, pages 3:19{24,
Copenhagen, 1994. Danish Automation Society.
[22] M. J. Chapman, K. R. Godfrey, and S. Vajda. Indistinguishability for a
class of nonlinear compartmental systems. Math. Biosciences, 119:77{95,
1994.
[23] M. J. Chappell, K. R. Godfrey, and S. Vajda. Global identiability of
the parameters of nonlinear systems with specied inputs: A comparison
of methods. Math. Biosciences, 102:41{73, 1990.
[24] B. W. Char, K. O. Geddes, G. H. Gonnet, B. L. Leong, M. B. Monagan,
and S. M. Watt. First Leaves: A Tutorial Introduction to Maple V.
Springer-Verlag, New York, 1992.
[25] J. C. Chen. The nonnegative rank factorization of nonnegative matrices.
Linear Algebra & its Applications, 62:207{217, 1984.
[26] C. Cobelli, A. Lepschy, and G. Romanin Jacur. Identiability results on
some constrained compartmental systems. Math. Biosciences, 47:173{
195, 1979.
Bibliography 203
[27] J. E. Cohen and U. G. Rothblum. Nonnegative ranks, decompositions,
and factorizations of nonnegative matrices. Linear Algebra and its Ap-
plications, 190:149{168, 1993.
[28] G. O. Corre^a and K. Glover. Pseudo-canonical forms, identiable
parametrizations and simple parameter estimation for linear multivari-
able systems: Parameter estimation. Automatica, 20:{452, 1984.
[29] P. G. Coxson and H. Shapiro. Positive input reachability and controlla-
bility of positive systems. Linear Algebra & its Applications, 94:35{53,
1987.
[30] L. d'Angio and S. Audoly. A priori identiability of linear systems new
developments resorting to computer algebra. In Proceedings IFAC Sym-
posium Identication and System Parameter Estimation, pages 57{66,
Oxford, 1991. Pergamon Press.
[31] C. Davis. Theory of positive linear dependence. Amer. J. Math., 76:733{
746, 1954.
[32] M. H. A. Davis and R. B. Vinter. Stochastic Modelling and Control.
Chapman and Hall, London, 1985.
[33] P. J. Davis. Circulant Matrices. Wiley, New York, 1979.
[34] E. J. Davison. Connectability and structural controllability of composite
systems. Automatica, 13:109{123, 1977.
[35] J. Dieudonne. Foundations of Modern Analysis. Academic Press, New
York, 1969.
[36] J. J. DiStefano III. Tracer experiment design for unique identication of
nonlinear physiological systems. Am. J. Physiol., 230:476{485, 1976.
[37] H. G. M. Dotsch and P. M. J. Van den Hof. Test for local structural
identiability of high order, non-linearly parametrized state space mod-
els. In Selected Topics in Identication and Control, pages 49{56. Delft
University Press, Delft, 1993.
[38] J. Eisenfeld. A simple solution to the compartmental structural-identia-
bility problem. Math. Biosciences, 79:209{220, 1986.
[39] E. Emre, L. M. Silverman, and K. Glover. Generalized dynamic covers
for linear systems with applications to deterministic identication and
realization problems. IEEE Trans. Automatic Control, 22:26{35, 1977.
[40] M. E. Evans and D. N. P. Murthy. Controllability of discrete-time sys-
tems with positive controls. IEEE Trans. Automatic Control, 22:942{945,
1977.
[41] M. P. Fanti, B. Maione, and B. Turchiano. Controllability of linear single-
input positive discrete-time systems. Int. J. Control, 50:2523{2542, 1989.
[42] L. Farina. On the existence of a positive realization. To appear in Systems
& Control Lett.
[43] L. Farina. A note on discrete-time positive realizations. Systems & Con-
204 Bibliography
trol Lett., 22:467{469, 1994.
[44] L. Farina. Necessary conditions for positive realizability of continuous-
time linear systems. Systems & Control Lett., 25:121{124, 1995.
[45] L. Farina and L. Benvenuti. Positive realizations of linear systems. Sys-
tems & Control Lett., 26:1{9, 1995.
[46] D. Fife. Which compartmental systems contain traps? Math. Bio-
sciences, 14:311{315, 1972.
[47] M. Fliess. Series rationelles positives et processus stochastiques. Annales
de l'Institut Henri Poincare, 11:1{21, 1975.
[48] D. M. Foster and J. A. Jacquez. Multiple zeros for eigenvalues and the
multiplicity of traps of a linear compartmental system.Math. Biosciences,
26:89{97, 1975.
[49] H. Furstenberg. Stationary Processes and Prediction Theory, volume 44
of Annals of mathematical studies. Princeton University Press, Princeton,
N.J., 1960.
[50] D. Gale. Convex polyhedral cones and linear inequalities. In Tjalling C.
Koopmans, editor, Activity Analysis of Production and Allocation, pages
287{297, New York, 1951. Wiley & Sons.
[51] F. R. Gantmacher. The Theory of Matrices. Chelsea Publishing Com-
pany, New York, 1977.
[52] M. Gerstenhaber. Theory of convex polyhedral cones. In Tjalling C.
Koopmans, editor, Activity Analysis of Production and Allocation, pages
298{316, New York, 1951. Wiley & Sons.
[53] K. Glover and L. M. Silverman. Characterization of structural controlla-
bility. IEEE Trans. Automatic Control, 21:534{537, 1976.
[54] K. Glover and J. C. Willems. Parametrizations of linear dynamical sys-
tems: Canonical forms and identiability. IEEE Trans. Automatic Con-
trol, 19:640{645, 1974.
[55] K. Godfrey. Compartmental models and their Applications. Academic
Press, London, 1983.
[56] K. R. Godfrey and J. J. DiStefano III. Identiability of model parameters.
In E. Walter, editor, Identiability of parametric models, pages 1{20,
Oxford, 1987. Pergamon Press.
[57] A. J. Goldman and A. W. Tucker. Polyhedral convex cones. Ann. Math.
Studies, 38:19{40, 1956.
[58] M. Gondran and M. Minoux. Graphs and Algorithms. John Wiley &
Sons, Chichester, 1984.
[59] M. Gondran and M. Minoux. Linear algebra in dioids: a survey of recent
results. Ann. Discrete Math., 19:147{164, 1984.
[60] G. C. Goodwin and R. L. Payne. Dynamic system identication. Math-
ematics in science and engineering. Academic Press, New York, 1977.
Bibliography 205
[61] M. S. Grewal and K. Glover. Identiability of linear and nonlinear dy-
namical systems. IEEE Trans. Automatic Control, 21:833{837, 1976.
[62] L. C. G. J. M. Habets. Algebraic and computational aspects of time-delay
systems. PhD thesis, Eindhoven University of Technology, 1994.
[63] M. L. J. Hautus. Controllability and observability conditions of linear
autonomous systems. Indag. Math., 31, 1969.
[64] M. Hazewinkel. On positive vectors, positive matrices and the special-
ization ordering. Report PM-R8407, CWI, Amsterdam, 1984.
[65] M. Hazewinkel, editor. Encyclopaedia of mathematics, volume 8. Kluwer
Academic Publishers, Dordrecht, 1992.
[66] A. Heck. Introduction to Maple. Springer-Verlag, New York, 1993.
[67] A. Heller. On stochastic processes derived from Markov chains. Ann.
Math. Statist., 36:1286{1291, 1965.
[68] J. M. van den Hof. Classication of minimal positive linear systems for
a special form of the Hankel matrix. In preparation.
[69] J. M. van den Hof. Minimality of positive linear systems. Preprint,
submitted to a journal.
[70] J. M. van den Hof. Positive linear observers of linear compartmental
systems. Preprint, submitted to a journal.
[71] J. M. van den Hof. Realization of continuous-time positive linear systems.
Preprint, submitted to a journal.
[72] J. M. van den Hof. Realizations of positive linear systems. Report BS-
R9532, CWI, Amsterdam, 1995. To appear in Linear Algebra and its
Applications.
[73] J. M. van den Hof. Structural identiability from input-output observa-
tions of linear compartmental systems. Report BS-R9514, CWI, Amster-
dam, 1995. Submitted to a journal.
[74] J. M. van den Hof. Structural identiability of linear mamillary compart-
mental systems. In Proceedings of the third European Control Conference,
pages 1318{1323, 1995.
[75] N. Jacobson. Basic Algebra, volumes 1, 2, 2nd edition. W.H. Freeman
and Company, New York, 1985.
[76] J. A. Jacquez. Compartmental Analysis in Biology and Medicine. The
University of Michigan Press, Ann Arbor, 1985.
[77] J. A. Jacquez and C. P. Simon. Qualitative theory of compartmental
systems. SIAM Rev., 35:43{79, 1993.
[78] M. W. Jeter and W. C. Pye. A note on nonnegative rank factorizations.
Linear Algebra & its Applications, 38:171{173, 1981.
[79] N. L. Johnson and S. Kotz. Distributions in Statistics: Continuous Uni-
variate Distributions-1. Houghton-Miin, Boston, 1970.
206 Bibliography
[80] R. E. Kalman. A new approach to linear ltering and prediction problems.
J. Basic Eng., 82:35{45, 1960.
[81] R. E. Kalman. Mathematical description of linear dynamical systems.
Journal SIAM on Control, 1:152{192, 1963.
[82] R. E. Kalman, P. L. Falb, and M. A. Arbib. Topics in mathematical
systems theory. McGraw-Hill Book Co., New York, 1969.
[83] F. I. Karpelevich. On the characteristic roots of matrices with nonnega-
tive elements. Izv. Akad. Nauk Ser. Mat., 15:361{383, 1951.
[84] P. R. Kumar and P. Varaiya. Stochastic Systems: Estimation, Identi-
cation, and Adaptive Control. Prentice-Hall, Englewood Clis, 1986.
[85] H. Kwakernaak and R. Sivan. Linear Optimal Control Theory. John
Wiley & Sons, New York, 1972.
[86] P. Lancaster and M. Tismenetsky. The Theory of Matrices. Academic
Press, Orlando, 1985.
[87] S. Lang. Algebra. Addison-Wesley Publ. Co., Reading, MA, 1971.
[88] Y. Lecourtier and A. Raksanyi. The testing of structural properties
through symbolic computation. In E. Walter, editor, Identiability of
parameter models, pages 75{84, Oxford, 1987. Pergamon Press.
[89] Y. Lecourtier, E. Walter, and P. Bertrand. Identiability testing for state-
space models. In G.N. Saridis G.A. Bekey, editor, Sixth IFAC Sympo-
sium on Identication and System Parameter Estimation, pages 794{799,
Washington D.C., 1982. McGregor & Werner Inc.
[90] H. W. Leung. Development and utilization of physiologically based phar-
macokinetic models for toxicological applications. J. of Toxicology and
Environmental Health, 32:247{267, 1991.
[91] C.-T. Lin. Structural controllability. IEEE Trans. Automatic Control,
19:201{208, 1974.
[92] R. Liu and L. C. Suen. Minimal dimension realization and identiability
of input-output sequences. IEEE Trans. Automatic Control, 22:227{232,
1977.
[93] L. Ljung. System Identication: Theory for the User. Prentice-Hall
Information and System Science Series. Prentice-Hall, New Jersey, 1987.
[94] L. Ljung and T. Glad. On global identiability for arbitrary model
parametrizations. Automatica, 30:265{276, 1994.
[95] D. London. On matrices with a doubly stochastic pattern. J. Math. Anal.
Appl., 34:648{652, 1971.
[96] D. G. Luenberger. An introduction to observers. IEEE Trans. Automatic
Control, 16:596{602, 1966.
[97] D. G. Luenberger. Introduction to Dynamic Systems: Theory, Models,
and Applications. Wiley & Sons, New York, 1979.
[98] H. Maeda and S. Kodama. Positive realization of dierence equations.
Bibliography 207
IEEE Trans. Circuits & Systems, 28:39{47, 1981.
[99] H. Maeda, S. Kodama, and F. Kajiya. Compartmental system analysis:
Realization of a class of linear systems with physical constraints. IEEE
Trans. Circuits & Systems, 24:8{14, 1977.
[100] M. Marcus, K. Kidman, and M. Sandy. Products of elementary doubly
stochastic matrices. Linear and Multilinear Algebra, 15:331{340, 1984.
[101] T. L. Markham. Factorizations of nonnegative matrices. Proceedings of
the American Mathematical Society, 32:45{47, 1972.
[102] A. W. Marshall and I. Olkin. Inequalities: Theory of Majorization and
Its Applications. Academic Press, 1979.
[103] G. B. Di Masi, W. J. Runggaldier, and B. Barozzi. Generalized nite-
dimensional lters in discrete time. In Nonlinear Stochastic Problems,
proceedings of the NATO Advanced Study Institute on nonlinear stochas-
tic problems, Armacao de Pera, Algarve, Portugal, 16-28.05.1982, pages
267{277, Dordrecht, 1983. Reidel.
[104] W. B. McRae and E. R. Davidson. An algorithm for the extreme rays of
a pointed convex polyhedral cone. SIAM J. Comput., 2:281{293, 1973.
[105] H. Minc. Nonnegative Matrices. Wiley, New York, 1988.
[106] L. Mirsky. Results and problems in the theory of doubly-stochastic. Z.
Wahrscheinlichkeitstheorie, 1:319{334, 1963.
[107] M. Moonen, B. De Moor, L. Vandenberghe, and J. Vandewalle. On-
and o-line identication of linear state-space models. Int. J. Control,
49:219{232, 1989.
[108] D. N. P. Murthy. Controllability of a linear positive dynamic system. Int.
J. Systems Sci., 17:49{54, 1986.
[109] J. W. Nieuwenhuis. About nonnegative realizations. Systems & Control
Lett., 1:283{287, 1982.
[110] J. W. Nieuwenhuis. Some results about a leontie-type model. In C. I.
Byrnes and A. Lindquist, editors, Frequency domain and state space
methods for linear systems, Amsterdam, 1986. North-Holland.
[111] J. P. Norton. An investigation of the sources of nonuniqueness in deter-
ministic identiability. Math. Biosciences, 60:89{108, 1982.
[112] Y. Ohta, H. Maeda, and S. Kodama. Reachability, observability and
realizability of continuous positive systems. SIAM J. Control & Opt.,
22:171{180, 1984.
[113] H. Perfect and L. Mirsky. The distribution of positive elements in doubly
stochastic matrices. J. London Math. Soc., 40:689{698, 1965.
[114] G. Picci. On the internal structure of nite-state stochastic processes.
In R.R. Mohler and A. Ruberti, editors, Recent developments in vari-
able structure systems, economics and biology: Proc. of US-Italy sem-
inar, Taormina, Sicily, 29.08-02.09.1977, pages 288{304, Berlin, 1978.
208 Bibliography
Springer.
[115] G. Picci, J. M. van den Hof, and J. H. van Schuppen. A partial classi-
cation of primes in the positive matrices and in the doubly stochastic
matrices. Report BS-R9535, CWI, Amsterdam, 1995. Submitted to a
journal.
[116] G. Picci, J. M. van den Hof, and J. H. van Schuppen. Primes in the
doubly stochastic circulants. Report BS-R9536, CWI, Amsterdam, 1995.
Submitted to a journal.
[117] G. Picci and J. H. van Schuppen. Stochastic realization of nite-valued
processes and primes in the positive matrices. In H. Kimura and S. Ko-
dama, editors, Recent advances in mathematical theory of systems, con-
trol, networks, and signal processing II - Proceedings of the International
Symposium MTNS-91, pages 227{232, Tokyo, 1992. Mita Press.
[118] H. Pohjanpalo. System identiability based on the power series expansion
of the solution. Math. Biosciences, 41:21{33, 1978.
[119] A. Raksanyi, Y. Lecourtier, E. Walter, and A. Venot. Identiability
and distinguishability testing via computer algebra. Math. Biosciences,
77:245{266, 1985.
[120] D. J. Richman and H. Schneider. Primes in the semigroup of non-negative
matrices. Linear and Multilinear Algebra, 2:135{140, 1974.
[121] S. Rinaldi and L. Farina. Positive Linear Systems: Theory and Applica-
tions (in Italian). Citta Studi Edizione, Milano, 1995.
[122] R. T. Rockafellar. Convex Analysis. Princeton University Press, New
Jersey, 1970.
[123] R. Rouhani and E. Tse. Structural design for classes of positive linear
systems. IEEE Trans. Systems, Man & Cybern., 11:126{134, 1981.
[124] V. G. Rumchev and D. J. G. James. Controllability of positive linear
discrete-time systems. Int. J. Control, 50:845{857, 1989.
[125] M. P. Saccomani, S. Audoly, L. d'Angio, R. Sattier, and C. Cobelli. Pride:
a program to test a priori global identiability of linear compartmental
models. In M. Blanke and T. Soderstrom, editors, Proceedings of the 10th
IFAC Symposium on System Identication, pages 3:25{30, Copenhagen,
1994. Danish Automation Society.
[126] G. Sawitzki. Exact ltering in exponential families: discrete-time. In
W. Vogel M. Kohlmann, editor, Stochastic control theory and stochastic
dierential systems, volume 16 of Lecture Notes in Control and Informa-
tion Sciences, pages 554{558, Berlin, 1979. Springer-Verlag.
[127] J. N. T. Schuit. Numerical solution of the Hamilton-Jacobi-Bellman equa-
tion for a freeway trac ow control problem. Note BS-N8901, CWI,
Amsterdam, 1989.
[128] J. H. van Schuppen. A study of estimation and ltering problems by the
Bayesian method. Technical report, Systems Science and Mathematics
Bibliography 209
Department, Washington University, St. Louis, 1976.
[129] J. H. van Schuppen. Stochastic realization problems. In H. Nijmeijer,
J. M. Schumacher, and J. C. Willems, editors, Three decades of mathe-
matical system theory : a collection of surveys at the occasion of the 50th
birthday of Jan C. Willems, pages 480{523. Springer, Berlin, 1989.
[130] E. Seneta. Nonnegative Matrices and Markov Chains. Springer-Verlag,
1981.
[131] R. W. Shields and J. B. Pearson. Structural controllability of multiinput
linear systems. IEEE Transactions on Automatic Control, 21:203{212,
1976.
[132] W. Slob, P. H. M. Janssen, and J. M. van den Hof. Structural identiabil-
ity of PBPK models: practical consequences for modeling strategies and
study designs. Accepted for publication in Critical Reviews in Toxicology,
1996.
[133] E. D. Sontag. Mathematical Control Theory. Number 6 in Texts in
Applied Mathematics. Springer-Verlag, Berlin, 1990.
[134] J. Stoer and C. Witzgall. Convexity and optimization in nite dimensions
I. Number 163 in Die Grundlehren der mathematischen Wissenschaften.
Springer Verlag, Berlin, 1970.
[135] L. C. Suen and R. Liu. Minimal dimension realization versus minimal
realization and a correction to \Minimal dimension realization and iden-
tiability of input-output sequences". IEEE Trans. Automatic Control,
23:99{100, 1978.
[136] O. Taussky. A recurring theorem on determinants. Am. Math. Mon.,
56:672{676, 1949.
[137] C. C. Travis and G. Haddock. On structural identication. Math. Bio-
sciences, 56:157{173, 1981.
[138] S. Vajda. Deterministic identiability and algebraic invariants for poly-
nomial systems. IEEE Trans. Automatic Control, 32:182{184, 1987.
[139] S. Vajda. Identiability of polynomial systems: structural and numerical
aspects. In E. Walter, editor, Identiability of parameter models, pages
42{49, Oxford, 1987. Pergamon Press.
[140] S. Vajda, K. R. Godfrey, and H. Rabitz. Similarity transformation
approach to identiability analysis of nonlinear compartmental models.
Math. Biosciences, 93:217{248, 1989.
[141] S. Vajda and H. Rabitz. State isomorphism approach to global identia-
bility of nonlinear systems. IEEE Trans. Automatic Control, 34:220{223,
1989.
[142] S. Vajda, H. Rabitz, E. Walter, and Y Lecourtier. Qualitative and quanti-
tative identiability analysis of nonlinear chemical kinetic models. Chem.
Eng. Commun., 83:191{219, 1989.
210 Bibliography
[143] E. Walter. Identiability of state space models, volume 46 of Lecture
Notes in Biomathematics. Springer-Verlag, Berlin, 1982.
[144] E. Walter and Y. Lecourtier. Global approaches to identiability testing
for linear and nonlinear state space models. Mathematics and Computers
in Simulation, 24:472{482, 1982.
[145] E. Walter and L. Pronzato. Qualitative and quantitative experiment
design for phenomenological models { a survey. Automatica, 26:195{213,
1990.
[146] R. Webster. Convexity. Oxford University Press, 1994.
[147] Ch. Wende and L. Daming. Nonnegative realizations of systems over
nonnegative quasi-elds. Acta Mathematicae Applicatae Sinica, 5:252{
261, 1989.
[148] J. C. Willems. From time series to linear system{Part II. Exact modelling.
Automatica, 22:675{694, 1986.
[149] D. A. Wilson and A. Kumar. Derivative computations for the log likeli-
hood function. IEEE Trans. Automatic Control, 27:230{232, 1982.
[150] B. G. Zaslavskii. Positive realizability of linear control systems. Automa-
tion and Remote Control, 50:725{732, 1989.
[151] G. A. van Zee and O. H. Bosgra. Gradient computation in prediction error
identication of linear discrete-time systems. IEEE Trans. Automatic
Control, 27:738{739, 1982.
[152] M. J. Zeilmaker, J. Meulenbelt, J. M. Kortboyer, and W. Slob. Toxicoki-
netic modeling of nitrate and nitrite in man and its application in the
safety evaluation of nitrate. Report 235802.002, RIVM, Bilthoven, 1996.
[153] M. J. Zeilmaker and W. Slob. Physiologically based modeling of dioxins.




Below the notation which is used one several places in the text is listed. A
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cone(A) cone spanned by the columns of the matrix A 79
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