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Manuel Campos, Esperanza Lo´pez and Germa´n Sierra
Instituto de F´ısica Teo´rica, Universidad Auto´noma de Madrid, Cantoblanco, Madrid,
Spain
Abstract. A free boson on a lattice is the simplest field theory one can think of.
Its partition function can be easily computed in momentum space. However, this
straightforward solution hides its integrability properties. Here, we use the methods of
exactly solvable models, that are currently applied to spin systems, to a massless and
massive free boson on a 2D lattice. The Boltzmann weights of the model are shown
to satisfy the Yang-Baxter equation with a uniformization given by trigonometric
functions in the massless case, and Jacobi elliptic functions in the massive case.
We diagonalize the row-to-row transfer matrix, derive the conserved quantities, and
implement the quantum inverse scattering method. Finally, we construct two factorized
scattering S matrix models for continuous degrees of freedom using trigonometric and
elliptic functions. These results place the free boson model in 2D in the same position
as the rest of the models that are exactly solvable a` la Yang-Baxter, offering possible
applications in quantum computation.
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1. Introduction
Exactly Solvable Models in Statistical Mechanics and Condensed Matter Physics
have played a key role in the study of low dimensional many body systems [1]-[7].
Together with field theoretical techniques, such as Conformal Field Theory [8]-[10],
and numerical methods based on Tensor Networks [11]-[13], they have led to a precise
description of non perturbative phenomena as the fractionalization of the spin in
antiferromagnetic spin chains and the spin-charge separation in one dimensional metals.
Exactly Solvable Models have also appeared in the AdS/CFT duality in the form of
spin chain Hamiltonians that describe the dilation operator of the N = 4 super Yang-
Mills theory [14]-[16]. More recently, the algebraic Bethe ansatz has been formulated
using Tensor Networks that allow for the application of novel numerical techniques
and possible extensions to 2D [17, 18]. The list of Exactly Solved Models is rather
large: Ising, Potts, XX, XXZ and XYZ spin chains, Hubbard, t − J , etc. They are
all characterized by Hamiltonians that commute with an infinite number of conserved
quantities in involution. These operators can be derived from the Boltzmann weights
of the corresponding partition functions that satisfy the Yang-Baxter equation.
The aim of this paper is to study the integrability of a free boson in the two
dimensional square lattice. This model is solvable by elementary techniques like Fourier
analysis if there is translational invariance. However, as far as we know, its integrability
has not been studied using the tools of Exactly Solvable models like the Bethe ansatz
or the Quantum Inverse Scattering method that rely on the Yang-Baxter equation. In
the models mentioned above the local degrees of freedom are discrete, e. g. spin in
the Ising or XXZ models, fermions in the Hubbard model, etc. In the boson model we
have to deal with continuous degrees of freedom given by the real values of the scalar
field. Despite of this fact, we shall show that the techniques mentioned above can be
applied directly obtaining new knowledge about this fundamental model in Statistical
Mechanics and Quantum Field Theory.
Another topic that we address in this paper is the construction of factorized
scattering models using the Boltzmann weights of the free boson on a lattice. The
former models describe the elastic scattering of particles, typically solitons, in a
relativistic quantum field theory with an infinite number of conserved quantities. The
scattering of these particles can be factorized into the product of two-particle scattering
amplitudes that, for consistency, satisfy the Yang-Baxter equation. It turns out that
some solutions of the Yang-Baxter equation can be used as Boltzmann weights of a
Statistical Mechanical model or, alternatively, as scattering S matrices in a relativistic
quantum field theory with the appropriate identifications of variables. Well known
examples of this dual application are the 6- vertex model versus the sine-Gordon model,
and the Baxter’s 8-vertex model [19] versus the Zamolodchikov’s elliptic sine-Gordon
model [20]. We shall show that the Boltzmann weights of the boson model can be
promoted to scattering S matrices with the special feature that the particles carry a
continuous degree of freedom, unlike the more common models where it is discrete. We
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construct two S matrix models, one using the trigonometric functions, and another using
Jacobi elliptic functions. Interestingly, they are similar to those proposed by Mussardo
and Penati for the elliptic version of the sinh-Gordon model [21].
The paper is organized as follows. In Section 2 we show that the R-matrix associated
to the discretized free boson theory satisfies the Yang-Baxter equation, both for the
massless and massive cases. The row-to-row transfer matrix is explicitly constructed in
Section 3. From the diagonalization of the transfer matrix we recover the spectrum of
the theory and obtain the expectation values of a tower of mutually commuting charges.
Section 4 is devoted to the Quantum Inverse Scattering Method. We find that the R-
matrix formally coincides with the euclidean propagator of a harmonic oscillator. Using
this result, we propose an operator expression for the conserved charges. A relativistic
S-matrix satisfying the axioms of factorized scattering theory is constructed in Section
5. Section 6 contains our conclusions. The paper ends with several Appendices were
technical details avoided in the main body are presented.
2. The boson field theory model
We consider a free scalar of mass m0 living on a 2D lattice with periodic boundary
conditions. The euclidean partition function of the model is
Z =
∫ ∏
ij
dφij e
− 1
2
∑
ij axaτ
[
(φij−φi+1j)2
a2x
+
(φij−φij+1)2
a2τ
+m20φ
2
ij
]
, (1)
where ax and aτ denote the lattice spacings in the spatial and euclidean time directions,
and φij ∈ R. The interactions described by (1) are pairwise between the variables at
neighbour lattice sites. We shall reformulate this partition function as that of a vertex
model in Statistical Mechanics. The variables will live on the edges and the interactions
take place at the vertices of a lattice whose orientation is 45◦ degrees rotated with
respect to the original one
φi, j
φi, j+1
φi+1, j
φi+1, j+1
φi, j
φi, j+1
φi+1, j
φi+1, j+1
(2)
This model was studied in reference [22] using the Tensor Network Renormalization
that combines renormalization group ideas with quantum information techniques. The
analysis was carried out for an isotropic lattice with ax = aτ = 1. The continuum limit
of (1) is the standard partition function of a massive boson in 2 euclidean dimensions.
2.1. Yang–Baxter equation: massless case
We will revisit the integrability properties of the discretized boson model using the
standard techniques of Exactly Solvable Models. In this section we shall focus on the
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massless case and show that it satisfies the Yang-Baxter equation. The Boltzmann
weights described in (2) allow to define a map R : R⊗R→ R⊗R, known as R-matrix.
R-matrices depend on a variable that parameterizes a 1-dimensional family of models,
R ≡ R(c), and which is crucial to formulate the Yang-Baxter equation. In order to
study the free boson on a lattice from this point of view, we need to identify a variable
playing such a role.
Typically R-matrices trivialize for some value of c, which we will take to be c = 0.
Namely R(0) = I. This motivates the simple choice c = aτ
ax
and the definition
Ry1y2x1x2(c) =
1
2pic
e−
1
2 [
1
c
(x1−y1)2+ 1c (x2−y2)2+c(x1−x2)2+c(y1−y2)2] . (3)
The field variables in the vertex (2) have been renamed as x1,2 and y1,2 for simplicity.
A normalization factor has been added such that
lim
c→0
Ry1y2x1x2(c) = δ(x1−y1)δ(x2−y2) , (4)
since 1√
2pic
e−
x2
2c approaches a delta function as c vanishes. In order to avoid confusion
we will always use boldface letters to refer to operators and regular letters to describe
their components. The R-matrix components can be represented graphically as
x1 x2
y1 y2
, (5)
with the internal lines in the green shaded vertex corresponding to the four terms in
the exponent of (3). The vertical lines represent the terms multiplied by c−1, and the
dotted horizontal ones those multiplied by c. In the extreme anisotropic limit (4), the
links associated to the horizontal lines disappear.
Exactly solvable vertex models in Statistical Mechanics are those whose Boltzmann
weights satisfy the Yang-Baxter equation (YBE). This equation guarantees the existence
of commuting row-to-row transfer matrices whose expansion in a variable generates an
infinite number of conserved quantities. The YBE for the boson model reads
(R(c3)⊗ I)(I⊗R(c2))(R(c1)⊗ I) = (I⊗R(c1))(R(c2)⊗ I)(I⊗R(c3)) . (6)
Its graphical representation is
z1
z2
z3
x1 x2 x3
y3 y2 y1
1
2
3
=
z1
z2
z3
x1 x2 x3
y3 y2 y1
1
2
3
. (7)
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It reads in components∫
d~z Rz1z2x1x2(c1)R
z3y1
z2x3
(c2)R
y3y2
z1z3
(c3) =
∫
d~z Rz3z1x2x3(c3)R
y3z2
x1z3
(c2)R
y2y1
z2z1
(c1) , (8)
where ~z = (z1, z2, z3) and each integration runs over R. The integration replaces the
sum over a finite set of variables in the standard spin models.
We shall next determine the conditions that the parameters ci=1,2,3 must verify in
order to fulfill (8). The weights (3) satisfy
Ry1y2x1x2(c) = R
x2x1
y2y1
(c) , (9)
which is equivalent to the invariance of the vertex (5) under a 180◦ rotation. This
discrete symmetry implies that the rhs of the YBE equals the lhs with the roles of x
and y variables exchanged. Therefore it is enough to require that the lhs of (8) defines
a matrix invariant under xi ↔ yi. The lhs of (8) can be rewritten as
∫
d~z e−(~x,~y,~z)M(~x,~y,~z)
T
, M =
 Mxx Mxy MxzMyx Myy Myz
Mzx Mzy Mzz
 , (10)
with ~x = (x1, x2, x3) and ~y = (y1, y2, y3), and M a symmetric matrix whose entries
are blocks of size 3 × 3. The explicit expression of M is given in Appendix A. The
z-integrations can be easily performed, obtaining
e−(~x,~y)N(~x,~y)
T
, N =
(
Mxx Mxy
Myx Myy
)
−
(
Mxz
Myz
)
M−1zz
(
Mzx Mzy
)
. (11)
The YBE translates into requiring Nxx = Nyy and Nxy = Nyx. In Appendix A we show
that these conditions hold if and only if
c2 =
c1 + c3
1− c1c3 . (12)
The relation between the parameters ci is uniformized by the function c(u) =
tan(u), becoming equivalent to
c1 = c(u) , c2 = c(u+ v) , c3 = c(v) . (13)
The physical interpretation of R(u) as the Boltzmann weights of the massless boson
requires c to be positive, which is crucial for the regularity of the large field limit and
the convergence of the integration (10) over the internal z′s variables. Therefore, the
set where u can take values has to be restricted. We chose it to be the interval
[
0, pi
2
]
,
such that in the limit of small c we have c ≈ u. This sort of restriction does not arise
in other models like the 6 vertex where the parameter u can take any complex value.
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2.2. Yang–Baxter equation: massive case
We introduce the following modification of the R-matrix
Ry1y2x1x2(c, m˜) = R
y1y2
x1x2
(c)e−
c
4
m˜2(x21+x
2
2+y
2
1+y
2
2) , (14)
corresponding to the massive deformation of the free boson model. The parameter m˜ is
the boson mass measured in lattice units
m˜ = axm0 . (15)
The simple assumption of keeping m˜ constant while the lattice anisotropy c varies, fails
to satisfy the YBE. Therefore we will allow it to be a general function of c, and determine
it by imposing∫
d~z Rz1z2x1x2(c1, m˜1)R
z3y1
z2x3
(c2, m˜2)R
y3y2
z1z3
(c3, m˜3) (16)
=
∫
d~z Rz3z1x2x3(c3, m˜3)R
y3z2
x1z3
(c2, m˜2)R
y2y1
z2z1
(c1, m˜1) .
The R-matrix (14) is invariant under the 180◦ rotation (9), implying that the
treatment of the previous section also applies to the massive deformation. Following
the same steps (see Appendix A), we can show that the YBE holds if and only if
c1m˜
2
1 − c2m˜22
c1m˜21 − c3m˜23
=
c3 − c1c2c3
c3 − c1 ,
c3m˜
2
3 − c2m˜22
c3m˜23 − c1m˜21
=
c1 − c1c2c3
c1 − c3 , (17)
m˜22 =
(1− c1c3)2
c1c3
[
1− 1
c22
(
c1 + c3
1− c1c3
)2 ]
. (18)
The requirement that each m˜i be independent of the variables cj 6=i is far from obvious
in view of (18). There is however a two parameter family of solutions which generalizes
those of the massless case by promoting trigonometric to elliptic functions. Let us define
c(u, µ) =
√
µ1
sn(u, µ)
cn(u, µ)dn(u, µ)
, m˜(u, µ) =
√
4µ
µ1
cn(u, µ) , (19)
where µ1 = 1−µ and sn(u, µ), cn(u, µ), dn(u, µ) are Jacobi elliptic functions of argument
u and parameter µ [23]. Equations (17)-(18) are satisfied by
c1 = c(u, µ) , c2 = c(u+ v, µ) , c3 = c(v, µ) , (20)
m˜1 = m˜(u, µ) , m˜2 = m˜(u+ v, µ) , m˜3 = m˜(v, µ) . (21)
The massless uniformization is recovered at vanishing elliptic parameter µ. As in that
case, regularity of the R-matrix in the large field limit forces u to take values on a
restricted interval. Asking again for a linear relation between u and c when c is small,
we choose u ∈ [0, K(µ)] with
K(µ) =
∫ pi/2
0
dθ√
1− µ sin2 θ
, (22)
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c
m
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-
2 4 6
aτ
ax
0
K (μ)
2 K(μ)u
Figure 1. Left: Family of lattice models described by (19). Right: Dependence of
the lattice steps aτ and ax on the uniformization parameter, under the assumption
that the boson mass is constant along the family.
the complete elliptic integral of the first kind. Since K(0) = pi
2
, we conclude that the
YBE is compatible with a smooth deformation away from the massless case.
Fig.1 shows the parameter space of the discretized bosonic theory together with
the 1-dimensional family of models selected by the YBE. Attributing the variation of
m˜ entirely to the lattice step ax included in its definition (15), the following consistent
picture is obtained. The boson mass keeps constant along the family of models (19). The
dependence of the spatial and temporal lattice steps on the uniformization parameter is
then easily obtained, and have been plotted in Fig.1. Although c diverges as u→ K(µ),
both ax and aτ remain finite. Moreover for u larger than
K(µ)
2
, the point at which
the lattice becomes isotropic, the roles of the spatial and euclidean time directions get
exchanged. We identify the boson mass as, m0 ∝
√
4µ
µ1
. Positive m0 requires µ ∈ (0, 1),
with µ→ 1 corresponding to the infinite mass limit.
3. The row-to-row transfer matrix
The partition function Z of a vertex model on a L × N lattice can be written as
Z = tr TN , where T is the product of Boltzmann weights along a row with their
horizontal variables identified and summed over, including the first and the last ones.
This defines the so called row-to-row transfer matrix that for the massive boson model
is the map T(u) : H → H depicted as
T(u) = · · · · · · . (23)
where H = R⊗L is the lattice Hilbert space and the same variable u characterizes every
vertex.
The matrix elements of the transfer matrix read
〈~y|T(u)|~x〉 ≡ T (~x, ~y;u) = 1
(2pic)L
∫
d~z e−
1
2
(~x,~y,~z)M (~x,~y,~z)T , (24)
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where ~x are the bottom variables, ~y the top ones and ~z the variables associated to the
horizontal line. M is a symmetric matrix analogous to (10) but whose blocks are of
dimension L × L (see Appendix B). The integration on the z-variables can be easily
done, leading to an explicit expression for the transfer matrix
T (~x, ~y;u) =
1
(4piac2)
L
2
e−
1
2
(~x,~y)N (~x,~y)T , (25)
where we have introduced the convenient combination a = 1
c
+ c+ c
2
m˜2, and N is again
a symmetric matrix
Nxx = Nyy =
(
a− 1 + c
4
2ac2
)
1− 1
2a
(
S + ST
) ≡ N1 , (26)
Nxy = −1
a
1− 1
2ac2
(
S + c4ST
) ≡ N2 , (27)
with the shift matrix Sij = δi,j+1 and L+ 1 ≡ 1. We have defined the matrices N1 and
N2 for latter convenience.
In order to better understand how the tower of conserved charges emerges from the
expansion of the transfer matrix, it is convenient to rewrite its components as a product
of two factors, T = Tp Tq, with
Tp(~x, ~y;u)=
1
(4piac2)
L
2
e−
1
4ac2
∑
i(xi−yi+1)2 , (28)
Tq(~x, ~y;u)=e
− 1
4a
∑
i
[
8µ
µ1
(x2i+y
2
i )+2(xi−yi)2+(xi−xi+1)2+(yi−yi+1)2+c2(xi−yi−1)2
]
(29)
The function Tp tends to a delta distribution as u→ 0. At small u, Tp can be expanded
in terms of derivatives of a delta function (see Appendix B)
Tp(~x, ~y;u) =
L∏
i=1
( ∞∑
k=0
(ac2)k
k!
δ(2k)(xi−yi+1)
)
, (30)
which as Tq, has a well defined expansion around u = 0. At leading order only the k = 0
term in (30) contributes to the transfer matrix. Hence it reduces to a cyclic permutation
eiP|x1, x2 . . . , xL〉 = |xL, x1, . . . , xL−1〉 . (31)
where a−1x P is the lattice momentum, the first conserved charge derived from the transfer
matrix expansion. A graphical derivation of the identification T(0) = eiP can be
obtained from (23), since at u or equivalently c = 0, the dotted links inside the vertices
vanish.
At higher orders Tq contributes with powers of the bosonic field, and its discretized
spatial derivatives to the corresponding conserved charge, while Tp provides powers of
the canonical momentum. The canonical commutations of the bosonic field x and its
conjugate momentum pi in the continuum, become in the discretized model
[x(z),pi(z′)] = iδ(z−z′) −→ [xi,pij] = ia−1x δij . (32)
Integrability and scattering of the boson field theory on a lattice 9
Therefore we can represent pii = −ia−1x ∂xi , where
〈~y| ∂xi |~x〉 = δ′(xi−yi)
∏
j 6=i
δ(xj−yj) . (33)
Using this, it is immediate to obtain the next to leading contribution to the transfer
matrix
− 2√µ1u eiPH , H = 1
2
L∑
i=1
(
a2xpi
2
i + (xi−xi+1)2 + m˜20 x2i
)
, (34)
where a−2x H is the discretized free boson Hamiltonian and m˜
2
0 =
4µ
µ1
, in agreement with
(19). If we interpret ax as a u-dependent parameter, as done in Fig.1, we should select
here its value at vanishing u. Obtaining the higher conserved charges along these lines
is possible but cumbersome. Below we will follow an alternative strategy.
3.1. Spectrum
In this section we diagonalize the transfer matrix of the free boson lattice theory in
a way that is reminiscent to the coordinate Bethe ansatz for spin systems. Since the
Hamiltonian commutes with the transfer matrix, the eigenstates of the former are also
eigenstates of the latter. A natural ansatz for the eigenstates is
|Ψ〉 =
∫
d~x fn(~x) e
− 1
2
~xK ~xT |~x〉 , (35)
where K a symmetric matrix and fn a polynomial of degree n in xi. Straightforward
manipulations, detailed in Appendix B, show that the eigenstate condition T(u) |Ψ〉 =
Λ |Ψ〉 implies
1
(4piac2)
L
2
∫
d~x e−
1
2
~x (N1+K) ~xT fn
(
~x− ~y NT2 (N1 +K)−1
)
= Λ fn(~y) , (36)
together with
N1 −NT2 (N1 +K)−1N2 = K . (37)
The matrices N1,2 have been defined in (26)-(27). Recall that, although they depend in
u, K, the function fn should be independent of the uniformization parameter.
The matrices N1 and N2 commute because they are linear combinations of the
identity, the shift matrix and its transpose. Assuming that K also commutes with
them, and using that the a can be rewritten as
a =
√(
c+
1
c
)2
+ m˜20 , (38)
we obtain
K2 = N21 −NT2 N2 =
(
m˜20 + 2
)
1− S − ST , (39)
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This expression is indeed consistent with the previous assumption and satisfies the
required independence of u. The eigenvalues of the shift matrix S are roots of unity of
order L. Hence the eigenvalues of K are
ωk =
√
m˜20 + 4 sin
2 pk
2
, k = 0, ..., L− 1 . (40)
with pk =
2pik
L
. The state (35) with f0 a constant is the ground state of the lattice
model. Indeed, the energy of a bosonic eigenmode with momentum a−1x pk and mass m0
is a−1x ωk. Notice that, although K
2 only has entries on the diagonal and one step above
or below it, its square root is a non-local matrix. The eigenvalue of the transfer matrix
on the ground state is
Λ0 =
1
(2ac2)
L
2
√
det(N1 +K)
=
1
cL
∏
k(a+ ωk)
. (41)
Excited states are obtained when the function fn(~x) in (4) is non-trivial. The
obvious choice for this function are the Hermite polynomials
fn(~x ;~v) = ρ e
~xK ~xT
(
~v.
∂
∂~x
)n
e−~xK ~x
T
, (42)
with ρ a normalization constant and ~v a vector to be determined. Substituting the
above ansatz into the eigenstate condition (36), we obtain (see Appendix B)
Λ0 fn
(
~y ;−~v (N1 +K)−1N2
)
= Λ fn(~y ;~v) . (43)
Fulfilling equation (36) requires ~v = ~vk to be an eigenvector of (N1 + K)
−1N2. While
the eigenvalues of N1 and K only depend on ωk, those of N2 are functions of pk. The
corresponding eigenvalue of the transfer matrix is
Λk,n = e
inpk
(
1 + c2e−ipk
)2n(
c (a+ ωk)
)2n Λ0 . (44)
The ansatz (42) can be generalized by allowing for directional derivatives associated to
different eigenvectors ~vk. In this way it can describe states with an arbitrary number of
excitations of different momenta.
3.2. Conserved charges
The eigenvalue of the transfer matrix on a general state is
Λ = eip
L−1∏
k=0
(
1 + c2e−ipk
)2nk(
c (a+ ωk)
)2nk+1 , (45)
where nk is the number of excitations with momentum pk and p =
∑
k pk nk.
Consistently with (31) and (34), the exponential prefactor on the rhs is the eigenvalue
of the lattice shift operator, eiP.
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We will obtain the complete tower of conserved charges from the expansion of log Λ
around u = 0. The following equality holds (see Appendix C)
log Λ = ip −
L−1∑
k=0
(
nk+
1
2
)
log
a+ ωk
a− ωk +
L−1∑
k=0
nk log
1 + c2e−ipk
1 + c2eipk
. (46)
The second term on the rhs only gives rise to odd powers of u. The third term, which
turns out to be independent of the boson mass, generates even powers. Therefore they
contribute to different sets of conserved charges. A simple basis for the conserved charges
can be derived from (46). We will use c as expansion parameter for the second term
and a−1 for the third. This just amounts to a linear redefinition of the charges derived
using u as expansion parameter. Hence we define
log Λ = ip−
∞∑
l=0
a−(2l+1)〈Q2l+1〉+ i
∞∑
l=1
c2l〈Q2l〉 , (47)
Equating with (46), we obtain
〈Q2l+1〉 = 2
2l+1
L−1∑
k=0
(
nk+
1
2
)
ω2l+1k , 〈Q2l〉 =
(−1)l
l
L−1∑
k=1
2nk sin(pkl) . (48)
The first odd charge is Q1 = 2H, in agreement with (34). The vev’s of the conserved
charges derived from the transfer matrix expansion are linear in the occupation numbers
nk. This is expected since nk form a basis of conserved quantities of the free boson theory.
However, while the occupation numbers can not be derived from a local charge, we will
see in the next section that Ql are (quasi) local. Although the sums in (47) have infinite
terms, only a set of L charges can be linearly independent.
4. Quantum inverse scattering method (QISM)
An alternative way to derive the conserved quantities of an integrable model is to use
the QISM [25]. An advantage of this method is its applicability to inhomogeneous
situations, contrary to the construction (23). In the previous section we have derived
the expectation values of the tower of conserved charges. Here we will use the QISM to
obtain their operator expression.
4.1. Operator form of the R matrices
The R-matrices of the boson model are maps from R⊗ R to R⊗ R
Ry1y2x1x2 = 〈y1, y2|R12|x1, x2〉 , (49)
with |x1, x2〉 a complete basis of the Hilbert space on two lattice sites. We shall consider
instead R ⊗ R as the real space for the motion of two particles with coordinates x1
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and x2. We want to express R12 as the evolution operator in euclidean time t of a
Hamiltonian H12 acting on the Hilbert space L2(R)⊗ L2(R), that is
R12 = e
−tH12 . (50)
The basic result we use is the euclidean propagator of a harmonic oscillator with mass
m and angular frequency ω [24]
Gm,ω(x, x
′, t) =
(
mω
2pi sinh(ωt)
)1/2
e−
mω{(x2+x′2) cosh(ωt)−2xx′}
2 sinh(ωt) . (51)
In the limit ω → 0, it reduces to the propagator of a free particle of mass m.
Let us define the center of mass and relative coordinates of the two particle system
X =
x1 + x2
2
, x = x1 − x2 . (52)
The R-matrix (3) factorizes its dependence on center of mass and relative coordinates
as
Ry1y2x1x2 = e
−[ 1c (X−Y )2+( 14c+ c2)(x2+y2)− 12c xy] . (53)
Comparing with (51) we make the identification
Ry1y2x1x2 = GM,0(X, Y, 1)Gm,ω(x, y, 1) . (54)
The exponents of both expressions coincide provided that
M =
2
c
, mω cothω =
1
2c
+ c ,
mω
sinhω
=
1
2c
. (55)
This also insures agreement between the normalization factors of the R-matrix and the
propagators. The parameters mω and ω are related to the variable u = arctanh(c) as
mω =
1
cosu
, ω = 2 arsinh(tanu) . (56)
The Hamiltonian H12, corresponding to the Green function (54), is given by the sum of
the free particle and harmonic oscillator Hamiltonians
H12 =
p2X
2M
+
p2x
2m
+
1
2
mω2x2 , (57)
where pX = p1 + p2 and px =
1
2
(p1 − p2) are the center of mass and relative momenta
of the particles. Expanding at small u we obtain
H12 = uh12 +O(u
3), h12 =
p21 + p
2
2
2
+ (x1 − x2)2 . (58)
The previous derivation can be repeated for the massive model. We summarize the main
results. The R-matrix (14) corresponds to two harmonic oscillators with masses M and
m, and angular frequencies Ω and ω given in terms of the variable u as
MΩ = 4
√
µ
µ1
cn(u, µ)
dn(u, µ)
, Ω = 2 arcsinh
(√
µ
sn(u, µ)
dn(u, µ)
)
, (59)
mω =
1√
µ1
dn(u, µ)
cn(u, µ)
, ω = 2 arcsinh
(
sn(u, µ)
cn(u, µ)
)
. (60)
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Relations (56) are recovered in the massless limit µ → 0. The expansion of the
Hamiltonian of the two oscillators around u = 0 is
H12 =
√
µ1uh12 +O(u
3) , h12 =
p21 + p
2
2
2
+ m˜20
x21 + x
2
2
2
+ (x1 − x2)2. (61)
4.2. Transfer matrix
To implement the QISM we use the universal R matrix defined as [25]
R12 = P12 R12 , (62)
where P12 is a permutation, such that in components we have Ry1,y2x1,x2 = Ry2,y1x1,x2 . We call
R universal because for the spin models, like the XXZ, these matrices are derived from
a universal R matrix for affine quantum groups [26, 4]. Using uniformization variables,
the YBE equation expressed in terms of the R-matrices takes the form
R12(u−v)R13(u)R23(v) = R23(v)R13(u)R12(u−v) . (63)
In the QISM one introduces an auxiliary space Va and local quantum spaces Vj (j =
1, . . . , L), for the action of the operator
Raj(u) : Va ⊗ Vj → Va ⊗ Vj , j = 1, . . . , L . (64)
The transfer matrix depicted in (23), can be rewritten in terms of these operators as
T(u) = tra
(RaL(u)RaL−1(u) . . .Ra2(u)Ra1(u)) . (65)
In this way we obtain an explicit operator expression for the transfer matrix. We will
recover now the first conserved charges derived in the previous section from its small u
expansion.
The permutation operators satisfy OakPaj = PajOjk, for any 2-site operator O.
Applying this property repeatedly allows to bring all permutation operators in the
transfer matrix to the left of the R-matrices obtaining
T = eiP tra
(
PaL RL−1,L RL−2,L−1 . . .R23 R12 Ra1
)
. (66)
We have dropped the explicit dependence on u in order to simplify the notation. Observe
that the auxiliary space appears twice on the rhs, in the operators PaL and Ra1. To
trace over Va, we decompose Rjk as a sum of operators acting in the spaces Vj and Vk
Rjk =
∑
`
r
(`)
+j ⊗ r(`)−k . (67)
The transfer matrix is finally given by
T = eiP
∑
`
r
(`)
+LRL−1,LRL−2,L−1 . . .R23R12r
(`)
−1 . (68)
Integrability and scattering of the boson field theory on a lattice 14
This expression can also be written as
T = eiP
∑
`1,...`L
V
`L`L−1
L V
`L−1`L−2
L−1 . . .V
`2`1
2 V
`1`L
1 , (69)
with V` `
′
j = r
(`)
+j ⊗ r(`
′)
−j , showing explicitly the cyclicity of (68).
To find the lowest order conserved quantities we consider the operator R12 given in
(50) with t = 1, and substitute the expansion of H12 derived in the previous subsection.
Plugging the expression so obtained into (68) gives
log T = iP− 2√µ1uH + iµ1u2 Q2 +O(u3) . (70)
Identifying pi = axpii, we recover the Hamiltonian of the lattice model
H =
1
2
L∑
i=1
hi,i+1 =
1
2
L∑
i=1
(
p2i + (xi − xi+1)2 + m˜20 x2i
)
. (71)
The charge Q2 is given by
Q2 =
i
2
L∑
i=1
[
hi,i+1,hi+1,i+2
]
=
L∑
i=1
pi(xi−1 − xi+1) . (72)
Using this insight, we propose the following operator expression for the even conserved
charges of the discretized boson theory
Q2l =
(−1)l−1
l
ax ~pi
(
Sl − SlT )~x , (73)
with l ≥ 1. For the odd charges we have
Q2l+1 =
1
2l+1
(
a2x ~piK
2l ~pi + ~xK2l+2 ~x
)
, (74)
with l ≥ 0 and K2 given in (39). In Appendix C we show that these charges indeed
commute and their expectation values agree with (48).
Using that SL = 1, it is immediate to see that there are
[
L
2
]
+1 linearly independent
odd charges (74) and
[
L−1
2
]
even charges (73), where [·] denotes retaining the integer
part. This makes a set L quasi local operators that, avoiding P, can be used as a basis
of the conserved charges of the discretized bosonic theory. The higher the charge, the
farther the sites it couples. Even charges couples sites i, i ± l and odd charges couples
sites up to i, i±(l+1). In the continuum limit, long range effects translate into multiple
spatial derivatives.
We observe that the operator Q2 provides a method to compute the momentum
of the bosonic excitations, that of course agrees with the one obtained using the lattice
shift operator eiP. However, unlike eiP, the operator Q2 has the advantage of being
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local. Finally, it is worth noticing that for a massless bosonic theory in the continuum
limit
H → 1
2
∫
dx
(
(∂tφ)
2 + (∂xφ)
2
)
=
2pi
L
(L0 + L¯0) , (75)
Q2 →
∫
dx ∂tφ∂xφ =
2pi
L
(L0 − L¯0) . (76)
where L0 and L¯0 are the holomorphic and antiholomorphic Virasoro operators of the
c = 1 CFT of the massless boson [27]. These equations imply that H +Q2 and H −Q2
provide a local lattice version of the Virasoro operators L0 and L¯0.
5. Scattering S matrix
The R matrices introduced in previous sections are inhomogeneous deformations of the
Boltzmann weights of a massless and massive boson in a square lattice. A Wick rotation
of these weights amounts to study the discrete time evolution of the boson. This is
obtained replacing c ∈ R by ic in (3), such that R becomes essentially a pure phase.
In this section we adopt a different point of view demonstrating that the Wick rotated
Boltzmann weights can be understood as relativistic scattering S-matrices. This result
is far from obvious but, as mentioned in the introduction, there are examples where this
occurs, as the 6 vertex and the sine-Gordon model, along with their elliptic deformations.
An additional ingredient of our construction is that the S-matrix describes the scattering
of massive particles with continuous degrees of freedom.
Let us briefly review the factorized S-matrix theory. This theory describes the
scattering of a set of a particles {Ai}Ni=1 in a relativistic quantum field theory [28, 4, 7].
If the particles are massive, their energy and momentum are parameterized in terms of
their rapidity θ ∈ R as (p0i , p1i ) = mi(cosh θ, sinh θ), where mi is the mass of the particle
Ai. The two particle scattering process between incoming and outgoing asymptotic
states is given by
S|Ai(θ1), Aj(θ2)〉in =
∑
jk
Sk`ij (θ12)|Ak(θ2), A`(θ1)〉out (77)
where, by relativistic invariance, the matrix S only depends on the difference of rapidities
θ12 = θ1− θ2 > 0. Factorization guarantees that the two particle amplitude (77)
completely determines all possible scattering processes. It requires for consistency∑
pi
Sp1p2i1i2 (θ12)S
p3j3
p2i3
(θ13)S
j1j2
p1p3
(θ23) =
∑
pi
Sp2p3i2i3 (θ23)S
j1p1
i1p2
(θ13)S
j2j3
p1p3
(θ12) , (78)
which is equivalent to the YBE.
Rapidities can be allowed to take complex values within the so called physical strip,
Im θ ∈ (0, pi). With this extension θ uniformizes the branch cuts both in the s and t-
scattering channels, which map respectively to Im θ = 0 and Im θ = pi. Hence the
amplitude Sklij (θ) must be a meromorphic function whose only singularities are poles
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in the imaginary axis of the physical strip, associated to the eventual appearance of a
bound state [7]. Besides (78), the S-matrix has to fulfill the following axioms
(i) Normalization : lim
θ→0
S(θ) = 1 (79)
(ii) Unitarity : S(θ)S(−θ) = 1 (80)
(iii) Real analiticity : S†(θ) = S(−θ∗) (81)
(iv) Crossing symmetry : Sk`ij (θ) = S
i¯k
j ¯`(ipi − θ) (82)
Condition (i) means that no scattering takes place when the relative velocities of the
two particles vanishes. Condition (ii) is obtained applying (77) twice. Conditions (ii)
and (iii) imply physical unitarity S†(θ)S(θ) = 1. Condition (iv) relates the scattering
channel Ai × Aj → Ak × A` to the crossed channel Aj × A¯`→ Ai¯ × Ak, where the bar
denotes the corresponding antiparticle.
5.1. The trigonometric S matrix
We make the following change of variables from the parameter u employed in the
massless Stat. Mech. model to a rapidity variable θ, which implements the Wick
rotation of the Boltzmann weights
u =
θ
2i
=⇒ c(θ) = −i tanh θ
2
. (83)
Replacing this into (3), and allowing for a θ-dependent proportionality constant, we
define S(θ) = g(θ)R(θ) with
Ry1y2x1x2(θ) =
i coth θ
2
2pi
e−
i
2
coth θ
2 [(x1−y1)2+(x2−y2)2]+ i2 tanh θ2 [(x1−x2)2+(y1−y2)2] . (84)
This insures that the factorization condition (78) is satisfied. We want to stress the
very different meaning of u in the Stat. Mech. model, where it parameterizes the lattice
anisotropy, and θ in the scattering theory, which is a dynamical variable parameterizing
the dispersion relations (p0, p1) = m(cosh θ, sinh θ).
The continuous nature of field variables in the boson model implies the presence
of an infinite set of particles in the scattering theory, labelled by a continuum index x.
The R-matrix (84) is easily seen to be compatible with the axioms (i)-(iv), translating
them into conditions on the function g. Using (4), normalization (i) holds provided
lim
θ→0
g(θ) = 1 . (85)
The unitarity condition (ii) reads∫
d~y Sz1z2y1y2(θ)S
y1y2
x1x2
(−θ) = δ(x1−z1)δ(x2−z2) =⇒ g(θ)g(−θ) = 1 . (86)
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The integral is done assuming that θ is real. The latter assumption also guarantees the
convergence of the integrals in (78). Real analiticity (iii) implies(
Sx1x2y1y2 (θ)
)∗
= Sy1y2x1x2(−θ∗) =⇒ g∗(θ) = g(−θ∗) . (87)
Crossing symmetry has been used to determine the proportionality constant in the linear
relation between u and θ (83). Then (iv) holds if
Sy1y2x1x2(θ) = S
x1y1
x2y2
(ipi − θ) =⇒ g(ipi−θ) = −g(θ) coth2 θ
2
. (88)
Notice that the counterpart of the physical strip in the Stat. Mech. model, is the
requirement that the real part of u takes values in the interval (0, pi
2
). We have already
encountered this restriction when requiring a regular large field limit of the R-matrix
(3). Hence the natural domains of dependence of the variables θ and u map to each
other, supporting the S-matrix interpretation of the discretized free boson.
Using the infinite product decomposition
coth
θ
2
= i
∞∏
n=−∞
n+ 1
2
+ θ
2pii
n− θ
2pii
, (89)
we find the following solution of equations (85)-(88) (see Appendix D)
g(θ) = lim
M→∞
M∏
n=−M
(
Γ
(
n+ θ
2pii
)
Γ
(
n+ 1
2
− θ
2pii
)
Γ
(
n− θ
2pii
)
Γ
(
n+ 1
2
+ θ
2pii
))2 . (90)
The parameter M and its limit is required for regularization. This is a meromorphic
function with double poles at θ = pii, 3pii, . . . and quadrupole poles at θ =
−2pii,−4pii, . . . . Hence there are not singularities on the physical strip except at its
boundary θ = ipi. This double pole of g conspires with the simple zero of coth θ
2
in (84),
and the exponential term to give
Sy1y2x1x2(ipi) = δ(x1 − x2)δ(y1 − y2) . (91)
This equation also follows from the normalization condition S(0) = 1 and crossing
symmetry. An integral representation of the g function in the region |Im θ| < pi is given
by (see Appendix D)
g(θ) = exp
(
−i
∫ ∞
0
dt
t
sin(2θt)
cosh2(pit)
)
. (92)
This expression can be explicitly integrated, obtaining
g(θ) = iexp
[
−2i
pi
(
θ log
1− eθ
1 + eθ
+ Li2(e
θ)− Li2(−eθ)
)]
, (93)
where Li2(z) is the polylogarithmic function. The product ig coth
θ
2
has been plotted in
Fig.2. This graphic renders crossing evident, since at the level of that function it just
amounts symmetry under the exchange ipi − θ ↔ θ. Finally, we should mention that
g is not unique due to the so called CDD ambiguity. Namely, the scattering matrix
can be multiplied by a meromorphic function satisfying (85)-(87) and invariant under
crossing, which adds extra zeros and poles [28]. What we have obtained above is a
minimal solution that does not contain CDD poles.
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Figure 2. Above: 3-dimensional plot of the real and imaginary parts of gc = ig coth
θ
2
in the physical strip. Below: Section of the previous plots at Im(θ) = pi6 .
5.2. The elliptic S-matrix
Guided again by crossing we choose
u =
K θ
pii
, (94)
with K ≡ K(µ) defined in (22). Substituting this change of variables in (19) leads to
c(θ, µ) =
√
µ1
sn
(
K θ
pii
, µ
)
cn
(
K θ
pii
, µ
)
dn
(
K θ
pii
, µ
) , m˜(θ, µ) = √4µ
µ1
cn
(
K θ
pii
, µ
)
. (95)
It is easy to show that c(θ, µ) becomes purely imaginary and m˜(θ, µ) real, when θ ∈ R.
We define again S(θ, µ) = g(θ, µ)R(θ, µ). As in the previous section, the function g will
be determined by the S-matrix theory axioms. Equations (85)-(87) remain unaltered
in the elliptic case. Equation (88), derived from crossing, also applies after replacing
coth2(θ/2) by −1/c2(θ, µ).
The knowledge of the zeros and poles of the Jacobi elliptic functions allows us to
rewrite
c(θ, µ) = lim
M→∞
M∏
m=−M
tan
(
θ +mτ
2i
)
(96)
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Figure 3. Above: 3-dimensional plot of the real and imaginary parts of g(θ, µ) along
a periodic cycle, |Re(θ)| ≤ τ2 , for µ = 0.3. Below: Section of the previous plots at
Im(θ) = pi6 .
with τ= piK(µ1)
K(µ)
. Using this equation one finds the solution (see Appendix D)
g(θ, µ) = lim
M→∞
M∏
n,m=−M
[
Γ
(
n+ 1
2pii
(θ−mτ))Γ (n+ 1
2
− 1
2pii
(θ+mτ)
)
Γ
(
n− 1
2pii
(θ+mτ)
)
Γ
(
n+ 1
2
+ 1
2pii
(θ−mτ))
]2
. (97)
In the µ → 0 limit τ diverges and trivializes all contributions m 6= 0, reducing this
expression to (90). Compared to it, g(θ, µ) is also meromorphic with additional poles
and zeros, but all of them lie outside the physical strip or at its boundary. Applying a
discrete version of (92), equation (97) can be expressed as
g(θ, µ) = exp
[
−i
(
piθ
τ
+
∞∑
n=1
1
n
sin(2piθn/τ)
cosh2(pi2n/τ)
)]
. (98)
The main difference between the µ = 0 and µ 6= 0 S-matrices is the cyclic structure,
with period τ , introduced on the physical strip by the elliptic deformation. In Fig.3 we
have plotted the combination g
c
in the region |Re(θ)| ≤ τ
2
. Its structure indeed replicates
that of Fig.2.
In connection with the S-matrix described above, we would like to mention
another models whose S-matrices are expressed in terms of Jacobi elliptic functions.
Zamolodchikov constructed a S-matrix with a Z4 symmetry, which is doubly periodic
in the rapidity and depends on two coupling constants, being one of them the modulus
of the elliptic functions [20]. In the limit where the modulus vanishes one recovers the
S-matrix of the sine-Gordon model with O(2) symmetry. The model possess an infinite
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number of resonances related to the elliptic modulus. At high energies (s  m2), the
amplitudes and cross-sections are periodic in log s, which is a characteristic feature
of renormalizable quantum field theories with limit cycles [29]. This is the field theory
interpretation proposed in [20] to correspond to the S-matrix. This reference also notices
the formal relation between the elliptic S-matrix and the Baxter’s eight vertex model
[19].
Another example of elliptic S-matrix was proposed by Mussardo and Penati that
contains only one type of fundamental particle with S-matrix and Z2 symmetry [21]
S(θ) =
sn
(
K(θ−ipia)
ipi
)
cn
(
K(θ+ipia)
ipi
)
dn
(
K(θ+ipia)
ipi
)
sn
(
K(θ+ipia)
ipi
)
cn
(
K(θ−ipia)
ipi
)
dn
(
K(θ−ipia)
ipi
) (99)
where a is a coupling constant in the interval [0, 1/2]. This S is periodic in θ also with
period τ and correspondingly an infinite number of unstable resonances. In the limit
where the elliptic modulus goes to zero, one recovers the S-matrix of the sinh-Gordon
model. In reference [21], it is conjectured that the S-matrix (99) corresponds in the UV
to a non unitary and irrational CFT. Notice that (99) can be written as S(θ) = c(θ−ipia)
c(θ+ipia)
.
This relation suggests a possible deformation of our model with a parameter similar to
a in (99).
Finally, there are another models with continuous variables living on a circle whose
Boltzmann weights satisfy the star triangle relation, and are expressed in terms of the
elliptic gamma-function [30, 31].
5.3. The S-matrix in Fourier space
The two particle scattering equation (77) can be given an algebraic form due to Faddeev
and Zamolodchikov in terms of operators Ai(θ) with θ real, whose action on the Hilbert
space vacuum |0〉 creates a particle with rapidity θ,
Ai(θ)|0〉 = |Ai(θ)〉 . (100)
The bosonic model has associated a continuous set of such operators Ax(θ). Equation
(77) is equivalent to the exchange relation
Ax1(θ1)Ax2(θ2) =
∫
dy1dy2 S
y1y2
x1x2
(θ12) Ay1(θ2)Ay2(θ1) . (101)
Explicit realizations of field theory operators satisfying this relation are generally
unknown. We next propose a partial realization of them, which in the massless limit
corresponds to the vertex operators of the CFT describing a massless boson.
Let us first define the Fourier transform of the Faddeev-Zamolodchikov operators
Aˆq(θ) =
∫
dx eiqxAx(θ), q ∈ R , (102)
Integrability and scattering of the boson field theory on a lattice 21
where the integral runs over the real line. Recalling that x represents the scalar field
φ, we interpret q as a charge associated to the symmetry φ → φ + cte of the massless
S-matrix. We shall find below further support of this interpretation. The operators
Aˆq(θ) satisfy the following exchange relation derived from (101)
Aˆq1(θ1)Aˆq2(θ2) =
∫
dp1dp2 Sˆ
p1p2
q1q2
(θ12)Aˆp1(θ2)Aˆp2(θ1) , (103)
where Sˆp1p2q1q2 is the Fourier transform of S
y1y2
x1x2
. Diagonalizing the quadratic form in
the exponent of the R-matrix (14) before Fourier transforming, we easily obtain (see
Appendix D)
Sˆp1p2q1q2 =
gµ1
8pic
√
µ
exp
[
−1
4
(
1
cm˜2
(q1+q2−p1−p2)2 + c
4+c2m˜2
(q1+q2+p1+p2)
2 (104)
+
1
c(4+m˜2)
(q1−q2−p1+p2)2 + c
4+c2(4+m˜2)
(q1−q2+p1−p2)2
)]
.
In the trigonometric limit m˜ vanishes and the first term in the exponential gives rise to
a delta function
Sˆp1p2q1q2 = δ(q1+q2−p1−p2) ig coth
θ
2
(
sinh θ
8pii
)1/2
(105)
× exp
[
i
4
(
tanh
θ
2
(q1+q2)
2 − coth θ
2
(q1−p1)2 + 1
2
sinh θ(q1−p2)2
)]
.
It implies that the scattering preserves the total charge, that is q1 + q2 = p1 + p2. This
property is due to the invariance of the trigonometric S-matrix under the shift of all the
variables. Moreover, in the limit of large rapidity θ → ±∞ a new delta function emerges.
The combination ig coth θ
2
at the same time tends to 1, as seen in Fig.2, obtaining
lim
θ→±∞
Sˆp1p2q1q2 (θ) = δ(q1 − p2) δ(q2 − p1) e±iq1q2 . (106)
The exchange equation (103) reduces then to
Aˆq1(θ1)Aˆq2(θ2)→ e±iq1q2Aˆq2(θ2)Aˆq1(θ1) , θ12 → ±∞ . (107)
This expression is similar to the braiding of chiral and antichiral vertex operators eiqφ(z)
and eiqφ¯(z¯) in the c = 1 CFT of a massless boson [27]. The result above suggests the
existence of an explicit form of Aˆq(θ) interpolating between the chiral and antichiral
vertex operators for generic rapidity.
In the elliptic case the rapidity becomes cyclic with period τ . At the boundaries of
the cycle, θ = ± τ
2
, we have
Sˆp1p2q1q2
(
±τ
2
)
= (1+
√
µ) e±i
√
µ1
4
(q1+p2)(q2+p1)×
( √
µ1
8pi
√
µ
e
∓i
√
µ1
4
√
µ
(q1−p2)(q2−p1)
)
. (108)
Writing the exponent of last term in parenthesis as the difference of two squares, we
observe that it defines a gaussian distribution centered around q1 = p2 and q2 = p1 with
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broadness
8
√
µ√
µ1
. This is consistent with the periodic structure in the real direction of the
rapidity, which acts as an effective UV cutoff and implies that there is no limit in the
theory were the mass completely decouples. In the limit µ→ 0 the gaussian distribution
tends to a product of delta functions, recovering (106).
6. Conclusions
In this paper we have applied the theory of exactly solvable models to a massless and
massive boson living in a two dimensional square lattice. We have shown that the
Boltzmann weights satisfy the Yang-Baxter equation, with the difference property in
the rapidity variable, using a parameterization in terms of trigonometric functions
in the massless model, and Jacobi elliptic functions in the massive model. In the
former case, the partition function is invariant under the shift of the scalar field
φ → φ + constant, while in the latter case it has the Z2 invariance φ → −φ. These
properties are reminiscent of the Boltzmann weights of the 6 vertex and 8 vertex
models. We have calculated the eigenvalues and eigenvectors of the row-to-row transfer
matrix, and the corresponding conserved quantities, that were also obtained using the
Quantum Inverse Scattering method. In the massless case the connection with the c = 1
CFT was established. Finally, starting from the Boltzmann weights of the Statistical
Mechanics model, we have proposed a scattering theory for massive particles with a
continuous degree of freedom that satisfy all the standard axioms. We conjecture that
the trigonometric S-matrix corresponds in the UV to a relevant perturbation of the
c = 1 massless CFT. The field theory associated to the elliptic solution is more difficult
to interpret due to the presence of a UV cutoff related to the modulus of the elliptic
solutions. A possibility, along the lines of the Zamolodchikov elliptic S-matrix model
with Z4 symmetry, is that this field theory has limit cycles.
In this work we have considered a discretized free field theory, but the method
can be in principle applied to lattice versions of integrable field theories. From another
viewpoint, the results presented in this work could have applications to encode quantum
information in continuous degrees of freedom [32], and the design of quantum circuits
that enjoy an analog of crossing symmetry. Further investigations are required to clarify
all these issues.
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7. Appendix A
The massless YangBaxter equation can be constructed from (3) and (6). The explicit
form of this equation is given by the matrix defined in (10). Its off-diagonal blocks are
Mxy =
 0 0 00 0 0
− 1
c2
0 0
 , Mxz =
 0 −c−11 0−c−11 0 0
−c2 0 0
 , Myz =
0 0 −c20 0 −c−13
0 −c−13 0
 ,
(109)
and Mij = M
T
ji . The diagonal blocks are
Mxx =
c1 + c−11 −c1 0−c1 c1 + c−11 0
0 0 c2 + c
−1
2
 , Myy =
c2 + c−12 0 00 c3 + c−13 −c3
0 −c3 c3 + c−13
 ,
(110)
Mzz = Mxx +Myy +Mxy +M
T
xy . (111)
When the integration over the z variables in (10) is done, we obtain the matrix N
defined in (11). Its blocks are given by
Nxx = Mxx −MxzM−1zz Mzx , (112)
Nyy = Myy −MyzM−1zz Mzy , (113)
Nxy = N
T
yx = Mxy −MxzM−1zz Mzy . (114)
The massless Yang-Baxter equation is then reduced to conditions Nxx = Nyy and
Nxy = Nyx. This system of equations has a unique solution which is given by
c2 =
c1 + c3
1− c1c3 . (115)
In the massive case, the analogues of (110) are given by
M˜xx = Mxx +
1
2
c1m˜21 0 00 c1m˜21 0
0 0 c2m˜
2
2
 , M˜yy = Myy + 1
2
c2m˜22 0 00 c3m˜23 0
0 0 c3m˜
2
3
 ,
(116)
M˜zz = Mzz +
1
2
c1m˜21 + c2m˜22 0 00 c1m˜21 + c3m˜23 0
0 0 c2m˜
2
2 + c3m˜
2
3
 . (117)
The other blocks remain identical M˜ij = Mij, i 6= j. After the integration of the z
variables is performed, the resulting blocks are decribed by an equation analogous to
(112)-(114) but replacing Mij → M˜ij. In this case, conditions Nxx = Nyy and Nxy = Nyx
form a system of equations which has the solution given by (17)-(18).
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8. Appendix B
The expectation values of the coordinate transfer matrix are codified in (24) in terms
of a matrix M analogous to the ones used in the Appendix A. Its blocks are
Mxx = Myy =
1
2
Mzz = a1 , a =
1
c
+ c+
c m˜
2
, (118)
Mxy = 0 , Mxz = −1
c
S − c1 , Myz = −1
c
1− cS , (119)
where the shift matrix is defined as Sij = δi,j+1, with L+ 1 ≡ 1. When the integration
of the z variables is done, we obtain a matrix N with the same structure as (112)-
(114). The computation of this matrix is straightforward, its explicit form is shown in
(26)-(27).
The elements of the transfer matrix can be written as the product of two factors,
Tp and Tq, defined in (28)-(29). When the lattice anisotropy c is small, Tp becomes a
sharply picked gaussian which can be expanded in terms of delta functions. Let f(x)
be an analytic function, then we can expand
1√
pic
∫
dx e−
x2
c f(x) =
1√
pic
∞∑
k=0
f 2k)(0)
(2k)!
∫
dx x2ke−
x2
c . (120)
The integrals can be easily performed, and the derivatives of the function f reexpressed
as follows
f 2k)(0) =
∫
dx δ2k)(x) f(x) . (121)
Substituting this in (120) we obtain
1√
pic
∫
dx e−
x2
c f(x) =
∞∑
k=0
ck
k! 4k
∫
dx δ2k)(x) f(x) , (122)
which in the limit c→ 0 implies the desired expansion
1√
pic
e−
x2
c = δ(x) +
c
4
δ′′(x) +O(c2) . (123)
Finally, we will clarify some technical details on the diagonalization of the transfer
matrix performed in Section 3. Using the ansatz
|Ψ〉 =
∫
d~x fn(~x) e
− 1
2
~xK ~xT |~x〉 , (124)
and the transfer matrix elements (25)-(27), the eigenstate condition T(u) |Ψ〉 = Λ |Ψ〉
becomes
1
(4piac2)
L
2
∫
d~x fn(~x) e
− 1
2
~x(K+N1)~xT− 12~yN1~yT−~xN2~yT = Λfn(~y) e−
1
2
~yK ~yT . (125)
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In order to perform the integration over the x variables, we make the shift ~x →
~x− ~y NT2 (N1 +K)−1 and obtain
1
(4piac2)
L
2
∫
d~x fn
(
~x− ~y NT2 (N1 +K)−1
)
e−
1
2
~x(K+N1)~xT = Λfn(~y) e
− 1
2
~y K˜ ~yT , (126)
where K˜ = K−N1+NT2 (N1+K)−1N2. This relation implies the following two conditions
K −N1 +NT2 (N1 +K)−1N2 = 0 , (127)∫
d~x fn
(
~x− ~y NT2 (N1 +K)−1
)
e−
1
2
~x(K+N1)~xT = (4piac2)
L
2 Λ fn(~y) . (128)
The first equation leads to the solution (39) for K. The second allows to obtain both
the functions fn and the eigenvalues Λ. We make an ansatz for fn based on the Hermite
polynomials
fn(~x ;~v) = ρ e
~xK ~xT
(
~v.
∂
∂~x
)n
e−~xK ~x
T
, (129)
with ρ a normalization constant and ~v a vector to be determined. This expression is
inserted in (128) and the integration variables shifted ~x→ ~x− 2~yN−12 K to rewrite the
lhs as
ρ e~yK~y
T
∫
d~x e−
1
2
~x(K−N1)~xT
(
~v.
∂
∂~x
)n
e−~z K ~z
T
, (130)
where ~z = ~x − ~yN−12 (N1 + K). Using now that ∂~xf(~z) = −(N1 + K)−1N2 · ∂~yf(~z),
the derivative can be brought outside the integration. We can then easily perform the
gaussian integration, reducing (128) to
Λ0 ρ e
~yK~yT
(
−~v(N1 +K)−1NT2 .
∂
∂~y
)n
e−~yK~y
T
= Λ fn(~y ;~v) . (131)
The constant Λ0 is the eigenvalue of the transfer matrix on the ground state, f0 = 1,
given in (41). This equation is satisfied provided ~v is an eigenstate of the matrix
−(N1 +K)−1N2, whose eigenvalues are
λ = eip
(1 + c2e−ip)2
c2(a+ ω)2
, (132)
with p = 2pik
L
and k = 0, .., L− 1. Then Λ = Λ0λn.
9. Appendix C
The model we are considering has an infinite tower of conserved charges derived from the
expansion of the transfer matrix. We proposed in (73) and (74) the following operator
form for the charges
Q2a =
(−1)a
a
ax ~pi
(
SaT − Sa)~x , Q2a+1 = 1
2a+1
(
a2x ~piK
2a ~pi + ~xK2a+2 ~x
)
. (133)
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The aim of this appendix is to check that they indeed commute among themselves, and
that their expectation values agree with (48).
The vanishing commutation between even charges can be easily derived from
[ ~piA~x , ~piB ~x ] = i~pi [A,B]~x , (134)
identifying A = Sa−SaT and B = Sb−SbT and using that S and its transpose commute.
Between odd charges from
[~xA~x , ~piB ~pi ] = i~piA(B +BT ) ~pi + i~xA(B +BT )~x , (135)
identifying A = K2a+2 and B = K2b and using that K is symmetric. Between even and
odd charges from
[~xA~x , ~piB ~x ] = i~xB(A+ AT )~x , [ ~piA ~pi , ~piB ~x ] = i~pi(A+ AT )B ~pi (136)
identifying A = K2a and B = Sb−SbT and using that, since K and S commute,
(A+ AT )B = B(A+ AT ) is an antisymmetric matrix.
The expectation values of the tower of conserved charges can be derived expanding
the eigenvalues of the transfer matrix. In order to avoid powers of lower charges
contributing to higher ones, we consider the logarithm of a generic eigenvalue
log Λ = ip−
L−1∑
k=1
(2nk + 1) log c(a+ ωk) +
L−1∑
k=1
2nk log
(
1 + c2e−ipk
)
, (137)
The third term on the rhs only contains even powers of the uniformization parameter
u, while the second contributes to both even and odd powers. We can rewrite
log
(
c(a+ ωk)
)
=
1
2
[
log c2(a2 − ω2k) + log
a+ ωk
a− ωk
]
. (138)
Using (38) and (40), we can see that
c2(a2 − ωk)2 = (1 + c2eipk)(1 + c2e−ipk) . (139)
Substituting we have
log Λ = ip −
L−1∑
k=0
(
nk+
1
2
)
log
a+ ωk
a− ωk +
L−1∑
k=0
nk log
1 + c2e−ipk
1 + c2eipk
− log
(
1−(−c2)L
)
. (140)
The second term only contains now odd powers of u and the third even ones. The
second and third terms contribute therefore to different conserved charges. Using in a−1
as expansion parameter for the second term and c2 for the third, we derive the following
tower of conserved charges
〈Q2a+1〉 = 2
2a+1
L−1∑
k=0
(
nk+
1
2
)
ω2l+1k , 〈Q2a〉 =
(−1)a
a
L−1∑
k=1
2nk sin(pka) . (141)
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Notice that 〈Q2a〉, with a multiple of L, is trivially zero. There are however additional
contributions to the eigenvalues of the transfer matrix at orders c2Lb, coming from the
last term in (140). These contributions are independent of the occupation numbers.
They are also independent from momenta and energies, contrary to the vacuum piece
of the odd charges vev. In terms of operators they must be associated with the identity,
and hence are of no relevance to the integrability structure. For this reason we have
dropped them in the main text, eq. (46).
Finally we will show that the expectation values of the operators (133) agree with
(141). For simplicity, the check will be performed only over 1-particle states. For them
(129) reduces to
f1(~x;~v) = −2ρ~vK~x , (142)
where ~v is an eigenvector (N1 + K)
−1N2, or equivalently, of the shift matrix S. Hence
~v = ~vk, with (vk)i =
1√
L
eipk . Using (33), for the even charges we have
〈Q2a〉1k = −4iρ2
∫
d~x d~y (~vkK~x)(~v
∗
kK~y)e
− 1
2
(~xK~xT+~yK~yT )Aij∂xi
(
xjδ(~x− ~y)
)
, (143)
with A = (−1)
a
a
(SaT−Sa). This simplifies to
〈Q2a〉1k = 4iρ2
∫
d~x (~v∗kK~x)
(
~vkKA~x− (~vkK~x) ~xKA~x
)
e−~xK~x
T
. (144)
Upon integration, the second term in the parenthesis gives a vanishing contribution and
we obtain
〈Q2a〉1k = −i ~v
∗
kAK~vk
~v∗kK~vk
=
(−1)a
a
2 sin pka , (145)
where we have used that ~vk is also an eigenvector of K. Along the same lines, the odd
charges lead to
〈Q2a+1〉1k = 4ρ
2
2a+1
∫
d~x (~v∗kK~x)
(
2~vkK
2a+2~x+ (~vkK~x) trK
2a+1
)
e−~xK~x
T
. (146)
The second term in the parenthesis is the vacuum contribution to the vev of the odd
charges. Integrating we get
〈Q2a+1〉1k = 2
2a+1
(
~v∗kK
2a+1~vk +
1
2
trK2a+1
)
=
2
2a+1
(
ω2a+1k +
1
2
L−1∑
l=1
ω2a+1l
)
. (147)
10. Appendix D
In this appendix we find a solution g(θ) of eqs.(88). The method will be later generalized
to the elliptic model. In what follows we shall use the variable
z =
θ
2pii
. (148)
Integrability and scattering of the boson field theory on a lattice 28
We first investigate the periodicity properties of g(z). Combining the unitarity (86) and
crossing symmetry relations (88) one gets
g(z + 1) = tan4(piz)g(z) , (149)
that implies that g(z) is not a periodic function in z (or periodic in θ with period
2pii). Some S-matrices exhibit this periodicity that is equivalent to the double sheet
structure in the s-plane, where s is the Mandelstam variable [21]. In our case, the lack
of periodicity implies that the S(s) has an infinite number of sheets in the s complex
plane.
Let us define the function
h(z) = lim
M→∞
M∏
n=−M
hn(z), hn(z) =
Γ(n+ z)Γ
(
n+ 1
2
− z)
Γ(n− z)Γ (n+ 1
2
+ z
) , (150)
where hn(z) satisfies
hn
(
1
2
− z
)
=
n− 1
2
+ z
n− z hn(z) . (151)
Using
tan(piz) = lim
M→∞
M∏
n=−M
n− z
n− 1
2
+ z
, (152)
we find that
h
(
1
2
− z
)
=
h(z)
tan(piz)
−→ h2
(
1
2
− z
)
=
h2(z)
tan2(piz)
. (153)
which gives a solution of the crossing symmetry relation satisfied by g(z).
g(z) = h2(z) = lim
M→∞
M∏
n=−M
(
Γ(n+ z)Γ
(
n+ 1
2
− z)
Γ(n− z)Γ (n+ 1
2
+ z
))2 , (154)
and the equations (85)-(88). The product form of (154) is a regularization of the function
g(z). If we naively replace the limit by an infinite product then (154) would be invariant
under the replacement z → z + 1, in contradiction with (149).
Next, we find an expression for log g(z) using the formula [23]
log Γ(x) =
(
x− 1
2
)
log x−x+ 1
2
log(2x)+
∫ ∞
0
dt
t
e−tz
(
1
2
− 1
t
+
1
et − 1
)
, Re x > 0 .
(155)
This equation can be applied in (154) to the terms where n > 0 but not for those where
n < 0. However, the latter terms can be transformed into the former ones using the
relations
Γ(z + 1) = zΓ(z), Γ(z)Γ(1− z) = pi
sin(piz)
, (156)
that allow us to write
M∏
n=−M
hn(z) = (−1)M+1
Γ(1
2
− z)Γ (M + 1 + z)
Γ(1
2
+ z)Γ (M + 1− z)
M∏
n=1
h2n(z) . (157)
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Performing the sum over n and taking the limit M →∞ yields
log g(z) =
∫ ∞
0
dt
t
sinh(tz)
cosh2(t/4)
, |Re z| < 1
2
. (158)
An alternative expression is obtained taking the derivative respect to z
d log g(z)
dz
=
∫ ∞
0
dt
cosh(tz)
cosh2(t/4)
=
8piz
sinh(2piz)
. (159)
and integrating back
log g(z) =
ipi
2
+ 4z log
1− e2piiz
1 + e2piiz
+
2i
pi
(
Li2(−e2piiz)− Li2(e2piiz)
)
, (160)
where Li2(x) is a particular case of the polylogarithmic function defined by the analytic
extension of the series
Lis(z) =
∞∑
n=1
zn
ns
, |z| < 1 , (161)
to the complex plane. For z = 1 it becomes the Riemann zeta function, that is
Lis(1) = ζ(s).
In the massive model, the function g(z, µ), can be found employing the previous
results. Indeed, the crossing symmetry relation satisfied by g(z, µ) reads
g
(
1
2
− z, µ
)
=
1
c2(z, µ)
g(z, µ) . (162)
where
c(z, µ) =
√
µ1
sn(2Kz)
cn(2Kz)dn(2Kz)
, (163)
with K = K(µ) defined in (22). In the trigonometric case it becomes c(z, 0) = tan(piz).
The function (163) satisfies c(z, µ) = −c (z ± imτ
2pi
, µ
)
, where τ = piK
′
K
and K ′ = K(µ1).
It is related to c(z, 0) as
c(z, µ) = lim
M→∞
M∏
m=−M
tan
[
pi
(
z +
imτ
2pi
)]
. (164)
This yields a solution for g(z, µ) in terms of trigonometric g function (154)
g(z, µ) = lim
M→∞
M∏
m=−M
g
(
z +
imτ
2pi
)
, (165)
that using (154) becomes
g(z, µ) = lim
M→∞
M∏
n=−M
M∏
m=−M
[
Γ
(
n+ imτ
2pi
+ z
)
Γ
(
n+ 1
2
+ imτ
2pi
− z)
Γ
(
n+ imτ
2pi
− z)Γ (n+ 1
2
+ imτ
2pi
+ z
)]2 . (166)
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Figure 4. Plot of the real and imaginary parts of the eigenvalues λi for µ = 0.3 and
Re z = 0.05.
Similarly, using (158) we get
log g(z, µ) = lim
M→∞
M∑
m=−M
log g
(
z +
imτ
2pi
)
(167)
=
2pi2
τ
z +
∞∑
n=1
1
n
sinh(4npi2z/τ)
cosh2(npi2/τ)
, |Re z| < 1
2
.
Using this expression, we see that g has the same periodicity along imaginary z as
c, namely g(z, µ) = −g (z ± imτ
2pi
, µ
)
. Hence the prefactor in the elliptic S-matrix
Sy1y2x1x2 =
g
2pic
e−
c
2 [(x1−x2)2+(y1−y2)2]− 12c [(x1−y1)2+(x2−y2)2]− c4 m˜2[(x21+x22+y21+y22)] , (168)
is invariant under that shift. The functions appearing on the exponent of (168) have
however twice that periodicity. In particular, the function m˜ does not satisfy a simple
half period relation like c or g. This mismatch is better understood by diagonalizing
the quadratic form in the exponent of the S-matrix
Sy1y2x1x2 =
g
2pic
e−
∑4
i=1 λie
2
i , (169)
where
e1 =
1
2
(x1 + x2 + y1 + y2) , λ1 =
c
4
m˜2 , (170)
e2 =
1
2
(x1 + x2 − y1 − y2) , λ2 = 1
c
+
c
4
m˜2 , (171)
e3 =
1
2
(x1 − x2 + y1 − y2) , λ3 = c+ c
4
m˜2 , (172)
e4 =
1
2
(x1 − x2 − y1 + y2) , λ4 = 1
c
+ c+
c
4
m˜2 . (173)
The real and imaginary part of λi has been plotted in Fig.4 along a cycle |Im z| ≤ τ2pi .
In spite of the manifest τ
pi
periodicity of the eigenvalues, an effective cyclicity with half
the period emerges by combining z → z ± iτ
2pi
with the exchange λ1 ↔ λ4 and λ2 ↔ λ3.
This exchange just amounts to a change of sign in the continuous labels x2 and y1.
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Consistency requires that the massive S-matrix has a well behaved limit when
|ei| → ∞. This implies that the eigenvalues λi must always have a non-negative real
part. Fig.4 shows that this is indeed the case, and provides a non-trivial test since c
alone fails to fulfill this requirement on half the τ
pi
cycle.
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