The queueing behavior of buffer content is analyzed by applying a diffusion process approximation to the aggregate arrival process. We show some numerical examples which illustrate typical sample paths, and autocorrelation functions of the aggregate traffic and its diffusion process representation. Simulation results validate our proposed approximation model, showing good fits for distributions and autocorrelation functions of the aggregate rate process and the asymptotic queueing behaviors. We also discuss how the analytical formulas derived from the diffusion approximation can be applied to compute equivalent bandwidth for real-time call admission controls, and how the model can be modified to characterize traffic sources with long-range dependence.
I. INTRODUCTION

I
N Broadband Integrated Services Digital Networks (B-ISDN), multiple types of information services are provided by means of fast packet switching with statistical multiplexing. The traffic into a statistical multiplexer is a superposition of cell streams from a large number of sources of different types.
There have been a number of noteworthy efforts to characterize multiple "on-off" sources that are statistically multiplexed in a packet-switching node. Anick, Mitra, and Sondhi [2] present a comprehensive analysis of a fluid-flow model with single type "on-off" sources. Kosten [19] extends [2] to multiple types of traffic. The "on-off" source model may be an appropriate model, when the source is a single voice or data Manuscript received December 1997; revised February 1998. The work was supported in part by the National Science Foundation, and the Ogasawara Foundation for the Promotion of Science and Engineering.
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source. As an alternative approach to modeling voice and data traffic in packet-switching environment, Heffes and Lucantoni [12] and others discuss applications of the Markov modulated Poisson process (MMPP) representation for superposed traffic.
Norros et al. [23] consider a fluid input process, which is the sum of homogeneous "on-off" sources with general holdingtime distributions. The Markov modulated source model by Elwalid et al. [9] generalizes the MMPP model by incorporating multiple Markovian states for each source.
In the B-ISDN environment, however, video traffic will make a significant part of the network traffic. Unlike voice and data sources, the well studied two-valued "on-off" representations will not be appropriate to characterize variable bit rate (VBR) traffic such as compressed video. It has been reported [21] , [22] that video traffic can be modeled more appropriately as a multivalued rate process.
In this paper we introduce a diffusion process approximation for the superposition of multiple-state Markov modulated rate process (MMRP). This approach has an advantage that we can assume an arbitrary distribution for the duration of each state. The diffusion approximation model also allows us to obtain the transient solution as well as the steady state solution with much less computational complexity than is possible with the previous solution methods, where computational complexity grows exponentially as the number of states and the number of multiplexed sources increase.
The idea of approximating a discrete-state process by a diffusion process with continuous path was discussed by Cox and Miller [7] and others. It has been shown in Kobayashi [15] and Gelenbe [10] that diffusion approximations can be successfully applied to characterize and analyze general queueing networks. Using a diffusion process to study a queueing system enables us to deal with more general types of traffic than the conventional queueing theory can handle. It also allows us to incorporate serial dependency inherent in the superposed traffic, as will be shown in this study. The dependent features are represented by the second-order properties of arrival process, i.e., autocorrelations.
The diffusion process model we discuss in this paper is a multivariate version of the Ornstein-Uhlenbeck (O-U) process, which was originally introduced as a refinement of the Brownian motion. The use of the O-U process to a machine servicing model is discussed by Iglehart [13] . Kobayashi et al. [16] discuss the O-U representation of the multiple access scheme of the ALOHA channel. Knessl and Morrison [14] use an O-U process to characterize the superposed traffic stream of multiple homogeneous "on-off" sources as in [2] and provide a heavy-traffic analysis for multiplexer buffer behavior. Similarly, Simonian [30] considers a fluid queue with an O-U input process and carries out the analysis in a different manner. In [17] , we have shown that the O-U process provides a good approximation to characterize the superposition of traffic from a heterogeneous set of "on-off" sources.
In this paper we generalize the O-U process approximation to the multistate MMRP source models. In Section II we formulate the model by observing that the behavior of superposed MMRP's with states can be represented as a closed queueing network with customers and nodes, with each node being represented as ample or more) servers. In Section III we develop a multidimensional O-U process to characterize the superposed MMRP's by capturing their first-and second-order statistics. In Section IV we calculate some statistical measures from our diffusion approximation analysis for the aggregate rate process and integrated arrival process. With such statistical measures, we then in Section V approximate the buffer content process by a diffusion process as discussed by Kobayashi [18] and analyze its asymptotic queueing behavior. The simple and closed form formulas derived for the performance measures are used in Section VI to compute equivalent bandwidth for a real-time call admission control problem. In Section VII we provide some numerical examples and simulation results, and discuss the accuracy and limitation of the diffusion approximation method. In Section VIII we show how our modeling technique can be modified to approximately characterize MMRP sources with long-range dependence. The main contributions of our work are summarized in Section IX.
II. FORMULATION OF THE DIFFUSION PROCESS MODEL
The system to be studied is composed of a statistical multiplexer and independent homogeneous sources ( Fig. 1 Let us define an -dimensional process (1) where denotes the number of sources in state at time and the superscript prime denotes the transpose of a matrix. Clearly the superposed traffic to the multiplexer input at time can be defined as (2) The transmission link has a constant capacity [cells/s]. Hence, the change of the buffer content can be represented by the stochastic differential equation:
Now we represent the state transitions of the -state MMRP sources by a closed queueing network with nodes and a total of customers. A source in state can be viewed as a customer attended by one of the parallel servers at node with mean service time (i.e., mean holding time in state for this MMRP source). In this closed queueing network representation, there will be no queue at any of nodes since the number of parallel servers, is the same as the numbers of the customers in the network. This is depicted in Fig. 3 , in which and are the arrival and departure counting processes to node (i.e., the total numbers of arrivals at, and departures from, node up to time in the queueing network. The queueing network of Fig. 3 is a variant of the machine servicing model well discussed in the literature. When there are customers at node the mean departure rate is given by and in (1) can be viewed as the number of customers in node at time Upon the completion of service at node customers route to node with probability i.e., the MMRP source moves to state with probability after leaving state Thus, the arrival process at node is the aggregation of those departures from other nodes which route to node Let be the departure process from node and let represent the counting process of customers that move from node to node Clearly, and (
Let an -dimensional process be a continuous-state Markov process approximation of the integer vector function in (1). The process must satisfy the constraint When its mean departure rate is given by where denotes the mean interdeparture time when there are customers in state We denote the variance of interdeparture time as and its squared coefficient of variation as
The variance is the variance of the superposed stream of i.i.d. renewal processes and its expression depends on the holding-time distribution of the source model. Let and denote the probability density function and the distribution function for the holdingtime of each individual source with mean equal to Then the probability density function, of the interdeparture time for the superposed traffic stream of such sources has the following expression [8] : (5) Although it is derived for of integer values, the formula (5) can be applied directly to calculate of real-valued because it is an analytical probability density function for any real-valued For example, if the holding time of burst period at state is exponentially distributed, we have if the holding time of burst period at state is deterministic with constant length, we have
For general cases, we may calculate exactly or numerically using (5) . Approximation methods are also helpful to evaluate Two basic methods of such approximations are discussed in Whitt [32] .
We represent the infinitesimal mean vector of the vector process by where and
Similarly, the infinitesimal covariance matrix can be approximated as [15] (7)
Note that in the Markov modulated source, we have for In other words, when the holding time in one state expires, the source always shifts to a different state. Then the expression for can be simplified as (8) where is an -dimensional column vector whose -th element is unity and the -th element is i.e., is an matrix whose element is It is easy to show that is nonnegative-definite. Note that depends only on the Markov chain the mean holding-times and the system state For more detailed discussions of the above derivations, the reader is referred to [15] and references therein.
III. DIFFUSION APPROXIMATION ANALYSIS
With the formulation given in Section II, we now approximate the -dimensional process using an -dimensional diffusion process governed by the stochastic differential equation with (9) where is an -dimensional Brownian motion with zero mean and the covariance (matrix) function with being the identity matrix, and being Dirac's delta function.
Both and are singular matrices due to the fact By definition, is a symmetric and positive semidefinite matrix. Hence, always exists and is uniquely defined.
From (9) it follows (see, e.g., [7] ) that the conditional probability density function of (10) satisfies the following generalized multivariate Fokker-Planck equation: (11) Let be the equilibrium state of the process such that
Then we can write
If we consider a narrow region around we can approximate by its value at (14) With the linear infinitesimal mean of (13) and the constant covariance of (14), (9) becomes (15) which is a multivariate Ornstein-Uhlenbeck process, leading to the following differential equation: (16) where and are the th entries of the matrices and respectively. The solution for (16) is the following multivariate Gaussian distribution: (17) where (18) Note that is a symmetric positive semidefinite matrix, and therefore denotes its generalized (or pseudo) inverse. When we impose the reflecting barriers at hyperplanes and then the corresponding solution (17) is a truncated Gaussian distribution.
If we limit ourselves to the steady-state traffic behavior, we let obtaining and
As we noted earlier, is a singular matrix due to the fact To overcome this problem, we redefine as -dimensional vector process, using the same notion. Then, we consider free variates and find the following relationship between the density functions using the indicator function (20) Thus, and in (6) and (10) are modified and redefined to matrices, using the same notions and where and
Then we have a unique solution of a symmetric positivedefinite covariance matrix for by replacing new matrices and of (21) into (19) . The autocovariance matrix can be readily derived from the governing stochastic differential equation (15) as (22) Note that the original -dimensional process is generally non-Markovian unless the holding time at each state has an exponential distribution. Here we use an -dimensional diffusion process in (15) , which has the exponential autocovariance function matrix of (22) , to characterize in such a way that the process approximately captures the first-and second-order statistics of through the parameters derivable from matrices and IV. PERFORMANCE ANALYSIS FOR AGGREGATE RATE PROCESS AND ARRIVAL PROCESS
As we have assumed earlier, a source at state generates cells at a constant rate
Without loss of generality, we can further assume (i.e., a source is always off at state 0) so that we only consider processes as we have just redefined in the previous section. So we can represent the multiplexer input process as (23) which is a diffusion process approximation of in (2) . Note that is a symmetric positive-definite matrix, thus it can be diagonalized as where is a diagonal matrix with element being the eigenvalues of and the row vectors of matrix are the associated orthonormal eigenvectors.
Define then is a Gaussian process with mean and covariance matrix which implies are orthogonal (hence independent) Gaussian processes. Therefore, we have (24) where Thus, the process is also a Gaussian process, whose mean variance and autocovariance function in the steady state are (25) Note, however, that the is generally not a Markov process.
We define as the integrated arrival process for the aggregate traffic (26) Since satisfies (15), we can show that for a sufficiently large the mean and covariance matrices of are (27) which implies that the long-term infinitesimal mean and longterm infinitesimal variance of the arrival process are given by (28) 
V. A DIFFUSION APPROXIMATION MODEL AND PERFORMANCE ANALYSIS FOR QUEUE PROCESS
In this section we form a diffusion process to approximate the buffer content process of (3) by using the approach discussed in [18] .
With (28) we approximate the integrated arrival process by a diffusion process This diffusion process captures the original process through its first-and second-order statistics in equilibrium, i.e., (29) where and are constants given in (28) . From (3) the output counting process for transmission can be approximated by when otherwise,
where is an unknown constant and may be approximated by as suggested in [18] . The diffusion process therefore satisfies the following stochastic differential equation:
If we define the probability density function of the process, is then we have where the boundary condition for the reflecting barrier at [15] is at for all Therefore, the stationary probability is given by (32) 1 Note thatQ(t) is a diffusion approximation of Q(t) and can take negative values. The exponent approximates the tail-end distribution (i.e., for a large value of of and the coefficient is used to approximate as derived in [18] . We have discussed in [17] that can serve as a lower-bound approximation of and can be approximated by (33) where (34) Therefore, we can approximate the asymptotic complementary queue length distribution by (35) It is interesting to note that the formula in (35) derived from our diffusion approximation has the same exponent as the asymptotic upper-bound for the complementary queue length distribution derived by Simonian [30] but has a different constant coefficient
The parameters and in (35) can either be obtained from the source declarations of and [which are then computed by (25) , (28) , and (34)] or can be estimated from the direct measurements of the aggregate rate process It is not difficult to measure the mean and the variance of As for the infinitesimal variance of the aggregate arrival process, it can be estimated by (36) where is the empirical autocovariance function of aggregate rate process
In [1] Addie and Zukerman have derived a formula similar to (36) for a discrete-time stationary Gaussian process.
VI. APPLICATIONS TO REAL-TIME CALL ADMISSION CONTROL
The analysis and simple formulas derived in Sections IV and V can be applied to compute an equivalent bandwidth for real-time call admission controls and bandwidth allocations. Assume that we have such -state MMRP sources offered to a statistical multiplexer as shown in Fig. 1 . The quality of service (QoS) requirement for the cell loss ratio (CLR) is (37)
We then wish to determine the required bandwidth If the multiplexer has little or no buffer, we can model the multiplexer as a loss system, and can calculate CLR using the diffusion approximation of discussed in Section IV For a given we can solve from the above equation for an equivalent bandwidth as shown in [26] (38)
where If the multiplexer has large buffers of capacity then we can model the multiplexer as a queueing system with infinite buffer, and approximate CLR as the probability that exceeds B. Then, for a given we solve (35) for the equivalent bandwidth as follows: (39) where The applicability of (38) and (39) is not restricted to the MMRP sources. They can be applied to any traffic stream as long as its mean, variance, and autocovariance function are provided.
VII. NUMERICAL EXAMPLES, SIMULATION RESULTS, AND DISCUSSION
We now give some numerical examples to illustrate and verify our modeling and analysis method. Simulations are conducted for both the superposed traffic of MMRP sources and its corresponding diffusion process approximation.
We consider a superposed traffic stream of 100 independent four-state MMRP sources, i.e., and The probability transition matrix for each MMRP source is given by Let and and and we assume at first that the holding times of burst periods are exponentially distributed (with means and respectively). Fig. 4 shows a simulated sample path of a typical cell generation process from a single source as defined above. shows a simulated sample path of the superposed traffic stream from 100 independent sources each of which generates the four-level bursty traffic similar to Fig. 4. Fig. 6 shows a simulated sample path of the diffusion process (as defined in (23) with corresponding matrices and , which is an approximation of the superposed traffic in Fig. 5 . We can see from these two figures that the sample path of the aggregate rate process of (2) and its diffusion approximation process look statistically almost identical.
The cumulative distributions of the superposed traffic from the Markov modulated sources and its diffusion process representation are plotted in Fig. 7 in the form of fractile diagram ("Q-Q plot") to show how close they are to the Gaussian distribution with and obtained from formulas in (25) . In the fractile diagram, the -axis represents the aggregate traffic rate and the -axis represents where is analytical cumulative Gaussian distribution function and is the inverse of empirical histogram function. Thus, any Gaussian distribution is represented by a 45-degree straight line. Fig. 8 shows the autocorrelation functions of the superposed traffic from the MMRP sources, its diffusion approximation process and its analytical form of (25) . These figures therefore validate that the diffusion process generated by (15) and (23) captures the marginal distribution and autocorrelation of the original aggregate rate process. Fig. 9 shows versus when enters a multiplexer with infinite buffer and bandwidth [cells/s], which corresponds to link utilization The star line is obtained from the simulation by feeding of (2) into the multiplexer, whereas the circle line is obtained by feeding its diffusion approximation process of (23) into the multiplexer. The solid line is the analytical approximation by (35). The figure shows that the diffusion process approximates the original aggregate MMRP process accurately in terms of the queueing behavior as well, and the analytical formula (35) of asymptotic queue length distribution, derived from the diffusion approximation captures the decay rate of complementary queue length distribution and provides a very good estimate for buffer overflow probabilities.
In Fig. 10 , we fix and vary the capacity to see how the diffusion approximations and perform under different utilizations. For 81.25, and [cells/s] (which corresponds to the link utilization and respectively), we plot versus as in Fig. 9 . We can see that while the diffusion process approximates the in all these cases, the accuracy of analytical asymptotic estimate in (35) deviates as the link utilization becomes lower. Nevertheless, the approximation formula (35) seems to serve as an upper-bound in all these cases.
In the above example, we have assumed that the holding time at each state is exponentially distributed. Now we make the holding times other than exponentially distributed while keeping other parameters unchanged.
In Figs. 11 and 12 , we plot the quantities similar to Figs. 7 and 8 when we make the holding times constant. While the distribution functions fit very well to a Gaussian distribution, there are some discrepancies in their autocorrelation functions
The process has a somewhat shorter correlation span compared to its diffusion approximation process As a result, we can see from Fig. 13 that the has a sharper decay compared to of its diffusion approximation. The analytical asymptotic estimate by (35) is shown to serve as an upper-bound.
Next, we consider that each source has a two-stage hyperexponential holding time distribution with mean when it is in -state,
The hyperexponential distributions of holding times for the four different states have the following probability density functions: which have the squared coefficients of variation 1.2, 2.3, 3, and 1.9, respectively. In Fig. 14 , we show the case with sources. The link utilization is with [cells/s]. We see that decays at a slower rate compared to that in Fig. 10 . This is expected because the hyperexponential distribution has a larger variance than the exponential or constant case. The process approximates well in terms of the queue length distribution. The analytical asymptotic estimate in (35) captures the decay rate reasonably well in this case also, although it gives an overestimate of an order of magnitude.
From what we have shown above, the accuracy and application of diffusion approximations depend on the traffic characteristics and system utilizations. The process based on the diffusion process of (15) approximates the aggregate traffic very well in terms of its marginal distribution, auto-correlation, and queueing behaviors when the holding times are exponentially distributed. This is not unexpected because the original process is a Markov process for the exponentially distributed holding times. As holding times deviate from the exponential distribution, is no longer Markovian. While the Markov process can still capture the first-and second order statistics of it may not represent its queueing behavior accurately, which may depend on higher orders statistics. The analytical asymptotic formula in (35) provides a very good estimate for the complementary queue length distribution under relatively heavy traffic (say, . When is moderate or low, (35) tends to overestimate Thus, under moderate to light traffic, a technique based on large deviation theory may be more appropriate, but that subject is beyond the scope of this paper. For the theory and applications of large deviations to ATM networks, readers are referred to Shwartz and Weiss [29] .
VIII. MMRP SOURCES WITH LONG-RANGE DEPENDENCE
So far in this paper, we have considered the traditional MMRP sources whose holding-times have finite variances and whose aggregate traffic process has exponentially decaying autocorrelation functions. Recent empirical studies (e.g., [4] , [20] , [25] , [33] ) on actual packet network traffic indicate that aggregate packet streams often exhibit statistically self-similar characteristics. Such traffic streams possess the property of long-range dependence (LRD), i.e., they have power-law decaying autocorrelation functions rather than the exponentially decaying ones. As a result, the asymptotic complementary queue length distributions for a queue fed by such traffic streams will have subexponential decays. For more detailed discussions and analysis on self-similar and LRD traffic, the reader is referred to [28] and references therein.
To relate the LRD traffic to the MMRP models treated in this paper, we show below that the process will have the LRD property if the holding times for individual MMRP sources have power-tail distributions ( [24] (42) where Note that when the above formula agrees with the exponent in (35). Then it remains to show how and of (41) can be determined from the MMRP sources with heavy-tailed holding times characterized by (40).
The derivation of using (28) requires the squared coefficients of variation as in (7) . They must be finite in our modeling. However, if we should adopt the power-tail distributions (40), we would have infinite Therefore, we proceed to approximate a power-tail distributions by an -stage hyper-exponential distribution (called truncated power-tails in Greiner [11] ):
where and
Greiner has shown that satisfies (40) as and Thus, for any finite (43) has finite variance and can serve as an approximation of the power-tail distribution in (40), and the are then calculated by the method presented in Section II.
The Hurst parameter in (41) is chosen as follows: (44) i.e., the maximum possible in overload states. The Hurst parameters in underload states take no effects in queueing performance, as suggested in [6] by Choudhury and Whitt.
IX. CONCLUSION
We have formulated a diffusion process approximation model to characterize the superposed traffic stream from many MMRP sources and then analyze its queueing behavior in a statistical multiplexer. The traffic from MMRP sources with states can be represented as a closed queueing network with customers and infinite-server nodes. Our source model is more general than those assumed by many previous studies: each source can have an arbitrary number of states, and its duration in a given state can have an arbitrary distribution and the cell generation rate can be state-dependent.
The diffusion processes developed in our paper can adequately capture the first-and second-order statistics of the multiplexed input and the queue process (i.e., long-term infinitesimal mean and variance). The processes and are non-Markovian and are very difficult to analyze. Our diffusion approximation analysis provides simple and closedform formulas for such performance measures as the overload probability and the buffer overflow probability and can avoid computational complexities associated with a large number for
The simulation results show the diffusion processes give reasonably accurate approximations, unless the durations of states are highly skewed from exponential distributions. We also showed how our diffusion approximation analysis results can be used to estimate an equivalent bandwidth for given CLR.
Although we have treated homogeneous sources only, our approach can be easily generalized to a system with multiple types of traffic-each traffic type should be modeled as in this paper, and the overall process is then simply a sum of these components. In other words, the quantities defined in (25) and (28) should be represented as the sums of the corresponding quantities of individual types, as we have shown in [17] .
