An approach to the Shannon and Rényi entropy maximization problems with constraints on the mean and law invariant deviation measure for a random variable has been developed. The approach is based on the representation of law invariant deviation measures through corresponding convex compact sets of nonnegative concave functions. A solution to the problem has been shown to have an alpha-concave distribution (log-concave for Shannon entropy), for which in the case of comonotone deviation measures, an explicit formula has been obtained. As an illustration, the problem has been solved for several deviation measures, including mean absolute deviation (MAD), conditional value-at-risk (CVaR) deviation, and mixed CVaR-deviation. Also, it has been shown that the maximum entropy principle establishes a one-to-one correspondence between the class of alpha-concave distributions and the class of comonotone deviation measures. This fact has been used to solve the inverse problem of finding a corresponding comonotone deviation measure for a given alpha-concave distribution.
1. Introduction. The principle of entropy maximization is widely used in a variety of applications ranging from statistical thermodynamics and quantum mechanics to decision theory and financial engineering. The principle was first introduced by Jaynes [12, 13] and is intended for finding the leastinformative probability distribution 1 given any available information about the distribution. A classical example of an application for this principle is to find the maximally noncommittal probability distribution of a random variable (r.v.) given its first two moments, or, equivalently, mean and standard deviation. It is well known that if the Shannon differential entropy is chosen as a measure of uncertainty and is maximized subject to these constraints, then the distribution in question is the normal one, with the mean and standard deviation given by the corresponding constraints.
In application to decision and finance theories, the principle is extensively used for stock and option pricing through estimating corresponding probability distributions as well as for investigating agents' risk preferences. For example, Cozzolino and Zahner [7] derived the maximum-entropy distribution for the future market price of a stock under the assumption that the expectation and variance 2 of the price are known, while Thomas [29] considered the maximum-entropy principle in application to decision making under uncertainty for the oil spill abatement planning problem with discrete distributions and linear constraints. Also, the principle with the Rényi entropy, which is a generalization of the Shannon entropy, was applied to option pricing [5] and was investigated under constraints on covariance [14] . For option pricing with the maximum-entropy principle, see also Stutzer [28] and Buchen and Kelly [4] . For the application of generalized relative entropy to statistical learning of risk preferences, the reader may refer to [11] .
A recently emerged theory of general deviation measures, developed by Rockafellar et al. [20, 21] , generalizes the notion of standard deviation and provides an alternative way to measure "nonconstancy" in an r.v. In general, these measures are no longer symmetric, i.e., in contrast to standard deviation, they do not penalize the ups and downs of an r.v. equally, which is a desirable property in applications such as portfolio optimization, actuarial science, etc. Examples of deviation measures include standard devi-Let (Ω, M, P ) be a probability space, where Ω denotes the designated space of future states ω, M is a field of sets in Ω, and P is a probability measure on (Ω, M). A random variable (r.v.) is any measurable function from Ω to R. In this paper, we restrict our attention to r.v.s from spaces L p (Ω) = L p (Ω, M, P ), p = [1, ∞] , with norms ||X|| p = (E[|X| p ]) 1/p , p < ∞, and ||X|| ∞ = ess sup |X|. We also introduce the space L F (Ω) ⊂ L ∞ (Ω) of r.v.s that assume only a finite number of values. For an r.v. X, we denote F X (x), f X (x) and q X (α) = inf{x|F X (x) > α} its cumulative distribution function, probability density function (PDF), and quantile function, respectively. Throughout the paper, we assume that the probability space Ω is atomless, i.e., there exists an r.v. with continuous cumulative distribution function. This assumption implies existence of r.v.s on Ω with all possible 3 distribution functions (see, e.g., [10] ).
General deviation measures, introduced by Rockafellar et al. in [20, 21] , are defined as follows. Axioms D2 and D3 imply convexity, and axioms D1-D3 have the consequence, shown in [21] , that D(X + C) = D(X) for all constants C (insensitivity to constant shift).
Definition 2.1 (deviation measures
A deviation measure is called symmetric if axiom D2 extends also to λ < 0 as D(λX) = |λ|D(X), λ ∈ R. (iii) mean absolute deviation MAD(X) = E|X − EX|;
(iv) conditional value-at-risk (CVaR) deviation, defined for any α ∈ (0, 1) by
All these deviation measures are law invariant. Whereas standard deviation, semideviations, and mean absolute deviation are well known measures of deviation, CVaR-deviation was introduced by Rockafellar et al. [21] as a "deviation analog" of conditional value-at-risk widely used in financial applications as a coherent measure of risk [1] . For the detailed discussion and other examples, see [21] .
An r.v. X is said to dominate Y with respect to concave ordering, or X c Y , if EX = EY and
F Y (t)dt for all x ∈ R; see [9] . The result of Dana [9, Theorem 4.1.] implies that on an atomless probability space a deviation measure is law invariant if and only if it is consistent with concave ordering, i.e., X c Y implies
The conjugate function of a deviation measure D is associated with risk envelope, see [20, 21] .
, where 1/p + 1/q = 1, which satisfies the following axioms:
(Q1) Q is a convex, closed set containing 1 (constant r.v.), (Q2) EQ = 1 for every Q ∈ Q, (Q3) for every nonconstant X ∈ L p (Ω) there is a Q ∈ Q such that E[XQ] < EX. an r.v. X : Ω → R such that its cumulative distribution function is F (x). 4 The axioms are those in [25] . In [20, 21] , deviation measures are defined on L 2 (Ω), and originally axiom D4 was not included in the definition. Deviation measures satisfying D4 were called lower-semicontinuous deviation measures.
As shown in [20, 21] , in the case of p = q = 2, there is a one-to-one correspondence between deviation measures and risk envelopes
In particular, standard deviation σ corresponds to Q = {Q σ(1 − Q) ≤ 1, EQ = 1}, see [21] .
In fact, the representation (3) holds true for all deviation measures for p ∈ [1, ∞), and for deviation measures satisfying the Fatou property 5 for p = ∞ (see, e.g., [26] ). Jouini et al. [15, Theorem 2.2] proved that on an atomless probability space every law invariant functional, satisfying D2-D4, has the Fatou property, which extends the representation (3) to all p ∈ [1, ∞].
For law invariant deviation measures, the relationship (3) implies the following representation.
where Q is the corresponding risk envelope.
Proof. We write X ∼ Y if X and Y have the same distribution function. We have
where the first equality holds thanks to law invariance of D, the second equality follows from (3), and the last one follows from [10, Lemma 4.55].
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Next, we derive several representations for law invariant deviation measures, which will be used for solving the entropy maximization problem with constraints on the mean and a law invariant deviation measure.
where Λ is a collection of nondecreasing functions φ(α) ∈ L q (0, 1), 1/p + 1/q = 1, such that 1 0 φ(α) dα = 0, and containing at least one nonzero element;
(c)
where G is a collection of positive concave functions g : (0, 1) → R. [10] is proved for the case X ∈ L ∞ (Ω), Q ∈ L 1 (Ω). However, it can be readily extended to the general case X ∈ L p (Ω), Q ∈ L q (Ω) with 1/p + 1/q = 1.
Proof. Proposition 2.1 implies that every law invariant deviation measure can be represented in the form (5) with Λ = φ(α) φ(α) = q Q (α), 1 − Q ∈ Q . Thus, (a) implies (b). Now let D(X) be given by (6) . For every nondecreasing φ(α), we have d(ψ(α)) = αd(φ(α)) ≥ 0. Thus, the properties D1-D4 for D and law invariance of D follow from the corresponding properties and law invariance of CVaR ∆ α . Consequently, (c) implies (a). The proofs of (b) → (c) and (b) ↔ (d) reduce to integrating (5) by parts and are presented in Appendix A.
2 Definition 2.3 A collection G of nonnegative concave functions g : (0, 1) → R, for which (7) holds, will be called g-envelope of a law invariant deviation measure D.
It follows from the proof of Proposition 2.2 that if D can be represented in the form (5) with some Λ, it can be represented in the form (7) with g-envelope
Remark 2.1 The representation (6) is similar to the well known Kusuoka's representation [16] for coherent risk measures. 7 However, in contrast to the latter, it is insensitive to constant shift (1).
Remark 2.2
The representation (7) is equivalent to
under the assumption that g(0) = g(1) = 0, which extends the integration interval from (ess inf X, ess sup X) to R. The reader can verify (8) by substituting α = F X (x) into (7).
Next, we prove that deviation measures having single-element g-envelope G are comonotone (comonotonically additive). 
To derive a representation for comonotone law invariant deviation measures, we need to show that a law invariant deviation measure is uniquely defined by its restriction to the space of r.v.s that assume only a finite number of values.
Proof. We prove by contradiction. Suppose there exists an r.v.
2n − 1} ∪ {Ω + } ∪ {Ω − } is a partition of Ω, and for X n = E[X|F n ], we have X n c X, whence
Let Ω * = Ω + ∪ Ω − . Then Ω * = ∅ for p = ∞ and n > log 2 ||X|| ∞ , and thus, ess sup |X − X n | ≤ 2 −n . For p < ∞, we have
Observe that, in general, in an infinite-dimensional space, two lower-semicontinuous convex positive homogeneous functionals, assuming same values on a dense subset, may not be equal (see [3] ).
For comonotone law invariant deviation measures the following representation holds.
is a proper comonotone law invariant deviation measure if and only if it can be represented in the form
for some positive concave function g : (0, 1) → R.
Proof. By Proposition 2.2, the functional (10) is a law invariant deviation measure, which is also comonotone, because q X+Y (α) = q X (α) + q Y (α) for comonotone r.v.s X and Y (see, e.g., [10, Lemma 4 .84]).
To prove necessity, we show that every proper comonotone law invariant deviation measure D can be represented in the form (10) with g(α) = D(X α ), α ∈ (0, 1), where X α is a collection of comonotone r.v.s given by 8 X α = −1 with probability p = α, 0 with probability p = 1 − α.
First, we prove that g(α) is a concave function on (0, 1). Indeed, for every 0 < α 1 < α 2 < α 3 < 1, and λ ∈ (0, 1) such that
This implies that g(α 2 ) ≥ λg(α 1 ) + (1 − λ)g(α 3 ), and consequently, g is concave.
Thus, through (10), the function g(α) defines some comonotone law invariant deviation measure D . Next, we establish that D (X) = D(X) for every X ∈ L p (Ω). In fact, the equality holds for every X α . Further, if an r.v. X ∈ L F (Ω) takes values a 1 < a 2 < . . . < a n with probabilities p 1 , p 2 , . . . , p n , respectively, then X has the same distribution as a n + (a n − a n−1 )X qn−1 + . . . + (a 2 − a 1 )X q1 , where q i = i j=1 p j , i = 1, . . . , n − 1. Because all r.v.s X qi , i = 1, . . . , n − 1 are comonotone, the comonotonicity and law invariance of D and D imply that
Example 2.1 CVaR-deviation (2) is a comonotone deviation measure and can be represented in the form (10) with
Detail. Rockafellar et al. [21] showed that CVaR ∆ α is a law invariant deviation measure, and comonotonicity of CVaR 
Remark 2.3
The deviation measure D(X) = ess sup X − ess inf X is comonotone and can be represented in the form (7), with G containing single element g(α) ≡ 1. However, it cannot be represented in the form (5) with some single-element collection Λ.
3. Maximal g-envelope. The representation (7) is a surjective mapping of g-envelopes G ⊂ G onto the set of deviation measures, 9 where G is the set of all nonnegative concave functions g : (0, 1) → [0, ∞). A one-to-one correspondence can be established between law invariant deviation measures and maximal g-envelopes, defined below.
The next proposition characterizes the maximal g-envelope G M of an arbitrary law invariant deviation measure.
Proposition 3.1 Let D be a law invariant deviation measure. Then it has exactly one maximal genvelope G M , which is a convex set given by
For an arbitrary
Proof. We first establish that the set
is a maximal g-envelope of D.
Let G be an arbitrary g-envelope of the deviation measure D. Then for every g(α) ∈ G, we have
and thus the equality holds, which means that G M is a g-envelope of D. The convexity of G M follows from (14) , and the maximality of G M is guaranteed by the inclusion G ⊆ G M for an arbitrary g-envelope G of D.
It is left to prove that
According to Proposition 2.2, the set G M is a g-envelope for some law invariant deviation measure D. Then for every X ∈ L F (Ω), the inequality D(X) ≤ D(X) follows from (13) , and D(X) ≥ D(X) follows from the fact that
and the proof is finished. 2
The relation (13) along with (7) introduces a one-to-one correspondence between law invariant deviation measures and their maximal g-envelopes.
Example 3.1 Mean absolute deviation MAD(X) = E|X − EX| can be represented in the form (7) with the maximal g-envelope given by
Detail. As shown in [21] , MAD is a law invariant deviation measure. Its maximal g-envelope G M (MAD) is given by (13) . We need to prove that G M (MAD) = A, where A ⊂ G is the right-hand side in (15) . For a sequence of r.v.s X n , n ≥ 2, given by
−n with probability p = 1/n, 0 with probability p = 1 − 2/n, n with probability p = 1/n, we have MAD(X n ) = 2, and lim
To prove the reverse inclusion, we show that
For every g(α) ∈ A, concavity implies g(α) ≤ g (0+)α and g(α) ≤ −g (1−)(1 − α). Thus, for every
is pointwise less than
Consequently, we need to prove (16) only for g(.) = g y (.), y ∈ (0, 2). Clearly, we can assume that EX = 0, and then integrating by parts, obtain 1 0
The following proposition establishes some properties of G M . Proof. We begin with proving (a). Because D is a proper deviation measure, there exists a non-
For nonconstant X, there exist a and b such that 0 < a < b < 1 and q X (a) < q X (b). Then, for every g(α) ∈ G M , we have
Consequently, min
α∈ [a,b] g(α) is bounded from above by some constant M independent of g, and as a result,
To prove (b), we first establish that G M is a closed set with respect to pointwise convergence. Let a sequence g n (α) ∈ G M converge pointwise to some limit g(α). Then, obviously, the limit function g(α) is nonnegative and concave, and thus, g(α) ∈ G. The fact that for any X ∈ L F (Ω),
follows from the dominated convergence theorem and statement (a). This, along with Proposition 3.1, implies that g(α) ∈ G M , and consequently, G M is a closed set with respect to pointwise convergence. Now compactness of G M follows from Tychonoff's product theorem (see, e.g., [30, Theorem 17.8] ), stating that the product of any collection of compact topological spaces is compact in the product topology (topology induced by pointwise convergence). Indeed, for any C > 0, the set of all functions from [0, 1] to [0, C] is the product of a continuum of closed intervals [0, C], which are compact, and therefore, the set is compact with respect to the product topology. By virtue of (a), G M is a subset of this set for some C, and because it is closed, it is compact. 2
The compactness of G M is critical for establishing the existence of solution to optimization problems over G M . In particular, we state the following result. 
Proof. Because G M is compact, we only need to show that for every bounded r.v. X 0 , the functional
is continuous on G M with respect to the pointwise convergence. Then we can apply Weierstrass's theorem (see, e.g., [2] ) to conclude that the maximum in (7) is attained.
Let {g n (α)} ⊆ G M be a sequence converging pointwise to some limit g (α). By Proposition 3.2(a), g n (α) are uniformly bounded by some constant C. Because
, we can apply the dominated convergence theorem, which states that lim n→∞ S(g n ) = S(g ), and the proof is finished.
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We say that g 1 ∈ G dominates g 2 ∈ G and write
The following proposition provides another characterization for maximal g-envelope.
Proposition 3.4 Set G ⊂ G, containing at least one nonzero element, is a maximal g-envelope of some deviation measure if and only if it is convex, dominance closed, and closed with respect to pointwise convergence.
Proof. Let D be a deviation measure with a g-envelope G. If G is the maximal g-envelope of D, then (13) implies that it is convex and dominance closed, and its closedness with respect to pointwise convergence follows from Proposition 3.2. Let us prove the converse -i.e., if G is convex, closed, and dominance closed, then G = G M , where G M is the maximal g-envelope of D.
Obviously, G ⊆ G M , and we only need to prove that g * ∈ G for every g
Because G is convex and closed, the set
. . , λ n ), and every b ∈ B. Because (0, . . . , 0, b i = C, 0, . . . , 0) ∈ B for every i = 1, . . . , n and C < 0,
Let g k (α) be a piecewise-linear function with n + 1 = 2 k pieces and with "vertexes" g n (a i ) = g * (a i ) i = 1, . . . , n, and g n (0+) = g n (1−) = 0. Because G is dominance closed, (g * (a 1 ), . . . , g * (a n )) ∈ B implies g k (α) ∈ G. Then {g k (α)} k∈N is a monotonically increasing sequence of nonnegative functions, and we have lim
and the proof is finished. 2
As a corollary of Proposition 3.4, the relationships (13) and (7) introduce a one-to-one correspondence between law invariant deviation measures and convex, closed, dominance closed sets of nonnegative concave functions g : (0, 1) → [0, ∞).
The following example presents the maximal g-envelope of a comonotone deviation measure.
Example 3.2 Let D be a proper comonotone law invariant deviation measure. Then its maximal genvelope has the form G M = {h ∈ G|g h}, where the function g is given by (10).
Detail. By Proposition 2.4, the set {h ∈ G|g h} is a g-envelope of D. Because it is convex, closed, and dominance closed, by Proposition 3.4, it is a maximal g-envelope.
Deviation measures and entropy maximization. This section investigates Shannon and
Rényi entropy maximization problems with constraints on the mean and a law invariant deviation measure.
be the set of all r.v.s having continuous PDFs 10 . Then for an arbitrary X ∈ X , the Shannon differential entropy S(X) (see [27] ) is defined by
where f X (x) is the PDF of X, whereas the Rényi differential entropy H β (X), being a generalization of the Shannon differential entropy, is introduced by
see [19] . When β → 1, H β (X) converges to S(X). By convention, let
The entropy maximization problem with constraints on the mean and a proper law invariant deviation measure is formulated as
where β > 1 2 , and the constants µ and d > 0 are given. Because (22) is always active.
In Shannon entropy maximization (21), Boltzmann's theorem [8, Theorem 11.1.1] plays a central role.
Proposition 4.1 (Boltzmann's theorem) Let V ⊆ R be a closed subset and let h 1 , . . . , h n be measurable functions. Also, let B be the set of all continuous r.v.s X with the support V (i.e., those whose PDFs are zero outside of V ) and satisfying the conditions
where a 1 , . . . , a n are given. If there is an r.v. in B whose PDF is positive everywhere in V , and if there exists a Shannon maximum-entropy distribution in B, then its PDF f X (x) is determined by
where the constants c and λ j are determined from (23) and the condition that the integral of f X (x) over V is 1.
If both constraints in (21) can be expressed in the form (23) , then a solution to (21) is given by (24) . 
In particular, if µ = 0 and d = 1 then c ≈ 0.260713, λ 1 ≈ −0.638833 and λ 2 = −0.5.
Detail. The formula (25) 
Because the first and third integrals cannot be expressed in terms of elementary functions, the constants are found numerically.
Example 4.3 (Shannon Entropy Maximization with Lower Range Deviation)
For lower range deviation D(X) = EX − ess inf X (see [21] 
The solution of the Rényi entropy maximization problem (22) with standard deviation D(X) = σ(X) is also well known (see, e.g., [6, 14] 
where [x] + = max{x, 0}, and the constant A is defined by
Detail. This result is a particular case of [14 
where c, λ 1 and λ 2 are found numerically from the conditions
In particular, for µ = 0, d = 1 these coefficients are shown in Figure 1 . , the solution does not exist; see [6] .
Proof As in the case of CVaR-deviation, the necessary condition in Proposition 4.2 is not satisfied for the mixed CVaR-deviation (see [21] ), which is a comonotone deviation measure, defined by
where m is a weighting measure on (0, 1) (nonnegative with total measure 1). Thus, in general, the problem (22) cannot be solved by direct application of Boltzmann's theorem, even in the case of Shannon entropy maximization (β = 1).
Lutwak et al. [17] used relative entropy to find Rényi maximum-entropy distribution for an r.v. with given p-th moment. The next section couples this approach with the representation (7) to characterize maximum-entropy distribution in (22) for an arbitrary law invariant deviation measure.
Characterization of Maximum-entropy Distribution. This section investigates the problem (22) for an arbitrary law invariant deviation measure D.
The Rényi entropy (19) can be equivalently represented through the quantile function q X (α). For X ∈ X , the quantile q X (α) is the inverse function of F X (x) and is differentiable almost everywhere. Substituting α = F X (x) into (19), we have dα = f X (x)dx and x = q X (α). By the Inverse Function Theorem, f X (x) = 1 q X (F X (x)) , and the Rényi differential entropy takes the form
and similarly
Because H β (X + C) = H β (X) for any r.v. X and constant C, and H β (kX) = H β (X) + ln k for any X and k > 0, an r.v. X * solves (22) 
We use an approach similar to that of Lutwak et al. [17] and introduce
and
provided that all the integrals exist. ln N β [X, Y ] is a version of relative β-Rényi entropy, which in contrast to the one of Lutwak [17] , uses quantiles instead of probability density functions.
Proof. Let β = 1, then
where the equality follows from (34) and (31), and the inequality is Jensen's one. For β = 1, the proof follows from Hölder's inequality. Let β < 1, f = q Y (α), and g = q X (α), then
The next result is auxiliary and addresses existence of the integrals in (33). 
and the indefinite integral
Proof. For u ≥ 0, g(α) u is a bounded continuous function of α on (0, 1), and thus, both (35) and (36) hold. Now let u < 0. The concavity and positiveness of g(α) imply g(α) ≥ (1 − 2α)g(0+) + 2αg(1/2) ≥ 2αg(1/2) for α ∈ (0, 1/2], and similarly,
. Consequently, g(α) ≥ g 0 (α) = 2 min{α, (1 − α)}g(1/2) for all α, and thus,
which proves (35) and (36) for u > −1. For u ∈ (−2, −1], we obtain
, where C is a constant. Observe that I u (β) ∼ O β u+1 as β → 0 and I u (β) ∼ O (1 − β) u+1 as β → 1 for u ∈ (−2, −1). Also I u (β) grows as a logarithm as β → 0 or β → 1, for u = −1. Consequently, in both cases, I u (β) ∈ L 1 (0, 1) and (36) follows. 2
Next, Proposition 4.3 is applied to characterize a solution to problem (32).
Proposition 4.5 Let D be a law invariant deviation measure with maximal g-envelope G M . Let g ∈ G M , and let X be an r.v. such that q X (α) = C g g(α)
Proof. Because (35) holds, C g is finite and positive for β > 1/2. Expressing g(α) through q X (α), we obtain g(α) = C(q X (α))
−β with C = C β g = 1 1 0 q X (α) 1−β dα , and from g ∈ G M , we have
where the second equality follows from (33) and (30) , and the last inequality follows from Proposition 4.3. 
where the function g is given by (10).
Proof. With the representation (10),
, and thus, X is a solution to (32). Because the Rényi differential entropy is a strictly concave functional of q X , X is unique.
The quantile function q X (α) of an r.v. X that solves (32) with an arbitrary comonotone deviation measure D is found from (37):
where C g is determined in (37) and the integration constant C is chosen to satisfy the constraint EX = 0. For β > 1/2, we have − 1 β > −2, and in view of (36), we obtain q X (α) ∈ L 1 (0, 1). This is the reason why (30) is defined for β > 1 2 . Next we characterize the class of distributions that solve (32) with a comonotone deviation measure.
is a concave function on the support of f X (x) for α = 0,
• ln f X (x) is a concave function on the support of f X (x) for α = 0 (such functions are also called log-concave).
Proposition 4.7
(a) For a proper comonotone law invariant deviation measure D, the unique PDF f X (x) that solves (32) is (β − 1)-concave.
(b) For a given r.v. X with a (β −1)-concave PDF f X (x), there exists a unique comonotone deviation measure D such that f X (x) solves (32) with D. This deviation measure is given by
where g(α) = C(q X (α)) −β and C = 1 1 0
Proof. The existence and uniqueness in (a) follow from Proposition 4.6. Let us prove that the solution has a (β − 1)-concave PDF. Because g(α) is concave, (37) implies that h(α) = q X (α) −β is a concave function. This holds if and only if the derivative h (α) = −β(q X (α)) −β−1 q X (α) exists almost everywhere and is decreasing. Differentiating the equality F X (q X (α)) = α, we obtain q X (α) =
. Thus, h (α) is decreasing if and only if (f X (x))
is decreasing. The last expression is the derivative of
on the support of f X (x) for β = 1, and is the derivative of ln f X (x) for β = 1. This proves that f X (x) is (β − 1)-concave.
The proof of (b) is straightforward. For any X with a (β − 1)-concave PDF, g(α) = C(q X (α)) −β is concave and positive, and by Proposition 2.4,
Now the problem (32) is investigated for an arbitrary (not necessarily comonotone) deviation measure D. We prove that there exists g(α) ∈ G M such that D(X) ≤ 1 for the r.v. X defined in Proposition 4.5. This g(α) solves the optimization problem from the next proposition.
Proposition 4.8 Let D be a proper law invariant deviation measure, and let G M be its maximal genvelope. For g ∈ G M , let
then the optimization problem max
Proof The function g (α), described in Proposition 4.8, has the following properties.
Proposition 4.9 Let D be a proper law invariant deviation measure and let G M be its maximal genvelope. Also, let γ ∈ (0, 2), and let g (α) ∈ G M solve (41). Then for any nonzero g(α) ∈ G M , we have
Proof. We begin with proving (42). Let γ = 1 then
where the last inequality is Jensen's one, and (42) follows. For γ = 1, by definition of g (α), we have
Let dν(α) = g(α) 1−γ dα be a nonnegative measure on (0, 1), then is a probability measure on (0, 1). Then (42) is equivalent to
Using Jensen's inequality, we obtain
which result in (45) (in the two lines above, the last inequality follows from (44)).
Now we show (43). The integral
1−γ dα is finite in view of (35), and for each λ ∈ (0, 1), we have
Because G M is convex, g λ (α) = λg(α) + (1 − λ)g (α) ∈ G M , and it follows from (42) that
For λ = 0, this implies
Combining (47) and (46), we obtain
−γ pointwise as λ → 0, using Fatou's lemma, we have
The next proposition characterizes solutions to the problem (32) with an arbitrary law invariant deviation measure. 
Proof. For X satisfying (48) and γ = 1 β , we have
where the third equality follows from (43). Thus, the constraints in (32) are satisfied, and Proposition 4.5 guarantees that X is a solution to (32). The uniqueness of X follows from strict concavity of H β . 2
Consequently, to solve (32) with a law invariant deviation measure, for which the constraint D(X) = 1 cannot be expressed in the form (23), we suggest the following approach: 
arbitrary r.v. X with EX = 0 and a (β − 1)-concave PDF f X (x), there exist infinitely many deviation measures such that the solution to the corresponding problem (32) is f X (x). Exactly one of these deviation measures is comonotone and is given by (39).
Proof. The proof follows from Propositions 4.7 and 4.10. 2
Examples.
The results obtained in the preceding section are illustrated for entropy maximization with the full-range deviation, CVaR-deviation, mixed CVaR-deviation, and mean absolute deviation (MAD).
First, maximum-entropy distributions for CVaR-deviation and mixed CVaR-deviation are derived for the Shannon entropy maximization problem (21) with µ = 0 and d = 1:
Example 4.7 (Shannon Entropy Maximization with CVaR-Deviation) A solution to (49) with CVaR-deviation (2), which is comonotone, has the PDF
(50) Figure 2 shows f X (x) for α = 0.01, 0.3, 0.5, 0.7, 0.8, and 0.9.
For this f X (x), a deviation measure, restored by (39) with β = 1, is CVaR 
and for the quantile function of X, we obtain
where the integration constant q 0 = 2α−1 1−α is found from the condition EX = 1 0 q X (β)dβ = 0, and consequently,
Finally, (50) is found as the derivative of the inverse function for q X (β). 
For this distribution, a deviation measure, restored by (39) with β = 1, is mixed CVaR-deviation.
Detail
, where g(β) is defined by (10) and can be calculated as g(β) = D(X β ) with X β (11). Substituting (10) with (12) (see Example 2.1) into (29), we obtain
which proves (51).
The next example presents a solution to the Rényi entropy maximization problem (32) with CVaRdeviation.
Example 4.9 (Rényi Entropy Maximization with CVaR-Deviation) A solution to (32) with CVaR-deviation (2), which is comonotone, for β = 1 has the PDF
where V = (−∞, ∞) for β < 1 and V = − α+β−1 Figure 3 shows the function f X (x) for various α and β.
For this PDF, a deviation measure, restored by (39) with β = 1, is CVaR ∆ α (X). 
Detail. CVaR
Then the quantile function of X takes the form
where the integration constant C = ). If given this distribution, a deviation measure is restored by (39), then it is the full-range deviation.
Detail. D(X) = ess sup X − ess inf X is comonotone and can be represented in the form (10) with g(α) ≡ 1. Thus, for the solution X to (32), Proposition 4.6 implies that q X (α) ≡ 1, or q X (α) = α + C. The condition EX = 0 yields C = − 
Detail. The formula (53) follows from Boltzmann's theorem, because the constraints EX = 0 and MAD(X) = 1 can be represented in the form (23) with h 1 (x) = x, a 1 = 0, h 2 (x) = |x|, and a 2 = 1.
As an illustration for the developed approach, we also prove (53) using Proposition 4.10. Because the logarithm is a monotonic function, a solution to (41) with γ = 1 and G M given by (15) can be represented in the form
for some x ∈ (0, 2). For
ln g x (β)dβ = ln x + ln(1 − x/2) − 1, the maximum is attained at x = 1, and thus,
A solution to (49) is given by q X (β) = 
where V = (−∞, ∞) for β < 1 and V = − 2β−1
Detail. First, we solve (41) with G M given by (15) . Because h(y) = 
for some x ∈ (0, 2). Because
, the maximum will be attained at x = 1, and we have
By Proposition 4.10, a solution X to (32) is such that EX = 0 and q X (u) = C g g * (u) −γ , where γ = 1 β
where the integration constant C = 0 is found from the condition EX = 1 0 q X (u)du = 0. Finally, (54) is obtained as the derivative of the inverse function for q X (u).
Remark 4.2 Applying (39) to the PDF (54), we obtain median absolute deviation D(X) = CVaR 1/2 (X). This illustrates the fact that different deviation measures may lead to the same optimal PDF in (32). Among all these measures, the formula (39) provides only the comonotone one.
In particular, this fact suggests a surjective mapping of all deviation measures to the class of comonotone deviation measures. Example 4.1 shows that the solution to the Shannon entropy maximization problem (49) with standard deviation is the standard normal distribution N (0, 1). We consider the inverse problem: What comonotone deviation measure corresponds to N (0, 1) through the maximumentropy principle? 
where Φ −1 (α) is the inverse to the cumulative distribution function of N (0, 1).
Substituting this q X (α) into (39) with β = 1, we obtain (55).
Thus, we conclude that standard deviation corresponds to the comonotone deviation measure D in Example 4.13 through the maximum-entropy principle.
Similarly, we address the inverse problem with the Rényi entropy for N (0, 1).
Example 4.14 (Inverse Problem with the Rényi Entropy for N (0, 1)) A comonotone deviation measure producing N (0, 1) as a solution to the Rényi entropy maximization problem (32) with β < 1 is given by (10) with
2 , see Example 4.13. Thus, according to Proposition 4.7(b), a comonotone deviation measure that produces N (0, 1) as an outcome of (32) is given by (10) with
we obtain C = √ β(2π) (β−1)/2 , and consequently, (56) follows.
The next example highlights practical aspects of the maximum-entropy principle with general deviation measures. It solves the inverse problem: Given historical data for stock's rate of return, estimate the probability distribution for the rate of return and find a deviation measure that produces that distribution through the maximum-entropy principle. We rely on the belief that risk preferences of the investors are fully reflected in stock's expected rate of return and some deviation measure. In fact, this belief is the extension of Markowitz's mean-variance approach [18] , according to which all investors are concerned only with the mean and variance (or equivalently, standard deviation) of stocks' rates of return. Solving the (a) empirical distribution and its approximation (b) the function g(α) in (39), β = 1 Figure 4 : (a) the empirical distribution of the monthly historical rates of return for the Bank of America Corporation stock and its log-concave approximation; (b) the function g(α) for the deviation measure (39) (β = 1) restored through the maximum-entropy principle for the log-concave distribution in (a).
inverse problem is based on the fact that the Shannon maximum-entropy principle establishes one-to-one correspondence between the class of log-concave PDFs and the class of comonotone deviation measures (see Proposition 4.7, item (b), case β = 1).
Example 4.15 (Restored Deviation Measure) Using monthly historical rates of return for the Bank of America Corporation stock for the last eight years, we approximate the empirical distribution of the rate of return by a log-concave distribution 13 and then restore the comonotone deviation measure using (39) with β = 1 for the approximating distribution. The deviation measure is given by (10) , where g(α) is calculated numerically and is shown on Figure 4 .
Concluding the section, we reexamine Example 4.15 with the Rényi entropy. As in Example 4.15, solving the inverse problem is based on the fact that for any fixed β > 1/2, the Rényi entropy maximization problem (22) establishes one-to-one correspondence between the class of (β − 1)-concave distributions and the class of comonotone deviation measures. If for a given β we denote this class of (β − 1)-concave distributions by C β , then C β2 ⊆ C β1 for any β 1 < β 2 . Because we restrict β to be β > 1/2, the set C 1/2 is the largest among those with β ≥ 1/2. Example 4.16 Using the same historical data for the rate of return for the Bank of America Corporation stock as in Example 4.15, we approximate the empirical distribution of the rate of return by the distribution with the PDF f X (x) such that
is a concave function for β → 1/2 14 and then restore a comonotone deviation measure using (39) with the approximating distribution. The deviation measure is given by (10) , where g(α) is calculated numerically for β → 1/2 and is shown on Figure 5 .
Comparing Figures 4 and 5 , we conclude that although the approximating distributions are sufficiently close, the corresponding functions g(α) differ significantly. This observation suggests that the choice of β in the Rényi entropy has a strong impact on a restored deviation and, consequently, on agent's risk preferences associated with that deviation measure.
5.
Conclusions. This work has formulated the problem of Shannon and Rényi entropy maximization with a constraint on a general deviation measure introduced by Rockafellar et al. and has generalized the recent results on Rényi entropy maximization with constraints on standard deviation and pth moment. It has also developed a new representation for deviation measures (Proposition 2.2(d)) that played a pivotal role in adapting existing entropy-maximization approaches to solving the formulated problem. The chain of intermediate propositions and auxiliary results has culminated in Proposition 4.10. As an illustration, new maximum-entropy distributions for the Shannon and Rényi entropies, in particular with conditional value-at-risk deviation, have been obtained. As another major contribution, this work has solved the inverse entropy-maximization problem: Finding a deviation measure that corresponds to a given probability distribution function through the maximum-entropy principle. This problem finds its application in financial engineering and risk analysis. In particular, it could be used for restoring risk preferences of an agent from historical rates of return of agent's financial instruments. 
It is left to prove that the first term in (58) vanishes. First, we show that
With (57) and the fact that for sufficiently small α, the function |φ| monotonously decreases on (0, α), we obtain α CVaR First, we assume that g(α) is a piecewise-linear concave function with finite number of linear pieces and such that g(α) > 0 for α ∈ (0, 1) and g(0+) = g(1−) = 0. Denote a = g (0+) and b = g (1−) and φ(α) = −g (α), where the derivative exists. Then integrating Now let g ∈ G be an arbitrary nonzero function and let g n (α) for every n ∈ N be a piecewise-linear function with 2 n pieces such that g n (0+) = g n (1−) = 0 and g n (i/2 n ) = g(i/2 n ) for i = 1, . . . , 2 n −1. Then {g n (α)} n∈N is a monotonically increasing sequence of nonnegative functions, and we have lim 
Because the axioms D1-D4 are preserved under the supremum operation, the functional (62) is a law invariant deviation measure and, consequently, so is (7).
