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Abstract
In this paper we present a safe and efficient way of dropping for those class of ILU factorizations that their
factors are extracted as by-products of AINV process. The drop tolerance parameters of W and Z factors of AINV
are selected the same as the drop tolerance parameters of L and U factors respectively. The infinity norms of the
columns of W and Z are used to drop entries of L and U . The new dropping technique on L and U is based
on monitoring the information of the inverses of L and U . Different dropping strategies for W and Z affect the
efficiency of dropping for L and U .
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1 Introduction
There are ILU [2, 4, 6, 9, 10, 11, 12] and AINV [1, 3, 7, 8] class of preconditioners to accelerate solving linear system
of equations of the form:
Ax = b. (1)
In the ILU class of preconditioners, the approximate factorization A ≈ LDU is being computed while in AINV calss of
precondtioners, the approximate inverse factorization A−1 ≈ ZD−1WT is being generated. After analyzing the way of
dropping and employing these two class of preconditioners to solve the preconditioned system of (1), it came to mind
that how safe the way of dropping can be for ILU preconditioners?
Based on KIJ [10] and crout [11] versions of Gaussian elimination process, two ILU factorizations termed ILUSTAB
[4, 6] and ILUC preconditioners has been presented in recent years. These two preconditioners belong to the class of
ILU preconditioners that explicit or implicit dealing with the Schur-complement matrix is required. The characteristic
of these two preconditioners provides the ability to employ a safe way of dropping technique for L and U factors. The
strategy is based on monitoring effect of inverses of L and U in dropping. The main idea of this dropping technique
is the fact that during the construction of the ILU preconditioners the L and U factors are being computed, but to
apply the preconditioner to solve preconditioned system of (1), the L−1 and U−1 are needed. This way of dropping is
called inverse-based dropping technique and needs to compute the approximation of the infinity norms ‖eTi L−1‖∞ and
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‖eTi U−T ‖∞ when matrices L−1 and U−T are not completely available. To approximate the infinity norms, heuristic
algorithms have been used in [4, 6, 11]. Although these heuristic algorithms play the main role for the efficiency of
preconditioner, but nothing can be said about the precision of the approximations of the infinity norms, compared to
their exact values, mathematically.
There is another type of ILU preconditioners, termed RIF [2, 9], that its L and U factors are extracted as by-
products of AINV process. In this paper, we will extend the inverse-based dropping technique for both right and
left-looking versions of this type of ILU preconditioners. Series of propositions, that are similar to the propositions
presented in [5], will show that how one can skip computing approximations of the infinity norms ‖eTi L−1‖∞ and
‖eTi U−T ‖∞ for the inverse-based dropping technique, when W and Z factors of AINV process are available.
In this paper, the notations X:,i and Xi,: indicate the i-th column and i-th row of matrix X.
In sections two and three of this paper, inverse-based dropping technique for right and left-looking versions of RIF
preconditioner are being presented. In section four, conclusions will be mentioned.
2 Inverse-based dropping technique for right-looking RIF preconditioner
The following algorithm will give an ILU preconditioner for a general nonsymmetric matrix. If the matrix is positive
definite, then the preconditioner will exist, otherwise nothing can be said. The right-looking RIF preconditioner was
first introduced for symmetric positive definite matrices. The preconditioner computed by Algorithm 1, is an extension
of right-looking RIF preconditioner. Although it is different from right-looking RIF preconditioner, we still call it
right-looking RIF.
Algorithm 1 (extraction of LDU decomposition from right-looking AINV (SAINV) process )
1. w
(0)
i = ei, z
(0)
i = ei 1 ≤ i ≤ n
2. for i = 1 to n do
3. vi = Aei, ui = AT ei {not positive definite}
4. vi = Aw
(i−1)
i , ui = A
T z
(i−1)
i {positive definite}
5. q
(i−1)
i = (w
(i−1)
i )
T vi, p
(i−1)
i = (z
(i−1)
i )
Tui
6. for j = i+ 1 to n do
7. q
(i−1)
j = (w
(i−1)
j )
T vi, p
(i−1)
j = (z
(i−1)
j )
Tui
8. Lji =
q
(i−1)
j
q
(i−1)
i
, Uij =
p
(i−1)
j
p
(i−1)
i
9. apply a dropping rule to Lji and to Uij
10. w
(i)
j = w
(i−1)
j − (
q
(i−1)
j
q
(i−1)
i
)w(i−1)i , z
(i)
j = z
(i−1)
j − (
p
(i−1)
j
p
(i−1)
i
)z(i−1)i
11. for all l ≤ i apply a dropping rule to w(i)lj and to z(i)lj
12. end for
13. end for
14. Let dii = p
(i−1)
i , for 1 ≤ i ≤ n.
15. L = (Lji), U = (Uij) and D = (dii).
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At step i of Algorithm 1, suppose that vectors p(i) and q(i) are defined as:
q(i) = (0, . . . , 0,
q
(i−1)
i+1
q
(i−1)
i
, . . . ,
q
(i−1)
n
q
(i−1)
i
)T , p(i) = (0, . . . , 0,
p
(i−1)
i+1
p
(i−1)
i
, . . . ,
p
(i−1)
n
p
(i−1)
i
)T .
Also, suppose that W (i) and Z(i) are the computed W and Z matrices at the end of step i and W (i−1) and Z(i−1) are
the computed W and Z matrices at the end of step i− 1 of Algorithm 1. We define matrices Qi and Pi as:
Qi = I − ei(q(i))T , Pi = I − ei(p(i))T ,
where I is the identity matrix and ei is the i-th column of this matrix. We also define Gi and Ti as the matrices that
are produced by applying the dropping technique on entries w(i)tj and z
(i)
tj for t < i; j > i, at step i of Algorithm 1. One
can show that the following two relations hold
W (i) =W (i−1)Qi −Gi, Z(i) = Z(i−1)Pi − Ti. (2)
Suppose that εZ and εW are the drop tolerance parameters for Z and W matrices, respectively. We present two
different dropping strategies for W and Z matrices in Algorithm 1.
• First strategy: At each step i of Algorithm 1, for t < i; j > i, entries z(i)tj and w(i)tj are dropped when
|z(i)tj | ≤ εZ , |w(i)tj | ≤ εW . (3)
In this case, for t < i; j > i, just the entries (Ti)tj and (Gi)tj of matrices Ti and Gi are probably nonzero.
• Second strategy: At each step i of Algorithm 1, just for t < i; j = i + 1, the entries z(i)tj and w(i)tj that satisfy
criterion (3) are dropped. On the other hand, just the entries of the vectors w(i)i+1 and z
(i)
i+1 will be dropped. In
this case, for t < i, only the entries (Ti)t,i+1 and (Gi)t,i+1 of matrices Ti and Gi are probably nonzero.
To implement Algorithm 1, as explained in [1], working with dynamic data structure is required. Exploiting first
dropping strategy for W and Z matrices in this algorithm, will provide denser Z and W matrices. In this case, more
memory will be needed and preconditioning time will be increased.
Proposition 2.1. If in Algorithm 1, the first or second dropping strategy is used for W and Z matrices, then for
1 ≤ l ≤ i ≤ n the two below relations hold
GiQl = Gi, TiPl = Ti.
Also, suppose that no dropping is applied for entries of matrices L and U . If matrices LTi and Ui are defined as:
LTi = Q
−1
i Q
−1
i−1 . . . Q
−1
1 , Ui = P
−1
i P
−1
i−1 . . . P
−1
1 ,
then
I −W (i)LTi =
i∑
k=1
Gk, I − Z(i)Ui =
i∑
k=1
Tk. (4)
Proof: See [5].
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Proposition 2.2. Suppose that in Algorithm 1, entries of matrices L and U are not dropped . If in this algorithm,
the first dropping strategy is used for W and Z matrices, then for 1 ≤ i ≤ j ≤ n we have
|(I −WLT )ij | ≤ (j − i)εW , |(I − ZU)ij | ≤ (j − i)εZ .
If in this algorithm, the second dropping strategy is used for W and Z matrices, then for 1 ≤ i ≤ j ≤ n we have
|(I −WLT )ij | ≤ εW , |(I − ZU)ij | ≤ εZ .
Proof: See [5].
Until now, just the case of dropping for matrices W and Z has been surveyed in Algorithm 1. Although this will
give robust right-looking RIF preconditioner, but the L and U factors will be so dense. The question that can be
proposed here is that, besides applying the dropping technique for W and Z factors, what will be a safe dropping
technique for L and U factors in Algorithm 1? The next proposition will reply this enquiry.
Proposition 2.3. Suppose that in Algorithm 1, εL,W is the drop tolerance parameter for matrices L and W and εU,Z
is the drop tolerance parameter for matrices U and Z. Also, suppose that in each step i of this algorithm, for j > i,
entries Lji and Uij are dropped when
|Lji|‖W:,i‖∞ ≤ εL,W , |Uij |‖Z:,i‖∞ ≤ εU,Z . (5)
• If in this algorithm, the first dropping strategy is used for W and Z matrices, then for 1 ≤ i ≤ j ≤ n we have
|(I −WLT )ij | ≤ 2(j − i)εL,W , |(I − ZU)ij | ≤ 2(j − i)εU,Z . (6)
• If in this algorithm, the second dropping strategy is used for W and Z matrices, then for 1 ≤ i ≤ j ≤ n we have
|(I −WLT )ij | ≤ (j − i+ 1)εL,W , |(I − ZU)ij | ≤ (j − i+ 1)εU,Z . (7)
Proof: We just prove assertions (6) and (7) for L and W matrices. The proof for matrices U and Z will be the
same.
Because of dropping, at step i of Algorithm 1, vector q˜(i) is computed instead of vector q(i). We define matrix
Q˜i = I − ei(q˜(i))T . At the end of step i of Algorithm 1, we define matrix L˜Ti as:
L˜Ti = Q˜
−1
i Q˜
−1
i−1 . . . Q˜
−1
1 .
For k ≤ i, suppose that q˜(k) = q(k) − fk. Therefore
L˜Ti = L
T
i −
i∑
k=1
ekf
T
k . (8)
Relations (4) and (8) imply that
I −W (i)L˜Ti =
i∑
k=1
Gk +W (i)
i∑
k=1
ekf
T
k . (9)
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From relation (9) and the fact that W =
∑n
k=1 wke
T
k , one can show that
|eTi (I −WL˜T )ej | ≤ |eTi (
n∑
k=1
Gk)ej |+ |eTi (
n∑
k=1
wkf
T
k )ej |.
Relation (5) indicates that
|eTi (
n∑
k=1
wkf
T
k )ej | ≤
n∑
i≤k,j>k
|wik||fTk ej | ≤
n∑
i≤k,j>k
( max
t=1,...,k
|wtk|)|fTk ej | ≤ (j − i)εL,W .
If we use the first dropping strategy for matrix W , then |eTi (
∑n
k=1Gk)ej | ≤ (j − i)εL,W and if we use the second
dropping strategy for this matrix, then |eTi (
∑n
k=1Gk)ej | ≤ εL,W . By changing notation L˜ to L, the assertions (6) and
(7) hold for matrices L andW . 
If we select the εL,W and εU,Z as the same drop tolerance parameters for matrices L,W and U,Z respectively, then
the most efficient way of dropping in Algorithm 1, is exploiting the first dropping strategy for W and Z matrices and
using criterion (5) to drop entries of L and U .
3 Inverse-based dropping technique for left-looking RIF preconditioner
The next algorithm will give an ILU preconditioner that we call it left-looking RIF preconditioner. Just for positive
definite matrices there is a guarantee for existence of this preconditioner.
Algorithm 2 (extraction of LDU decomposition from left-looking AINV (SAINV) process)
1. for i = 1 to n do
2. w
(0)
i = ei, z
(0)
i = ei
3. for j = 1 to i− 1 do
4. q
(j−1)
i = (w
(j−1)
i )
TAej , p
(j−1)
i = (z
(j−1)
i )
TAT ej
5. Lij =
q
(j−1)
i
q
(j−1)
j
, Uji =
p
(j−1)
i
p
(j−1)
j
6. apply a dropping rule to Lij and to Uji
7. w
(j)
i = w
(j−1)
i − ( q
(j−1)
i
q
(j−1)
j
)w(j−1)j , z
(j)
i = z
(j−1)
i − (p
(j−1)
i
p
(j−1)
j
)z(j−1)j
8. for all l ≤ j apply a dropping rule to w(j)li and to z(j)li
9. end for
10. q
(i−1)
i = (w
(i−1)
i )
TAei, p
(i−1)
i = (z
(i−1)
i )
TAT ei {not positive definite}
11. q
(i−1)
i = (w
(i−1)
i )
TAw
(i−1)
i , p
(i−1)
i = (z
(i−1)
i )
TAT z
(i−1)
i {positive definite}
12. end for
13. Let dii = p
(i−1)
i , for 1 ≤ i ≤ n.
14. L = (Lji), U = (Uij) and D = (dii).
At step i of Algorithm 2, suppose that vectors q(i) and p(i) are defined as:
q(i) = (
q
(0)
i
q
(0)
1
, . . . ,
q
(i−2)
i
q
(i−2)
i−1
, 0, . . . , 0)T , p(i) = (
p
(0)
i
p
(0)
1
, . . . ,
p
(i−2)
i
p
(i−2)
i−1
, 0, . . . , 0)T .
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Suppose that W (i), Z(i) are the computed W and Z matrices at the end of step i and W (i−1) and Z(i−1) are the
computed W and Z matrices at the end of step i− 1 of Algorithm 2. We define matrices Qi and Pi as:
Qi = I − (q(i))eTi , Pi = I − (p(i))eTi .
We also consider Gi and Ti as the error matrices that are generated by applying the dropping technique on the entries
w
(j)
li and z
(j)
li for l < j; j < i, at step i of Algorithm 2. It can be shown easily that still relation (2) holds between
W (i),W (i−1) and Z(i), Z(i−1) matrices. Here we propose two different dropping strategies for W and Z matrices in
Algorithm 2.
• First strategy: At step i of Algorithm 2, for j < i, the vectors z(j)i and w(j)i are computed and entries z(j)li and
w
(j)
li for l < j, are dropped when
|z(j)li | ≤ εZ , |w(j)li | ≤ εW .
• Second strategy: At step i of Algorithm 2, at first, the vectors z(i−1)i and w(i−1)i are computed as:
z
(i−1)
i = z
(0)
i −
i−1∑
j=1
p
(j−1)
i
p
(j−1)
j
z
(j−1)
j , w
(i−1)
i = w
(0)
i −
i−1∑
j=1
q
(j−1)
i
q
(j−1)
j
w
(j−1)
j ,
and then for l < i, the entries z(i−1)li and w
(i−1)
li are dropped when
|z(i−1)li | ≤ εZ , |w(i−1)li | ≤ εW .
In both dropping strategies, for l < i, just the entries (Gi)li and (Ti)li of matrices Gi and Ti are probably nonzero.
To implement Algorithm 2, as also explained in [1], working with static data structure is required. Applying
first dropping strategy for W and Z matrices in this algorithm, needs less memory requirements and decreases the
preconditioning time.
Both propositions 2.1 and 2.2 also hold for Algorithm 2. Although these two propositions will draw a pattern of
dropping for this algorithm, but the most efficient way of dropping has been proposed in next proposition.
Proposition 3.1. Suppose that in Algorithm 2, εL,W is the drop tolerance parameter for matrices L and W and εU,Z
is the drop tolerance parameter for matrices U and Z. Also, suppose that in each step i of this algorithm, for j < i,
entries Lij and Uji are dropped when
|Lij |‖W:,j‖∞ ≤ εL,W , |Uji|‖Z:,j‖∞ ≤ εU,Z . (10)
• If in this algorithm, the first dropping strategy is used for W and Z matrices, then for 1 ≤ j ≤ i ≤ n we have
|(I −WLT )ji| ≤ 2(i− j)εL,W , |(I − ZU)ji| ≤ 2(i− j)εU,Z .
• If in this algorithm, the second dropping strategy is used for W and Z matrices, then for 1 ≤ j ≤ i ≤ n we have
|(I −WLT )ji| ≤ (i− j + 1)εL,W , |(I − ZU)ji| ≤ (i− j + 1)εU,Z .
Proof: The proof of this proposition is the same as the proof of proposition 2.3. 
If we consider εL,W and εU,Z as the same drop tolerance parameters for matrices L,W and U,Z respectively, then
exploiting the first dropping strategy for W and Z matrices and using criterion (10), is the most efficient way of
dropping in Algorithm 2.
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4 Conclusion
In this paper we showed that if we extract an LDU decomposition as by-product of right or left-looking AINV process,
then it will be possible to apply a safe dropping technique for L and U factors. This dropping can be considered
as an extension of inverse-based dropping technique. We proved that the quality of dropping technique for L and U
factors, depends on the quality of the dropping technique we have used for W and Z factors of AINV process. The
proposed dropping technique for the LDU decomposition, which is extracted from left-looking AINV process, is the
most interesting point of this paper, since L and U are computed row-wise and column-wise respectively. This idea
seems to be new, since for the inverse-based dropping techniques presented recently, L and U should be generated
column-wise and row-wise respectively.
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