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Introduction
[2] The Earth's outer radiation belt is very dynamic, and electron fluxes can vary by several orders of magnitude during storm times, which makes it very hazardous to spacecraft and astronauts [e.g., Baker et al, 1986 Baker et al, , 1994 Baker et al, , 1997 . Quasilinear diffusion theory has been used to evaluate dynamic changes of particle fluxes in the radiation belts [Albert, 2004; Albert and Young, 2005; Li et al, 2007; Varotsou et al., 2005] . Albert [2004] and Albert and Young [2005] show that numerical problems arise when solving multidimensional quasi-linear diffusion equations using standard finite difference methods, because of rapidly varying off-diagonal terms. Thus different numerical techniques have been employed to solve multidimensional diffusion equations, e.g., Albert and Young [2005] and Tao et al. [2008] (henceforth denoted as paper 1).
[3] In paper 1, we developed a stochastic differential equation (SDE) code to solve 2-D bounce-averaged pitch angle and energy diffusion equations. The SDE code is very efficient when solutions on a small number of points are needed. However, if solutions are needed on a large computational domain for long times, the SDE code becomes less efficient, for reasons explained in paper 1. Milstein [2002] , Milstein and Tretyakov [2002] and Milstein and Tretyakov [2001 ] have used properties of numerical integration of SDEs to develop so-called layer methods, which are deterministic, ' to solve parabolic equations successively in time. In this paper we develop a code using layer methods and show that it is able to solve 2-D radiation belt diffusion equations with cross diffusion and it is generalizable to three dimensions. Although the layer code does not have the high parallelization efficiency compared with the SDE code in paper 1, it is more efficient when solving the diffusion equation over a large computational domain for long times. Also our layer code can handle boundary conditions with complicated geometry rather than coordinate-equal-constant type boundaries that are typically used in standard finite difference codes.
[4] Using this layer code, we then explore effects of ignoring off-diagonal terms when modeling wave-particle interactions in the radiation belts. Previous works show that chorus waves and magnetosonic waves are observed during storm times and are possible candidates of accelerating electrons to MeV on a time scale of days [e.g., Home and Thome, 1998; Home et al., 2005 Home et al., , 2007 Meredith et al., 2008] . Superluminous (RX, LO, LX mode) waves have also been shown to be possible candidates of energizing electrons [Xiao et al., 2006] if they are present under appropriate conditions [Xiao et al, 2007] , but there have been no direct observations of these waves in the radiation belts so far. On the other hand, interactions with EMIC waves, chorus waves and hiss waves have been invoked as important loss mechanisms of radiation belt electrons [e.g., Lyons and Thome, 1973; Summers and Thome, 2003; Li et al, 2007] . In this work, we use two wave models: the chorus wave model from Li et al. [2007] , and the combined magnetosonic wave [Home et al., 2007] and hiss wave [Li et al., 2007] (MH) model. In paper 1, we showed that ignoring off-diagonal terms causes errors of an order of magnitude for 2 MeV electrons at small pitch angles using the Home et al. [2005] chorus wave model. Using the Li et al.
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[2007] chorus wave model and the MH wave model is helpful in understanding the sensitivity of the main conclusions of paper 1 to different wave models.
[5] The remainder of this paper is organized as follows. We introduce the layer methods by using a simple initial-value problem in section 2. Details of our 2-D layer code to solve a bounce-averaged pitch angle and energy diffusion equation are given in section 3. We first show its agreement with Albert and Young [2005] results in section 3.1. Then we solve the diffusion equation with diffusion coefficients calculated using the Li et al. [2007] chorus wave model (section 3.2) and the MH wave model (section 3.3) to show effects of ignoring offdiagonal terms and energization of electrons. Our results are then discussed and summarized in section 4.
Milstein Layer Methods
[6] In this section, we will use an initial-value problem to illustrate the layer methods shown in Milstein [2002] . Boundary conditions can be implemented in a similar way as described by paper 1, or by Milstein and Tretyakov [2001] and Milstein and Tretyakov [2002] .
One-Step Representation of Solutions Using the SDE Method
[7] Assume that we want to solve the equation
First, we discretize time t equidistantly to t 0 , •••, t", t"+\, -, and assume that we know solutions of all/at time t", which means that now/(r", x) can be considered as an initial condition when solvingfit"+\, x). Then using the SDE method described in paper 1, we have
where E is the expectation value and 3c is given by
[9] Note that in reality, we usually do not know/at t" and at an arbitrary point 3c,. This is why we trace trajectories back to the initial condition in paper 1. However, as described by Milstein [2002] , we can use interpolations to obtain J[t", 3c,) from already known fs at fixed grid points to make a convergent algorithm. In this way, we obtain solutions successively from time layer t" to r" +1 , hence the name "layer methods" [Milstein, 2002] .
A Simple Layer Method Algorithm
[10] A simple interpolation method is linear interpolation. Take a 1 -D diffusion equation for example:
where x, and x, +i are fixed grid points, and Ax = x,~\ -x,. Then a simple layer method algorithm for a 1 -D diffusion problem is [Gardiner, 1985] .
[«] Numerically AW can be generated from a vector of standard Gaussian random numbers with zero mean and unit variance, as we did in paper 1, or we can choose the probability distribution of the components to be
where P denotes the probability [Milstein, 2002] . Substituting AW, from equation (4) 
/-1 wither,,, 3c,2) calculated using equation (7). We see from equations (7) to (11) that negative values of f cannot arise from this procedure. A proof that the one-step error of the above algorithm is O(Ar) is given in Appendix A. Also we show the connection between layer methods with bilinear interpolation and conventional finite difference methods in Appendix B for a simple 2-D diffusion equation without cross diffusion.
[11] Dirichlet and Neumann boundary conditions can be implemented in a similar way as described in paper 1. For example, if we have a Dirichlet boundary f{t, x 0 ) = g 0 (t, x 0 ), we replace 3c by x 0 if 3c < x 0 ; if we have a Neumann boundary dfldx (t, XH) = 0, then we replace 3c by 2x N -x if 3c > x N . For more general ways of handling boundary conditions, we refer readers to Milstein and Tretyakov [2001, 2002] .
Application
[12] In this section, we apply the layer method described in section 2 to the bounced-averaged equatorial pitch angle 'dp (12) where D n o, M , D" 0p and D pp are bounce-averaged pitch angle, mixed and momentum diffusion coefficients [Albert, 2004] .
Here G is a Jacobian factor, G =p 2 7T(ao)sin(ao)cos(ao), and T\a 0 )« 1.30 -0.56sin(a 0 ) is the normalized bounce period. Initial and boundary conditions are chosen to be the same as those of Albert and Young [2005] and paper 1. Thus the initial flux is ±vA(, and the summation in equation (18) sums over four different combinations of (AW X , AW 2 ). The functions b and a are the same as in paper 1:
(24)
where the loss cone angle a 0L = 5° and fluxy is related to phase-space density/by / =flp 2 . Boundary conditions are
(15)
where E min = 0.2 MeV and £ max = 5 MeV, and p min is the momentum corresponding to E mm [Albert and Young, 2005] .
[n] We write a code using the layer method to solve the diffusion equation (12). Discretize a a and y s log E equidistantly into M»o and N v grid cells, and thus AQ 0 = (TT/2 -a 0L )/N a0 and A^ = (y max -y min )W r The equation we use to solve/is
where «o. = tko, + AonAf + crnAWi -<j n AW2,
and yj is then obtained from pj. 
With the choice of bilinear interpolation to obtain^/,,, a 0i ,yj) in equation (18) from its neighboring grid points, the above algorithm has a global error ofO(At) when Aa = c (t Af, Ay = c v At, where c a and c, are two constants [Milstein, 2002] . Milstein [2002] suggests without proof that it may be possible to use cubic interpolation to obtain a higher convergence rate. We conducted numerical experiments using cubic interpolation and found that this does not guarantee positive values. Probably a more sophisticated method would give both high accuracy and positivity, but we chose to use bilinear interpolation in our code for simplicity.
Comparison With Albert and Young [2005] Results
[14] To show that layer methods can be used to solve the diffusion equation (12), we compare results calculated using our layer code with results of Albert and Young [2005] using the same diffusion coefficients. The diffusion coefficients are calculated using the Home et al. [2005] storm time chorus wave model at L = 4.5. Wave parameters are shown in Table 1 for a comparison with the Li et al. [2007] storm time chorus wave model (see section 3.2).
[15] We choose A; = 4 x 10~4 day to give a relatively small change of Aa 0 and A>; compared with the computational domain. We plot fluxes of 0.5 MeV and 2 MeV at t = 2 d in Figure 1 to show the convergence of solutions with respect to N a0 and Ny, and this leads to our choice ofN u0 = 1400 and N v = 1500. Comparisons with results from Albert and Young [2005] are shown in Figure 2 for E = 0.5 MeV (top) and E -2 MeV (bottom) electrons. Considering the small errors associated with each method, we conclude that the two sets of results agree very well with each other and our layer code is capable of solving the bounce-averaged pitch angle and momentum diffusion equation (12) [Li et al., 2007] . In this work, we calculate diffusion coefficients including cross diffusion using the Li et al. [2007] main phase storm time chorus wave model. We also use a wave normal angle distribution from Horne et al. [2005] , in contrast to Li et al. [2007] , who use a parallel propagation approximation. The resulting diffusion coefficients are shown in Figure 3 . By solving the diffusion equation with off-diagonal terms using our layer code, we show in this section effects of ignoring off-diagonal terms on electron fluxes using the Li et al. [17] For comparison with conclusions in paper 1, the boundary and initial conditions are the same as equations (13)- (17), thus they are different from those in Li et al. [2007] . Figure 4 shows color plots of fluxes calculated using the diffusion coefficients from Li et al. [2007] chorus waves at t = 0.1, 1 and 2 days. Both results with (plots on left) and without (plots on right) cross diffusion are shown for comparison. We see from Figure 4 that at high energies ignoring cross diffusion overestimates fluxes at lower pitch angles and creates a peak in fluxes around 20°. This can be seen more clearly from Figure 5 , which shows line plots of fluxes calculated with and without cross diffusion at t = 0.1, 1 and 2 days for 0.5 MeV and 2 MeV electrons. At t = 0.1 day, the error caused by ignoring cross diffusion is small for 0.5 MeV electrons at all pitch angles and 2 MeV electrons at high pitch angles. For 2 MeV electrons at low pitch angles, however, the error is about a factor of ~ 10. At / = 1 and 2 days, at 0.5 MeV, ignoring cross diffusion overestimates fluxes at small pitch angles by only a factor of 2 ~ 3. However, at 2 MeV, ignoring cross diffusion causes an error of about two orders of magnitude at small pitch angles. Thus, similar to results in paper 1, ignoring off-diagonal terms has a relatively small effect on fluxes for lower-energy electrons at higher pitch angles, but it introduces larger errors for larger energy electrons at lower pitch angles.
[is] To understand the similarity between conclusions obtained here and in paper 1, we now discuss features of the Li et al. [2007] and Home et al. [2005] wave models, whose parameters are listed in Table 1 . First, both Li et al. [2007] and Home et al. [2005] wave models have similar latitudinal cutoffs of chorus wave power. For Li et al. [2007] : | A| < 35° on the day side, and A| < 15° on the nightside, for Home et al. [2005] : 15° < |Aj < 35° in the prenoon sector, 10° < |A| < 35° for the afternoon sector, and |A| < 15° on the nightside. We see larger errors at smaller pitch angles with both models. Second, even though the Li et al. [2007] chorus wave model has a dayside wave power increasing with latitude, which gives a more abrupt cutoff at the maximum latitude than the Home et al. [2005] wave model, the actual values of the wave . Inverse time scales in units of s"' from diffusion coefficients calculated using a combined magnetosonic wave [Home et al, 2007] and hiss wave [Li et al, 2007] model. The last plot shows the sign of the cross diffusion coefficients.
amplitude are not very different. At A = 0°, the drift-averaged wave amplitude for the Li et al. [2007] wave model is 6/24 x 5.6 pT + 6/24 x 50 pT = 13.9 pT, while the Home et al. [2005] model gives 7/24 x 50 pT = 14.6 pT. At A= 35°, the drift-averaged wave amplitude for the Li et al. [2007] model in main phase is 6/24 x 141.25 pT + 6/24 x 50 pT = 47.8 pT, while the Home et al. [2005] model gives 6/24 x 100 pT + 3/24 x 50 pT = 31.25 pT. Thus we see that both models assume zero amplitude above 35° latitude and have comparable wave power levels, so it is not too surprising to see similar conclusions on ignoring cross diffusion from the two wave models.
Evolution of Electron Fluxes Using a Model of Fast Magnetosonic Waves and Hiss
[i9] Interactions with fast magnetosonic waves have been recently suggested by Home et al. [2007] to be a possible important acceleration mechanism. Because these interactions typically only involve the Landau resonance (n = 0), coupling of diffusion in Q 0 and/? is expected to be especially important for them. For the wave model given by Home et al. [2007] , the quasi-linear diffusion coefficients of the magnetosonic waves are nonzero only over a limited range of pitch angle and energy [see Albert, 2008, Figure 9 ]. Thus we combine the magnetosonic wave model of Home et al. [2007] outside the plasmasphere with the main phase hiss wave model in plumes from Li et al. [2007] .
[20] The MLT averaged diffusion coefficients from magnetosonic waves (60%) and hiss waves (15%) are shown in Figure 6 . A similar numerical experiment as Figure 1 is used to determine that A^.o = 1400 and N y = 1500 is necessary to obtain accurate solutions. The resulting evolution of electron fluxes are plotted in Figure 7 at t = 0.1, 1 and 2 day. We see from the plots on the left (results with D,^p) that the magnetosonic waves can accelerate electrons to Me Von time scales of a day, and the fluxes show a peak around 55°, producing a butterfly distribution, at high energies. Comparing the plots on the left with the plots on the right (results without D a0p ), we see that ignoring cross diffusion overestimates fluxes at larger energies and larger pitch angles (>55°), which is different from the effects using the Home et al. [2005] and Li et al. [2007] chorus wave models. The effects of ignoring cross diffusion can be seen more clearly in Figure 8 , which shows fluxes versus equatorial pitch angle at t = 0.1, 1 and 2 days for 0.5 and 2 MeV. We see that for 0.5 MeV electrons, effects of ignoring cross diffusion are small at all pitch angles. However, for 2 MeV electrons, ignoring cross diffusion overestimates fluxes at large pitch angles (>55°) by a factor of 5 ~ 10 at all three times, and by a factor of ~5 at small pitch angles at / = 1 and 2 days.
Summary and Discussion
[21] In this work, we introduce the layer method, which is based on the SDE method of paper 1, to solve multidimensional radiation belt diffusion equations. Compared with the SDE method, the layer method is deterministic and more efficient when solutions on a large computational domain are needed for long times. Compared with finite difference methods, the layer methods are less efficient, but generalize to three dimensions easily and are able to handle complicated boundary geometries. We apply the layer method to a bounce-averaged pitch angle and energy diffusion equation and obtain excellent agreement with a previous method [Albert and Young, 2005] model. We show that our layer code is able to solve multidimensional diffusion equations with cross terms.
[22] We then use the layer code to evaluate effects of ignoring cross diffusion using the Li et al. [2007] chorus wave model, as a comparison with the Home et al. [2005] chorus wave model used in paper 1. The main conclusion is similar to paper 1; that is, ignoring off-diagonal terms produces larger errors at smaller pitch angles and higher energies. We show in section 3.2 that this similarity might be due to the fact that both wave models have a latitudinal cutoff at 35° and comparable wave power levels.
[23] In section 3.3, we show evolution of electron fluxes using a combined magnetosonic wave and hiss wave model [Li et al, 2007] . We show that, despite pitch angle scattering by hiss waves, electrons are energized to MeV in 2 days of simulation. Ignoring cross diffusion overestimates fluxes at larger pitch angles and higher energies, in contrast to the effects of ignoring cross diffusion using the Home et al. [2005] and Li et al [2007] chorus wave models. Overall, we conclude that cross diffusion terms are important and should be included when modeling diffusion of electrons in the outer radiation belt.
[24] With the layer method and other methods [Tao et al, 2008; Albert and Young, 2005] , it is now possible to simulate radiation belt diffusion with important cross diffusion included. However, to accurately model radiation belt dynamics, more accurate wave models and initial and boundary conditions should be used. For example, comparing Figures 4 and 7, it is easy to see that errors could be large if inaccurate wave models are used. Further work should be done with improved wave models as they become available. Also, effects of different initial conditions and boundary conditions, such as relativistic kappa-type functions [Xiao et al, 2008] , should be considered to improve radiation belt modeling.
Appendix A: One-Step Error of the Layer Method [25] To calculate the one-step error of the layer method, consider a 1-D initial value problem, 
With the layer method, we discretize / equidistantly into t 0 , t u t 2 , ... with time step h, and the approximate solution of equation (Al) 
