Reliable, real-time river flow forecasting in Africa on a time scale of days can provide enormous humanitarian and economic benefits. This study investigates the feasibility of using daily rainfall estimates based on cold cloud duration (CCD) derived from Meteosat thermal infrared imagery as input to a simple rainfall-runoff model and also whether such estimates can be improved by the inclusion of information from numerical weather prediction (NWP) analysis models. The Bakoye catchment in Mali, West Africa has been used as a test area. The data available for the study covered the main months of the rainy season for three years. The rainfall estimates were initially validated against gauge data. Improvements in quality were observed when information relating to African Easterly Wave phase and storm type was included in a multiple linear regression (MR) algorithm. The estimates were also tested by using them as input to a rainfall-runoff model. When contemporaneous calibrations from raingauges were available for calibration, both CCD-only and MR rainfall estimates gave more accurate river flow forecasts than when using raingauge data alone. In the absence of contemporaneous calibrations, the performance was reduced but the MR did better than the CCDonly input in all years. The use of satellite-derived vegetation index did not improve the quality of the river flow forecasts.
INTRODUCTION
The ability to forecast river flows on a time scale of days has a number of important applications. Firstly and most important, the catastrophic loss of life and property brought about by flooding can be greatly reduced by timely warnings. Secondly, improved efficiency of hydroelectric dam and other river management operations can be achieved by using forecast flows as the basis for dam releases. Thirdly, irrigation schemes can make better use of scarce water resources if the river flows in the near future can be predicted.
The primary requirement for river flow forecasting is real-time rainfall estimates for the catchment together with information on evaporation and subsurface water storage. In Europe and North America, rainfall amounts are mainly obtained from raingauge networks and radar while evaporation may be estimated from surface measurements. In most of Africa, ground-based information is in short supply. Raingauge networks are sparse with vast areas ungauged, while radar is not a feasible proposition on the grounds of cost, technical infrastructure and topography.
In this case, the use of satellite imagery and numerical weather prediction (NWP) model data becomes attractive. The purpose of this paper is to test the feasibility of using such data to drive a river flow forecasting model. Firstly, a novel multiple regression approach for deriving catchment-average rainfall estimates from Meteosat thermal infrared (TIR) satellite imagery and NWP analysis fields is presented. This algorithm is compared with an existing satellite-only approach validated against raingauge data from a test catchment. Secondly, the algorithm is tested in a quasioperational context by using catchment average rainfall estimates as input to a rainfallrunoff model. The quality of the forecast flows is compared with that obtained using satellite-only and raingauge inputs. The use of a satellite-based vegetation index to improve evaporation estimates has also been investigated. Overall, the emphasis is on designing a simple methodology which could be adapted for operational daily forecasts in Africa.
SATELLITE-BASED RAINFALL ESTIMATION
There is an extensive body of literature (e.g. Kidd, 2001) on the application of satellite imagery to rainfall estimation. The main thrust of much of this work is in providing global rainfall data sets for climatological purposes. Most algorithms make use of passive microwave (PMW) imagery from sensors on polar orbiting satellites or TIR imagery from geostationary satellites. Many recent techniques use a combination of PMW, TIR and other wavelengths from different platforms (e.g. Xu et al., 1999) . Todd et al. (2001) and Adler et al. (1994) have used PMW information to continuously recalibrate TIR-based estimates whenever coincident images exist, combining the high spatial and temporal resolution of the TIR imagery with the better representation of rainfall in the microwave.
For daily operational rainfall estimates over the land surface, the benefits of PMW data are less obvious, partly due to the dependence of microwave emissivity on soil moisture and vegetation. This problem is particularly important in Africa where there are often significant daily variations in near-surface soil moisture and seasonal variations in vegetation cover (Morland et al., 2001) . Additionally, there is often a strong diurnal rainfall signal which is not captured by the one or two overpasses per day of PMW sensors. The recent TRMM satellite combines PMW imagery with active radar but still suffers from poor temporal resolution. While this may be the method of choice in 20 years time, it is unlikely that daily rainfall will be routinely estimated in real time by TRMM-type algorithms in Africa in the near future. These considerations together with the additional technical complexity and cost of incorporating PMW imagery in an African operational system have led us to focus on the use of TIR imagery from the Meteosat satellite for this work. A similar approach has been adopted by Vicente et al. (1998) to forecast flash flooding in the United States.
Images from the TIR channel on Meteosat are produced every 30 min with a subpoint resolution of 5 km. The TIR radiances give a good indication of cloud top temperature and may be used to distinguish raining from non-raining clouds, if one assumes that rainfall is primarily convective and cold cloud tops correspond to active cumulonimbus. These assumptions are reasonable in the seasonally arid tropics and one can therefore associate raining clouds with pixels whose temperatures are below a locally defined threshold T t . The TIR data can then be used to compute cold cloud duration (CCD) images for each day in which the pixel value represents the number of hours for which the pixel is colder than T t . The CCD values may be used as a proxy for rainfall by calibrating against local raingauge data (Milford & Dugdale, 1990) .
Hitherto, the main applications of such estimates have been agricultural. A number of African countries produce rainfall estimates for drought monitoring and crop yield prediction in this way while the UN Food and Agriculture Organization (FAO) also uses CCD imagery to pinpoint likely outbreaks of locusts and other pests. So far, however, there has been little published work on hydrological applications. One of the reasons for this is that the algorithms used for rainfall estimation from geostationary satellite data are statistical in nature and need to be averaged over a sufficient range of space and/or time to give acceptable accuracy. For river flow forecasting, the relevant time scales are usually of the order of one day or less. This means that to produce useful estimates it is necessary to average over an area of several thousand km 2 . Thus, the CCD approach is limited to medium-to-large river basins.
A second problem is that the quantitative relationship between CCD and rainfall is variable both spatially and temporally. In time, the calibration may vary on a scale of months (intra-seasonal) and years (inter-seasonal). This has led many workers to use contemporaneous raingauge and satellite data to establish a calibration relationship. While this approach undoubtedly produces good results (Laurent et al., 1998) , it is only useful operationally if sufficient gauge data can be obtained in a timely manner. For daily river flow forecasting this would imply that raingauge data must be available within 24 h or less and for many river catchments in Africa this would not be a practical proposition. Alternatively, one can calibrate the rainfall/CCD relationship using historical data and seek to understand the variability of the calibration in terms of the prevailing weather systems. It would be reasonable to expect, for example, that the intensity of rainfall might depend on such parameters as relative humidity of the atmosphere (as obtained from NWP model forecasts), or on the type of storm which may be assessed directly from the satellite imagery. This is the approach adopted here.
DATA AND DATA PROCESSING

Case study area
The Bakoye catchment in West Africa which forms part of the Senegal River basin is used as a test area. This catchment was chosen because it is sufficiently large for daily rainfall estimates to be viable. It is also in a region where rainfall is predominantly convective-an important consideration for the satellite algorithm. Furthermore, the semiarid climate gives rise to a large inter-annual variability in flow, which provides a good test for the hydrological model.
The location of the Bakoye catchment is shown in Fig. 1 . It lies within Mali and covers an area of 85 000 km 2 between latitudes 11.5°N and 15.5°N and between longitudes 6.5°W and 10.5°W. This is in the Sahel where the climate is characterized by a dry season from October to May and a rainy season associated with the passage of the Intertropical Convergence Zone from June to September. Mean annual rainfall varies from 1400 mm in the south of the catchment to 500 mm in the north. 
Available data
The data requirements for the investigation carried out here were daily rainfall and river flow data for the Bakoye catchment, hourly TIR imagery from the Meteosat satellite and daily averages of relevant parameters from the European Centre for Medium-range Weather Forecasting (ECMWF) NWP model analyses. The paper focuses on the three years 1988, 1989 and 1992 for which continuous data of good quality were available from all of these sources. Daily raingauge data were provided by the meteorological service of Mali from 17 gauges within the Bakoye catchment and a further 20 gauges to the west of the catchment. Not all gauges were available for all years. The locations of the available gauges for each year are shown in Fig. 2 . It should be noted that the distribution of gauges is very uneven with few gauges in the north and east of the catchment. In 1992 only 11 gauges were recording. Daily river flow measurements were available from the Oualia gauging station at the mouth of the Bakoye catchment.
Hourly TIR images and daily CCD images for July-September were taken from the TAMSAT (Tropical Applications of Meteorology using SATellite data) archive at The University of Reading, UK. The CCD images were extracted for threshold temperature T t = -40, -50 and -60°C. Both TIR and CCD images have a pixel size of approximately 25 km 2 . The production of rainfall estimates from CCD imagery is described in detail later. Quality control checks were carried out on the raingauge data. Stations with large numbers of missing days or long strings of anomalous zero records were excluded. Comparisons with neighbouring gauges and satellite TIR imagery were used to flag suspicious data, which were also eliminated from the record. Daily rainfall estimates for the catchment were then calculated as the simple arithmetic mean of the included gauges.
To investigate the influence of NWP model products on the rainfall/CCD relationship, initialized analysis fields from the ECMWF NWP model were used. The daily average fields from the model outputs were computed from the analysis for each 24-h period commencing at 06:00 UT so as to conform with the "day" used in raingauge observations. Additionally, climatological monthly potential evaporation data based on the Penman equation (Penman, 1956) were provided by the FAO. Normalized difference vegetation index (NDVI) images from NOAA satellites covering the Bakoye catchment at a resolution of 1 km were also available for the years 1988 and 1989.
RAINFALL ESTIMATES FROM TIR IMAGERY
Rainfall estimates were calculated for the months of July, August and September 1988, 1989 and 1992 using the TAMSAT operational algorithm described in detail by Grimes et al. (1999) . The method is predicated on the following assumptions: − Raining clouds have tops colder than a specified threshold temperature T t . − There is a linear relationship between rainfall and the duration of clouds with tops colder than T t averaged over a specified area and time interval. Both assumptions are reasonable for the region under consideration. Thus:
where r is rainfall, a 0 and a 1 are the intercept and slope of the regression, respectively, and D is cold cloud duration or CCD. It is also required that r = 0 if D = 0 or if a 0 + a 1 D < 0.
Latitude (degrees)
In order to make quantitative rainfall estimates, a 0 , a 1 and T t need to be specified. For a given area, all three parameters may change with the progression of the rainy season and in practice a separate calibration is performed for each calendar month. The value of T t is obtained by comparing available raingauge measurements with the CCD values at a number of trial threshold temperatures (Grimes et al., 1999) . Values of a 0 and a 1 are calculated by regressing mean daily raingauge measurement for the catchment against mean daily CCD for the pixels containing gauges. As equation (1) will only be applied to those areas with non-zero CCD, the regression is performed using only those days with CCD > 0.
Application of equation (1) to an area with CCD > 0 gives the mean rainfall for that area. However for use in a lumped hydrological model, it is necessary to compute the mean rainfall for the whole catchment, which may contain cloudy (CCD > 0) and non-cloudy (CCD = 0) areas. If on a given day a fraction f of the catchment has nonzero CCD, then the mean estimated rainfall for the catchment r c is:
where D c is the mean CCD for the catchment including the non-cloudy portion.
For the Bakoye area and the area to the west (see Fig. 2 ), threshold temperatures of -40, -50 and -60°C were tried for the months of July, August, September for all years, In every case, the optimum threshold temperature was -40°C. No significant or consistent differences in calibration parameters between the two areas were found; therefore, both data sets were amalgamated to give a combined calibration. Table 1 summarizes the calibration parameters and the regression statistics for the combined region.
Firstly, it can be seen that the correlation between raingauge data and CCD is quite high, falling below 0.6 for only one month (September 1988). Secondly, it is apparent that there is considerable variability in the calibration parameters and therefore in the rainfall estimates derived from a given amount of cold cloud. For example, 10 h of CCD on a day in August would give rainfall estimates varying between 8.6 and 13.4 mm depending on which year's calibration is used. The extent to which the variability is a function of weather type is discussed in the next section. 
RAINFALL ESTIMATES FROM TIR AND NWP MODEL DATA
General approach
The variability in the relationship between CCD and raingauge data is in part attributable to the inaccuracy of the gauge values in representing mean rainfall over a 25 km 2 pixel and in part due to the inaccuracy of the CCD as a rainfall estimator. As far as the error attributable to the gauge data is concerned, a detailed investigation by Flitcroft et al. (1989) has demonstrated that raingauge measurements of convective rainfall events in the Sahel typically vary by more than 50% within a single pixel. However, the present study is concerned only with the variability of the rainfall/CCD relationship attributable to different weather regimes. This has been investigated by looking at a number of likely indicators of weather patterns from NWP model fields and TIR imagery. The parameters investigated included African Easterly Wave phase, storm type, humidity and vertical velocity.
In order to disentangle variability on a daily time scale from variability on a seasonal time scale, days were classified by how closely they agreed with the calibration equation for that month as given in Table 1 . Days for which the CCD-gauge data pair plotted within a predetermined distance ε of the calibration regression line were classified as "good" (G). Days outside these limits were defined as "underestimates" (U) or "overestimates" (O) depending on whether the CCD under-or overpredicted the rainfall. The classification was then compared with the weather indicators listed above to see if statistically significant influences could be detected. In this study, ε was taken to be 4 mm.
African Easterly Waves (AEW)
African Easterly Waves are synoptic scale disturbances most easily observed in the surface pressure and horizontal wind fields, which propagate westwards across northern Africa and into the Atlantic. The phase of the wave modulates convection and hence the rainfall intensity, but the relationship is complex and not well understood. As part of this study, a comprehensive analysis was carried out using CCD and gauge data and the day-averaged NWP model fields over the Bakoye catchment. The details of this analysis are presented in the companion paper (Diop & Grimes, 2003) . Here, the focus is on how the phase of the wave affects the rainfall/CCD calibration.
The dominant wave phase over the catchment was determined by visual inspection of the model wind field averaged over the day. The temporal and spatial averaging of the analysis data introduces some uncertainty into the allocation of a representative phase and, therefore, the wave was divided into six phase categories, as opposed to the eight categories introduced by authors analysing data from the GATE (Global Atlantic Tropical Experiment) (e.g. Reed et al., 1977) . With a view to including the wave phase as a parameter in the rainfall estimation algorithm, each phase is also assigned a "rainfall index" which indicates its ranking in terms of the likely intensity of rainfall. In this scheme a "no-wave" situation is designated as Phase 7 and also assigned a rainfall index. The definition of the phases is shown in Table 2 . Table 3 shows the proportions of G, U and O days associated with the ridge, trough and no-wave situations for all three years studied. It appears that there is a markedly higher reliability of the relationship between CCD and gauge in the ridge and no-wave situations as compared with the wave trough. A Pearson's χ 2 test indicates that this result is significant at the 0.01 level. Although there were too few data to distinguish reliably between the individual wave phases in this manner, a calibration carried out on all available CCD-gauge data based on wave phase instead of month shows a remarkably smooth variation in a 0 and a 1 with phase and suggests that the Easterly Wave phase could be an important factor in calculating rainfall intensity from satellite imagery. This is illustrated in Fig. 3 .
Storm type
The rain in the region of the Bakoye catchment derives from a number of different weather scenarios, which can be distinguished using the satellite imagery. The two main categories are squall lines and isolated storms. Squall lines are organized systems of convective cells oriented along a roughly north-south axis and propagating westward. Isolated storms develop through localized convection. As the aim of this paper is to distinguish different rain-rate relations, a non-standard classification is used here, which reflects the likely rainfall intensity taking into account the stage of maturity and type of cloud. Details of the classification procedure are given in Diop & Grimes (2003) . The classification is summarized in Table 4 . Table 4 also shows the categorization of rain days as G, U or O according to storm type. Once again the number of data is insufficient to carry out a statistical significance test for individual storm types. However, it is apparent that Types 1, 2 and 3 (nonsquall-line rainfall) give rise to more reliable calibrations (higher proportion of G days) than Types 4-7, which are associated with squall lines.
Relative humidity and vertical velocity
A combination of high humidity and vertical velocity is likely to give rise to convective rainfall and these parameters may therefore influence the CCD calibration. In order to test this idea, mean daily fields of specific humidity at 850 mbar and vertical velocity at 400 and 700 mbar were extracted for the Bakoye catchment area. Although it might be expected that high values of these parameters would lead to more intense rain and therefore correspond to U days for which the CCD underestimates the rainfall, no evidence was found to support this for the period studied. The quality of the estimates and the calibration parameters appeared to be independent of either humidity or vertical velocity.
In contrast, Vicente et al. (1998) found that relative humidity was an important determinant of rain rate. However their study used the NCEP model over the continental United States and it may be that the humidity output is more reliable here. It may also be that the complexities of the West African climate mean that humidity is of less direct importance in determining rain rate than in the United States.
Calibration based on TIR, wave phase and storm type
The perceived dependence of the relationship between CCD and rainfall on AEW phase and storm type implies that incorporation of phase and storm type information in the calibration should give rise to improved results. Here this is done via a multiple linear regression: P a S a D a a r 3 2 1 0
where S is storm type and P is the AEW phase rainfall index as given in Table 2 .
Although it would be possible to look for a more complex relationship between rainfall and weather-related parameters, in the absence of clear theoretical or empirical guidance, the multiple linear regression is chosen here as the simplest starting point. It also has the merit of using the same mathematical formulation as the rainfall/CCD calibration, making comparisons easier. Research is ongoing into the investigation of more complex, nonlinear possibilities, such as the use of neural network algorithms . In order to compare the multiple regression (MR) estimates with those based on CCD only, a cross-validation approach was used in which calibration was carried out using data for two of the three years and then validated against raingauge data from the remaining year. In this way the performance of both algorithms can be assessed against the data from all three years. For both calibration and validation, the daily mean raingauge value was compared with the daily mean CCD averaged only over those pixels containing the raingauges.
The best fit calibration parameters are given in Table 5 . An encouraging feature here is the consistency of a 1 suggesting that much of the year-to-year instability of the calibration (cf. Table 1) is indeed explicable by variation in storm type and wave phase.
The quality of the estimates was assessed by computing bias and root mean square error (RMSE) values for each set of validation data. Bias and RMSE are defined according to the following equations: where e i and o i are estimated and observed mean rainfall for day i, and n is the number of days over which the parameter is calculated. The results are given in Table 6 . It can be seen from Table 6 that the MR method shows an improvement over the CCD-only approach for both bias and RMSE in all situations with the exception of the 1989 bias. The inclusion of the storm type and phase parameters also allows calibration to be performed without classification by calendar month so that a single calibration is used throughout the year, thus greatly simplifying operational implementation.
HYDROLOGICAL MODELLING
General approach
Having established that some improvement in the rainfall estimates is obtained by incorporating storm type and AEW phase information, this section deals with the application to hydrological modelling. The following questions are addressed: 1. Can contemporaneously calibrated CCD-based rainfall estimates improve on raingauge-only estimates for forecasting river flows on a daily time scale? 2. Are CCD-derived flow forecasts improved if weather information relating to AEW phase and storm type are included? 3. How good are the CCD/weather information-based forecasts if no contemporaneous raingauge data are available for calibration? The first two questions give an indication of the utility of the rainfall estimates in the best possible circumstances, that is, when contemporaneous gauge data are available for calibration. The third question relates to a more realistic scenario for operational applications in Africa in which only historic gauge data are available.
The hydrological model
While it would be possible in principle to make use of the spatial detail of the CCD imagery by running a distributed hydrological model, other data such as soil type, vegetation type and topographic gradient would also be needed at a high resolution. As these data are usually not available, a simple, lumped model has been used to simulate the river flow in the catchment. The chosen model is the Pitman model (Pitman, 1976) , which runs on a daily time step and requires only rainfall and potential evaporation as input. Rainfall is allowed to evaporate from surface storage and the remainder infiltrates to a soil moisture store unless the rainfall rate exceeds a specified maximum, in which case it runs off as surface flow. Water from the soil moisture store either evaporates or percolates to groundwater. When the soil moisture reaches its maximum value W max , all additional rainfall runs off as surface flow. The surface flow combined with base flow from the groundwater store makes up the river flow after suitable lagging. The model is summarized in Fig. 4 .
Calculation of evaporation
Actual evaporation E a is calculated in the Pitman model from potential evaporation scaled by the ratio of soil moisture W to maximum soil moisture W max , plus the interception loss E i . Thus:
As no real time measurements of E p were available, it was initially assumed that E p conformed to climatology. Mean monthly climatological values for the Bakoye catchment were extracted from the UN FAO database for Africa and interpolated to give daily values for the months June-October.
In an attempt to improve on the use of climatological E p , these values were modulated with a vegetation index obtained from satellite imagery. In a semiarid catchment such as the Bakoye, one would expect evaporation to depend at least in part on the extent of vegetation cover, which varies considerably during the rainy season and between seasons. The proportion of vegetation cover can be estimated using the mean normalized difference vegetation index (NDVI) for the catchment, which may be computed from NOAA-AVHRR satellite imagery (Baret & Guyot, 1991) . A repre- Fig. 4 The Pitman model. (E i and E s are evaporation from interception storage I and soil moisture, respectively, after rainfall P; I max is maximum interception storage, E p is potential evaporation, W is soil moisture, W max is maximum soil moisture and G is groundwater; Q q1 represents quick flow for rainfall rate exceeding maximum infiltration rate Z and Q q2 represents quick flow from saturated soil; Q b is baseflow, and the total flow Q is an appropriately lagged sum of Q q and Q b ; I max , W max , Z min , Z max , i, h and G 0 are parameters to be empirically determined. A summary of the mathematical relationships is given in the right-hand panel.) sentative value N * for the vegetated fraction of the catchment for each day was then computed as:
where N is the mean NDVI value for the catchment on a given day, N min is the mean value at the peak of the dry season averaged over the years of study; and N max is the maximum mean value for the catchment. Separate calculations were made for actual evaporation from the vegetated and non-vegetated areas (respectively E v and E s ), using a formulation given by Serafini & Sud (1987) . The combined actual evaporation is then:
Maximum interception storage I max (see Fig. 4 ) was taken to be a linear function of NDVI.
Calibrating the hydrological model
The model was calibrated by adjusting the model parameters within physically reasonable limits so as to obtain an optimum match between simulated and measured
flows for a single season. The quality of fit of the modelled data was judged by two quantitative parameters as well as visual inspection of the hydrographs. The two parameters were the flow ratio ρ and the so-called "efficiency" η:
where Q mi is measured flow on day i; Q si is simulated flow on day i; and m Q is mean measured flow.
Note that η = 1 corresponds to perfect agreement between modelled and observed values; η = 0 is the score obtained by using the mean observed flow as the model and η < 1 means the modelled results are worse than those using the mean observed flow as the model.
RIVER FLOW FORECASTING
Methodology
To address questions 1 and 2 posed in the previous section, the model was run using three different formulations of areal rainfall for the catchment. These were: -Mean raingauge value within the catchment; -CCD-based areal estimates with contemporaneous calibration; and -MR areal estimates with contemporaneous calibration.
In each case the hydrological model parameters were optimized using the 1988 data as this year had the greatest range of flows.
To address question 3, a cross-validation approach was used once more. In this case, both the calibration of the CCD and MR rainfall estimates and the hydrological model were carried out using data from two of the three years. The model was then run for the remaining year and validated by comparison with measured river flow. In order to evaluate the usefulness of NDVI in calculating evaporation, the model was run in two modes. Mode B corresponds to the original Pitman calculation of actual evaporation as in equation (5); Mode V corresponds to the NDVI based calculation of equation (7).
Catchment rainfall estimates using multiple regression
The same reasoning inherent in equation (2) was used to calculate mean areal rainfall over the catchment via the multiple regression of equation (3). As the CCD part of the multiple regression is taken only from cloudy pixels, the algorithm should only be applied to cloudy pixels and hence the mean catchment rainfall (including any nonrainy area) is given by: 
As CCD data were only available from July to September, the mean daily raingauge values for June and October were added to all rainfall estimate time series, in order to cover the complete growth and decay of the measured hydrograph. Similarly, where satellite or NWP data were missing for a specific day, the value was replaced by the corresponding mean gauge value for the catchment.
Results and discussion of river flow forecasting
Evaporation data The increase in complexity of the evaporation model in Mode V produced surprisingly little difference in the final hydrographs or goodnessof-fit statistics and this requires some comment. The reasons can be understood by looking at the details of the modelled evaporation. The early season actual evaporation in Mode V is somewhat higher than in Mode B because of the influence of the NDVI via equation (7). Conversely, towards the end of the season, Mode V evaporation is lower because of a smaller interception storage. In fact, these differences do not greatly affect the modelled hydrograph, partly because the greatest differences occur in the early season when the river flow is very low and partly because the effects can be compensated for by suitable changes in model parameters such as the maximum soil moisture W max . Thus it appears that the model is quite robust to the evaporation data, although this might not be the case in a larger river with higher early season flows. Further work is needed in this area using data from other catchments. Because the method of evaporation calculation made little difference to the modelling results, only the Mode B results are shown in the rest of this paper.
Comparison of algorithms
The results can be discussed in terms of the questions posed previously.
(1) Can contemporaneously calibrated CCD-based rainfall estimates improve on raingauge-only estimates for forecasting river flows on a daily time scale? Results are shown in Fig. 5 and Table 7 (a). Firstly, both gauge and satellite data do well in 1988 both with regard to the overall shape of the hydrograph and the timing of peaks. Although this is the calibration year and therefore has the best chance of giving a good fit, it is clear that both data sets reflect to some extent the daily variations in the "true" mean catchment rainfall.
In 1989 and 1992, the fit is less good. Both gauge and CCD overestimate the total flow in 1989 and underestimate in 1992. However the CCD-based simulation overestimates much less severely than the gauge simulation in 1989, giving a better average fit over all three years. These results show that there is some skill in using daily CCD-based rainfall estimates as the input to a river flow forecast model and that, in this case at least, they perform better than raingauge data only.
(2) Are the CCD-based flow forecasts improved if weather information relating to AEW phase and storm type is included? Table 7 (a) and Fig. 5 show that the MR algorithm performs similarly to the CCD and gauge data in 1988, but does much better in 1989. In 1988, the MR model is closer to the measured flow in the early part of the season, but is less good around day 100. In 1989 there is a considerable improvement over both of the other two methods. The peak flow is slightly underestimated, but the timing of the peaks and the shape of the hydrograph are well modelled. In 1992, the flow is significantly underestimated resulting in low values of η and ρ, but the hydrograph shape and the timing of peaks are good. This is demonstrated by the fact that a good fit can be achieved simply by altering W max (the maximum soil moisture storage), while holding other parameters fixed. Reducing W max forces more surface runoff, increasing the size of the peak and the total flow. A similar improvement is not achievable with either the gauge-based or CCD-based rainfall input. The η and ρ values optimized in this way for each rainfall input for 1992 are also shown in Table 7 (a).
(3) How good are the CCD/weather information-based forecasts if no contemporaneous raingauge data are available for calibration?
The results of the model simulations using the cross-validation approach described above are shown in Fig. 6 and Table 7(b) . In 1988 and 1989 the fits to the observed data are degraded with respect to the contemporaneous calibrations. In particular, the 1988 flows are severely underestimated. On the other hand, for both algorithms the 1992 flows are much better simulated than with the contemporaneous calibration. It is possible that this is due to the small number of raingauges available for calibration in 1992. However the important feature of Fig. 6 is that the multiple regression performs better than the CCD calibrations for each of the three years. Taking all three years together, the MR based on non-contemporaneous calibration also outperforms the gauge data.
Overall these results of the hydrological model support the validation results for the rainfall estimates. The inclusion of wave phase and storm type data in the rainfall estimation algorithm improves the quality of the modelled hydrographs by providing more accurate estimates of the catchment areal average rainfall. Operational considerations For the catchment studied in this paper the modelled river flows have a time lag of one day, which is to say they give an effective one-day ahead forecast at the catchment mouth. The results described above show that a combination of satellite and NWP data can give better results than raingauge data even if the raingauge observations could be made available in real time. Although the non-contemporaneous calibration results in Fig. 6 are not good enough for immediate operational applications, Fig. 5 and Table 7 (a) indicate that the combined satellite and NWP model simulates well the observed flows if a systematic under-or overestimate can be avoided. This may be achievable by the use of an updating algorithm within the model in which observed flows from the previous days are used to update the model moisture stores, thus avoiding large, persistent differences between observed and modelled flows. Many hydrological models operate in this manner; see, for example, O' Connell & Clarke (1981) .
A further point, which needs to be addressed, is the identification of storm type and wave phase. In this study, the identification was carried out manually. In an operational situation, an automated procedure is highly desirable. A neural network approach would seem to be appropriate and research in this area is currently being undertaken .
CONCLUSIONS
The work reported here shows that satellite-based rainfall estimates may be improved by incorporating information on weather systems. For the West African region studied, the most important factors were the presence or absence of African Easterly Wave activity and its average phase over the catchment, and the type of storm giving rise to the rainfall. In particular it appears that a simple linear calibration is less reliable in an Easterly Wave Trough or within a squall line. It has also been shown that the accuracy of CCD-based rainfall estimates increases if wave phase and storm type information is included in a multiple regression. This combined algorithm has the advantage that separate calibrations for different months are not needed.
Mean daily rainfall estimates, calculated either from gauge-only, CCD-only or combined CCD/weather information, were used as input to a rainfall-runoff model in order to test the feasibility of operational river flow forecasts. In the case of contemporaneous calibration against raingauge data, over the three years studied, the combined algorithm gave the best results, while the gauge-only data gave the poorest performance.
Calibrating against data from other years gave worse results than same-year calibration for two out of the three years. The combined (MR) algorithm performed much better than the CCD-only approach in every year and was also significantly better than the gauge-based estimates for the three years taken together.
In this project, climatological estimates of potential evaporation were used. The use of NDVI data to modulate the E p values did not significantly improve the model results. However other remote sensing approaches to estimating potential evaporation may be possible and it may also be feasible to calculate representative daily values from NWP model data. Work is continuing in these areas.
The combination of satellite information and weather information was achieved here via a multiple regression. Because of the nonlinearity of the systems studied, it may be that more complex approaches would be more appropriate. In particular, neural network algorithms have been used by other workers in satellite-based rainfall estimation (Bellerby et al., 2000) and the authors are also investigating this possibility with some encouraging preliminary results .
Although the results reported here do not give reliable enough flow forecasts for immediate operational implementation, it is clear that the CCD estimates give a good qualitative indication of the peaks and troughs in rainfall amounts and that the inclusion of weather information increases the overall reliability of the simulated hydrograph. It should be stressed that these results were achieved with a very simple rainfall-runoff model and a more sophisticated model, which allows for state updating, may give operationally useful forecasts.
