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In this paper, we explore conditions for a ﬁnite-rank operator in a commutative
subspace lattice (CSL) algebra to be decomposable (that is, it can be written as the
sum of rank one operators in that algebra). We introduce correlation coefﬁcients
for rank two operators, the property (F), and correlation matrices for ﬁnite-rank
operators, based on which we prove that a rank two operator is decomposable if
and only if it has only ﬁnitely many correlation coefﬁcients, and if a ﬁnite-rank
operator has the property (F) (has only ﬁnitely many correlation matrices) then it
is decomposable.  2001 Elsevier Science
Key Words: decomposability; ﬁnite-rank operator; CSL algebras; correlation coef-
ﬁcients; the property (F); correlation matrices.
1. INTRODUCTION
Let  be a subspace lattice in a normed space  and let alg be the
algebra of all linearly bounded operators on  which leave invariant each
element of  . Suppose that F is a ﬁnite-rank operator in alg . If F can
be written as a sum of rank 1 operators in alg , we say that F is decom-
posable; if every ﬁnite-rank operator in alg is decomposable, we say that
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0022-247X/01 $35.00
 2001 Elsevier Science
All rights reserved.
decomposability of ﬁnite-rank operators 409
alg is decomposable. There are several papers studying the decompos-
ability of alg and ﬁnite-rank operators in it for appropriate  . For exam-
ple, if  is a nest or a complete atomic Boolean algebra then alg is
decomposable [2, 5, 7, 11]. Since nests and complete atomic Boolean alge-
bras are both special cases of completely distributive lattices, it might seem
likely that alg is decomposable when  is a completely distributive lattice.
Longstaff [7] gave an afﬁrmative answer for the case where the underlying
space is ﬁnite-dimensional. But Hopenwaesser and Moore [4] produced an
example of a commutative, completely distributive lattice  in a inﬁnite
Hilbert space such that there exists an indecomposable rank 2 operator in
alg . Since then, relatively little was known about the decomposability of
alg . For more background information on decomposability we refer the
reader to [3].
In this paper we investigate the decomposability of commutative sub-
space lattice (CSL) algebras. In what follows,  is a CSL in a Hilbert
space, meaning a complete lattice of subspaces such that PL L ∈ 
is abelian, where PL is the projection to L. For convenience, we write L
for PL. For an operator F , we use RF to denote the range of F . The
rank 1 operator x⊗ y is deﬁned by x⊗ yz = z yx. Suppose that F is
a rank n operator. If the sets x1 x2 
 
 
  xn and y1 y2 
 
 
  yn are lin-
early independent separately such that F = x1 ⊗ y1 + x2 ⊗ y2 + · · ·xn ⊗ yn,
we say that S = x1 x2 
 
 
  xn y1 y2 
 
 
  yn is a standard form of F .
Our motivation for beginning work in Section 2 was the counter-example
given by Hopenwaesser and Moore [4]. It is known that there are many
rank 2 operators in a completely distributive CSL algebra which is the sum
of two rank 1 operators. Naturally we asked ourselves: Why is one decom-
posable while another is not? Let F = x1 ⊗ y1 + x2 ⊗ y2 be a rank 2 oper-
ator in alg . If both x1 ⊗ y1 and x2 ⊗ y2 belong to alg , then L⊥x1 ⊗
y1L = L⊥x2 ⊗ y2L = 0 for any L ∈  . However, if x1 ⊗ y1 or x2 ⊗ y2
does not belong to alg , then there exists some L ∈  such that neither
L⊥x1 ⊗ y1L nor L⊥x2 ⊗ y2L vanishes and hence there is a scalar kL such
that Ly1 = kLLy2 since L⊥FL = 0. We call such kL a correlation coef-
ﬁcient of F . Clearly correlation coefﬁcients of F depend on the standard
form of F . But, the nature of this description will allow us to demonstrate
the feature of decomposable rank 2 operators. In fact, we will prove that a
rank 2 operator in a CSL algebra is decomposable if and only if it has only
ﬁnitely many correlation coefﬁcients.
Inspired by the success with rank 2 operators, in Section 3, we generalize
correlation coefﬁcients to ﬁnite-rank operators, which leads to correlation
matrices. To specify that ﬁniteness of correlation matrices is an invariant
index, we introduce the property (F). In fact, it will be shown that a f˝inite-
rank operator has only ﬁnitely many correlation matrices if and only if it
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has the property of (F). The main result in Section 3 is that if a ﬁnite-
rank operator in a CSL algebra has only ﬁnitely many correlation matrices
(equivalently, has the property (F)) then it is decomposable, and if a CSL
 has the property (F) then alg is decomposable. Using our result, we
give a new proof of decomposability of nest algebras and ﬁnite-width CSL
algebras.
Part of the results of this paper were announced in [8, 9].
2. CORRELATION COEFFICIENTS
In this section, we will introduce the concept of correlation coefﬁcients
for rank two operators in alg and give a sufﬁcient and necessary condition
for a rank two operator in alg to be decomposable. As an application,
we examine two examples of Hopenwaesser and Moore.
Let F be a rank two operator in alg and let S = x1 x2 y1 y2 be a
standard form of F . Let
SF = L ∈  L⊥x1 ⊗ y1L = 0 and L⊥x2 ⊗ y2L = 0

Then L ∈ SF when precisely none of Lx1 Lx2 Ly1 Ly2 is zero. Since F
is in alg , L⊥FL = 0. Thus L⊥x1 ⊗ y1L = 0 if and only if L⊥x2 ⊗ y2L = 0,
and hence
SF = L ∈  L⊥x1 ⊗ y1L = 0 = L ∈  L⊥x2 ⊗ y2L = 0

For L ∈ SF, since L⊥FL = 0 there exists a nonzero constant kSL
such that Ly2 = kSLLy1. We call such a constant kSL a correlation coef-
ﬁcient of F with respect to the standard form S. Let CSF = kSL L ∈
SF.
We remark that both CSF and the number of CSF depend on stan-
dard forms of F . For example, let e1 e2 e3 be the set of orthogonal
vectors in a Hilbert space H. Let L1 = spane1, L2 = spane1 e2, L3 =
spane1 e3, L4 = spane1 e2 e3 ; then  = 0 L1 L2 L3 L4H is a
CSL. It is easy to verify that e2 ⊗ e2 and e3 ⊗ e3 are in alg and hence
F = e2 ⊗ e2 + e3 ⊗ e3, is in alg . In this case F has no correlation coefﬁ-
cients. But F is also expressed as F = e2 + e3/2 ⊗ e2 + e3 + e2 − e3/
2⊗ e2 − e3. In this case F has correlation coefﬁcients 1 and −1.
However, the following theorem shows that the difference in the number
of CSF and CS′ F is no more than two for different standard forms S
and S′.
Theorem 2.1. Let F be a rank two operator in alg . Suppose that S =
x1 x2 y1 y2 and S′ = u1 u2 v1 v2 are two standard forms of F . Then
CSF is ﬁnite if and only if CS′ F is ﬁnite.
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Proof. Without loss of generality, suppose that CS′ F is ﬁnite. Since
F = x1 ⊗ y1 + x2 ⊗ y2 = u1 ⊗ v1 + u2 ⊗ v2, there are matrices A = αij2×2
and B = βij2×2 such that
x1 = α11u1 + α12u2
x2 = α21u1 + α22u2 (2.1)
and
y1 = β11v1 + β12v2
y2 = β21v1 + β22v2
 (2.2)
Let L ∈ SF; then there is a scalar kSL such that
Ly2 = kSLLy1
 (2.3)
We distinguish two cases.
Case 1. L ∈ S′ F, and then Lv2 = kS′ LLv1. Thus by (2.2),
Ly1 = β11 + β12kS′ LLv1
Ly2 = β21 + β22kS′ LLv1

Since Ly1 = 0, we have that β11 + β12kS′ L = 0. Hence
Ly2 =
β21 + β22kS′ L
β11 + β12kS′ L
Ly1
 (2.4)
Combining (2.3) and (2.4), we have that kSL = β21 +β22kS′ L/β11 +
β12kS′ L.
Case 2. L ∈ S′ F, and then
L⊥u1 ⊗ v1L = L⊥u2 ⊗ v2L = 0

Thus, if Lv1 = 0 and Lv2 = 0 then L⊥u1 = L⊥u2 = 0 and hence
L⊥x1 = L⊥x2 = 0 by (2.1), which conﬂicts with the hypothesis L ∈ SF.
Therefore, at least one of Lv1 and Lv2 is zero. If Lv1 = 0, then
Ly2 = β22/β12Ly1 and hence kSL = β22/β12; if Lv2 = 0, then
Ly2 = β21/β11Ly1 and hence kSL = β21/β11.
By the argument above, we have that
SF ⊆
{
β21 + β22kS′ L
β11 + β12kS′ L
 L ∈ S′ F
}
∪
{
β22
β12

β21
β11
}

hence SF is ﬁnite.
Though CSF depends on the standard form S of F , Theorem 2.1 shows
that the ﬁniteness of CSF does not. In the sequel, we say that F has only
ﬁnitely many correlation coefﬁcients, meaning CSF is a ﬁnite set for a
standard form S of F . The following is the main result in this section.
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Theorem 2.2. Let  be a CSL and let F be a rank two operator in alg .
Then F is decomposable if and only if F has only ﬁnitely many correlation
coefﬁcients.
For the proof of Theorem 2.2 we will need two lemmas. The ﬁrst one is a
dual of Lemma 3.1 in [6], and the second is a key for proving the necessity
of Theorem 2.2.
Lemma 2.3. The rank one operator x⊗ y belongs to alg if and only if
there exists an element P ∈  such that x ∈ P+ and y ∈ P⊥, where P+ =∧L ∈  L ≤ P.
Proof. Necessity. Let
P =∨L ∈  y ∈ L⊥
then y ∈ P⊥. If L is in  such that L ≤ P , then y ∈ L⊥ and hence Ly = 0.
Since x ⊗ y ∈ alg , L⊥x ⊗ yL = 0. Hence L⊥x = 0. Thus x ∈ ∧L ∈
 L ≤ P = P+.
Sufﬁciency. Let L ∈  . If L ≤ P , then LP⊥ = 0 and hence L⊥x⊗ yL =
0. If L ≤ P , then L ≥ P+ and hence L⊥x⊗ yL = 0. Therefore L⊥x⊗ yL =
0 for every L ∈  , which implies that x⊗ y belongs to alg .
Lemma 2.4. Let  be a CSL of a Hilbert space  and let  ′′ be the
double commutant of  . If v1 v2 
 
 
  vm are nonzero vectors in H, then
there are ﬁnitely many projections in Q1Q2 
 
 
 QMM ≤ 2m in  ′′ with
the following properties:
(1) for every Qk there is a subset Jk of 1 2 
 
 
 m such that for every
nonzero subprojection Q of Qk in  ′′ the inequality Qvi = 0 holds for every
i ∈ Jk;
(2) QjMj=1 are pairwise orthogonal;
(3) vi ∈
∨QJ  i ∈ J for every i = 1 2 
 
 
 m;
(4) if i ∈ J, then QJvi = 0.
Proof. Let Pi be the least projection  ′′ which contains vi. Now we
proceed by induction. First let J = 1 2 
 
 
 m and deﬁne
QJ =
m∧
i=1
Pi

Suppose that we have deﬁned QJ ′ for every subset J ′ of k elements. Let J
be a subset of k− 1 elements. Deﬁne
QJ =
∧Pi i ∈ J −∨QJ ′  J ⊂ J ′
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where J ⊂ J ′ means that J is properly contained in J ′. Let QiMi=1 be the
set of all nonzero elements of QJ  J ⊂ 1 2 
 
 
 m. Denote J by Jk if
Qk = QJ . Let us verify that the set QiMi=1 has the desired properties.
Suppose that there exists Qk such that Qvi = 0 for some subprojection
Q of Qk and i ∈ Jk. By the deﬁnition of Qk, Qk ≤ Pi, and thus vi ∈ Pi −Q,
which conﬂicts with the deﬁnition of Pi. This proves (1).
Suppose that QJ1 ∧ QJ2 = Q, where J1 and J2 are two subsets of1 2 
 
 
 m satisfying J1 = J2. Let J = J1 ∪ J2; then Ji ⊂ Ji = 1 2 and
hence
Q ⊥ QJ
 (2.5)
By the deﬁnition, we have that
QJ1 ≤
∧Pi i ∈ J1 −∨QJ ′  J ⊂ J ′
and
QJ2 ≤
∧Pi i ∈ J2 −∨QJ ′  J ⊂ J ′

Thus
Q = QJ1 ∧QJ2 ≤
∧Pi i ∈ J −∨QJ ′  J ⊂ J ′ = QJ
 (2.6)
(2.5) and (2.6) force that Q = 0 and property (2) has been shown.
Now we verify property (3). Since vi ∈ Pi, it sufﬁces to verify that Pi =
∨QJ  i ∈ J. Indeed by the deﬁnition,∨QJ  i ∈ J = Qi ∨ (∨QJ  i ⊂ J)
= (Pi −∨QJ  i ⊂ J) ∨ (∨QJ  i ⊂ J) = Pi

Property (4) follows from properties (2) and (3). By (2) and the proof of
(3), Pi ⊥ QJ . Thus QJvi = QJP⊥i vi = 0.
Proof of Theorem 2.2. Let S = x1 x2 y1 y2 be a standard form of F .
Then
F = x1 ⊗ y1 + x2 ⊗ y2

Let SF and CSF be as above. For simplicity, write S and CS for
SF and CSF, respectively.
Sufﬁciency. Suppose that CS = k1 k2 
 
 
  kpp <∞. Let
L0 =
∨L L ∈ S
Li =
∨L ∈ S kSL = ki i = 1 2 
 
 
  p

Then L0 = ∨Li i = 1 2 
 
 
  p and F = FL0 + FL⊥0 .
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Claim 1. xi ⊗ yiL⊥0 ∈ alg i = 1 2. For otherwise, without loss of
generality we assume that x1 ⊗ y1L⊥0 ∈ alg . Then there exists an element
L in  such that
L⊥x1 ⊗ y1L⊥0 L = 0
 (2.7)
Thus L⊥x1⊗ y1L = 0 and L ∈ S . Hence L ≤ L0, which conﬂicts with (2.7).
Claim 2. FLi is a rank one operator in alg i = 1 2 
 
 
  p. Let
P = ∨P1 P2 
 
 
  Pn, where P1 P2 
 
 
  Pn are in S such that kSP1 =
kSP2 = · · · = kSPn = ki. Then by a simple induction, we have that
Py2 = kiPy1. Hence Liy2 = kiy1 since Li is the strong operator topology
limit of projection P of the above form by the deﬁnition. Therefore
FLi = x1 ⊗ Liy1 + x2 ⊗ Liy2 = x1 + k¯ix2 ⊗ Liy1

Since F and Li are in alg , FLi is also in alg , which establishes
Claim 2.
Since
F = FL⊥0 + FL0 = FL⊥0 + FL1 ∨ L2 ∨ · · · ∨ Lp
= FL⊥0 +
p∑
q=1
∑
1≤i1<i2<···<iq≤p
−1q+1FLi1Li2 · · ·Liq (2.8)
by Claims 1 and 2, F is decomposable.
Necessity. Suppose that
F = x1 ⊗ y1 + x2 ⊗ y2 =
m∑
i=1
ui ⊗ vi
where each ui ⊗ vi ∈ alg . Let Q1Q2 
 
 
 QM be the exactly nonzero
partition of v1 v2 
 
 
  vm and let J1 J2 
 
 
  JM be the corresponding
subscript sets. Then
F =
M∑
k=1
FQk =
M∑
k=1
x1 ⊗Qky1 + x2 ⊗Qky2 (2.9)
and
FQk =
∑
i∈Jk
ui ⊗Qkvi
 (2.10)
Now suppose that L ∈ S; then
Ly2 = kSLy1
 (2.11)
Moreover, by (2.9), there is some k0 such that
L⊥x1 ⊗ y1Qk0L = 0 = L⊥x2 ⊗ y2Qk0L
 (2.12)
decomposability of ﬁnite-rank operators 415
For i ∈ Jk0 , let Pk0i be the largest element in  such that Qk0vi ∈ P⊥k0i;
then Pk0iQk0vi = 0 and hence Pk0iQk0 = 0 by Lemma 2.4. Thus for j ∈ Jk0 ,
we have Pk0i ∨ Pk0jQk0vj = 0 and hence Pk0i ∨ Pk0j ≤ Pk0j . This implies
Pk0i ≤ Pk0j . Similarly, Pk0j ≤ Pk0i. Consequently, Pk0i = Pk0j for all i j ∈
Jk0 . We use Pk0 to denote the common value of all Pk0iS. Thus Qk0vi ∈ P⊥k0
for every i ∈ Jk0 . Hence ui ∈ P+k0 since ui ⊗Qk0vi ∈ alg .
Applying Pk0 to the equality (2.10), we obtain
x1 ⊗ Pk0Qk0y1 + x2 ⊗ Pk0Qk0y2 = 0

Since x1 and x2 are linearly independent, Pk0Qk0y1 = Pk0Qk0y2 = 0, namely
Qk0y1QK0y2 ∈ P⊥k0 . Applying P
+
k0
⊥ to the equality (2.10), we obtain
P+k0⊥x1 ⊗Qk0y1 + P
+
k0
⊥x2 ⊗Qk0y2 = 0

If Qk0y1 and Qk0y2 are linearly independent, then x1 x2 ∈ P+k0 . Thus both
x1 ⊗ y1Qk0 and x2 ⊗ y2Qk0 belong to alg , which conﬁcts with (2.12).
Therefore Qk0y1 and Qk0y2 are linearly dependent. Hence there is a
nonzero constant qk0 such that
Qk0y2 = qk0Qk0y1
 (2.13)
By (2.11) and (2.13), kSL = qk0 . Therefore F has only less than M cor-
relation coefﬁcients.
In [4], Hopenwaesser and Moore gave two examples. Here we check
those using Theorem 2.2.
Example 1. Let  be a Hilbert space of dimension 2n and let
e−n 
 
 
  e−1 e1 
 
 
  en be an orthonormal basis for  . For each
k = 1 2 
 
 
  n let Lk = spanej j = −k or j > 0 and j = k. Let 
be the subspace lattice generated by L1 L2 
 
 
  Ln. Obviously  is
commutative. Set
x1 =
n∑
i=1
1
i
ei x2 = −
n∑
i=1
ei
y1 =
n∑
i=1
e−i y2 =
n∑
i=1
1
i
e−i
F = x1 ⊗ y1 + x2 ⊗ y2

It is not difﬁcult to verify that F has only correlation coefﬁcients
1 12  
 
 
  1n. Therefore F can be written as a ﬁnite sum of rank one
operators in alg . In fact,
F =
n∑
k=1
∑
i =k
(
1
i
− 1
k
)
ei ⊗ e−k
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Moreover, in this case, every rank two operator is decomposable since  is
ﬁnite.
Example 2. Let 
 
 
  e−n 
 
 
  e−1 e1 
 
 
  en 
 
 
 be an orthonor-
mal basis for Hilbert space  . Let Fk = spanej j = −k or j > 0 and
j = kk = 1 2 
 
 
 and let  be the subspace lattice generated by
L1 L2 
 
 
. Set
x1 =
∞∑
i=1
1
i
ei x2 =
∞∑
i=1
1
i2
ei
y1 =
∞∑
i=1
1
i2
e−i y2 = −
∞∑
i=1
1
i
e−i
F = x1 ⊗ y1 + x2 ⊗ y2

It is not difﬁcult to verify that F has correlation coefﬁcients 1 12  
 
 
 
1
n
 
 
 
. Therefore F cannot be written as a ﬁnite sum of rank one operators
in alg . Similarly, we can give more rank two operators which are not
decomposable.
Remark 2.5. If a rank two operator F in alg is decomposable, it may
be possible to express F in many different ways as a ﬁnite sum of rank one
operators in alg . Following [4], the minimal number of terms in such a
sum is referred to as the length of F . Let NSF be the number of corre-
lation coefﬁcients of F with respect to the standard form S and let lF
be the length of F . Examination of the proof of necessity of Theorem 2.2
reveals that NSF ≤ 2l F. Thus the length of F as in Example 1 is no
smaller than log2 n; this result was obtained in [4] by the different approach.
Moreover, by (2.8), lF ≤ 2NsF + 1.
3. THE PROPERTY (F) AND CORRELATION MATRICES
In this section, we introduce the property (F) and the concept of corre-
lation matrices for a ﬁnite-rank operator. We will prove that if a ﬁnite-rank
operator in a CSL algebra has the property (F) (or has ﬁnitely many corre-
lation matrices) then it is decomposable. As an application, we give a new
proof of decomposability of a ﬁnite-width CSL algebra.
Deﬁnition 3.1. Let  be a CSL and let F be a ﬁnite-rank operator. If
the set RFL L ∈  is ﬁnite then we say that F has the property (F)
with respect to  . If every ﬁnite-rank operator in alg has the property (F)
with respect to  we say that  has the property (F). If every ﬁnite-rank
operator (whether or not in alg) has the property (F) with respect to 
we say that  has the property (SF).
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Clearly if  has the property (SF) then  has the property (F). The
following is one of the main results in this section.
Theorem 3.2. Let  be a CSL and let F be a ﬁnite-rank operator in
alg . If F has property (F), then F is decomposable.
Proof. We proceed by induction on the rank of operators.
For a rank 1 operator, the conclusion is clear. Now suppose that Theo-
rem 3.2 is valid for operators of rank no more than n − 1 with the prop-
erty (F). Let F be a rank n operator with the property (F) in alg . Let
L0 =
∨L L ∈  and RFL = RF

Claim 1. FL⊥0 is decomposable in alg . Write
F = x1 ⊗ y1 + x2 ⊗ y2 + · · · + xn ⊗ yn
where x1 x2 
 
 
  xn and y1 y2 
 
 
  yn are linearly independent. Then
FL⊥0 = x1 ⊗ y1L⊥0 + x2 ⊗ y2L⊥0 + · · · + xn ⊗ ynL⊥0 
it sufﬁces to prove that xi ⊗ yiL⊥0 ∈ alg for every i = 1 2 
 
 
  n.
If xi ⊗ yiL⊥0 ∈ alg , then there is L ∈  such that L⊥xi ⊗ yiL⊥0 L = 0.
Hence L⊥xi ⊗ yiL = 0. Since L⊥FL = 0, we have that Ly1 Ly2 
 
 
 
Lyn is linearly dependent and hence RFL = RF. By the deﬁnition,
L ≤ L0, which conﬁcts with the inequality L⊥xi ⊗ yiL = 0. Thus Claim 1
is established.
Suppose that RFL L ∈ \RF = V1 V2 
 
 
  Vm. Let
Li =
∨L ∈  RFL = Vi i = 1 2 
 
 
 m

Clearly L0 = ∨Li i = 1 2 
 
 
 m. Moreover, we have that
Claim 2. RFLi = Vi and hence the rank of FLi is no more than n− 1
for i = 1 2 
 
 
 m. Indeed, clearly RFLi ⊇ Vi. On the other hand, for
every x ∈ Li there is a sequence xk such that limk→∞ xk = x and Fxk ∈
Vi for each k. Thus Fx ∈ Vi and hence RFLi ⊆ Vi.
Since RFLiL L ∈  ⊂ RFL L ∈  for each i, every FLi has
the property (F). When m = 2,
L0 = L1 + L2 − L1L2
and then
F = FL⊥0 + FL0 = FL⊥0 + FL1 + FL2 − FL1L2

By Claim 1 and the induction hypothesis, every term on the right side of
the equality above is decomposable and hence so is F .
Since L0 = 
∨Li i = 1 2 
 
 
 m− 1 ∨ Lm, by a simple induction on
m, F is decomposable and we are done.
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The following is immediate from Theorem 3.2.
Theorem 3.3. If a CSL  has the property (F), then alg is decompos-
able.
Now we explore the property (F) so that Theorem 3.2 will be more
workable. Let Y = y1 y2 
 
 
  yn be a set of vectors in  and let 
be a CSL. For L ∈  , let IY L be the subset of 1 2 
 
 
  n such that
LYi i ∈ IY L is the maximal linearly independent system obtained by
deleting from Ly1 Ly2 
 
 
  Lyn each vector Lyr that is linearly depen-
dent on Lyj j < r. Then
Lyi = 0 if i < mink ∈ IY L
Lyi =
∑
j∈IY L
j<i
aijLyj ∀ i ∈ IY L
 (3.1)
Set a matrix MY L = αijn×n, where
αij = 0 if i < j or if j ∈ IY L
αij = δij Kronecker delta if i ∈ IY L
αij = aij if i ∈ IyL and j < i
where aij is determined by (3.1). We call IY L and MY L, respectively,
a noncorrelation index set of Y and a correlation matrix of Y with respect
to L.
Theorem 3.4. Let  be a CSL, and F is a rank n operator in alg .
Suppose that F = x1 ⊗ y1 + x2 ⊗ y2 + · · · + xn ⊗ yn. Then F has the property
(F) if and only if Y = y1 y2 
 
 
  yn has only ﬁnitely many correlation
matrices.
Proof. Sufﬁciency. Let L1 and L2 be in  . If sufﬁces to prove that
if MY L1 = MY L2 then RFL1 = RFL2. Suppose that MY L1 =
MY L2 = αij; then IY L1 = IY L2 = I and
L1yi =
∑
j∈I
αijL1yj i = 1 2 
 
 
  n
L2yi =
∑
j∈I
αijL2yj i = 1 2 
 
 
  n

A simple computation yields a linearly independent set x′jj∈I such that
FL1 =
∑
j∈I
x′j ⊗ L1yj
FL2 =
∑
j∈I
x′j ⊗ L2yj
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Since L1yj j ∈ I and L2yj j ∈ I are both linearly independent,
RFL1 = RFL2 = spanx′j j ∈ I

Necessity. Suppose that MY L L ∈  is inﬁnite. We prove that
RFL L ∈  is inﬁnite. Since IY L L ∈  is ﬁnite, there exits a
subset I of 1 2 
 
 
  n such that MY LIL = I is inﬁnite. It suf-
ﬁces to prove that if IY L1 = IY L2 = I and MY L1 = MY L2 then
RFL1 = RFL2.
Without loss of generality, we suppose that I = 1 2 
 
 
  kk < n.
Thus MY L1 and MY L2 are of the forms
MY L1 =


Ek×k 0
αk+11 · · · αk+1k 0





 
 









αn1 · · · αnk 0


and
MY L2 =


Ek×k 0
βk+11 · · · βk+1k 0





 
 









βn1 · · · βnk 0

 
where Ek×k is the k× k unit matrix. Since MY L1 = MY L2, there exist
αij and βij such that αij = βijk + 1 ≤ i ≤ n 1 ≤ j ≤ k. By a simple
computation, we have that
FL1 = x1 + α¯k+11xk+1 + · · · + α¯n1xn ⊗ L1y1
+ · · · + xk + α¯k+1kxk+1 + · · · + α¯nkxn ⊗ L1yk
and
FL2 = x1 + β¯k+11xk+1 + · · · + β¯n1xn ⊗ L2y1
+ · · · + xk + β¯k+1kxk+1 + · · · + β¯nkxn ⊗ L2yk

Since βij = αij and x1 x2 
 
 
  xn is linearly independent, xj + α¯k+1j×
xk+1 + · · · + α¯ijxi + · · · + α¯njxn cannot be linearly represented by
x1 + β¯k+11xk+1 + · · · + β¯n1xn 
 
 
  xk + β¯k+1kxk+1 + · · · + β¯nkxn. There-
fore RFL2 = RFL1, and we are done
Let F = x1 ⊗ y1 + x2 ⊗ y2 + · · · + xn ⊗ yn be a rank n operator and let
 be a CSL. Let Y = y1 y2 
 
 
  yn. We set MFL = MY L for L ∈ 
and call it the correlation matrix of F . By Theorem 3.4, the ﬁniteness of
MFL L ∈  does not depend on the form of the representation. The
following theorem is an alternative form of Theorem 3.2.
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Theorem 3
2′. If a ﬁnite-rank operator in alg has only ﬁnitely many
correlation matrices, then it is decomposable.
Now we consider the special case in which  is a nest or a ﬁnite-width
CSL.
Lemma 3.5. Let  be a CSL and let Y = y1 y2 
 
 
  yn be the set of
vectors. Suppose that L1 and L2 are in  . If IY L1 = IY L2 = IY L1 ∧
L2 = I, then MY L1 =MY L2.
Proof. Suppose that MY Lk = αkij n×n k = 1 2. If MY L1 =
MY L2, then, by the deﬁnition, there are i0 ∈ I and j0 ∈ I such that
α
1
i0j0
= α2i0j0 
 (3.2)
Since
L1 ∧ L2yi0 =
∑
j∈I
α
1
i0j
L1 ∧ L2yj =
∑
j∈I
α
2
i0j
L1 ∧ L2yj
we have
∑
j∈I
(
α
1
i0j
− α2i0j
)
L1 ∧ L2yj = 0

Since L1 ∧L2yj j ∈ I is a linearly independent set, α1i0j = α
2
i0j
for every
j ∈ I, which conﬂicts with (3.2).
Theorem 3.6. Every nest has the property (SF). Hence every nest algebra
is decomposable.
Proof. Let N be a nest. Let Y = y1 y2 
 
 
  yn be a set of vectors.
Since IY N N ∈   is ﬁnite set, it sufﬁces to show that for each subset
I of 1 2 
 
 
  n the set MY N IY N = IN ∈   is ﬁnite. In fact
MN IN = IN ∈   has only one element. Let P and Q be in 
such that IP = IQ = I. Since  is a nest, we assume that P ≤ Q. Thus
P ∧Q = P and IP ∧Q = IP = IQ. By Lemma 3.5,MY P =MY Q.
Lemma 3.7. Let 1 and 2 be commuting CSLs. If both 1 and 2 have
the property (F), then 1 ∨2 also has the property (F).
Proof. Let  = 1 ∨ 2. Let F be a rank n operator in alg; then
F belongs to alg1 ∩ alg2. Suppose that RFL1 L1 ∈ 1 =
V1 V2 
 
 
  Vp. For k ∈ 1 2 
 
 
  p, let
k1 = L1 ∈ 1 RFL1 = Vk and Lk1 =
∨L1 L1 ∈ k1 
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Claim. RFL1 ∨ L2 = RFLk1 ∨ L2 for every L1 ∈ k1 and every
L2 ∈ 2. Indeed, clearly RFL1 ∨ L2 ⊆ RFLk1 ∨ L2 since L1 ∨ L2 ≤
Lk1 ∨ L2. On the other hand, since FL1 ∨ L2 = FL1 + FL2L⊥1 we have
that
RFL1 ∨ L2 = RFL1 + R
(
FL2L
⊥
1
) = R(FLk1 )+ R(FL2L⊥1 )
⊇ R(FLk1 )+ R(FL2(Lk1 )⊥) = R(F(Lk1 ∨ L2))

Thus we have{
RFL1 ∨ L2 L1 ∈ 1 L2 ∈ 2
}
=
p⋃
k=1
{
R
(
F
(
Lk1 ∨ L2
)) L2 ∈ 2}
=
p⋃
k=1
{
R
(
FLk1
)+ R(FL2(Lk1 )⊥)L2 L2 ∈ 2}

Since every FLk1 
⊥
belongs to alg2, the set RFLk1 ⊥L2 L2 ∈ 2 is
ﬁnite and hence RFL1 ∨ L2  L11 L2 ∈ 2 is a ﬁnite set.
Theorem 3.8. If  is a ﬁnite-width CSL, then alg is decomposable.
Proof. Suppose that  = 1 ∨ 2 ∨ · · · ∨ m, where kmk=1 are com-
muting nests. Then by Theorem 3.6, every i has the property (F). Hence
 has the property (F) by Lemma 3.7. Therefore alg is decomposable by
Theorem 3.3.
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