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COUNTING FIXED POINTS AND TWO-CYCLES OF THE
SINGULAR MAP x 7→ xx
n
MODULO POWERS OF A PRIME
JOSHUA HOLDEN, PAMELA A. RICHARDSON, AND MARGARET M. ROBINSON
Abstract. The “self-power” map x 7→ xx modulo m and its generalized form
x 7→ xx
n
modulo m are of considerable interest for both theoretical reasons
and for potential applications to cryptography. In this paper, we use p-adic
methods, primarily p-adic interpolation, Hensel’s lemma, and lifting singular
points modulo p, to count fixed points and two-cycles of equations related to
these maps when m is a prime power.
1. Introduction
The study of the “self-power” map x 7→ xx modulo m goes back at least to two
papers by Crocker in the 1960’s [9,10]. Its study has accelerated in recent years due
to both improvements in technique (see, for instance, [1–3,7,8,11–13,15–18,21,25])
and its relation to a variation of the ElGamal digital signature scheme given in, e.g.,
[23, Note 11.71]. In particular, [18] and [24] used p-adic techniques to investigate
solutions to the equations (among others)
(1) xx ≡ c mod pe
for fixed c and x in {1, . . . , pe(p− 1)} and
(2) hh ≡ aa mod pe
for x and y in {1, . . . , pe(p− 1)}.
In this work we will use similar techniques investigate the number of fixed points
of the self-power map, i.e., solutions to
(3) xx ≡ x (mod pe),
and two-cycles, or solutions to
(4) xx ≡ y (mod pe) and yy ≡ x (mod pe).
In fact, we give results for the more general situations
(5) xx
n
≡ x (mod pe)
and
(6) xx
n
≡ y (mod pe) and yy
n
≡ x (mod pe)
for all p and n.
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This particular generalization was inspired by study of the map x 7→ gx
n
modulo
p for a fixed integer g, which has been used in a secret sharing scheme [26] and a
group signature scheme [5], among other places. A preliminary study of the case
n = 2 of this map was begun in [28], and the solutions to gx
n
≡ xk modulo pe were
later studied in [22] with some conditions on p, k, and n. It is also known that
the discrete logarithm problem, that is, the problem of inverting the map x 7→ gx
modulo p, can be solved more quickly if a value of gx
n
modulo p is known in
addition. (See [6], for example.) It would be interesting to know if this also applied
to the self-power map. For a general polynomial g(x), we also give some results on
the generalized self-power map x 7→ xg(x) in the case e = 1. Other results for this
map, including discussions of fixed points, appear in [21, Thm. 10] and [7, Cor. 2].
The primary p-adic techniques used in this paper are p-adic interpolation and
lifting techniques, including Hensel’s lemma and lifting singular points modulo p.
Section 2 provides the necessary background for these. Section 3 counts the number
of fixed points, that is, solutions of (5), for both odd p and p = 2. Likewise, Section 4
counts the number of two-cycles, or solutions of (6), for odd and even p. Finally,
Section 5 discusses future work.
2. Interpolation and Lifting
Let p be a prime, and let q = 4 if p = 2, q = p otherwise. As in [18], our starting
point is the difficulty of interpolating the function f(x) = xx
n
, defined on x ∈ Z, to
a function on x ∈ Zp, the ring of p-adic integers. An analytic interpolation is only
possible if the base of our p-adic exponentiation is in 1 + qZp. (See for example,
[14, Section 4.6], [19, Section 4.6], or [20, Section II.2].
Therefore, we let µφ(q) ⊆ Z
×
p , the units in Zp, be the set of all φ(q)-th roots of
unity and consider the Teichmu¨ller character
ω : Z×p → µφ(q),
which is a surjective homomorphism. (Throughout this paper, φ(m) will refer to
the Euler phi function.) It is known that Z×p has a canonical decomposition as
(7) Z×p
∼= µφ(q) × (1 + qZp)
[14, Cor. 4.5.10], and thus for x in Z×p , we may uniquely write x = ω(x) 〈x〉 for
some 〈x〉 ∈ 1 + qZp.
Proposition 1. Let x0 ∈ Z/φ(q)Z, and let
Ix0 = {x ∈ Z | x ≡ x0 (mod φ(q))} ⊆ Z.
Let g(x) be any polynomial. Then
fx0(x) = ω(x)
g(x0) 〈x〉g(x) = ω(x)g(x0) exp(g(x) log 〈x〉)
defines a function which is analytic on 1 + qZp and locally analytic on Z
×
p , such
that fx0(x) = x
g(x) whenever x ∈ Ix0 .
Remark 1. Note that when p = 2, I1 = Z \ 2Z, which is dense in Z
×
2 . Therefore
we will only need one version of fx0(x) in this case.
Proof. The map x 7→ 〈x〉g(x) is defined in the obvious way for any x ∈ N \ pN,
but for such an x, we have exp(g(x) log 〈x〉) = exp
(
log
(〈
xg(x)
〉))
= 〈x〉g(x) by
the properties of p-adic exponential and logarithmic functions. Both versions of
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the function are thus uniformly continuous and bounded on N \ pN and can be
interpolated to Z×p by Problem 185 of [14]. Such an interpolation is unique, and
thus equality holds on Zp, with both versions having the desired analyticity since
exp(g(x) log 〈x〉) does. Also ω(x)g(x0) is constant on 1 + qZp and locally constant
on Zp, so fx0 has the desired analyticity.
If x ∈ Ix0 , then g(x0) ≡ g(x) modulo φ(q), so ω(x)
g(x0) = ω(x)g(x). Thus
fx0(x) = ω(x)
g(x0) 〈x〉g(x) = ω(x)g(x) 〈x〉g(x) = xg(x),
as desired. 
Finally, we will want a version of Hensel’s lemma that applies to power series,
not just polynomials. We will use this in the cases where the solution to an equation
is nonsingular modulo p.
Definition 1 (Defn. III.4.2.2 of [4]). A power series f(x1, x2, . . . , xn) in the ring
of formal power series Zp[[x1, . . . , xn]] with coefficients in Zp is called restricted if
f(x1, . . . , xn) =
∑
(αi)
Cα1,α2,··· ,αnx
α1
1 · · ·x
αn
n and for every neighborhood V of 0 in
Zp there is only a finite number of coefficients Cα1,α2,··· ,αn not belonging to V (in
other words, the family (Cα1,α2,··· ,αn) tends to 0 in Zp).
In particular, the series in this paper are going to be p-adic convergent series∑
α Cαx
α in Zp[[x]] such that limα→∞ |Cα|p = 0.
Definition 2. Let f(x) be a restricted power series in Zp[[x]]. A point a in Zp is
called nonsingular modulo p if dfdx(a) is in Z
×
p . Otherwise,
df
dx(a) ≡ 0 (mod p) and
the the point a is called a singular point modulo p.
Proposition 2 (See Cor. III.4.5.2 of [4]). Let f(x) be a restricted power series in
Zp[[x]], and let a be in Zp such that
df
dx(a) is in Z
×
p and f(a) ≡ 0 (mod p). Then
there exists a unique x ∈ Zp for which x ≡ a (mod p) and f(x) = 0 in Zp.
3. Fixed Points
In this section, we are concerned with counting roots x of the function xx
n
− x
(mod pe), where for a positive integer e and a prime p, we allow x ∈ {1, 2, . . . , pe(p−
1)} such that p ∤ x. To begin, we fix x0 ∈ Z/(p − 1)Z and consider an auxiliary
function ω(x)g(x0) 〈x〉g(x) − x mod pe defined for any polynomial g(x).
Theorem 3. Let p be a prime p 6= 2 and g(x) be a polynomial. Then for every
x0 ∈ Z/(p− 1)Z, there are gcd(p− 1, g(x0)− 1) solutions x to the congruence
ω(x)g(x0) 〈x〉g(x) ≡ x (mod p)
where x ∈ (Z/pZ)×. Alternatively, for any given x ∈ (Z/pZ)×, there are
Ng−1(ordp x)
p− 1
ordp x
values of x0 ∈ Z/(p− 1)Z such that
ω(x)g(x0) 〈x〉g(x) ≡ x (mod p),
where Ng−1(d) is the number of solutions to g(z) − 1 ≡ 0 modulo d and ordp x is
the multiplicative order of x modulo p.
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Proof. We know that 〈x〉 ≡ 1 (mod p), so the congruence reduces to
(8) ω(x)g(x0) ≡ x (mod p).
For fixed x0, since ω(x) ≡ x (mod p) by definition, equation (8) has a solution if
and only if
ω(x)g(x0)−1 ≡ 1 (mod p).
This congruence is satisfied for exactly the x ∈ (Z/pZ)× for which ordp(x) divides
g(x0)− 1. There will be gcd(p− 1, g(x0)− 1) such values for x in the cyclic group
(Z/pZ)×.
On the other hand, if x is fixed, then ordp(x) divides g(x0) − 1 if and only
if g(x0) − 1 ≡ 0 (mod ordp(x)). There are Ng−1(ordp x) such values of x0 in
Z/(ordp x)Z and Ng−1(ordp x)(p − 1)/ordp x such values of x0 in Z/(p− 1)Z. 
Next we use the Chinese Remainder Theorem to get the following corollary to
Theorem 3.
Corollary 4. Let p be a prime, p 6= 2. Then there are
p−1∑
x0=1
gcd(p− 1, g(x0)− 1) =
∑
d|p−1
φ(d)((p − 1)/d)Ng−1(d)
solutions x to the congruence
xg(x) ≡ x (mod p)
where 1 ≤ x ≤ p(p− 1) and p ∤ x.
Proof. Theorem 3 implies that for each choice of x0 ∈ Z/(p−1)Z, there are gcd(p−
1, g(x0)− 1) elements x1 ∈ (Z/pZ)× with the property that
ω(x1)
g(x0) 〈x1〉
g(x1) ≡ x1 (mod p).
By the Chinese Remainder Theorem, there will be exactly one x ∈ Z/p(p − 1)Z
such that x ≡ x0 (mod p− 1) and x ≡ x1 (mod p). By the interpolation we set up
in the introduction, since x ≡ x0 (mod p− 1), we know that for each such x:
xg(x) = ω(x)g(x0) 〈x〉g(x) ≡ ω(x1)
g(x0) 〈x1〉
g(x1) ≡ x1 ≡ x (mod p).
Finally, since exactly gcd(p − 1, g(x0) − 1) such x exist for each x0, we have∑p−1
x0=1
gcd(p− 1, g(x0)− 1) solutions to the congruence.
Alternatively, for each choice of x1 ∈ (Z/pZ)× of multiplicative order d modulo
p, there are ((p− 1)/d)Ng−1(d) values of x0 ∈ Z/(p− 1)Z satisfying the congruence
and φ(d) choices of x1 with multiplicative order d for each d | (p−1). (The equality
of the two sums also follows from [27, Theorem 1]). 
Next we consider p-adic solutions to our equation for x such that g(x) 6≡ 1
(mod p). These are the cases where the solutions are nonsingular modulo p and
thus lift uniquely.
Theorem 5. Let p be a prime, p 6= 2. Then there are{
p−1∑
x0=1
gcd(p− 1, g(x0)− 1)
}
−


∑
g(x1)≡1 (mod p)
Ng−1(ordp(x1))
p− 1
ordp(x1)


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=
∑
d|p−1
∣∣{x1 ∈ (Z/pZ)× | g(x1) 6≡ 1 (mod p), ordp(x1) = d}∣∣ p− 1
d
Ng−1(d)
solutions x to the congruence
(9) xg(x) ≡ x (mod pe)
where 1 ≤ x ≤ pe(p− 1) such that p ∤ x and g(x) 6≡ 1 (mod p).
Proof. For the cases where g(x1) ≡ 1 (mod p), x
g(x0)−1
1 ≡ 1 (mod p) for all x0 ∈
Z/(p − 1)Z such that ordp(x1) | (g(x0) − 1). There will be Ng−1(ordp(x1))(p −
1)/ ordp(x1) such values of x0. Now by the Chinese Remainder Theorem, there will
be Ng−1(ordp(x1))(p− 1)/ ordp(x1) values for x with 1 ≤ x ≤ p(p− 1) where p ∤ x
and g(x) ≡ 1 (mod p).
Now we have left to show that for a fixed x0 ∈ Z/(p − 1)Z, any solution with
g(x1) 6≡ 1 (mod p) to the equation
ω(x)g(x0) 〈x〉x
g(x)
≡ x (mod p)
will lift to a unique solution in Zp. This result will imply by the Chinese Remainder
Theorem that the number of solutions to xg(x) ≡ x (mod pe), where we allow
x ∈ {1, 2, . . . pe(p − 1)} such that p ∤ x and g(x) 6≡ 1 (mod p), will be exactly the
number of solutions when e = 1.
Fix x0 ∈ Z/(p− 1)Z, and consider the function fx0 : Zp → Zp given by fx0(x) =
ω(x)g(x0) 〈x〉g(x) − x. Note that
fx0(x) = ω(x)
g(x0) 〈x〉g(x) − x
= ω(x)g(x0)(exp(g(x) log 〈x〉))− x
= ω(x)g(x0)
(
1 + g(x) log 〈x〉+
g(x)2(log 〈x〉)2
2!
+ · · ·
)
− x.
Now log 〈x〉 ∈ pZp, so
f ′x0(x) = ω(x)
g(x0) ((g′(x0) log 〈x〉+ g(x)/x) + (terms containing p))− 1
f ′x0(x) ≡ ω(x)
g(x0)g(x)/x− 1 (mod p)
≡ xg(x0)−1g(x)− 1 (since ω(x) ≡ x (mod p)).
Suppose we have an x1 ∈ (Z/pZ)× such that g(x1) 6≡ 1 (mod p) and ω(x1)g(x0) 〈x1〉
g(x1) ≡
x1 (mod p). Again, since ω(x1) ≡ x1 (mod p) and 〈x1〉 ≡ 1 (mod p), this gives us
x
g(x0)
1 ≡ x1 (mod p). Hence,
f ′x0(x1) ≡ x
g(x0)−1
1 g(x1)− 1 (mod p)
≡ g(x1)− 1 (mod p).
Since g(x1) 6≡ 1 (mod p), we have that f
′
x0(x1) 6≡ 0 (mod p).
By Proposition 2, for fixed x0 ∈ Z/(p − 1)Z, each solution x1 with g(x1) 6≡ 1
(mod p) to the equation
ω(x)g(x0) 〈x〉g(x) ≡ x (mod p)
will lift to a unique solution to ω(x)g(x0) 〈x〉g(x)−x in Zp. Thus this unique solution
in Zp will correspond to one solution to equation (9) for each e. Putting these results
together with Corollary 4 and taking out the solutions where g(x) ≡ 1 (mod p), we
have our theorem.
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The second summation follows by noting that for each choice of x1 ∈ (Z/pZ)×
of multiplicative order d modulo p such that g(x1) 6≡ 1 modulo p, there are ((p −
1)/d)Ng−1(d) values of x0 ∈ Z/(p− 1)Z satisfying the congruence.

Corollary 6. Let p be a prime p 6= 2, then there are{
p−1∑
x0=1
gcd(p− 1, xn0 − 1)
}
−
{
p−1∑
x0=1
gcd(p− 1, n, xn0 − 1)
}
=


∑
d|p−1
φ(d)
p− 1
d
Nxn−1(d)

−


∑
d|gcd(n,p−1)
φ(d)
p− 1
d
Nxn−1(d)


solutions x to the congruence
(10) xx
n
≡ x (mod pe)
where 1 ≤ x ≤ pe(p− 1) such that p ∤ x and xn 6≡ 1 (mod p).
In particular, there are{
p−1∑
x0=1
gcd(p− 1, x0 − 1)
}
− (p− 1)
=


∑
d|p−1
φ(d)
p− 1
d

−


∑
d|gcd(n,p−1)
φ(d)
p− 1
d


solutions x to the congruence
(11) xx ≡ x (mod pe)
where 1 ≤ x ≤ pe(p− 1) such that p ∤ x and x 6≡ 1 (mod p).
Proof. Let g(x) = xn. Then for each choice of x0 in Theorem 3, there are gcd(p−
1, n, xn0 − 1) elements x1 ∈ (Z/pZ)
× with the property that both ω(x)x
n
0−1 ≡ 1
(mod p) and g(x) = xn ≡ 1 (mod p), since ω(x) ≡ x (mod p), and thus these are
together equivalent to
ω(x)gcd(n,x
n
0−1) ≡ 1 (mod p).
On the other hand, g(x) ≡ 1 modulo p is equivalent to ordp(x) | n, which is
equivalent to ordp(x) | gcd(n, p− 1). So in the previous theorem,∣∣{x1 ∈ (Z/pZ)× | g(x1) 6≡ 1 (mod p), ordp(x1) = d}∣∣ = φ(d)
if d divides p− 1 but not gcd(n, p− 1) and 0 otherwise. 
Now we need to specialize to g(x) = xn in order to look at the solutions that are
singular modulo p.
Definition 3. Let Ga,e equal the set of solutions x to the equation
xx
n
≡ x (mod pe)
where 1 ≤ x ≤ pe(p − 1) such that p ∤ x and x ≡ a (mod q). Recall that q = p
when p is odd, and q = 4 when p = 2.
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Theorem 7. Let p be a prime, p 6= 2 and p ∤ n, and ξ ∈ Zp be an nth root of unity.
Then
|Gξ,e| =
p− 1
ordp(ξ)
Nxn−1(ordp(ξ)) · p
⌊e/2⌋.
Proof. Consider x ≡ ξ modulo p. Let 0 ≤ x0 ≤ p−1, and let fx0(x) = ω(x)
xn0 〈x〉x
n
−
x. Since we are assuming ξ is a root of unity, we have that ω(x) = ξ. We noted
in the proof of Theorem 3 that if ordp(ξ) = ordp(x) does not divide x
n
0 − 1, then
there are no solutions to fx0(x) ≡ 0 modulo p and thus no solutions to fx0(x) ≡ 0
(mod pe) for any positive integer e. Thus, we assume that ordp(ξ) divides x
n
0 − 1,
so ω(x)x
n
0 = ξx
n
0 = ξ. Then we have that
(12) fx0(x) = ξ 〈x〉
xn − x = ξ exp(xn log 〈x〉)− x.
Also, note that
f ′x0(x) = ξ exp(x
n log 〈x〉)(nxn−1 log 〈x〉+ xn−1)− 1
and
f ′′x0(x) = ξ exp(x
n log 〈x〉)
(
(nxn−1 log 〈x〉+ xn−1)2 + n(n− 1)xn−2 log 〈x〉+ (2n− 1)xn−2
)
.
Since ξn = 1 and 〈ξ〉 = 1, we have fx0(ξ) = 0, f
′
x0(ξ) = 0, and f
′′
x0(ξ) = ξ
2n−1 +
(2n− 1)ξn−1 = 2nξ−1.
The Taylor series expansion for fx0(x) centered at x = ξ is therefore
fx0(x) = fx0(ξ) + f
′
x0(ξ)(x − ξ) +
f ′′x0(ξ)
2!
(x− ξ)2
+ (higher powers of (x− ξ))
= 0 + 0(x− ξ) + nξ−1(x− ξ)2 + (higher powers of (x − ξ))
= nξ−1(x− ξ)2 + (higher powers of (x− ξ)).
We proceed by induction on e to count the number of solutions x to fx0(x) ≡ 0
modulo pe such that x ≡ ξ modulo p. When e = 1, there is only one x ≡ ξ modulo
p, and by the above Taylor series expansion, fx0(x) ≡ 0 modulo p.
Now consider a solution x modulo pe; we want to know how many solutions
it lifts to modulo pe+1. Each solution looks like x + tpe for some 0 ≤ t < p.
Modulo pe+1, fx0(x+ tp
e) ≡ fx0(x) + tp
ef ′x0(x) by Taylor series expansion around
x. We are assuming fx0(x) ≡ 0 modulo p
e, so we can divide though by pe. Then
fx0(x+ tp
e) ≡ 0 modulo pe+1 if and only if tf ′x0(x) ≡ fx0(x)/p
e modulo p. We saw
that f ′x0(x) ≡ 0 modulo p, so that there are either p solutions, if fx0(x)/p
e ≡ 0
modulo p, or no solutions if not.
For z ∈ Zp, let vp(z) be the p-adic valuation of z. Then, using the Taylor
expansion above and the assumption that p ∤ n, vp(fx0(x)) = 2vp(x − ξ). We
assumed fx0(x) ≡ 0 modulo p
e, so that’s equivalent to 2vp(x− ξ) ≥ e.
Suppose e is odd, so e = 2k − 1 for some positive integer k. Then 2vp(x − ξ) ≥
2k − 1 implies vp(x − ξ) ≥ k, or vp(fx0(x)) ≥ 2k = e+ 1. Thus p
e+1 | fx0(x), and
x lifts to p solutions modulo pe+1.
Now suppose e is even, so e = 2k for some positive integer k. By the preceding
argument, vp(fx0(x)) ≥ e = 2k if and only if vp(x − ξ) ≥ k, and vp(fx0(x)) ≥
e + 1 = 2k + 1 if and only if vp(x − ξ) ≥ k + 1. We are assuming vp(fx0(x)) ≥ e,
which thus is equivalent to x = ξ + akp
k + αpk+1 for some 0 ≤ ak ≤ p− 1 and α in
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Zp. Thus vp(x− ξ) ≥ k+1 if and only if ak = 0, and x lifts to exactly one solution
modulo pe.
Since we are looking for solutions to xx
n
− x ≡ 0 (mod pe) where 1 ≤ x ≤
pe(p − 1) and x ≡ ξ (mod p), we must use the Chinese Remainder Theorem to
argue that for each of the [(p − 1)/ ordp(ξ)]Nxn−1(ordp(ξ)) values of x0 for which
1 ≤ x0 ≤ p − 1 and ordp(ξ) | xn0 − 1, and for each of the p
⌊e/2⌋ solutions x1
to ω(x)x
n
0 xx
n
− x (mod pe) where 1 ≤ x1 ≤ pe and x1 ≡ ξ (mod p), there will
be exactly one such x where 1 ≤ x ≤ pe(p − 1) and x ≡ ξ (mod p). Hence,
|Gξ,e| =
(p−1)
ordp(ξ)
Nxn−1(ordp(ξ)) · p⌊e/2⌋. 
Now combining our results from Corollary 6 and Theorem 7, we have the follow-
ing theorem for p 6= 2 and p ∤ n.
Theorem 8. Let p be a prime, p 6= 2 and p ∤ n, then there are{
p−1∑
x0=1
gcd(p− 1, xn0 − 1)
}
+
{
p−1∑
x0=1
gcd(p− 1, n, xn0 − 1) ·
(
p⌊e/2⌋ − 1
)}
=


∑
d|p−1
φ(d)
(
p− 1
d
)
Nxn−1(d)

+


∑
d|gcd(n,p−1)
φ(d)
(
p− 1
d
)
Nxn−1(d) ·
(
p⌊e/2⌋ − 1
)

solutions x to the congruence
xx
n
≡ x (mod pe)
where 1 ≤ x ≤ pe(p− 1) such that p ∤ x.
In particular, there are{
p−1∑
x0=1
gcd(p− 1, x0 − 1)
}
+ (p− 1)
(
p⌊e/2⌋ − 1
)
=


∑
d|p−1
φ(d)
(
p− 1
d
)
+ (p− 1)
(
p⌊e/2⌋ − 1
)
solutions x to the congruence
xx ≡ x (mod pe)
where 1 ≤ x ≤ pe(p− 1) such that p ∤ x.
Proof. This follows directly from Corollary 6 and Theorem 7. (Note that there
are gcd(p − 1, n) elements of Zp which are nth roots of unity, and each of them is
congruent to a unique integer modulo p.) 
If p | n, the lifting for solutions that are singular modulo p works the same for
large e as in Theorem 7, but for small e, all solutions lift.
Theorem 9. Let p be a prime, p 6= 2 and p | n, and ξ ∈ Zp be an nth root of unity.
Then
|Gξ,e| =
p− 1
ordp(ξ)
Nxn−1(ordp(ξ)) ·
{
pe−1 if e ≤ vp(n)
p⌊(e+vp(n))/2⌋ if e ≥ vp(n) + 1
Remark 2. Note that in fact the two formulas are equal if e = vp(n) + 1 or
e = vp(n) + 2.
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Proof. As in the proof of Theorem 7, consider x ≡ ξ modulo p, let 0 ≤ x0 ≤ p− 1,
and let fx0(x) = ω(x)
xn0 〈x〉x
n
−x. Once again we assume that ordp(ξ) divides xn0−1
and we have fx0(ξ) = 0, f
′
x0(ξ) = 0, and f
′′
x0(ξ) = 2nξ
−1. Note that since f ′′x0(x) is
of the form nU(x) + (xn − 1)V (x), an induction shows that f (i)(x) is of the same
form for every i ≥ 2, and thus f (i)(ξ) is divisible by n for every i ≥ 2. Thus the
Taylor series expansion for fx0(x) centered at x = ξ is
fx0(x) = nξ
−1(x− ξ)2 + n(higher powers of (x− ξ)).
Thus vp(fx0(x)) = vp(nξ
−1(x− ξ)2) = 2vp(x− ξ) + vp(n).
Let ℓ = vp(n). If 1 ≤ e ≤ ℓ + 2, note that for all x such that 1 ≤ x ≤ pe
and x ≡ ξ (mod p), vp(fx0(x)) ≥ 2 + ℓ ≥ e, so fx0(x) ≡ 0 (mod p
e). There are
pe−1 such values of x, so there are pe−1 solutions to fx0(x) ≡ 0 (mod p
e) for every
solution ξ modulo p.
Now we induct on e, using e = ℓ + 1 as the base case. We already showed that
there are pℓ solutions to fx0(x) ≡ 0 (mod p
ℓ+1), and pℓ = p⌊(ℓ+1+ℓ)/2⌋, so the base
case agrees with the formula.
Assume by way of induction that fx0(x) ≡ 0 modulo p
e, so 2vp(x−ξ)+ℓ ≥ e, i.e.,
2vp(x− ξ) ≥ e− ℓ. The rest of the induction proceeds as in Theorem 7, considering
cases when e− ℓ is odd and when e− ℓ is even.
Combining the lifting for e ≥ ℓ + 1 with the base case gives p⌊(e−ℓ)/2⌋ solutions
modulo pe for every solution modulo pℓ+1 and thus p⌊(e−ℓ)/2⌋pℓ = p⌊(e+ℓ)/2⌋ so-
lutions modulo pe for each solution modulo p. Applying the Chinese Remainder
Theorem as in Theorem 7 then gives us the result. 
The following theorem is now parallel to Theorem 8.
Theorem 10. Let p be a prime, p 6= 2 and p | n. If e ≤ vp(n), then there are{
p−1∑
x0=1
gcd(p− 1, xn0 − 1)
}
+
{
p−1∑
x0=1
gcd(p− 1, n, xn0 − 1) ·
(
pe−1 − 1
)}
=


∑
d|p−1
φ(d)
(
p− 1
d
)
Nxn−1(d)

+


∑
d|gcd(n,p−1)
φ(d)
(
p− 1
d
)
Nxn−1(d) ·
(
pe−1 − 1
)
solutions x to the congruence
xx
n
≡ x (mod pe)
where 1 ≤ x ≤ pe(p− 1) such that p ∤ x. If e ≥ vp(n) + 1, then there are{
p−1∑
x0=1
gcd(p− 1, xn0 − 1)
}
+
{
p−1∑
x0=1
gcd(p− 1, n, xn0 − 1) ·
(
p⌊(e+vp(n))/2⌋ − 1
)}
=


∑
d|p−1
φ(d)
(
p− 1
d
)
Nxn−1(d)

+


∑
d|gcd(n,p−1)
φ(d)
(
p− 1
d
)
Nxn−1(d) ·
(
p⌊(e+vp(n))/2⌋ − 1
)

solutions to the same congruence.
When p = 2, we will see that f(x) = xx
n
− x is singular modulo p for all odd
values of x where 1 ≤ x ≤ pe. The following theorem is analogous to Theorem 7
for p ∤ n and to Theorem 9 for p | n when p = 2.
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Theorem 11. Let p = 2, ξ = ±1, and n be a positive integer. If n is even, we
have that
|Gξ,e| =
{
pe−2 if 2 ≤ e ≤ 4 + vp(n)
p⌊(e+vp(n))/2⌋ if e ≥ 5 + vp(n)
for all e ≥ 2.
If n is odd, we have that
|G1,e| =
{
pe−2 if 2 ≤ e ≤ 4
p⌊e/2⌋ if e ≥ 5
, |G−1,e| =
{
pe−2 if 2 ≤ e ≤ 3
p if e ≥ 4
for all e ≥ 2.
Remark 3. Note that in fact for even n when ξ = ±1 and for odd n when ξ = 1,
the formulas for |Gξ,e| in the two cases are equal if e = vp(n) + 3 or e = vp(n) + 4.
When n is odd and ξ = −1, the two cases are equal if e = 3.
Proof. Let p = 2. We want to count the number of solutions to f(x) = xx
n
− x
(mod pe) for odd values of x where 1 ≤ x ≤ pe. Because exp(x) for p = 2 is only
defined on 1+qZp and we are only interested in x values that are odd, we can count
solutions for x ≡ 1 (mod q) and x ≡ −1 (mod q) separately. (Recall that q = 4
when p = 2.) Let ξ = ±1, and set f(x) = ξ 〈x〉x
n
− x = ξ exp(xn log 〈x〉)− x. Note
that f(x) has the same form as fx0 in (12) in Theorem 7, so the Taylor series for
f(x) centered at ξ is
f(x) = 0+(ξn−1)(x−ξ)+
1
2!
(ξ2n−1+(2n−1)ξn−1)(x−ξ)2+(higher powers of (x− ξ)).
If ξ = 1, the Taylor series reduces to
f(x) = n(x− ξ)2 + (higher powers of (x− ξ))
for any n. If ξ = −1 and n is even, the Taylor series is
f(x) = −n(x− ξ)2 + (higher powers of (x− ξ)).
Finally, if ξ = −1 and n is odd, the Taylor series is
f(x) = −2(x− ξ) + (n− 1)(x− ξ)2 + (higher powers of (x− ξ)).
Thus we see that f(x) is singular modulo p for all odd x where 1 ≤ x ≤ pe and all
n.
Now consider a solution x to f(x) ≡ 0 (mod pe). The same argument used in
Theorem 7 shows that there are either p ways to lift x modulo pe+1, if f(x)/pe ≡ 0
modulo p, or no lifts otherwise.
Let x ≡ ξ (mod q). If ξ = 1, then for all n, we use the Taylor expansion around
ξ = 1 to evaluate f(x), and we have that vp(f(x)) = 2vp(x−ξ)+vp(n). We assumed
f(x) ≡ 0 modulo pe, so that is equivalent to 2vp(x− ξ) + vp(n) ≥ e.
Similarly, if ξ = −1 and n is even, we use the Taylor expansion around ξ = −1
to evaluate f(x), and we have that vp(f(x)) = 2vp(x − ξ) + vp(n). We assumed
f(x) ≡ 0 modulo pe, so that is also equivalent to 2vp(x− ξ) + vp(n) ≥ e.
However, if ξ = −1 and n is odd, we use the Taylor expansion around ξ = −1 to
evaluate f(x), and we have that vp(f(x)) = vp(x − ξ) + 1. We assumed f(x) ≡ 0
modulo pe, so that is equivalent to vp(x− ξ) + 1 ≥ e.
First, assume either that n is even and ξ = ±1 or that n is odd and ξ = 1. Let
vp(n) = ℓ, 2 ≤ e ≤ 4 + ℓ, 1 ≤ x ≤ p
e, and p ∤ x. In this case, since x ≡ ξ (mod q),
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we have that vp(x− ξ) ≥ 2, and from the Taylor expansion around ξ, we have that
vp(f(x)) = 2vp(x − ξ) + vp(n) ≥ 4 + ℓ ≥ e for all odd x where 1 ≤ x ≤ pe. So for
2 ≤ e ≤ 4 + ℓ, there are pe−2 solutions to the equation f(x) ≡ 0 (mod pe) since
there are exactly that many odd x values modulo pe such that x ≡ ξ (mod q). Note
that in the case that n is odd and ξ = 1, when e = 4, the number of solutions can
be written pe−2 or p⌊e/2⌋.
We proceed by induction on e using e = 4+ ℓ as our base case. For e ≥ 5+ ℓ, we
want to show that |Gξ,e| = p⌊(e+ℓ)/2⌋. If e = 4 + ℓ, we know from above that the
number of solutions pe−2 = p4+ℓ−2 = p2+ℓ = p⌊(e+ℓ)/2⌋. Thus, our formula holds
for the base case.
Now consider e ≥ 4+ ℓ, and assume by way of induction that there are p⌊(e+ℓ)/2⌋
odd values for x such that f(x) ≡ 0 (mod pe) or 2vp(x − ξ) + ℓ ≥ e . For any of
these solutions x modulo pe, we thus have that 2vp(x − ξ) ≥ e − ℓ. The induction
then follows as in Theorem 7, considering the cases when e − ℓ is odd and when
e − ℓ is even. We have that for e ≥ 4 + ℓ, there are p⌊(e+ℓ)/2⌋ solutions when n is
even and ξ = ±1 or when n is odd and ξ = 1.
Next, assume ξ = −1 and n is odd. Then from the Taylor series in powers of
(x − ξ), we have vp(f(x) = vp(x − ξ) + 1. Since n is odd and x ≡ ξ (mod q)
for 2 ≤ e ≤ 3 and for x odd and 1 ≤ x ≤ pe, we have that vp(x − ξ) ≥ 2 and
vp(f(x)) ≥ 3 ≥ e. Since there are pe−2 such x ≡ ξ (mod q), they are all solutions
to f(x) ≡ 0 (mod pe).
We proceed by induction on e, using e = 3 as our base case. We need to show
by induction that for all e ≥ 3, |G−1,e| = p. If e = 3, we showed above that
|G−1,3| = pe−2 = p, so our formula holds in the base case. Now for e ≥ 3, we need
to show that |G−1,e+1| = |G−1,e| = p.
Suppose that x is a solution modulo pe for e ≥ 3. By induction, we know
there will be two (i.e., p) such solutions. We have that vp(x − ξ) ≥ e − 1. Thus,
pe+1 | f(x) if and only if vp(x − ξ) ≥ e, and so x = ξ + ae−1pe−1 + aepe + αpe+1
for ae−1 ∈ {0, 1} will be a solution modulo pe+1 if and only if ae−1 = 0. Thus only
one of the solutions modulo pe (x ≡ −1 (mod pe)) will lift to a solution modulo
pe+1, and it will lift to the two possible solutions where ae = 0, 1. We have shown
by induction that |G−1,e+1| = |G−1,e| = p. Thus, |G−1,e| = p for all e ≥ 3.
This concludes the proof of our theorem. 
Corollary 12. If p = 2 and n is a positive integer, then the number of solutions
to the congruence
xx
n
≡ x (mod pe)
where 1 ≤ x ≤ pe and p ∤ x depends on the valuation vp(n).
When n is even, the number of solutions is{
2pe−2 if 1 ≤ e ≤ 4 + vp(n)
2p⌊(e+vp(n))/2⌋ if e ≥ 5 + vp(n).
When n is odd, the number of solutions is{
2pe−2 if 1 ≤ e ≤ 3
p⌊e/2⌋ + p if e ≥ 4.
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Remark 4. Note that in fact for even n, the formulas in the two cases above are
equal if e = vp(n) + 3 or e = vp(n) + 4, and when n is odd, the two cases are equal
if e = 3.
4. Two-cycles
We now turn to the question of finding simultaneous roots of the functions
xx
n
− y (mod pe) and yy
n
− x (mod pe), where for a positive integer e and a
prime p, we allow x, y ∈ {1, 2, . . . , pe(p − 1)} such that p ∤ x, p ∤ y. We again
fix x0, y0 ∈ Z/(p−1)Z and consider auxiliary functions ω(x)g(x0) 〈x〉
g(x)−y mod pe
and ω(y)g(y0) 〈y〉g(y) − x mod pe defined for a polynomial g.
We will use the isomorphism
(Z/peZ)× ∼= µp−1 × (1 + pZ/p
eZ)
induced from the decomposition (7) on Z×p . This isomorphism tells us that the two
congruences
(13) ω(x)g(x0) 〈x〉g(x) ≡ y (mod pe) and ω(y)g(y0) 〈y〉g(y) ≡ x (mod pe)
are equivalent to the four equations
〈x〉g(x) ≡ 〈y〉 (mod pe), 〈y〉g(y) ≡ 〈x〉 (mod pe),
ω(x)g(x0) = ω(y), and ω(y)g(y0) = ω(x).
Since x is completely determined by y, this is equivalent to solving the equations
〈y〉g(xy0 (y)) g(y) ≡ 〈y〉 (mod pe) and ω(y)g(x0)g(y0) = ω(y),
or
(14) 〈y〉g(xy0 (y)) g(y)−1 ≡ 1 (mod pe) and ω(y)g(x0)g(y0)−1 = 1,
where xy0 : Zp → Zp denotes the function
xy0(y) = ω(y)
g(y0) 〈y〉g(y) .
Theorem 13. Let p be a prime, p 6= 2, and g(x) be a polynomial. Then for every
x0, y0 ∈ Z/(p − 1)Z, there are gcd(p − 1, g(x0)g(y0) − 1) solutions (x, y) to the
congruences
(15) ω(x)g(x0) 〈x〉g(x) ≡ y (mod p) and ω(y)g(y0) 〈y〉g(y) ≡ x (mod p)
where x, y ∈ (Z/pZ)×. Alternatively, for any given y ∈ (Z/pZ)×, there are
NG−1(ordp y)
(
p− 1
ordp y
)2
pairs (x0, y0) ∈ (Z/(p−1)Z)2 such that there exists an x ∈ (Z/pZ)× which solves (15),
where NG−1(d) is the number of solutions to G(z1, z2) − 1 = g(z1)g(z2) − 1 ≡ 0
modulo d. (Note that such an x is unique.)
Proof. The given congruences are equivalent to (14) with e = 1, which reduces to
just
(16) ω(y)g(x0)g(y0)−1 = 1.
For fixed x0 and y0, (16) is satisfied for exactly the y ∈ (Z/pZ)× for which ordp(y),
divides g(x0)g(y0) − 1. There will be gcd(p − 1, g(x0)g(y0) − 1) such values for y
FIXED POINTS AND TWO-CYCLES OF x 7→ xx
n
13
in the cyclic group (Z/pZ)×, and for each y there will be exactly one x in (Z/pZ)×
such that ω(y)g(y0) 〈y〉g(y) ≡ x (mod p).
On the other hand, if y is fixed, then ordp(y) divides g(x0)g(y0)− 1 if and only
if g(x0)g(y0) − 1 ≡ 0 (mod ordp(y)). There are NG−1(ordp y) such pairs (x0, y0)
in (Z/(ordp y)Z)
2 and NG−1(ordp y)((p− 1)/ordp y)2 such pairs in (Z/(p − 1)Z)2.
Once again, for each y, x0, and y0, the equations prescribe a unique x. 
Corollary 14. Let p be a prime, p 6= 2. Then there are
p−1∑
x0=1
p−1∑
y0=1
gcd(p− 1, g(x0)g(y0)− 1) =
∑
d|p−1
φ(d)((p − 1)/d)2NG−1(d)
solutions (x, y) to the congruences
xg(x) ≡ y (mod p) and yg(y) ≡ x (mod p)
where 1 ≤ x, y ≤ p(p− 1) and p ∤ x, p ∤ y.
Proof. The proof follows exactly the proof of Corollary 4. 
Next we consider p-adic solutions and solutions modulo pe.
Definition 4. Let Ta,b,e equal the set of solutions (x, y) to the equations
(17) xg(x) ≡ y (mod pe) and yg(y) ≡ x (mod pe)
where 1 ≤ x, y ≤ pe(p− 1) such that p ∤ x, p ∤ y and x ≡ a (mod p), y ≡ b (mod p).
This time, we will deal with three cases: where xnyn 6≡ 1 modulo p, where
yn ≡ x−n 6≡ −1 modulo p, and where yn ≡ xn ≡ −1 modulo p. For the first
case, for which fy0(y) is nonsingular modulo p, we can deal with a more general
polynomial g.
Theorem 15. Let p be a prime, p 6= 2, and let a and b be such that g(a)g(b) 6≡ 1
modulo p. Then |Ta,b,e| = |Ta,b,1| for all e ≥ 1.
Proof. Fix y0 ∈ Z/(p− 1)Z. Let fy0 : Zp → Zp be the function
fy0(y) = 〈y〉
g(xy0 (y)) g(y)−1 − 1.
Note that
fy0(y) = 〈y〉
g(xy0 (y)) g(y)−1 − 1
= exp((g(xy0(y))g(y)− 1) log 〈y〉)− 1
=
(
1 + (g(xy0(y))g(y)− 1) log 〈y〉+
(g(xy0(y))g(y)− 1)
2(log 〈y〉)2
2!
+ · · ·
)
− 1
= (g(xy0(y))g(y)− 1) log 〈y〉+
(g(xy0(y))g(y)− 1)
2(log 〈y〉)2
2!
+ · · · .
Now log 〈y〉 ∈ pZp, so
f ′y0(y) =
d[g(xy0(y) g(y)− 1]
dy
log 〈y〉+
g(xy0(y)) g(y)− 1
y
+ (terms containing p)
f ′y0(y) ≡
g(xy0(y)) g(y)− 1
y
(mod p).
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Suppose we have x1, y1 ∈ (Z/pZ)× such that g(x1)g(y1) 6≡ 1 (mod p) and
ω(y1)
g(y0) 〈y1〉
g(y1) ≡ x1 (mod p). Then xy0(y1) ≡ x1 (mod p), and
f ′y0(y1) ≡
g(x1) g(y1)− 1
y1
(mod p).
Since g(x1)g(y1) 6≡ 1 (mod p) and y1 6≡ 0 (mod p), we have that f ′y0(y1) 6≡ 0
(mod p).
By Proposition 2, for fixed (x0, y0) ∈ (Z/(p− 1)Z)2, each solution y1 ∈ (Z/pZ)×
with g(xy0(y1)) g(y1) 6≡ 1 (mod p) to the equations
〈y〉g(xy0 (y)) g(y) ≡ 1 (mod p) and ω(y)g(x0)g(y0)−1 = 1
will lift to a unique solution to
〈y〉g(xy0(y)) g(y) = 1 and ω(y)g(x0)g(y0)−1 = 1
in Zp. Thus this unique solution in Zp will correspond to one solution to equations
(14), or equivalently (17), for each e. Applying the Chinese Remainder Theorem
as before gives our result.

Once again, we need to specialize to g(z) = zn for the points y for which hy0(y)
is singular modulo p.
Theorem 16. Let p be a prime, p 6= 2 and p ∤ n, and let a, b ∈ Zp be roots of unity
such that bn = a−n. Then
|Ta,b,e| =
{
p⌊e/2⌋ |Ta,b,1| if bn 6= −1
p⌊e/3⌋+⌊(e+1)/3⌋ |Ta,b,1| if bn = −1
for all e ≥ 1.
Proof. Fix x0, y0 ∈ Z/(p − 1)Z, and consider y ≡ b (mod p) such that xy0(y) ≡ a
(mod p). Let hy0(y) = log(〈y〉
xy0 (y)
n yn−1
) = (xy0(y)
n yn− 1) log 〈y〉, and note that
hy0(y) ≡ 0 (mod p
e) is equivalent to fy0(y) ≡ 0 (mod p
e), since z 7→ log(z + 1)
induces a bijection from p(Z/peZ) to itself, fixing 0.
Let h¯y0(y) = xy0(y)
n yn, so hy0(y) = (h¯y0(y)− 1) log 〈y〉. Now
h′y0(y) = (h¯y0(y)− 1)y
−1 + h¯′y0(y) log 〈y〉 ,
h′′y0(y) = −(h¯y0(y)− 1)y
−2 + 2h¯′y0(y)y
−1 + h¯′′y0(y) log 〈y〉 ,
with
h¯′y0(y) = h¯y0(y)(n
2yn−1 log 〈y〉+ n(yn + 1)y−1),
and
h′′′y0(y) = 2(h¯y0(y)− 1)y
−3 − 3h¯′y0(y)y
−2 + 3h¯′′y0(y)y
−1 + h¯′′′y0(y) log 〈y〉
, with
h¯′′y0(y) = h¯
′
y0(y)(n
2yn−1 log 〈y〉+ n(yn + 1)y−1)
+ h¯y0(y)(n
2(n− 1)yn−2 log 〈y〉+ 2n2yn−2 − n(yn + 1)y−2).
We will consider the Taylor series expansion for hy0(y) centered at y = b. Since
b is a root of unity, ω(b) = b, and 〈b〉 = 1. Thus xy0(b) = ω(b)
yn0 〈b〉b
n
= by
n
0 .
Since xy0(b) ≡ xy0(y) ≡ a (mod p), the isomorphism (7) tells us that a = b
yn0 , so
xy0(b) = a, h¯y0(b) = a
nbn = 1, h¯′y0(b) = n(b
n+1)b−1, and h¯′′y0(b) = n
2(bn+1)2b−2+
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2n2bn−2 − n(bn + 1)b−2. Thus hy0(b) = 0, h
′
y0(b) = 0, h
′′
y0(b) = 2n(b
n + 1)b−2, and
h′′′y0(b) = −3n(b
n + 1)b−3 + 3h¯′′y0(b).
The Taylor series expansion for hy0(y) centered at y = b is therefore
hy0(y) = hy0(b) + h
′
y0(b)(y − b) +
h′′y0(b)
2!
(y − b)2 +
h′′′y0(b)
3!
(y − b)3
+ (higher powers of (y − b))
= 0 + 0(y − b) + n(bn + 1)b−2(y − b)2 + (−n(bn + 1)b−3 + h¯′′y0(b)b
−1)(y − b)3/2
+ (higher powers of (y − b)).
If bn 6= −1, then vp(hy0(y)) = 2vp(y− b), and we proceed as in Theorem 7. Note
that the number of solutions of hy0(y) ≡ 0 (mod p
e) is the same as the number of
solutions of fy0(y) ≡ 0 (mod p
e) and that each solution to (14) again gives us a
unique solution to (17) as in Theorem 15.
If bn = −1, then
hy0(y) = h¯
′′
y0(b)b
−1(y − b)3/2 + (higher powers of (y − b))
= n2bn−3(y − b)3 + (higher powers of (y − b)),
and vp(hy0(y)) = 3vp(y− b). An induction similar to Theorem 7 gives us the result
stated in the theorem. 
Theorem 17. Let p be a prime, p 6= 2 and p ∤ n. Then there are
p−1∑
x0=1
p−1∑
y0=1
gcd(p− 1, xn0y
n
0 − 1)
+
p−1∑
x0=1
p−1∑
y0=1
gcd(p− 1, n(yn0 + 1), x
n
0y
n
0 − 1) ·
(
p⌊e/2⌋ − 1
)
+
p−1∑
x0=1
p−1∑
y0=1
(gcd(p− 1, 2n, xn0y
n
0 − 1)− gcd(p− 1, n, x
n
0y
n
0 − 1)) ·
(
p⌊e/3⌋+⌊(e+1)/3⌋ − p⌊e/2⌋
)
=
∑
d|p−1
φ(d)2
(
p− 1
d
)2
Nzn−1(d)
+
∑
d|p−1
φ(d)
(
p− 1
d
)2
Nn(zn+1)(d)Nzn−1(d) ·
(
p⌊e/2⌋ − 1
)
+
∑
d|gcd(p−1,2n)
d∤gcd(p−1,n)
φ(d)2
(
p− 1
d
)2
Nzn−1(d) ·
(
p⌊e/3⌋+⌊(e+1)/3⌋ − p⌊e/2⌋
)
solutions (x, y) to the congruences
xx
n
≡ y (mod pe) and yy
n
≡ x (mod pe)
where 1 ≤ x, y ≤ pe(p−1) such that p ∤ x, p ∤ y, Nzn−1(d) is the number of solutions
to zn−1 ≡ 0 modulo d, and Nn(zn+1)(d) is the number of solutions to n(z
n+1) ≡ 0
modulo d such that z is relatively prime to d.
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In particular, there are
p−1∑
x0=1
p−1∑
y0=1
gcd(p− 1, x0y0 − 1)
+
p−1∑
x0=1
p−1∑
y0=1
gcd(p− 1, y0 + 1, x0y0 − 1) ·
(
p⌊e/2⌋ − 1
)
+
p−1∑
x0=1
p−1∑
y0=1
(gcd(2, x0y0 − 1)− 1) ·
(
p⌊e/3⌋+⌊(e+1)/3⌋ − p⌊e/2⌋
)
=
∑
d|p−1
φ(d)2
(
p− 1
d
)2
+
∑
d|p−1
φ(d)
(
p− 1
d
)2
·
(
p⌊e/2⌋ − 1
)
+
(
p− 1
2
)2
·
(
p⌊e/3⌋+⌊(e+1)/3⌋ − p⌊e/2⌋
)
solutions (x, y) to the congruences
xx ≡ y (mod pe) and yy ≡ x (mod pe)
where 1 ≤ x, y ≤ pe(p− 1) such that p ∤ x, p ∤ y.
Proof. The total number of solutions modulo p is given by Corollary 14. A solution
(x, y) is in Ta,b,1 as in Theorem 16 if and only if ω(y)
xn0 y
n
0−1 = 1 and ω(x)nω(y)n =
ω(y)n(y
n
0 +1) = 1. (Note that ω(x) and ω(y) are roots of unity congruent modulo p
to x and y, respectively.) This is equivalent to ω(y)gcd(n(y
n
0 +1), x
n
0 y
n
0−1) = 1, and for
a fixed x0, y0 there are gcd(p− 1, n(y
n
0 + 1), x
n
0 y
n
0 − 1) such y, each corresponding
to a unique x modulo p. Alternatively, given a y ∈ (Z/pZ)× of order d, there are(
p− 1
d
)2 ∣∣{(x0, y0) ∈ ({1, 2, . . . , d})2 | n(yn0 + 1) ≡ 0 (mod d), xn0 yn0 − 1 ≡ 0 (mod d)}∣∣
pairs (x0, y0) ∈ (Z/(p − 1)Z)2 satisfying the conditions. There are Nn(zn+1)(d)
values of y0 in the given set, and for each one there are Nzn−1(d) values of x0.
Furthermore, a solution (x, y) is in Ta,b,1 as above with b
n = −1 if and only if
ω(y)x
n
0 y
n
0−1 = 1, ω(x)n = ω(y)n(y
n
0 ) = −1, and ω(y)n = −1. The third condition is
equivalent to ω(y)2n = 1 but ω(y)n 6= 1, and implies that the order of y must be
even. Then the first condition implies that xn0y
n
0 − 1 must be even, so x0 and y0
must be odd, which combined with the third condition makes the second condition
redundant. So we have ω(y)x
n
0 y
n
0−1 = 1, ω(y)2n = 1, and ω(y)n 6= 1, which is
satisfied for gcd(p− 1, 2n, xn0y
n
0 − 1) − gcd(p − 1, n, x
n
0y
n
0 − 1) values of y for each
fixed pair (x0, y0). Alternatively, the conditions imply that for for each y ∈ (Z/pZ)×
of order d, d must divide 2n but not n, and if so there are(
p− 1
d
)2 ∣∣{(x0, y0) ∈ ({1, 2, . . . , d})2 | xn0 yn0 − 1 ≡ 0 (mod d)}∣∣
pairs (x0, y0) ∈ (Z/(p− 1)Z)2 satisfying the conditions. There are φ(d) values of y0
in the given set, and for each one there are Nzn−1(d) values of x0. 
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If p | n, the lifting of two-cycles that are singular modulo p again works the same
as in Theorem 16 for large e, but all solutions lift for small e.
Theorem 18. Let p be a prime, p 6= 2 and p | n, and let a, b ∈ Zp be roots of unity
such that bn = a−n. Then
|Ta,b,e| = |Ta,b,1| ·


pe−1 if e ≤ vp(n) and bn 6= −1
p⌊(e+vp(n))/2⌋ if e ≥ vp(n) + 1 and b
n 6= −1
pe−1 if e ≤ 2vp(n) and bn = −1
p⌊(e+vp(n))/3⌋+⌊(e+vp(n)+1)/3⌋ if e ≥ 2vp(n) + 1 and bn = −1
for all e ≥ 1.
Remark 5. Note that the powers of p in the first two formulas are the same
as in Theorem 9, and the the second two formulas are equal if e = 2vp(n) + 1,
e = 2vp(n) + 2, or e = 2vp(n) + 3.
Proof. As in the proof of Theorem 16, let x0, y0 ∈ Z/(p− 1)Z, and consider y ≡ b
modulo p such that xy0(y) ≡ a modulo p. Let hy0(y) = (xy0(y)
nyn − 1) log 〈y〉 =
(h¯y0(y)− 1) log 〈y〉.
Note that h¯′y0(y) is of the form n
2U¯(y)+n(yn+1)V¯ (y), and h′y0(y) is of the form
(h¯y0(y)− 1)W (y)+n
2U(y)+n(yn+1)V (y). Induction then shows that h
(i)
y0 (y) will
be of the same form for every i ≥ 1.
If bn 6= −1, then once again we have hy0(b) = h
′
y0(b) = 0 and h
′′
y0(b) = 2n(b
n +
1)b−2. Since h¯y0(b) = 1, we have h
(i)
y0 (b) divisible by n for every i ≥ 2, and thus the
Taylor series expansion for hy0(y) centered at y = b is
hy0(y) = n(b
n + 1)b−2(y − b)2 + n(higher powers of (y − b)).
Thus vp(hy0(y)) = vp(nb
−1(y − b)2) = 2vp(y − b) + vp(n). The proof in this case
then proceeds exactly as in Theorem 9.
On the other hand, if bn = −1, we have hy0(b) = h
′
y0(b) = h
′′
y0(b) = 0 and
h′′′y0(b) = 6n
2bn−2, and also h
(i)
y0 (b) is divisible by n
2 for every i ≥ 2. Thus the
Taylor series expansion for hy0(y) centered at y = b is
hy0(y) = n
2bn−2(y − b)3 + n2(higher powers of (y − b)).
So vp(hy0(y)) = vp(n
2bn−2(y − b)3) = 3vp(y − b) + 2ℓ, where ℓ = vp(n) as before.
Suppose 1 ≤ e ≤ 3 + 2ℓ. If hy0(b) ≡ 0 modulo p, every y ≡ b modulo p is a
solution to hy0(y) ≡ 0 modulo p
e. This gives pe−1 solutions modulo pe for every
solution b modulo p. We then induct for e ≥ 2ℓ + 1 as in Theorem 16, giving
us p⌊(e−ℓ)/3⌋+⌊(e−ℓ+1)/3⌋p2ℓ = p⌊(e+ℓ)/3⌋+⌊(e+ℓ+1)/3⌋ solutions modulo pe for each
solution modulo p. Applying the Chinese Remainder Theorem then gives us the
result.

A form of Theorem 17 then follows along the lines of Theorem 10.
When p = 2, we see that, as in the fixed point case, our equation is singular
modulo p for all odd values of x. However, this time the lifting only takes two
different forms, rather than three as in Theorem 11.
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Theorem 19. Let p = 2. Then when n is even and b = ±1 or when n is odd and
b = 1, we have that
|Tb,b,e| =
{
pe−2 if 2 ≤ e ≤ vp(n) + 4
p⌊(e+vp(n)+1)/2⌋ if e ≥ vp(n) + 5
for all e ≥ 2. However, when n is odd and b = −1, we have that
|Tb,b,e| =
{
pe−2 if 2 ≤ e ≤ 4
p⌊e/3⌋+⌊(e+1)/3⌋ if e ≥ 5
for all e ≥ 2.
Remark 6. Note that the powers of p in each of the two cases above are equal if
e = vp(n) + 4 or e = vp(n) + 5.
Proof. Consider y ≡ b (mod q). Define hy0 and h¯y0 as in the proofs of Theorems 16
and 18. Note that since p = 2, y0 = 1, and recall that the number of solutions to
hy0(y) ≡ 0 (mod p
e) is the same as the number of solutions of fy0(y) ≡ 0 (mod p
e)
and that each of these solutions gives us a unique two-cycle as in Theorem 15. As
in the proof of Theorems 16 and 18, the Taylor series for hy0(y) centered at y = b
is
hy0(y) = hy0(b) + h
′
y0(b)(y − b) +
h′′y0(b)
2!
(y − b)2 +
h′′′y0(b)
3!
(y − b)3
+ (higher powers of (y − b))
= 0 + 0(y − b) + n(bn + 1)b−2(y − b)2 + (−n(bn + 1)b−3 + h¯′′y0(b)b
−1)(y − b)3/2
+ n(higher powers of (y − b)).
Now we have two cases. First we consider the case where either b = ±1 and n
is even or where b = 1 and n is odd, and second we will consider the case where
b = −1 and n is odd.
In our first case, b−2 = 1, and bn + 1 = 2, so
hy0(y) = 2n(y − b)
2 + (n(higher powers of (y − b)).
Thus vp(hy0(y)) = vp(2n(y − b)
2) = 2vp(y − b) + vp(n) + 1.
Let ℓ = vp(n). Suppose 2 ≤ e ≤ ℓ + 5 and y satisfies 1 ≤ y ≤ pe and y ≡ b
(mod q). Note that since q = p2 and y ≡ b (mod q), vp(y − b) ≥ 2. Thus,
vp(hy0(y)) = 2vp(y − b) + vp(n) + 1 ≥ 4 + ℓ+ 1 = ℓ+ 5 ≥ e,
so hy0(y) ≡ 0 (mod p
e). There are pe−2 such values of y (recall that the coefficients
of p0 and p1 are already determined), so there are pe−2 solutions to hy0(y) ≡ 0
(mod pe).
Now we induct on e, using e = ℓ + 5 as the base case. The preceding argument
shows that there are pℓ+3 solutions to hy0(y) ≡ 0 (mod p
ℓ+5), and p⌊(ℓ+5+ℓ+1)/2⌋ =
p⌊(2ℓ+6)/2⌋ = pℓ+3, so the base case agrees with the formula. The rest of the
induction proceeds considering cases as in Theorem 7. Note that because vp(hy0(y))
is 1 larger than in the cases where p is odd (e.g., Theorem 9), a solution modulo pe
lifts to p solutions modulo pe+1 if e− ℓ− 1 is odd and one solution modulo pe+1 if
e− ℓ− 1 is even.
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However, in our second case where b = −1 and n is odd, we have that b−2 = 1,
and bn + 1 = 0, so using our formulas for Theorem 16
hy0(y) = 0 + 0(y − b) + 0(y − b)
2 − h′′(b)(y − b)3/2 + n(higher powers of (y − b)).
= n2(y − b)3 + n(higher powers of (y − b)).
Thus vp(hy0(y)) = vp(n
2(y − b)3) = 3vp(y − b).
Suppose 2 ≤ e ≤ 5 and y satisfies 1 ≤ y ≤ pe and y ≡ b (mod q). Note that as
above, vp(y − b) ≥ 2. Thus,
vp(hy0(y)) = 3vp(y − b) ≥ 6 > e,
so hy0(y) ≡ 0 (mod p
e) for all such y. There are pe−2 possible values of y, and all
of them are solutions to hy0(y) ≡ 0 (mod p
e).
Now we induct on e, using e = 5 as the base case. The preceding argument shows
that there are p3 solutions to hy0(y) ≡ 0 (mod p
5), and p⌊(e/3⌋+⌊(e+1)/3⌋ = p3, so
the base case agrees with the formula. The rest of the induction proceeds as in
Theorem 16.

Corollary 20. Let p = 2 and p | n. Then the number of solutions (x, y) to the
congruences
xx ≡ y (mod pe) and yy ≡ x (mod pe)
for 1 ≤ y ≤ pe where p ∤ y is

1 if e = 1
2pe−2 if 2 ≤ e ≤ vp(n) + 4
2p⌊(e+vp(n)+1)/2⌋ if e ≥ vp(n) + 5
for all e ≥ 1.
Remark 7. Note that the formulas in each of the two cases above are equal if
e = vp(n) + 4 or if e = vp(n) + 5.
Corollary 21. Let p = 2 and p ∤ n. Then the number of solutions (x, y) to the
congruences
xx ≡ y (mod pe) and yy ≡ x (mod pe)
for 1 ≤ y ≤ pe where p ∤ y is

1 if e = 1
2pe−2 if 2 ≤ e ≤ 4
p⌊(e+1)/2⌋ + p⌊e/3⌋+⌊(e+1)/3⌋ if e ≥ 5
for all e ≥ 1.
Remark 8. Note that the formulas in each of the two cases above are equal if e = 4
or if e = 5.
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5. Future Work
Extending these results to cycles of size three and larger does not seem like it
would present any theoretical difficulties. However, we expect that continuing our
technique from Section 4 of reduction to one p-adic variable would result in such
unwieldy formulas that the solution would not be worthwhile. Unfortunately, the
multivariable technique used in [18, Section 5] only appears to apply to the cases
that are nonsingular modulo p. A theory of lifting for points that are singular
modulo p for multiple equations in multiple variables would be very useful here.
Another significant advance in the case of points that are singular modulo p
would be to extend more of these results to the generalized self-power map x 7→ xg(x)
for any polynomial g(x). Our results can be used to count solutions modulo p for
any polynomial. We can also determine which solutions are nonsingular modulo
p and thus lift uniquely. On the other hand, we are not able to count the lifts
that are singular modulo p without using a fairly specific form of the polynomial.
Extending to g(x) = cxn seems like a reasonable next case to try.
Two other types of congruences modulo pe involving the self-power map were
studied in [18], namely xx ≡ c (mod pe) and xx ≡ yy (mod pe). These could
also be generalized to the expression xg(x) studied here. In the case of xx, these
expressions are always nonsingular modulo p, but for some polynomials g(x), this
will no longer be the case.
This work explores solutions to our equations in the range {1, . . . , pe(p− 1)}. For
cryptographic applications, we would be most interested in solutions in the range
{1, . . . , pe}. If p = 2, these are the same, and we find that we can both count and
(by following the proofs) describe completely our solutions. For applications where
we wish to take advantage of pseudorandom properties of functions, this suggests
that variations on the self-power map may not be appropriate. It is possible that
this predictability might be an advantage for other applications.
For p > 2, the standard heuristics suggest that the behavior modulo p − 1
of x ∈ {1, . . . , pe(p− 1)} is “independent” of the behavior modulo pe. Thus, for
example, if a fixed point x ∈ {1, . . . , pe(p− 1)} comes via the Chinese Remainder
theorem from a pair (x0, x1) ∈ Z/(p−1)Z×Z/peZ, we would expect approximately
1/p of such fixed points to work out so that x ∈ {1, . . . , pe}. (See, for example,
[17] for similar heuristics.) This suggests that the numbers of fixed points and two-
cycles in {1, . . . , pe} should have some distribution centered around 1/p times the
numbers calculated in this paper. Some experimental results on this and related
distributions in the case e = 1 may be found in [11, Section 1.2; 12; 13, Section 8;
21, Section 4]. We are not aware of any similar results for e > 1.
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