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Data Challenges pour le LHC
• Le LHC et le CERN
• Les expériences sur le LHC
• Le but scientifique au LHC
• Les modes calculatoires et les données
• Les « Data-Challenges » avec ALICE, CMS et ATLAS
• La suite …Conclusion
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Le CERN: vue aérienne
LHC
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Les accélérateurs du CERN et le LHC
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Le tunnel du LHC
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Le but: avoir un signal clair d’une découverte attendue
Higgs via H®gg: la désintégration est rare
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Bunch Crossing 4 107 Hz
 7x1012 eV  Beam Energy 
1034 cm-2 s-1  Luminosity 
2835 Bunches/Beam  
1011  Protons/Bunch
7 TeV Proton Proton  
colliding beams 
Proton Collisions 109 Hz
Parton Collisions 
New Particle Production  10-5  Hz  
























Selection of 1 event in 10,000,000,000,000
7.5 m  (25 ns)
Les expériences au LHC








Europe:     267 instituts, 4603 utilisateurs
Ailleurs:  208 instituts, 1632 utilisateurs
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Les modes calculatoires habituels





Un exemple de l’architecture du logiciel de l’expérience ALICE
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Gestion des données et 
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Données d’une expérience: 
exemple ATLAS
• Chaque événement consiste en une taille de ~1-1.5 MB
• Après la séléction On-Line (HLT), les événements seront
écrits sur un support permanent au taux de 100-200 Hz
• Capacité totale “raw” data: ³ 1 PB/an
• Pour construire et analyser: “Modèle Logiciel Complexe et 
Mondialement distribué” +  “Event Data Model”
– Raw Data @ CERN
– Données reconstruites “distribuées”
– TOUS les membres de la collaboration doivent avoir
accès à TOUTES les copies PUBLIC des données (à une
vitesse d’accès raisonnable)
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• “Data Challenges” sont un moyen de tester un prototype 
d’infrastructure avant le début de l’expérience (2007)
• ATLAS prévoit 1 “Data Challenge” par an, en augmentant la 
complexité et le taux de données à traiter
• Chaque “Data Challenge” consiste en:
• Génération d’événements de physique
• Simulation (détecteur) de ces évenements
• Simulation du Bruit de Fond
• Simulation de la réponse du détecteur et du pile-up 
(empilement)
• Reconstruction des événements
• Analyse des données reconstruites
• Les données peuvent être (re-)distribuées à des sites  de 
production différents à tout moment et à chaque étape
} le vrai défi !
Data Challenges ou le Défi




•de la « bonne » description du détecteur 
•de la simulation
Data Challenges 




La clé pour comprendre la physique:
une description complète et fiable du détecteur et la 










• 25,5 millions de copies 
de volumes distincts
• 23 000 objets (volumes) 
différents
• 4 673 types de volumes 
différents
• Quelques centaines 
d’évenements Pile-up à 
gérer
• ~ 1 million de hits par
événement




•du pile up (empilement)
•de la luminosité
Data Challenges 
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¨ 23 events/bunch crossing
¨ 61 bunch crossings





•l’acquisition de données (DAQ)
Data Challenges 
























































































RoI data = 2%
RoI 
requests
Lvl2 acc = ~2 kHz
Event Building N/work~ sec












EFacc = ~0.2 kHz
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Les « grands » nombres:
•le taux de données
•le stockage
Data Challenges 
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Le défi de 2007
level 1 - special hardware
40 MHz   (40 TB/sec )level 2 - embedded processorslevel 3 - PCs
75 KHz (75 GB/sec)5 KHz (5 GB/sec)100 Hz(100 MB/sec )
data recording &
offline analysis
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Le défi de 2007
LHCb
Stockage –
Taux d’enregistrement “Brut” 0.1 – 1 GB/sec
accumulant jusqu’à 5-8 PetaBytes/an
10 PetaBytes de disk
Processeurs–
7M  SI95 units (~300 million MIPS)




5 sites procurant le stockage des données
22773 jobs validés
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17 TBQuantités de données
~11,000Nombre de Fichiers
~1000Nombre de CPU
21Nombre de Centres de calcul
11Nombre de Centres régionaux
CMS Data Challenges: Production 2002
Participants:
Bristol/RAL, Caltech, CERN, FNAL, IC, IN2P3, INFN, Moscou, 
UCSD, UFL, WISC




1.2 secondes / ev. Pendant 4 mois
Digitisation Haute luminosité:









19 Avril 7 Juin






CMS Data Challenges: Production 2002
CUIC 03, 17-18 juin 2003 Data Challenges au LHC
F. Ohlsson-Malek
LPSC/IN2P3 33
ATLAS Data Challenges 1, Phase I
• Délivrer des événements à la communauté HLT 
(trigger de haut niveau): but: ~107 événements
• Mettre en place le Monte Carlo de génération
(physique) et de la simulation du détecteur et valider
la chaine
• Mettre en place le MonteCarlo de production, 
“distribué”
– “ATLAS kit” (rpm)
– Scripts et outils (monitoring, bookkeeping)
• AMI database; Magda replica catalogue; VDC
– Quality Control et Validation de la chaine complète
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      Contribution to the overall 













































ATLAS Data Challenges 1, Phase I
50% du CPU estimé 
pour 1 centre régional
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• Délivrer des données avec et sans pile up au HLT
• Introduction et  test du nouveau “Event Data Model”  
(EDM) 
• Production de données pour la physique et le  
“Computing Model studies”
• Tester la Reconstruction des données
• Utilisation de GRID de manière plus large
ATLAS Data Challenges 1, Phase II




Pile-up for HLT/DAQ TDR
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Après ATLAS DC1 …
– Mettre en place une infrastructure pour la production 
de masse
– Avoir un “logiciel” de la reconstruction prêt et  validé
– Inclure les codes HLT
• Lvl1, Lvl2 & Event Filter
– Données concentées sur 8 “sites”
– La Production sur “standard batch” et/ou “GRID”
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GRID dans ATLAS DC1
US-ATLAS
Une partie de la phase 1
Production complète phase 2
EDG Testbed Prod
Reproduction d’une 
partie de la phase 1
NorduGrid
Toute la production
Phase 1 et 2
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La suite … Conclusion
DCs plus complexes + Data-Grid
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CMS Data challenges 2004
Reconstruction de 50 million d’événements
– Correspond à 25 Hz à 2×1033 cms-2 s-1 pendant 1 mois
– Supposés être des événements dans le centre Tier-0, i.e. 
avec HLT
– Définir des lots d’événements de physique à étudier
– Validation de la physique
– Préparer l’analyse ® tester l’“Event Model”
• Calibration et alignement
– Intégration et développements
d’ outils EDG dans CMS et en 
permettre la production





– Période: T4/2003 – T2/2004
– But
• Déploiement complet de  EDM & Detector Description
• Geant4 replacing Geant3
• Procédures de tests the calibration et d’ alignement
• Utilisation des outils logiciels du LCG (POOL, …)
• Utilisation systématique de GRID
• Préparer des lots de données de physique plus grands
– échelle
• Comme pour DC1: ~ 107 év.  complètements simulés
• DC3: T3/2004 – T2/2005
– Buts à définir;  échelle: 5 x DC2
• DC4: T3/2005 – T2/2006
– Buts à définir; échelle: 2 X DC3
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GRID dans ATLAS …
US-ATLAS EDG NorduGrid
Et plus …..
