Abstract. It was shown by Le Jan that the occupation field of a Poisson ensemble of Markov loops ("loop soup") of parameter one-half associated to a transient symmetric Markov jump process on a network is half the square of the Gaussian free field on this network. We construct a coupling between these loops and the free field such that an additional constraint holds: the sign of the free field is constant on each cluster of loops. As a consequence of our coupling we deduce that the loop clusters of parameter one-half do not percolate on periodic lattices. We also construct a coupling between the random interlacement on Z d , d ≥ 3, introduced by Sznitman, and the Gaussian free field on the lattice such that the set of vertices visited by the interlacement is contained in a one-sided level set of the free field. We deduce an inequality between the critical level for the percolation by level sets of the free field and the critical parameter for the percolation of the vacant set of the random interlacement. Both in the case of loops and of the random interlacement, the couplings are constructed by replacing discrete graphs by metric graphs. Le Jan's and Sznitman's isomorphism theorems between the Gaussian free field and the occupation field of trajectories can be extended to the metric graph setting on which the intermediate value principle for continuous fields holds.
Introduction
Here we introduce our framework, some notations, state our main results and outline the layout of the paper.
We consider a connected undirected graph G = (V, E) where the set of vertices V is at most countable and every vertex has finite degree. We do not allow multiple edges nor loops from a vertex to itself. The edges are endowed with positive conductances (C(e)) e∈E and vertices endowed with a non-negative killing measure (κ(x)) x∈V . κ may be uniformly zero. (X t ) 0≤t<ζ is a continuous-time sub-Markovian jump process on V . Given two neighbouring vertices x and y, the transition rate from x to y equals the conductance C(x, y). Moreover there is a transition rate κ(x) from x ∈ V to a cemetery point outside V . Once such a transition occurs, the process X is considered to be killed. Moreover we allow X to blow up in finite time, i.e. leave all finite sets. ζ is either +∞ or the first time X gets killed or blows up. We assume that X is transient, which is a condition on C and κ. In particular if κ is not uniformly zero X is transient. (G(x, y)) x,y∈V denotes the Green's function of X:
G(x, y) = E x ζ 0 1 X=y dt G is symmetric.
Let P t x,y (·) x,y∈V,t>0 be the bridge probability measures of X, conditioned on ζ > t and let (p t (x, y)) x,y∈V,t≥0 be the transition probabilities of X. The measure µ on time-parametrized loops associated to X is, as defined in [12] ,
is defined to be the Poisson point process in the space of loops on G with intensity such that γ 0 = γ, γ n = γ ′ and for all i ∈ {1, . . . , n} γ i−1 and γ i visit a common vertex ( [13] ). A cluster C is a set of loops, but it also induces a sub-graph of G. Its vertices are the of G visited by at least one loop in C and its edges are those that join two consecutive points of a loop in C. Therefore we will also consider C as a subset of vertices and a subset of edges and use the notations γ ∈ C, x ∈ C and e ∈ C where γ is a loop, x is a vertex and e is an edge. C 1 2 will be the random set of all clusters of L 1
2
. It induces a partition of V . Let (φ x ) x∈V be the Gaussian free field on G, i.e. the mean-zero Gaussian field with E[φ x φ y ] = G(x, y). In [12] , section 5, Le Jan showed that the occupation field ( L ) x∈V has the same law as ( 1 2 φ 2 x ) x∈V . This equality in law may be seen as an extension of Dynkin's isomorphism ( [4] , [5] ) and in turn enables an alternative derivation of some version of Dynkin's isomorphism through the use of Palm's identity for Poisson point processes ( [14] , [7] and [17] , section 4. • For all C ∈ C 1 2 the sign of φ is constant on the vertices of C.
In section 2 we will construct the coupling that satisfies the constraints of theorem 1. To this end we will introduce the metric graph G associated to the graph G and interpolate the loops in L 1 2 by continuous loops on G. In section 3 we will give an alternative description of the same coupling that does not make use of the metric graph G and the interpolation of loops. In section 4 we will give an alternative, direct, proof that the coupling holds using its description given in section 3.
In section 5 we will apply theorem 1 to the loop percolation problem. The loops of L 1 2 are said to percolate if there is an unbounded cluster of loops. This question percolation was studied in [13] and [3] . Obviously from theorem 1 follows that the loops do not percolate if the sign clusters of φ are all bounded. But we will show that even in some situations where φ is known to have some (two) infinite sign clusters, the loops of L 1 2 still do not percolate: Theorem 2. Consider the following networks:
• Z 2 with uniform conductances and a non-zero uniform killing measure • the discrete half-plane Z × N with instantaneous killing on the boundary Z × {0} and no killing elsewhere
, with uniform conductances and no killing measure
On all above networks L 1 2 does not percolate.
We will also give a bound for the probability that two vertices belong to the same cluster of loops.
In section 6 we consider random interlacements on Z d introduced by Sznitman ([23] ). We consider that the edges of Z d have conductances equal to 1 and that (G(x, y)) x,y∈Z d and (φ x ) x∈Z d are the corresponding Green's function and Gaussian free field. Given K a finite subset of Z d , let e K be the equilibrium measure of K (supported on K):
The capacity of K is cap(K) = e K (K) Let Q K be the measure on doubly infinite trajectories on Z d , (x j ) j∈Z parametrized by discrete time j ∈ Z, of total mass cap(K), such that
• the measure on x 0 induced by Q K is e K • conditionally on x 0 , (x j ) j≥0 and (y j ) j≤0 are independent • conditionally on x 0 , (x j ) j≥0 is a nearest neighbour random walk on Z d starting from x 0 • conditionally on x 0 , (x −j ) j≥0 is a nearest neighbour random walk on Z d starting from x 0 conditioned not to return in K for j ≥ 1. There is an (infinite) measure µ il on right continuous doubly infinite trajectories (w(t)) t∈R on Z d , parametrized by continuous time, considered up to a translation of parametrization ((w(t)) t∈R same as (w(t)) t+t0∈R ) such that
• lim t→+∞ |w(t)| = lim t→−∞ |w(t)| = +∞ µ il -almost everywhere • for any finite subset K of Z d , by restricting µ il to trajectories visiting K, choosing the initial time t = 0 to be the first entrance time in K and taking the skeleton (the doubly infinite sequence of successively visited vertices) we get the measure Q K
• under µ il , conditionally on the skeleton, the doubly infinite sequence of holding times of the trajectory (times spend at vertices before jumping to neighbours) is i.i.d with exponential distribution of mean (2d) −1 .
See [23] and [24] . The random interlacement I u of level u > 0 is the Poisson point process of intensity uµ il . The vacant set V u of I u is the set of vertices not visited by any of trajectories in I u . There is u * ∈ (0, +∞) such that for u < u * V u has a.s. infinite connected components and for u > u * V u has a.s. only finite connected components ( [23] , [22] ).
The occupation field (L
In [24] Sznitman showed the following isomorphism between (L x (I u )) x∈Z d and the Gaussian free field: Let (φ ′ x ) x∈Z d be a copy of the free field independent of (L
This isomorphism can be used to relate the random interlacement to the level sets of The Gaussian free field. There is h * ∈ [0, +∞) such that for h < h * , the set {x ∈ Z d |φ x > h} has an infinite connected components and for h > h * only finite connected components ([20] , [2] ). h * is positive if the dimension d high enough ( [20] ). In section 6 we will prove:
Theorem 3. For all u > 0, there is a coupling between I u and φ such that a.s.
This theorem is again obtained by replacing the discrete graph Z d by a metric graph.
Coupling through interpolation by a metric graph
One can associate a measure on loops following the formal pattern of (1.1) to a wide range of Markovian or sub-Markovian processes. It was initially defined in the framework of two-dimensional Brownian motion ( [16] ). In the articles [14] and [7] the definition is extended to transient Borel right process on a locally compact state space with with a countable base, that have 0-potential densities with respect some sigma-finite measure. In [14] this 0-potential densities are assumed to be fined off the diagonal, not necessarily finite on the diagonal, and moreover is assumed the existence of measurable transition densities and the integrability with respect to the time of the tail of the transition densities on the diagonal. In [7] the 0-potential densities are assumed to be continuous and finite even on the diagonal, but the existence of probability densities is not assumed. In [17] were specifically studied the measures on loops associated to one-dimensional diffusions and the corresponding loop ensembles. This case is of particular interest for the proof of theorem 1. Indeed in the setting of one-dimensional diffusions the occupation fields are continuous space-parametrized processes with non-negative values and the clusters of loops correspond exactly to the excursions of the occupation field above zero (proposition 4.7 in [17] ). In particular for the loop ensemble of parameter 1 2 , the clusters of loops are exactly the sign clusters of the one-dimensional Gaussian free field.
The nice identity between the cluster of loops and the sign clusters of GFF in case of one-dimensional diffusions leads us to consider the metric graph or cable system G associated to the graph G ( [1] , [6] , [8] ). Topologically G is constructed as follows: to each edge e of G corresponds a different compact interval, each endpoint of this interval being identified to one of the two vertices adjacent to e in G; for every vertex x ∈ V the intervals corresponding to the edges adjacent to x are glued together at the endpoints identified to the vertex x. We will consider V to be a subset of G. Given any e ∈ E, I e will denote the subset of G made of the interval corresponding to e minus its two endpoints. Topologically I e is an open interval. G is a disjoint union
We further endow G with a metric structure by assigning a finite length to each of the (I e ) e∈I . The length of I e is set to be ρ(e) := 1 2C(e) which makes I e isometric to (0, ρ(e)). This particular choice of the lengths will be explained farther. Let m be the Borel measure on G assigning a zero mass to V , a mass ρ(e) to each of the I e and to a subinterval of I e a mass equal to its length. m is σ-finite.
On G one can define a standard Brownian motion B G . Here we give a description through chaining stopped Markovian paths on G (see [1] , [6] and [8] ). If B G starts in the interior I e of an edge, it behaves as the standard Brownian motion on I e until it reaches a vertex. To describe the behaviour of B G starting from a vertex we use the excursions. Let x 0 ∈ V , {x 1 , . . . , x deg(x0) } the vertices adjacent to x 0 and {{x 0 , x 1 }, . . . , {x 0 , x deg(x0) }} the edges joining x 0 to one of its neighbours. Let (B t ) t≥0 be a standard Brownian motion on R starting from 0. To each excursion e of (B t ) t≥0 away from 0 we associate a random variable x(e) uniformly distributed in {x 1 , . . . , x deg(x0) }. We chose the different r.v x(e) to be independent conditionally on the family of excursion of (B t ) t≥0 . e t the excursion straddling the time t. Let
To the path (B t ) 0≤t≤T {x 1 ,...,x deg(x 0 ) } we associate a path in G: it starts at x 0 and each excursion e of (B t ) 0≤t≤T {x 1 ,...,x deg(x 0 ) } is performed in I {x0,x(e)} instead of R. The obtained path has the law of B G starting at x 0 and stopped at reaching {x 1 , . . . , x deg(x0) }. Let (L y t (B)) t≥0,y∈R be the continuous family of local times of B and (L y t (B G )) t≥0,y∈ G the family of local times of B G started at x 0 , relatively to the measure m. Let y ∈ I {x0,xi} and δ the length of the subinterval (x 0 , y) of
0≤t≤T {x 1 ,...,x deg(x 0 ) } and the limit, uniform in time, of the above process as y converges to x 0 is
It follows that the process (B G t ) 0≤t≤T {x 1 ,...,x deg(x 0 ) } has a space-time continuous family of local times. By concatenating different stopped paths we get that the whole process B G has space-time continuous local times relatively to the measure m. The measure on the height of excursions (in absolute value) induced by the measure on Brownian excursions is (see [19] , chapter XII, §4)
is an exponential random variable with mean
and
C(x 0 , x i ) (see also theorem 2.1 in [8] ). This explains our particular choice of the lengths (ρ(e)) e∈E .
From now on the Brownian motion B G on G is considered to be constructed and the starting point to be arbitrary. It is not excluded that B G blows up in finite time. A necessary but not sufficient condition of this is the existence of a path of finite lengths that visits infinitely many vertices. Letκ be the following measure on G:
Letζ be the first time either B G blows up or the additive functional
hits an independent exponential time with mean 1.ζ = +∞ a.s. if κ ≡ 0 and B G is conservative. For l ≥ 0 let τ l be the stopping time
If the starting point of B G is a vertex then the process (B
has the same law as the Markov jump process X on V . In particular it follows that the process (B G t ) 0≤t<ζ is transient.
The 0-potential of the process (B G t ) 0≤t<ζ has a density relatively to the measure m, the Green's function (G(y, z)) y,z∈ G . We use the same notation as for the Green's function of X because the latter is the restriction to V of the first. The value of (G(y, z)) y,z∈ G on the interior of the edges is obtained from its value on the edges by linear interpolation. Let (x 1 , y 1 ) and (x 2 , y 2 ) be two pairs of adjacent vertices in G. Let z 1 respectively z 2 be a point in the interval [x 1 , y 1 ] respectively [x 2 , y 2 ] and r 1 respectively r 2 be the length of
Let (φ y ) y∈ G be the Gaussian free field on G with variance-covariance function G. It's restriction to V is the Gaussian free field on the graph G, hence the same notation. Conditionally on (φ x ) x∈V , (φ y ) y∈ G is obtained by joining on every edge e the two values of φ on its endpoints by an independent bridge of length ρ(e) of a Brownian motion with variance 2 at time 1 (not a standard Brownian bridge). In particular (φ y ) y∈ G has a continuous version.
The process (B G t ) 0≤t<ζ fits into the framework of [7] and one can associate to it a measure on time-parametrized continuous loopsμ. Let 
) y∈ G has the same law as ( by taking the print of the latter on V . This is described in [7] , section 7.3, or in a less general situation of the restriction of the loops of one-dimensional diffusions to a discrete subset in [17] , section 3.7. We explain how the restriction from G to V works. First of all we consider only the subset {γ ∈ L 1 2 |γ visits V } because the print of other loops on V is empty. Next we re-root the loops so as to have the starting point in V : to each loopγ visiting V we associate an uniform r.v. on (0, 1) Uγ, these different r.v. being independent conditionally on the loops. We introduce the time
For each loopγ visiting V we make a rotation of parametrization so as to have the starting and end-time at
The set of V -valued loops
by adding random excursion to the discrete-space loops. We won't give the proof of this.
For elements supporting what we explain see [12] , chapter 7, and [17] , corollary 3.11. Let x 0 ∈ V and {x 1 , . . . , x deg(x0) } the vertices adjacent to x 0 . Let η + be the intensity measure of positive Brownian excursions. To every loop γ ∈ L 1 2 spending a time l in x 0 before jumping to one of its neighbours or before stopping one has to add excursion from
I {x0,xi} according to a Poisson point process, the intensity of excursions that take place inside the edge I {x0,xi} being
jumps from x to y one has to add a Brownian excursion from x to y inside I {x,y} (a Brownian excursion from 0 to a > 0 is a Bessel 3 process started from 0 run until hitting a). All the added excursion have to be independent conditionally on L and a continuous version of the Gaussian free field (φ y ) y∈ G such that the two constraints hold:
• For all y ∈ G, L
are exactly the sign clusters of (φ y ) y∈ G Theorem 1 follows from the above proposition because the restriction of ( L
) x∈V , the restriction of (φ y ) y∈ G to V is the Gaussian free field on G and the sign of φ is constant on the clusters of L ) y∈ G considered for itself, regardless of the loops, has a continuous version (for instance it follows from the fact that it is a square of a Gaussian free field). However this does not automatically imply that a realisation of ( L ) y∈ G is continuous.
Proof. We divide the loops of L 1 2 in three classes:
• (i) The loops that visit at least two vertices in V • (ii) The loops that visit only one vertex in V • (iii) The loops that do not visit any vertex and are contained in the interior of an edge Above any vertex x ∈ V are only finitely many loops of type (i) (see [12] chapter 2 for the exact expression of their intensity). Each individual loop of type (i) has a continuous occupation field and the sum of this occupation fields is locally finite and therefore continuous.
Let x 0 ∈ V and {x 1 , . . . , x deg(x0) } the vertices adjacent to x 0 . We consider now the loops of type (ii) such that x 0 is the only vertex they visit, which we denote
I {x0,xi} according to a Poisson point process, the intensity of excursions that take place inside the edge I {x0,xi} being (see (2.2))
The continuity of the occupation field of (γ j ) j≥0 follows from the continuity of Brownian local times.
Let e be an edge. We consider the loops of type (iii) that are contained in I e . They have the same law as a Poisson ensemble of loops of parameter 1 2 associated to the standard Brownian motion on the bounded interval I e killed upon reaching either of its boundary points. This situation was entirely covered in [17] . According to corollary 5.5 in [17] it is possible to construct these loops and a continuous version on their occupation field on the same probability space. All the suitability of our lemma lies in this point. Moreover according to proposition 4.6 in [17] the occupation field of these loops converges to 0 at the end-vertices of I e .
From now on we consider only the continuous realization of the occupation field
) y∈ G a maximal connected subset of G on which the occupation field is positive. It is open and by continuity the occupation field is zero on the boundary of a positive component. Given a continuous loopγ, Range(γ) will denote its range.
is a positive component of ( L ) y∈ G is of this form.
Proof. The following almost sure properties hold:
the occupation field ofγ is positive in the interior of Range(γ) and zero on the boundary ∂Range(γ)
and y ∈ ∂Range(γ), there is another loopγ ′ ∈ L 1 2 such that y is contained in the interior of Range(γ ′ )
We briefly explain why the property (ii) is true. First of all the boundary ∂Range(γ) is finite because it can intersect an edge in at most two points and a loop visits finitely many edges. Moreover any deterministic point in G is almost surely covered by the interior of the range of a loop. Applying Palm's identity one gets (ii). Properties (i) and (ii) imply on one hand that the zero set of ( L are exactly the positive components of (|φ y |) y∈ G which are the sign clusters of (φ y ) y∈ G .
Alternative description of the coupling
In this section we give en alternative description on the coupling between L 1 2 and (φ x ) x∈V constructed in section 2 but that does not use L 1 2 as intermediate. First we deal with the law of the sign of φ conditionally on (|φ y |) y∈ G . We will show that one has to chose the sign independently for each positive component of (|φ y |) y∈ G and uniformly distributed in {−1, +1}. Then we will deal with the probability of a cluster of continuous loops occupying entirely an edge e conditionally on discretespace loops L 1 2 and on the event that none of these loops occupies e.
Let K be a non-empty compact connected subset of G. ∂K is finite, G \ K has finitely many connected components and the closure of each of these connected components is itself a metric graph associated to some discrete graph. Let T K be the first time the Brownian motion B G , started outside K, hits K. Let (G G\K (y, z)) y,z∈ G\K be the Green's function relative to the measure m of the killed process (B ) y∈ G\K be the Gaussian free field on G \ K with variance-covariance function G G\K . Let f be a function on ∂K and u f,K be the following function on G \ K:
By Markov property of (φ y ) y∈ G , conditionally on (φ y ) y∈K , (φ y ) y∈ G\K has the same law as (u φ,K (y) + φ G\K y ) y∈ G\K . We consider now a random connected compact subset K. We use the equivalent σ-algebras on the connected compact subsets:
• the σ-algebra induced by the events ({K ⊆ U }) U open subset of G • the σ-algebra induced by the events ({F ∩ K = ∅}) F closed subset of G Below we state a strong Markov property for the Gaussian free field (φ y ) y∈ G . It can be derived from the simple Markov property (see [21] , chapter 2, §2.4, theorem 4).
Strong Markov
We first consider the case of V being finite. Then F y0 is compact. According to the strong Markov property, conditionally on F y0 and (φ y
Thus (1 y∈Fy 0 φ y − 1 y ∈Fy 0 φ y ) y∈ G has the same law as φ. Since φ and −φ have the same law, (−1 y∈Fy 0 φ y + 1 y ∈Fy 0 φ y ) y∈ G has the same law as φ too. If V is infinite, let x 0 ∈ V . Let V n be the set of vertices separated from x 0 by at most n edges. V n is finite. V 0 = {x 0 } and V 1 is made of x 0 and all its neighbours. For n ≥ 1 let E n be the set of edges either connecting two vertices in V n−1 or a vertex in V n \ V n−1 to a vertex in V n−1 . G n := (V n , E n ) is a connected sub-graph of G. Let G n be the metric graph associated to the graph G n , viewed as a compact subset of G. For n large enough such that y 0 ∈ G n , let F y0 , n be the positive component of (|φ ) y∈ G has the same law as φ G\(Vn\Vn−1) . As n converges to +∞, the first field converges in law to (−1 y∈Fy 0 φ y + 1 y ∈Fy 0 φ y ) y∈ G and the second field converges in law to φ, which proves the lemma. Lemma 3.2. Conditionally on (|φ y |) y∈ G , the sign of φ on each of its connected components is distributed independently and uniformly in {−1, +1}.
Proof. Let (y n ) n≥0 be a dense sequence in G. Let (σ n ) n≥0 be an i.i.d. sequence of uniformly distributed variables in {−1, +1} independent of φ. According to lemma 3.1, the field N n=0 (σ n 1 y∈Fy n + 1 y ∈Fy n ) × φ y y∈ G has the same law as φ whatever the value of N . Moreover as N converges to +∞, this field converges in law to the field obtained by choosing uniformly and independently a sign for each positive component of (|φ y |) y∈ G . This concludes.
Next we consider that the discrete-space loops L 1 2 and continuous loops L 1 2 coupled in the natural way though the restriction of the latter to V . We deal with the probability of a cluster of continuous loops occupying entirely an edge e conditionally on L 1 2 and on the event that none of discrete-space loops occupies e.
This event is the same as the occupation field L 1 2 staying positive on I e and not having zeros there. Let e = {x, y} be an edge joining vertices x and y. In case e is not occupied by a loop of L 1 2 , there are three kind of paths visiting I e :
• the loops of entirely L 1 2 contained in I e . These are independent L 1 2 as they have no print on V . The occupation field of these loops is the square of a standard Brownian bridge of length ρ(e) from 0 at x to 0 at y ( [17] , proposition 4.5).
• the Poisson point process of excursions from x to x inside I e of the loops in L at x conditioned to hit 0 before time ρ(e).
• the Poisson point process of excursions from y to y inside I e of the loops in L 1 2 visiting y. The picture is the same as above.
We will denote by (b
t ) 0≤t≤T a standard Brownian bridge from 0 to 0 of lengths T and (β (T,l) t ) t≥0 a square of a Bessel 0 process starting from l at t = 0 and conditioned to hit 0 before time T . We have the following picture: 
having a zero on (0, ρ(e)).
Lemma 3.4. Let T, l 1 , l 2 > 0. The probability that the sum of three independent processes
has a zero on (0, T ) is
Proof. We will break the symmetry of the expression (3.1) and use the fact that the process b
has the same law as the square of a standard Brownian bridge of length T from 0 to √ l 2 (see [19] , chapter XI, §3). For the process (3.1) to have a zero on (0, T ), the process β (T,l1) has to hit 0 before the las zero of b
According to Ray-Knight's theorem, the time when the square Bessel 0 started from l 1 hits 0 has the same law as the maximum of a standard Brownian motion started from 0 and stopped at its local time at 0 reaching the level l 1 . The distribution of this maximum is
In β (T,l1) we condition by hitting zero before time T . So the distribution of the first zero is
Let (B t ) t≥0 be a standard Brownian motion on R started from 0 and
The joint distribution of (g T , B T ) is (see [19] , chapter XII, §3)
If we condition by B T = √ l 2 we get the distribution of the last zero of b
which is
Gathering (3.3) and (3.4) we get that the probability that we are interested in is
By performing the change of variables
we get the integral (3.2).
By doing the change of variables z = λ s we get are independent and the corresponding probabilities are given by
From lemma 3.2 and corollary 3.6 we get the following alternative description of the coupling between L 1 2 and (φ x ) x∈V (see fig.1 ) x∈V being its occupation field and C 1 2 the set of its clusters.
• For any edge {x, y} not visited by any loop in L 1
2
, choose to open it with
. By doing so some cluster of C 1 2 may merge and this induces a partition C ′ of V in larger clusters.
• For all clusters C ′ ∈ C ′ sample independent uniformly distributed in {−1, +1} r.v. σ(C ′ ).
•
where C ′ (x) is the cluster in C ′ containing the vertex x.
(φ x ) x∈V is then a Gaussian free field on G. Moreover the obtained coupling between
and φ is the same, in law, as the one constructed in section 2.
Observe that a posteriori the quantity 
Alternative proof of the coupling
In this section we prove directly, without using metric graphs, that the procedure described in theorem 1 bis provides a coupling between L 1 2 and the Gaussian free field. We will denote by φ the field constructed by this procedure and ψ a generic Gaussian free field on G, so as to avoid confusion.
Let e 1 = {x 1 , y 1 }, . . . , e n = {x n , y n } be n different edges of G. Let G (e1,...,en) be the graph obtained by removing the edges e 1 , . . . , e n . G (e1,...,en) may not be connected. Let κ (e1,...,en) be the killing measure on V defined as
..,en) (x, y)) x,y∈V be the Green's function of the Markov jump process on G (e1,...,en) with jump rates equal to conductances and killing rates given by
) x∈V be the corresponding Gaussian free field on G (e1,...,en) . Let H be the energy functional
and let
If V is finite the distribution of ψ is Conditionally on e i ∈ C∈C 1 2 C for every i ∈ {1, . . . , n}, ( L ) x∈V has the same law
See [13] .
Lemma 4.1. Assume that V is finite. Let e 1 = {x 1 , y 1 }, . . . , e n = {x n , y n } be n different edges of G. For any bounded functional on fields
{x,y}∈E\{e1,...,en}
Proof. We begin with the proof of (4.2). Conditionally on e i ∈ C∈C 1 2 C for every
) x∈V has the same law as
Applying (4.1) we get that
For the proof of (4.3) we will use the inclusion-exclusion principle.
Thus we get (4.3).
Proposition 4.2. The field (φ x ) x∈V constructed in theorem 1 bis has the law of a Gaussian free field on G.
Proof. First we consider the case of V being finite and use the identity (4.3). Let F be a bounded functional on fields. Given a subset of edges A ⊆ E, we will denote by C(A) the partition of V obtained by removing from G the edges in A and taking the connected components. Let S A (F ) be the functional on non-negative fields defined as
where F (σ √ 2f ) means that we have made a choice of a sign which is the same on each equivalence class of the partition C(A).
Let e 1 = {x 1 , y 1 }, . . . , e n = {x n , y n } be n different edges of G. By construction
3) follows that this in turn equals
We need only to show that this equals
Then summing on all possible values of
In (4.5) the factor
depends only on the absolute value |ψ|. Two other factors take in account the sign of ψ: The factor (4.7) multiplied by the non normalized density e −H(f ) of ψ gives the nonnormalized density e −H (e 1 ,...,en ) (f ) of ψ (e1,...,en) , the Gaussian free field on G (e1,...,en) . ψ (e1,...,en) is independent on each connected component of G (e1,...,en) . The factor (4.8) means that we restrict to the event on which the field has constant sign on each connected component of G (e1,...,en) . But conditionally on ψ (e1,...,en) having constant sign on each connected component of G (e1,...,en) , these signs are independent on each connected component and − and + have equal probability 1 2 . This implies that (4.5) equals (4.6).
For the case of infinite V we approximate the graph G by an increasing sequence of finite connected sub-graphs. Let x 0 ∈ V . Let V n be the set of vertices separated from x 0 by at most n edges. For n ≥ 1 let E n be the set of edges either connecting two vertices in V n−1 or a vertex in V n \ V n−1 to a vertex in V n−1 . G n := (V n , E n ) is a connected sub-graph of G. We consider the Markov jump process on G n with transition rates given by the conductances restricted to E n , the killing measure κ restricted to V n and an additional instant killing at reaching V n \ V n−1 . Let (G Vn−1 (x, y)) x,y∈Vn−1 be the corresponding Green's function and (ψ ) x∈Vn−1 be the field obtained by applying the procedure described in theorem 1 bis to {γ ∈ L 1 2 |γ stays in V n−1 }. As showed previously φ Vn−1 has same law as ψ Vn−1 . Moreover φ Vn−1 converges in law to φ and ψ Vn−1 to ψ. Thus φ and ψ have same law.
Application to percolation by loops
In this section we consider the lattices • Z 2 with uniform conductances and a non-zero uniform killing measure • the discrete half-plane Z × N with instantaneous killing on the boundary Z × {0} and no killing elsewhere . Obviously there cannot be such infinite cluster if the Gaussian free field only has bounded sign clusters, which is the case for Z 2 with uniform conductances and a non-zero uniform killing measure (see Theorem 14.3 in [11] ). However on Z d for d sufficiently large the Gaussian free field has infinite sign clusters, one of each sign, at is it believed that is the case for all d ≥ 3 ( [20] ). But at the level of the metric graph there are no unbounded sign clusters of the free field.
The uniqueness of an infinite cluster of loops on Z d , d ≥ 3 and on Z 2 with uniform killing measure was shown applying Burton-Keane's argument in [3] . Next we adapt this argument to the case of loops on the discrete half-plane. is ergodic for the horizontal translations and hence the number of infinite clusters in C 1 2 is a.s. constant. Next step is to show that this constant can only be 0, 1 or +∞. This can be proved similarly to the iid Bernoulli percolation case and we omit it. Then one has to rule out the case of infinitely many infinite clusters.
For a ∈ N let
and all the L have the same law up to a vertical translation. A vertex (x 1 , a + 1) ∈ Z × N * will be an upper trifurcation if it is contained in an infinite cluster of L >a 1 2 and if this vertex and adjacent edges are removed the cluster splits in at least three infinite clusters. Every vertex of Z × N * has equal probability to be an upper trifurcation. Let it be p 3 . If with positive probability L 1 2 has at least three infinite clusters then a vertex in Z × {1} has a positive probability to be an upper trifurcation. This can be proved in the similar way as in iid Bernoulli case. Consequently p 3 > 0.
Let T n be the set of upper trifurcations in [−n, n] × [1, n]. Let (z i ) 1≤i≤Nn be an enumeration of T n such that the sequence of second coordinates of z i , (a i +1) 1≤i≤Nn , is non-increasing. Given z i there are three simple path c 1 (z i ), c 2 (z i ) and c 3 (z i ) that connect z i to three different vertices on
,that do not intersect outside z i and such that c 1 (z i ) \ {z i }, c 2 (z i ) \ {z i } and c 3 (z i ) \ {z i } are contained in three different clusters induced by the clusters of L 
because the set above is covered by the loops in L >ai 1 2 . Then as in Burton-Keane's proof one setsc j (z 1 ) = c j (z 1 ) and iteratively constructs the family of simple paths (c j (z i )) 1≤j≤3,2≤i≤Nn where the pathc j (z i ) starts from z i as c j (z i ) and as soon as it meets a pathc from the family (c j ′ (z i ′ )) 1≤j ′ ≤3,1≤i ′ ≤i−1 it continues asc. The graph formed by the paths (c j (z i )) 1≤j≤3,1≤i≤Nn has no cycles, its leaves (vertices of degree 1) are contained in ∂([−n − 1, n + 1] × [1, n + 1]) and the vertices z i have degree 3 at least. Thus
The expectation of ♯T n cannot grow as fast as n 2 hence p 3 = 0.
Next we give a simple upper bound for the probability of two vertices belonging to the same cluster of L 1
2
. This is an inequality that holds on all graphs and not specifically on periodic ones as considered previously in this section. Proof. Consider the set of extended clusters C ′ . The probability that x and y belong to the same cluster in C ′ is exactly
Indeed in our coupling if x and y belong to the same cluster in C ′ then the product sign(φ x )sign(φ y ) equals 1, and if this is not the case sign(φ x )sign(φ y ) equals either 1 or −1 each with probability It remains to check that
Let Z 1 and Z 2 be two independent standard centred Gaussian r.v. We have the equalities in law
In case of a graph Z d (d ≥ 2) with positive constant killing measure, inequality (5.1) ensures an exponential decay of cluster size distribution. In case of Z d (d ≥ 3) with no killing inequality (5.1) implies P x and y belong to the same cluster of
However this bound is certainly not sharp and one expects that for d ≥ 5 P x and y belong to the same cluster of
(see proposition 5.3 in [3] ). This also means that the percolation by discrete loops on periodic lattices and the percolation by continuous loops on corresponding metric graphs behave differently. Proof of theorem 2. Assume that L 1 2 has an infinity cluster. Let C ∞ be this infinite cluster. Let x be a vertex and
Let u 1 be the unit vector corresponding to the first coordinate, u 1 = (1, 0, . . . , 0). Let x n := x + nu 1 . From the invariance by translation by u 1 follows that θ(x n ) = θ(x). P x and y belong to the same cluster of L 1
satisfies Harris-FKG inequality ( [13] ). Thus
It follows that
Letting n go to +∞ we get that θ(x) = 0. ) if |φ| has no zeros on I e and ω e = 0 (e is closed) otherwise. The set of clusters of ω is exactly C ′ witch appears in the coupling of theorem 1 bis. The free field on the metric graph has an unbounded sign cluster if an only if there is an infinite cluster in C ′ as the sign clusters of φ that are contained inside the intervals I e corresponding to the edges are all bounded. We will show that this cannot happen. We will follow the same pattern as for the proof of theorem 2: first show that C ′ can contain at most one infinite cluster, the show that ω satisfies Harris-FKG inequality and conclude using inequality (5.1).
Lemma 5.3. With probability one C ′ has at most one infinite cluster.
Proof. According to theorem 1 in [9] , the uniqueness of the infinite clusters is implied by translation invariance and positive finite energy property. We need only to show the finite energy property:
(5.2) P(ω e = 1|(ω f , f is an edge of Z d and f = e)) > 0 a.s.
Let e = {x, y} be an edge. We see ( . The loops inside I e and the excursion inside I e from x to x and y to y that do not cross entirely I e are independent of ( Since |φ x φ y | > 0 a.s., the right-hand side in (5.3) is a.s. non-zero and the condition (5.2) is satisfied.
Lemma 5.4. ω satisfies Harris-FKG inequality: given A 1 (ω) and A 2 (ω) two increasing events
Proof. We see the field ( . If the events A 1 (ω) and A 2 (ω) are increasing in the sense that opening more edges in ω only helps their occurrence, then these events are also increasing in the sense that they are stable by adding more loops to L . We construct a continuous version I u of the random interlacement of level u on the metric graph Z d . First we sample I u . Given a path w in I u we replace each jump from a vertex to its neighbour by a Brownian excursion inside the linking edge and we add Brownian excursions from a vertex visited by w to itself inside adjacent edges such that the local time on the vertex equals the time w spends in it (as in (2.2) for loops). By construction I u is the restriction of I u to the vertices. I u has an occupation field (L y ( I u )) y∈ Z d which is continuous (because the occupation field of the Brownian excursions is) and its restriction to the vertices is (L x (I u )) x∈Z d . We will show that the isomorphism (1.2) also holds in the continuous setting on Z d . To this end we will use the approximation scheme of random interlacement by excursions that appeared in [24] .
Let K be a finite subset of Z d . Let I u K be the set of trajectories in I u that visit K. Given such a trajectory w we will denote by (w K (t)) t≥0 the trajectory obtained by setting the origin of times at the entrance time of w in K and running w onward from this time. Conditionally on w 
Between any two distinct adjacent vertices in G n the conductance is 1. Let (X n t ) t≥0 be the recurrent Markov jump process on G n starting from x * . X n jumps away from 
Proof. Let φ n be the Gaussian free field on the metric graph G n associated to the Brownian motion with instantaneous killing at x * (φ is strictly positive on all the vertices and inside the edges visited by the discrete random interlacement I u . In the isomorphism (6.3), (|φ y − √ 2u|) y∈ Z d is strictly positive on these vertices and inside these edges. This means that each trajectory in I u is contained in a sign cluster of φ− √ 2u, which is necessarily unbounded. But according proposition 5.5, φ has only bounded sign clusters on the metric graph and a fortiori the connected components of {y ∈ Z d |φ y > √ 2u} are all bounded. Thus in our coupling all the vertices visited by I u are contained in {y ∈ Z d |φ y < √ 2u} and since these are vertices, they are contained in {x ∈ Z d |φ x < √ 2u}. The fact that for all h > 0, {x ∈ Z d |φ x < h}, seen as a dependent site percolation on Z d , has an infinite cluster was proved in [2] . However theorem 3 may be used as an alternative proof of this fact.
