restrict ourselves to the one-dimensional case, for technical reasons. Indeed, the proof of the Edgeworth expansion theorem which we use here (see (Petrov, 1975) ) is specific to the case d = 1 and can be extended to our framework (see Section 3.1 below). We keep the notations of the preceding chapter. For a ∈ S X and n ≥ 1, we denote by Q nak a regular version of the conditional distribution of X k 1 := (X 1 , ..., X k ) given {S 1,n = na}.
We have obtained in the preceding chapter an approximation of Q nak when k = o(n). A natural question arises : What can be said about the distribution of the n − k other r.v.'s, that is of (X j ) k+1≤j≤n , given {S 1,n = na}. In terms of Statistical Mechanics, the question would be : What can be said about the distribution of energy for the large component ? Set
(1.1) Therefore, we study the distribution of Q nak when k n is allowed to converge to 1 as n → ∞. In (Dembo and Zeitouni, 1996) , it is explained that the condition k = o(n) is necessary to get a Gibbs Conditioning Principle. In this paper, as expected we do not obtain a Gibbs type measure as an approximation of Q nak , if k n does not converge to 0. Now, we describe an Importance Sampling (IS) framework within which it is natural to consider Q nak for large k. Consider a sequence (X j ) j≥1 of r.v.'s. For large n but fixed, we intend to estimate Π n := P (X n 1 ∈ E n ), for some event E n .
(1.2)
A classical IS estimator of Π n is the following.
where p n 1 is the density of X n 1 and the (Y n 1 (i)) are i.i.d copies of a random vector Y n 1 with density q n 1 . Then, the law of large numbers insures that Π n (N ) converges almost surely to Π n , as N → ∞. The interest of this resampling procedure is to reduce the variance of the resulting estimator, compared to the usual Monte Carlo method. It is well known that the optimal density from the point of view of the variance is the conditional density p(X n 1 |E n ). Therefore, it is natural to search an approximation of p(X n 1 |E n ). This approach has been developed in ?, for an i.i.d. sequence (X j ) j≥1 of centered r.v.'s, with
for some sequence (a n ) converging slowly to 0. Therefore, Π n (N ) estimates the moderate deviation probability of S 1,n /n. In ?, they get an approximation of p(X k 1 |E n ), which should be close to p(X n 1 |E n ) if k is large. For a r.v. X, denote by L(X) its probability distribution. They obtain that, for some density
(1.5)
The precise sense of ≈ is given in Section 2.3 below. They deduce from an elementary lemma that
Then, the approximation density g k has a computable expression, which allows to simulate Z k 1 . A density g n on R n is constructed from g k . In (1.3), q n 1 and (Y n 1 (i)) are replaced respectively by g n and copies of a r.v. with density g n . The IS estimator obtained has better performances than the existing ones which estimate Π n . Now, it is reasonable to expect that (1.5) implies that the distribution of X k 1 given {S 1,n ≥ na n } is close to the distribution associated to g k . We can use this idea to get an approximation of Q nak for some k such that k n → 1 (see Theorem 6), but also for a class of k which are some o(n) (see Theorem 5). However, in both cases, the condition n − k → ∞ is required for the Edgeworth expansions.
We consider a sequence (X j ) j≥1 of independent r.v.'s. For any a ∈ S X , let p X k 1 = · S 1,n = na be the density of X k 1 given {S 1,n = na}. In this paper, we obtain that, for some density g k on R k ,
We deduce (see Section 2.4) that
where G k is the distribution associated to g k . More precisely, when k is small (k = o(n ρ ) with 0 < ρ < 1/2), G k is the same Gibbs type measure as in the preceding chapter, while for large k (see the assumptions of Theorem 6), G k is a slight modification of this measure.
Kolmogorov's extension theorem does not apply to the sequence (Q nan ) n≥1 of probability measures. Therefore, we need to consider a sequence ((Ω n , A n , P n )) n≥1 of probability spaces s.t. for any n ≥ 1, Y n 1 is a random vector defined on (Ω n , A n , P n ) and the distribution of Y n 1 is Q nan . Then, for k ≤ n, Q nak is the distribution of Y k 1 . The properties of (Y n 1 ) n≥1 are studied in Section 3, after some elementary results and statement of the Assumptions in Section 2, while Section 4 is devoted to our main Results and their proofs.
Assumptions and elementary results
All the r.v.'s considered are a.c. w.r.t. the Lebesgue measure on R. For any r.v. X, let P X be its distribution, p X its density and Φ X its moment generating function (mgf). For any j ≥ 1, set
(2.1)
Conditional density
Let U and V be r.v.'s having respective densities p U and p V and a joint density denoted by p (U,V ) . Then, there exists a conditional density of U given V , denoted as follows.
Fact 1. Let (X j ) j≥1 be a sequence of independent r.v.'s. For any n ≥ 1 and 1 ≤ i ≤ n, let J n be a subset of {i, ..., n} s.t. α n := |J n | < n − i + 1. Let L n be the complement of J n in {i, ..., n}. Set S Ln := j∈Ln X j . Then, there exists a conditional density of (X j ) j∈Jn given S i,n , defined by 2) 2.2 The tilted density Definition 1. For a r.v. X, let Φ X be its mgf and let Θ X := {θ ∈ R : Φ X (θ) < ∞}. For any θ ∈ Θ X , denote by X θ a random vector having the tilted density, defined by
Landau Notations
Definition 2. Let (X n ) n≥1 be a sequence of r.v.'s such that for any n ≥ 1, X n is defined on a probability space (Ω n , A n , P n ). Let (u n ) be a sequence of real numbers. We say that
(2.10) (X n ) n≥1 converges to ℓ ∈ R in P n -probability and we note X n −→ Pn ℓ if
Remark 1. These notations differ from the classical Landau notations in probability by the fact that here, the rv's (X n ) are not defined on the same probability space. However, they satisfy similar properties, which we will use implicitly in the proofs.
A criterion for convergence in Total Variation Distance
Definition 3. Set
1 is denoted by P k . Let G k be a probability measure on R k . Assume that P k and G k have positive densities p k and g k , and that k → ∞ as n → ∞. If there exists (B n ) n≥1 ∈ A →1 s.t. for any n ≥ 1, we have on B n that
Proof. For any δ > 0, set
Then,
By (2.12), for all n large enough,
Combining the preceding inequalities, we obtain that for all n large enough,
(2.15) Therefore, sup
Now, we have that
From the definition of E(n, δ), we deduce that
Finally, applying the triangle inequality, we have that for all n large enough,
which converges to 0 as δ → 0.
Remark 2. A rate of convergence is not obtainable by this method.
A first calculus
First, we have that
The conditioning event being {S i+1,n = na − Σ 1,i }, we search θ s.t.
Since P n -a.s., Σ 1,i + Σ i+1,n = na, this is equivalent to solve the following equation, where θ is unknown.
We will see below (see Definition 6) that, under suitable assumptions, equation (2.24) has a unique solution t i,n . In the following lines, the tilted densities pertain to θ = t i,n .
For e = 1, 2, let q i+e,n be the density of S i+e,n , where
Using the invariance of the conditional density under the tilting operation, Fact 1 and then renormalizing, we obtain that
where 
Assumptions

Statements
We suppose throughout the text that the following assumptions hold. So in the statements of the results, we will not always precise which among them are required. (U f ) : There exist functions f + and f − which satisfy (H) and such that
(Cf ) : For any j ≥ 1, p j is a function of class C 1 and for any compact K ⊂ Θ,
Elementary Facts
Fact 6. If a function f satisfies (H), then f is a homeomorphism from (α, β) to (A, B).
Fact 7. If a function f is defined as the mean of functions satisfying (H), then f satisfies (H). In particular, f is a homeomorphism from (α, β) to (A, B).
Corollary 2. Let ℓ, n be integers with 1 ≤ ℓ ≤ n. Set
Then, we deduce from (Hκ) and Fact 7 that m ℓ,n is a homeomorphism from (α, β) to (A, B). Consequently, for any s ∈ S X , the equation
has a unique solution in Θ = (α, β).
Definition 5. We deduce from Corollary 2 that for any a ∈ S X , for any n ≥ 1, there exists a unique θ a n ∈ Θ s.t. m 1,n (θ a n ) = a.
Fact 8. We deduce from (Hκ) that for any a ∈ S X , there exists a compact set K a of R s.t.
Corollary 3. We deduce from the preceding Fact and the Assumptions that, for any a ∈ S X , 35) and for any 3 ≤ ℓ ≤ 6, sup
Definition 6. We deduce from Corollary 2 that for any n ≥ 1 and 0 ≤ i ≤ k − 1, there exists a unique
Since m i+1,n is a homeomorphism from S X to Θ, t i,n is a r.v. defined on (Ω n , A n ).
Fact 9. Assume that max
Then, under the Assumptions, we have that
and for any 3 ≤ ℓ ≤ 6,
Proof. We prove only (2.41), the other proofs being similar. Let ǫ > 0. Then, (2.38) implies that there exists A ǫ > 0 s.t. for all n large enough,
Therefore,
Remark 3. We will prove in Section 3.4. that, under the Assumptions, (2.38) holds.
3 Properties of (Y n 1 ) n≥1
Edgeworth expansion
Let (X j ) j≥1 be a sequence of independent r.v.'s with zero means and finite variances. For any j ≥ 1 and ℓ ≥ 3, set
For any p, q with 1 ≤ p ≤ q and ℓ > 2, set
For any j ≥ 1, if p j is of class C 1 , set
For ν ≥ 3, let H ν be the Hermite polynomial of degree ν. For example,
Theorem 1. Let m be an integer with m ≥ 3. Assume that
Let n be the density of the standard normal distribution. For any n ≥ 1, let q n be the density of (s 2 1,n ) −1/2 S 1,n . Then, for all n large enough, we have that
where, for example,
Remark 4. We obtain from (3.1) and (3.2) that
Extensions of the Edgeworth expansion
For any integers p, q with 1 ≤ p ≤ q and θ ∈ Θ, set
For any j ≥ 1 and θ ∈ Θ, set
First Extension
For any n ≥ 1, let J n be a subset of {1, ..., n} s.t.
For any θ ∈ Θ and ℓ ≥ 3, set
Theorem 2. Let m be an integer with m ≥ 3. Assume that
For any n ≥ 1, let q Ln be the density of (s 2 Ln ) −1/2 S Ln . Then, for all n large enough, we have that
where the P ν,Ln are defined as the P ν,n , except that the s 2 1,n and the µ ℓ 1,n are replaced respectively by s 2 Ln (θ a n ) and µ ℓ Ln (θ a n ).
Corollary 4. Assume that (Cv), (AM(m + 1)), (Cf ) and (U f ) hold. Then, (3.11) holds.
Remark 5. By Remark 4, for ν = 3, 4, 5, some O 1 n (ν−2)/2 appear in P ν,n . They are replaced by some
Second Extension
Theorem 3. Let m be an integer with m ≥ 3. Assume that
Let e ∈ {1, 2}. We recall that q i+e,n is the density of S i+e,n , defined by (2.25). Then,
where the P (i,e) ν,n are defined as the P ν,n , except that the s 2 1,n and the µ ℓ 1,n are replaced respectively by s 2 i+e,n (t i,n ) and µ ℓ i+e,n (t i,n ).
Proof. We follow the lines of the proof of Theorem 1, given in (Petrov, 1975) . For j ≥ 1, let ξ j be the characteristic function of X j t i,n . Then, for any τ ∈ R,
is a r.v. defined on (Ω n , A n ). Performing a Taylor expansion of exp(iτ x), we obtain that
Then, we deduce from Fact 9 that
For any n ≥ 1, and ω ∈ Ω n , we consider a triangular array whose row of index n is composed of the n − i − e + 1 independent r.v.'s X and (3.17) combined with (3.18), we obtain that for suitable some constant ρ > 0, for |τ | ≤ n ρ , 19) where u m,n is the Fourier transform of n(
ν,n (x) and max
Then, we obtain from (3.19) that
Then, using general results on characteristic functions (see Lemma 12 in (Petrov, 1975) ), we prove that
Now, (3.14) implies that for any α > 0 and η > 0,
which implies in turn that
(3.24)
Considering (3.21), we deduce that
(3.26)
Corollary 5. Assume that (Cv), (AM(m + 1)), (Cf ) hold, and that
Then, (3.15) holds.
Remark 6. By Remark 4, for ν = 3, 4, 5, some O 1 n (ν−2)/2 appear in P ν,n . They are replaced by some
ν,n .
Moments of Y j
Throughout this Section 3.3, all the tilted densities considered pertain to θ = θ a n , defined by
The moments of the Y j 's are obtained by integration of the conditional density. As expected, their first order approximations are the moments of X j .
Proof. For any n ≥ 1 and 1 ≤ j ≤ n, we have that
Let L n = {1, ..., n} \ {j}. Normalizing, we obtain that
, where γ
Since (AM6) implies (AM4), we get from Corollary 4 with m = 3 that
Now, (Cv), (AM6) and the boundedness of the sequence (θ a n ) n≥1 imply readily that
Since the functions θ → n(θ) and θ → n(θ)H 3 (θ) are bounded, we deduce that
Consequently,
Recalling that x p j (x)dx = m j (θ a n ), we deduce from (3.30) and (3.37) that
Therefore, it is enough to prove that
from which we deduce that
Adding (3.41) and (3.42), we obtain that
For any B ∈ B(R), we have that
Let i ∈ {0, 1, 2}. Recalling that L n = {1, ..., n} \ {j}, we get from (Cv) and (U f ) that
Then, (AM6) implies that for all n ≥ 1,
So we deduce from (3.45) that
Taking B = (−∞, 0) and B = (0, ∞) in (3.48), we conclude the proof by (3.43).
Lemma 3. We have that
Proof. For any 1 ≤ j < j ′ ≤ n, we have that
Let L n = {1, ..., n} \ {j, j ′ }. Normalizing, we obtain that
,
.
Since (AM4) holds, we get from Corollary 4 with m = 3 that
(3.51)
As in the preceding proof, we get from (3.40) (applied to exp −
) that, uniformly in j,
The proof of (3.50) is quite similar.
Corollary 6. We have that
Proof. We deduce from the preceding Lemmas that for any 1 ≤ j < j ′ ≤ n,
3.4 Proof of max
For any n ≥ 1 and i = 0, ..., k − 1, set
(3.54)
Lemma 4. We have that
Proof. We have that
Then, we get from Corollary 6 that
We conclude the proof by Corollary 3 which implies that
Lemma 5. We have that max
Proof. We follow the lines of Kolmogorov's maximal inequality proof. Let n ≥ 1 and i ∈ {0, ..., k − 1}. For any δ > 0, set
and
Since the (A i,n ) 0≤i≤k−1 are non-overlapping, we have that
By Lemma 4, it is enough to prove that
In the proof of Kolmogorov, the corresponding term is equal to 0, by independence of the involved random variables. Similarly (3.66) will follow from Corollary 3, which states that the (Z j ) are asymptotically uncorrelated. Indeed, we have that
Then, it is enough to prove that each sum in the right-hand side of (3.67) is a o(1). We get readily that
Now, the Cauchy-Schwarz inequality applied twice, first in L 2 and then in R k , implies that
= P n (A n ) 1/2 ≤ 1 and we obtain from Corollary 3 and Fact 3 that, for all
Finally, we deduce from (3.71) and (3.72) that
We obtain similarly that
(3.75)
To conclude, we consider the sums involving in (3.68) and (3.69). The Cauchy-Scwarz inequality brings terms of the form E Pn [Z 2 j Z 2 j ′ ]. Clearly, Z 2 j and Z 2 j ′ are similarly asymptotically uncorrelated and thereby, we obtain analogously that
which ends the proof.
Theorem 4. We have that max
Proof. The triangle inequality implies that for any n ≥ 1,
(3.77) We get from Lemma 5 and assumption (E) that
(3.78)
Then, Lemma 2 implies that
(3.79) Now, Fact 3 implies that max
Combining (3.77), (3.78), (3.79), and (3.80), we obtain that
Now, (Hκ) implies that for all i = 0, ..., k − 1, m i+1,n is a homeomorphism from Θ to S X . Then, we get from (U f ) that for all s ∈ S X ,
We deduce that P n -a.s.,
which combined to (3.81) concludes the proof.
The max of the trajectories
Throughout this Section 3.5, all the tilted densities considered pertain to θ = θ a n , defined by
Lemma 6. We have that max
Proof. For any n ≥ 1, set M n := max 1≤j≤n |Y j |. For all s > 0, we have that
Now, we recall from (3.37) that
Consequently, there exists an absolute constant C > 0 s.t. for all n ≥ 1,
We get from Markov's inequality that for any λ > 0,
Then, for any λ = 0,
Since the sequence (θ a n ) n≥1 is bounded, we can find λ > 0 s.t. each of the sequences (θ a n − λ) n≥1 and (θ a n + λ) n≥1 is included in a compact subset of Θ. Therefore, we deduce that there exists an absolute constant D s.t.
Consequently, for all sequence (s n ) n≥1 s.t.
sn log n → ∞ as n → ∞, we have that
Set Z n := Mn log n . For any sequence (a n ) n≥1 s.t. a n → ∞ as n → ∞, we have that P n (Z n ≥ a n ) = P n (M n ≥ s n ) where s n := a n log n, so that s n log n → ∞ as n → ∞.
( 3.97) Finally, we conclude the proof by applying the following Fact, since we get from (3.96) that
Fact 10. For all n ≥ 1, let Z n : (Ω n , A n , P n ) −→ R be a r.v. Assume that for any sequence (a n ) n≥1 s.t. a n → ∞ as n → ∞, we have that P n (|Z n | ≥ a n ) → 0 as n → ∞. Then,
Proof. Suppose that the sequence (Z n ) is not a O Pn (1). This means that there exists ǫ > 0 s.t. for all k ∈ N, there exists n(k) ∈ N s.t.
If the sequence (n(k)) k is bounded, then there exists a fixed n 0 ∈ N and a subsequence (n(k j )) j≥1 such that for all j ≥ 1, n(k j ) = n 0 . We can clearly assume that k j → ∞ as j → ∞, which implies that
101) which contradicts (3.100).
If the sequence (n(k)) k is not bounded, then there exists a strictly increasing subsequence (n(k j )) j s.t. n(k j ) → ∞ as j → ∞. Now, we can define a sequence (a n ) s.t. for all j ≥ 1, a n(k j ) = k j . We still can assume that k j → ∞ as j → ∞. Therefore, we can assume that a n → ∞ as n → ∞, which implies that
which contradicts (3.100).
Taylor expansion
Lemma 7. Let I be an interval of R containing 0, of non void interior, and f : I −→ R a function of class C 2 . Let (U n ) be a sequence of random variables
Then, there exists (B n ) n≥1 ∈ A →1 s.t. for any n ≥ 1,
Since U n = o Pn (1), we have that (B n ) n≥1 ∈ A →1 . For any n ≥ 1, f (U n ) is well defined on B n , and the Taylor-Lagrange formula provides a C n with |C n | ≤ |U n |, s.t.
Now, C n can be obtained from a dichotomy process, initialized with U n . This implies that for all n, C n is a measurable mapping from (Ω n , A n ) to (R, B(R)), for C n is the limit of such mappings. Then, as |C n | ≤ |U n | and f ′′ is continuous, we have that
Main Results
Theorem with small k
Theorem 5. Suppose that the Assumptions stated in Section 2.6 hold. Assume that
where P k 1 is the joint distribution of independent r.v.'s X j θ a n 1≤j≤k .
Then we normalize, so that
First, we get from Corollary 3 that σ 1,n (θ a n ) σ k+1,n (θ a n )
Then, (4.1) implies that σ 1,n (θ a n ) σ k+1,n (θ a n ) = 1 + o(1) and µ 3 k+1,n (θ a n ) 6(s 2 k+1,n (θ a n )) 3/2 = o(1).
(4.6) Now, we get from Corollary 3 and Lemma 6 that
Then, (4.1) implies that
We obtain from the preceding lines that
Finally, we apply Lemma 1 to conclude the proof.
Theorem with large k
Statement of the Theorem
Let y n 1 ∈ (S X ) n . Then, for any 0 ≤ i ≤ k − 1, there exists a unique τ i (y n 1 ) s.t.
where C i is a normalizing constant which insures that g(y i+1 |y i 1 )dy i+1 = 1 and
Then, we define the limiting density on R k by
Theorem 6. Suppose that the Assumptions stated in Section 2.6 hold. Assume that k is of order n − (log n) τ with τ > 6.
where G k is the distribution associated to the density g k .
Proof. We get from the criterion for convergence in total variation distance stated in Section 2.4. that it is enough to prove the following Theorem.
Theorem 7. Suppose that the Assumptions stated in Section 2.6 hold. Assume that k is of order n − (log n) τ with τ > 6. Then, there exists (B n ) n≥1 ∈ A →1 s.t. for any n ≥ 1,
The proof is given hereafter, in three steps. Throughout the proof, all the tilted densities considered pertain to θ = t i,n . We write s 2 j , µ ℓ j instead of s 2 j (t i,n ), µ ℓ j (t i,n ). (4.14) and
Identifying
We recall from the first calculus of Section 2.5 that
Since (AM6) holds, we get from Corollary 5 with m = 5 that
For e ∈ {1, 2}, set
i+e,n := (µ 3 i+e,n ) 3 1296(s 2 i+e,n ) 9/2 ; γ
i+e,n :=
, where, for ℓ ∈ {5, 7, 9},
(4.18)
For m ∈ {3, ..., 9}, replacing H m (Z i+1 ) by its expression, we have that
( 4.22) and
Since n(Z i+1 ) = O Pn (1), we can factorize n(Z i+1 ) in the numerator of the bracket of (4.17), so that
i+2,n + 3β
Since n − k is of order (log n) τ with τ > 6, we have for all n > 1, and i = 0, ..., k − 1,
Now, we need to extract Y i+1 from the numerator of the bracket hereabove. In that purpose, set
Then, there exists (B n ) n≥1 ∈ A →1 s.t. for all n ≥ 1, we have on B n that for all i = 0, ..., k − 1,
(4.23)
Proof. Let ǫ > 0. For any n ≥ 1, set
Then f satisfies the conditions of Lemma 7. Therefore, for all i = 0, ..., k − 1, there exists C i,n with max
For n ≥ 1 and 0
(1−x) 2 . Therefore, for any n ≥ 1, we have on B n that max 0≤i≤k−1 25) which implies that max 0≤i≤k−1 
Consequently, the preceding Fact implies that there exists (B n ) n≥1 ∈ A →1 s.t. for any n ≥ 1 and
where
In order to identify g(Y i+1 |Y i 1 ), we have grouped the factors containing Y i+1 . Thereby, we obtain a function of Y i+1 , which we normalize to get a density. Thus, set
where C i satisfies that
Our objective is now to prove that
In that purpose, we consider firstly the following result.
Lemma 8. For n ≥ 1, let (Z i,n ) 0≤i≤k−1 be r.v.'s defined on (Ω n , A n ) and (u i,n ) 0≤i≤k−1 be a sequence of reals. Assume that max 0≤i≤k−1
Consequently, for any α ≥ 0 and β > 1,
Proof. It is enough to prove that
(4.30)
Let ǫ > 0 and δ > 0. There exists A ǫ > 0 and N ǫ > 0 s.t. for all n ≥ N ǫ ,
Then, for all n ≥ max {N ǫ ; N ǫ,δ },
The factors estimated by applying Lemma 8
Corollary 7. We have that
Proof. We may apply Lemma 8, since
Unfortunately, (4.32) implies that we can not apply Lemma 8 to U ′ i,n and V i,n . However, we have that
, where λ i+e,n = n j=i+e λ j and λ j = µ 36) since in the numerator of (4.35), the terms of order (n − i− 1) 3 , that is the terms λ i+2,n (s 2 i+2,n ) 2 , vanish.
Similarly, we obtain that
(4.37)
Combining (4.33), (4.36), (4.37), we obtain that 39) where the last equality follows from Lemma 8. Notice that
n−i−1 , so that the corresponding factor is not in the range of Lemma 8. Finally, (4.31) and (4.39) imply that
The other factors
Therefore, in order to conclude, it is enough to prove that
, where L i,n := C i σ i+1,n σ i+2,n exp − 3α Therefore, (4.41) follows readily from Lemma 7, applied with the function f : x → (1 + x) 1/2 . Similarly, we get (4.42) by applying Lemma 7 with the function f : x → exp(x).
Lemma 9. We have that Consequently, it is enough to prove the following Fact.
Fact 13. We have that
(4.46)
Proof. We have that |w i (y)| ≤ |v i (y)|. Moreover, w i (y) and v i (y) are actually of the same sign, so that exp(w i (y)) ≤ 1 + exp(v i (y)). Therefore, Then there exist α ǫ , β ǫ , γ ǫ positive and a compact K ǫ s.t., for all n large enough,
The following lines hold on B ǫ n .
For all real y, we have that
For |y| ≥ α ǫ , we have that |y − m i+1 | ≥ |y − α ǫ |, so that Clearly, on B ǫ n , the first integral hereabove is bounded by a constant I ǫ . For the second integral, an integration by parts and Assumption (Cf ) imply that, on B ǫ n , it is also bounded by a constant L ǫ . So, 53) which concludes the proof.
Combining (4.44), (4.41) and (4.42), we obtain that L i,n := C i σ i+1,n σ i+2,n exp (−κ i,n m i+1 ) where κ i,n := 3α Therefore, we may write L i,n = 1+ 
