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We use probabilistic methods to characterise time dependent optimal
stopping boundaries in a problem of multiple optimal stopping on a finite
time horizon. Motivated by financial applications we consider a payoff of
immediate stopping of “put” type and the underlying dynamics follows a
geometric Brownian motion. The optimal stopping region relative to each
optimal stopping time is described in terms of two boundaries which are con-
tinuous, monotonic functions of time and uniquely solve a system of coupled
integral equations of Volterra-type. Finally we provide a formula for the
value function of the problem.
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1. Introduction
In this paper we provide an analytical characterisation of the optimal stopping boundaries
for a problem of optimal multiple stopping on finite time horizon. The study of this kind of
problems has been recently motivated by the increasing popularity in financial industry of the
so-called swing options. These are American-type options with multiple early exercise rights
mostly used in the energy market (see [18] for a survey).
In particular here we consider a model for an option with put payoff, n ∈ N, n ≥ 2 exercise
rights, strike price K > 0, maturity T and refracting period δ > 0. The parameter δ represents
the minimum amount of time that the holder must wait between two consecutive exercises. The
value of the option is denoted by V (n) and is given in terms of the following optimal multiple
stopping time problem
V (n)(t, x) := sup
Snt,T
E
[ n∑
i=1
e−r(τi−t)
(
K−Xt,xτi
)+]
, (t, x) ∈ [0, T ]× (0,∞) (1.1)
where r > 0 is the risk-free rate, Xt,x is a geometric Brownian motion started at time t ∈ [0, T )
from x > 0 and the optimisation is taken over the set of stopping times of Xt,x of the form
Snt,T :=
{
(τn, τn−1, . . . τ1) : τn ∈ [t, T−(n−1)δ], τi ∈ [τi+1+δ, T−(i−1)δ], i = n−1, . . . 1
}
. (1.2)
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The index k of the stopping time τk represents the number of remaining rights and the structure
of Snt,T imposes to the option’s holder to exercise all rights before the maturity T .
In order to understand the financial meaning of problem (1.1) it is useful to observe that
E
[
e−r(τi−t)
(
K−Xt,xτi
)+]
=E
[
e−r(τi−t)
(
K ∨Xt,xτi −Xt,xτi
)]
for each i = 1, 2, . . . n and this payoff can be used to model the following situation. In the
energy market the seller of our option is a local energy supplier (for instance gas provider) and
the buyer is a big extractor/distributor who trades on a global scale; both enjoy some storage
facility. The local provider needs n units of a commodity by time T (for households’ supply
for instance) and agrees to buy these at the largest between the spot price X and the strike
K on dates of the option holder’s choosing. The holder commits to supplying the commodity
by T but can use the flexibility allowed by the contract to maximise profits. The value of this
contract is therefore (1.1) because the option’s holder sells a commodity with spot price X and
receives X ∨K. In this context the refracting time may also be due to physical constraints on
the delivery. Additional details on the formulation of our problem are provided in Section 2.2.
We would like to emphasize that to date and to the best of our knowledge optimal boundaries
of multiple stopping problems with finite time horizon have only been studied numerically,
mostly in connections to swing options (cf. for instance [5], [9], [14] and [19]) whereas problems
on infinite horizon were studied theoretically by [9] and [8]. These studies highlighted very
intricate connections of recursive type: in particular the value and the optimal boundaries of a
multiple stopping problem with n admissible stopping times depend on those of all the problems
with k = 1, 2, . . . , n− 1 admissible stopping times. As a consequence it turns out that each one
of the latter problems must be solved prior to addressing the former one.
Since our work seems the first one addressing a fully theoretical characterisation of time-
dependent optimal stopping boundaries for multiple stopping problems, the mathematical in-
terest in the specific problem (1.1) finds natural motivations. Indeed very often the analysis of
stopping boundaries for finite horizon problems with a single stopping time must be carried out
on a case by case basis, due to the complexity of the methodologies involved. In this respect
the American put is perhaps the most well-studied (and most popular) of such examples, and
properties of its optimal boundary have been the object of a long list of papers (e.g. [7], [15]
and [23]). Problem (1.1) is therefore an ideal starting point for the analysis of free-boundary
problems related to optimal multiple stopping.
In this work we use probabilistic arguments to show that there exists a sequence (τ∗i )i=n,...1 ∈
Snt,T of optimal stopping times for (1.1) and we prove that each τ∗i , i = n, . . . 2 is attained as the
first exit time of the process (t,Xt) from a set C
(i). The latter is bounded from above and from
below in the (t, x)-plane by two continuous monotonic curves, b(i) and c(i), functions of time (for
i = 1, c(1) = +∞ and b(1) is the American put optimal boundary). Our main results are the
existence and the regularity properties of these optimal boundaries, which for the case of n = 2
are given in Theorem 3.8, Proposition 3.10 and Theorem 3.12 whereas their generalisation to any
n ≥ 2 can be found in Section 3.2. Finally, for each i = n, . . . 2, we characterise such boundaries
as the unique solution of a system of coupled non-linear integral equations of Volterra type which
we also solve numerically in some examples (see Figures 1, 2 and 3). In line with the financial
interpretation of problem (1.1) we show that the option’s price is the sum of a European part
and an early exercise premium which depends on the optimal stopping boundaries (see Theorem
3.13 for the case n = 2 and Theorem 3.18 for the general case).
It is important to discuss the key difficulties of the free boundary analysis in (1.1) as these re-
flect more general theoretical questions that must be taken into account when studying problems
of optimal multiple stopping.
It is known that (1.1) may be reduced via a recursive argument to a problem with a single
stopping time (see Lemma 3.1 below) where the objective is to maximise a functional of the form
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Ee−rτG(n)(t+τ,Xt,xτ ) with suitable G(n). For each n ≥ 2 the function G(n) depends on the value
function V (n−1) of problem (1.1) with n replaced by n− 1 and it cannot be expressed explicitly
as a function of t and x (see the discussion following Lemma 3.1 below). So for example in the
case of n = 2, the function G(2) will be a function of the American put value, denoted here V (1),
and its most explicit form will be given in terms of a complicated functional of the American put
optimal boundary b(1) (see the expressions (3.4) and (3.6) below). The latter is known to enjoy
some monotonicity and regularity properties but their effect on G(2) is not easy to determine
and no explicit formula for b(1) exists in the literature.
General probabilistic analysis of free boundaries associated to stopping problems in which
the gain function is not given explicitly in terms of the state variables may be addressed in very
few cases under ad-hoc assumptions. In (1.1) the gain function is dictated by the structure of
the American put and we must compensate for the lack of transparency of G(2) with a thorough
study of its regularity, and of an associated PDE problem (see Proposition 3.2). Once that is
accomplished we can use these results joint with fine estimates on the local time of the geometric
Brownian motion to derive existence and other properties of the optimal boundaries.
Due to the unusual setting we work in, our preliminary study of G(n) and the proofs of our
main results (in particular those of Theorem 3.8 and Proposition 3.10) contain several technical
points which extend the existing methods for the free-boundary analysis in optimal stopping
theory and which we believe can be used to construct a more systematic approach to the study
of optimal multiple stopping boundaries.
Finally, from a financial point of view the discovery of an upper optimal exercise boundary
for our contract is an interesting result and it is in contrast with the single boundary observed
in the American put problem. At a first sight this fact may look slightly counterintuitive but
it turns out to be a consequence of the interplay between the time value of money and the
constraints imposed on the set of stopping times Snt,T (see also Remark 3.9). Here we also show
that the size of the stopping set increases with the number of rights as conjectured in [9] (see
Remark 3.20 below). This and other features will be discussed in fuller details in the rest of the
paper.
The paper is organised as follows. In Section 2.1 we provide a brief overview of the existing
literature on optimal multiple stopping problems and their use in modeling swing contracts.
Then in Section 2.2 we introduce in details the setting of problem (1.1) outlined above. The full
solution to our problem is given in Section 3 which is split into two main subsections. Section
3.1 is devoted to the detailed analysis of a swing option with two exercise rights. Instead we use
Section 3.2 to extend the results of Section 3.1 to the case of swing options with arbitrary many
rights. The paper is completed by a technical appendix.
2. Formulation of the problem and background material
We provide here some basic references on swing options and optimal multiple stopping and
then we formulate problem (1.1) in details. In the last part of the section we recall some
background material regarding the American put which we will use throughout the paper.
2.1. An overview on swing options and optimal multiple stopping
Early mathematical models of swing contracts date back to the 80’s (among others see [16, Sec. 1
and 2] and references therein) and many authors have so far contributed to their development
(see for instance the survey [18]). Numerical studies of swing options with volume constraints
and limited number of trades at each exercise date may be found in [16] and [14]. Recently
those works have been extended by [2], [3], [13], [27], among others, to include more general
dynamics of the underlying and complex structures of the options (for example jump dynamics
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and regime switching opportunities).
To the best of our knowledge a first theoretical analysis of the optimal stopping theory un-
derpinning swing contracts was given in [9] and it was based on martingale methods and Snell
envelope. Later on a systematic study of martingale methods for multiple stopping time prob-
lems was provided in [21] under the assumption of ca`dla`g positive processes. A characterisation
of the related value functions in terms of excessive functions was given in [8] in the case of one-
dimensional linear diffusions whereas duality methods were studied in [22], [1] and [4], among
others.
In the Markovian setting variational methods and BSDEs techniques have been widely em-
ployed. In [5] for instance the HJB equation for a swing option with volume constraint is analysed
both theoretically and numerically. Variational inequalities for optimal multiple stopping prob-
lems have been studied for instance in [19] in the (slightly different) context of evaluation of
stock options and in [17] in an extension of results of [9] to one-dimensional diffusions with
jumps. A study of BSDEs with jumps related to swing options may be found instead in [6].
2.2. Formulation of the problem
It will be convenient in the following to refer to the value function (1.1) as to the swing option
price or value.
On a complete probability space (Ω,F ,P) we consider the Black and Scholes model for the
underlying asset dynamics
dXs = rXs ds+ σXs dBs , X0 = x > 0 (2.1)
where B is a standard Brownian motion, r > 0 is the risk free-interest rate, and σ > 0 is the
volatility coefficient. We denote by (Fs)s≥0 the natural filtration generated by (Bs)s≥0 completed
with the P-null sets and by (Xxs )s≥0 the unique strong solution of (2.1). It is well known that
for any x > 0 it holds
Xxs = x e
σBs+(r− 12σ2)s for s ≥ 0 (2.2)
and the infinitesimal generator associated to X is given by
ILXf(x) := rxf
′(x) + 12σ
2x2f ′′(x) for f ∈ C2(IR ).
For the reader’s convenience we recall here (1.1):
V (n)(t, x) := sup
Snt,T
E
[ n∑
i=1
e−r(τi−t)
(
K−Xt,xτi
)+]
, (t, x) ∈ [0, T ]× (0,∞) (2.3)
where the supremum is taken over the set of stopping times of Xt,x of the form
Snt,T :=
{
(τn, τn−1, . . . τ1) : τn ∈ [t, T−(n−1)δ], τi ∈ [τi+1+δ, T−(i−1)δ], i = n−1, . . . 1
}
.
The function V (n) denotes the price of a swing option with a put payoff (K−x)+, strike K > 0,
maturity T > 0, n exercise rights and refracting period δ > 0. Since δ > 0 is the option holder’s
minimum waiting time between two consecutive exercises of the option it is natural to consider
T , n and δ such that T ≥ (n−1)δ.
Notice that in (2.3) we denoted by Xt,x the solution of (2.1) started at time t > 0 with
initial condition Xt = x. However in what follows we will often use that X
x
s = X
t,x
t+s in law
for any s ≥ 0. Moreover, since we are in a Markovian framework for any Borel-measurable real
function F we will often replace E
[
F (t+s,Xxs )
]
by Ex
[
F (t+s,Xs)
]
and E
[
F (t+s,Xxt+s)
∣∣Ft]
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by Ex
[
F (t+s,Xt+s)
∣∣Ft] = EXxt [F (t+s,Xs)] where Ex is the expectation under the measure
Px( · ) = P( · |X0 = x).
The peculiarity of (2.3) is embedded in the definition of the class of admissible stopping
times Snt,T which sets the following constraint: the option’s holder must exercise all rights. In
other words if the k-th right is not used strictly prior to T−(k−1)δ all subsequent rights can only
be exercised at their maturity, i.e. the holder remains with a portfolio of k − 1 European put
options with times to maturity δ, 2δ, . . . (k−1)δ. On the other hand, in case of an early exercise
of the k-th right the holder gets an immediate payoff (K−X)+ and remains with a swing option
with k−1 exercise rights the earliest of which can be used after waiting the refracting period
δ > 0.
Swing contracts including an obligation for the holder to use a minimum number of rights
are traded in the energy market and have been analysed since the early papers [14, Sec. 3] and
[16, Sec. 2.3.1], amongst many others. Our formulation considers the limiting case in which all
the rights must be exercised and can be motivated by the option’s seller actual need for the
underlying commodity as discussed in the introduction.
From a purely mathematical point of view this formulation is of interest as it is opposite to
the one considered in [9] where the holder has no obligation to use a minimum number of rights.
The numerical investigation of the option with finite maturity in [9] shows that the optimal
stopping region associated to each one of the admissible stopping times lies entirely below the
continuation set and has a single exercise boundary below the strike K. Here instead we will
see how the constraint on Snt,T may induce the option holder to use one of the rights even if the
asset price X is larger than the strike K (i.e. the put payoff equals zero) in order to maintain
the future early exercise rights (see Remark 3.9 for further details).
Both our example and the one in [9] are necessary intermediate steps towards the full solution
in the general case of a swing contract with constraints on the minimum number of exercise dates.
Finally we notice that since the option in [9] allows the holder more flexibility, its value provides
an upper bound for V (n) in (2.3).
2.3. Background material on the American put
Consistently with our definition of V (n) we note that for n = 1 the value function V (1) coincides
with the value function of the American put option with maturity T > 0 and strike price K > 0.
With a slight abuse of notation we also denote V (0) the price of the European put option with
maturity T > 0 and strike K > 0. In our Markovian framework for t ∈ [0, T ] and x > 0 we have
V (0)(t, x) = E
[
e−r(T−t)(K−XxT−t)+
]
(2.4)
and
V (1)(t, x) = sup
0≤τ≤T−t
E
[
e−rτ (K−Xxτ )+
]
(2.5)
where τ is a (Ft)-stopping time.
We now recall some well known results about the American put problem (see e.g. [25, Sec. 25]
and references therein) which will be used as building blocks of our approach. We define the
sets
C(1) := { (t, x) ∈ [0, T )×(0,∞) : V (1)(t, x) > (K−x)+ } (2.6)
D(1) := { (t, x) ∈ [0, T )×(0,∞) : V (1)(t, x) = (K−x)+ } (2.7)
and recall that the first entry time of (t,Xt) into D
(1) is an optimal stopping time in (2.4).
Moreover, there exists a unique continuous boundary t 7→ b(1)(t) separating C(1) from D(1),
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with 0 < b(1)(t) < K for t ∈ [0, T ), and the stopping time
τ1 := inf
{
0 ≤ s ≤ T−t : Xxs ≤ b(1)(t+s)
}
is optimal in (2.4). It is also well known that V (1) ∈ C1,2 in C(1) and it solves(
V
(1)
t + ILXV
(1) − rV (1))(t, x) = 0 for x > b(1)(t), t ∈ [0, T ).
The map x 7→ V (1)x (t, x) is continuous across the optimal boundary b(1) for all t ∈ [0, T )
(so-called smooth-fit condition) and
∣∣Vx∣∣ ≤ 1 on [0, T ] × (0,∞) (cf. [25] eq. (25.2.15), p. 381
and notice that V (1)(t, · ) is decreasing). A change-of-variable formula (cf. [24]) then gives a
representation of V (1) which we will frequently use in the rest of the paper, i.e.
e−rsV (1)(t+s,Xxs ) = V
(1)(t, x)− rK
∫ s
0
e−ruI(Xxu ≤ b(1)(t+u))du+Mt+s (2.8)
for s ∈ [0, T−t] and x > 0, where (Mt+s)s∈[0,T−t] is a continuous martingale (see [25] eq. (25.2.63),
p. 390).
The following remark will be needed in the proof of Proposition 3.10 and we give it here as
part of the background material.
Remark 2.1. Notice that in order to take into account for different maturities one should specify
them in the definition of the value function, i.e. for instance denoting V (n)(t, x;T ), n = 0, 1,
for the European/American put option with maturity T . However this notation is unnecessarily
complex since what effectively matters in pricing put options is the time-to-maturity. In fact for
fixed x ∈ (0,∞) and λ > 0 the value at time t ∈ [0, T ] of a European/American put option with
maturity T is the same as the value of the option with maturity T + λ but considered at time
t + λ, i.e. V (n)(t, x;T ) = V (n)(t + λ, x;T + λ), n = 0, 1. In this work we mainly deal with a
single maturity T and simplify our notation by setting V (n)(t, x) := V (n)(t, x;T ).
3. Solution to the problem
Our first task is to rewrite problem (2.3) in a more canonical form according to the standard
optimal stopping theory. For each n ≥ 2, any t ∈ [0, T − (n− 1)δ] and x > 0, we define
G(n)(t, x) := (K − x)+ +R(n)(t, x) (3.1)
where we have denoted
R(n)(t, x) := E
[
e−rδV (n−1)(t+δ,Xxδ )
]
(3.2)
the expected discounted value of a swing option with n−1 exercise rights, available to the option
holder after the refracting time δ. The next result was proved in [9, Thm. 2.1] in a setting more
general than ours and we refer the reader to that paper for its proof. One should notice that
the constraint we imposed on Snt,T requires a trivial adjustment of the proof in [9].
Lemma 3.1. For each n, and any (t, x) ∈ [0, T−(n−1)δ] × (0,∞) the value function V (n) of
(2.3) may be equivalently written as
V (n)(t, x) = sup
0≤τ≤T−(n−1)δ
E
[
e−rτG(n)(t+τ,Xxτ )
]
(3.3)
and
τ∗n := inf{0 ≤ s ≤ T−(n−1)δ : V (n)(t+s,Xs) = G(n)(t+s,Xs)}
is optimal in (3.3).
Moreover, for fixed n the sequence of optimal stopping times (τ∗k )k=1,...n for problems (3.3)
with value functions V (k), k = 1, . . . n is optimal in the original formulation (2.3).
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The initial problem is now reduced to a problem with a single stopping time but the com-
plexity of the multiple exercise structure has not disappeared and it has been encoded into the
gain function G(n). Indeed it must be noted that G(n) depends in a non trivial recursive way,
through the function R(n), on the value functions of the swing options with n−1, n−2 . . . , 1
remaining rights. The optimisation in (3.3) involves a single stopping time τ which in particular
should be understood as τn from (2.3).
Our aim is to characterise the sequence of optimal stopping times from Lemma 3.1 in terms
of a sequence of optimal stopping sets whose boundaries are then analysed. For that we rely
upon an iterative method: once the properties of V (k) and τ∗k have been found, the function
G(k+1) can be determined and we can address the study of V (k+1) and τ∗k+1. Unfortunately in
our finite maturity setting there is no hope to determine explicitly how G(n) depends on t and x.
This makes problem (3.3) substantially more difficult than the standard American put option
problem (in either finite or infinite horizon) and requires new methods of solution.
3.1. Analysis of the swing option with n = 2
In order to follow the idea given above of solving the problem by iteration we perform in this
section a thorough analysis of problem (3.3) with n = 2. Later we will generalise these results
to any n ≥ 2 by induction.
Here the main objectives are: i) characterising the optimal stopping region in terms of two
bounded continuous functions of time, i.e. the optimal boundaries; ii) providing an early-exercise
premium (EEP) representation formula for the value function V (2); iii) proving that the couple
of optimal boundaries is the unique solution of suitable equations.
We begin by studying fine regularity of the gain function and continuity of the value function
in Section 3.1.1. Then in Section 3.1.2 we prove existence and finiteness of two optimal stopping
boundaries (cf. Theorem 3.8 and Proposition 3.10). We continue in Section 3.1.3 by proving
continuity of the boundaries and the smooth-fit property. Finally in Theorem 3.13 of Section
3.1.4 we provide the EEP representation of the option’s value and integral equations for the
optimal boundaries.
3.1.1. Initial study of the gain function and of the value function
To simplify notation we set Tδ := T−δ, G := G(2) and R := R(2) (cf. (3.1) and (3.2)), then for
t ∈ [0, Tδ] and x > 0 we have
G(t, x) = (K−x)+ +R(t, x) = (K−x)+ + e−rδEV (1)(t+δ,Xxδ ) (3.4)
and
V (2)(t, x) = sup
0≤τ≤Tδ−t
Ee−rτG(t+τ,Xxτ ). (3.5)
In order to gain a better understanding of the properties of G we first observe that R may
be rewritten as
R(t, x) = V (1)(t, x)− rKg(t, x) for (t, x) ∈ [0, Tδ]× (0,∞) (3.6)
with
g(t, x) :=
∫ δ
0
e−rsP
(
Xxs ≤ b(1)(t+s)
)
ds (3.7)
by taking expectations in (2.8) with s = δ. We also define f : [0, Tδ]× (0,∞)→ (0,∞) by
f(t, x) := e−rδP
(
Xxδ ≤ b(1)(t+δ)
)
. (3.8)
Optimal exercise boundaries of swing options 8
In the next proposition we obtain important properties of R which reflect the mollifying effect
of the log-normal density function. The proof is collected in Appendix.
Proposition 3.2. The function R lies in C1,2((0, Tδ)× (0,∞)) and it solves(
Rt + ILXR− rR
)
(t, x) = −rKf(t, x) for (t, x) ∈ (0, Tδ)× (0,∞). (3.9)
Moreover
H(t, x) := (Gt+ILXG−rG)(t, x) = −rK
(
I(x < K) + f(t, x)
)
(3.10)
for (t, x) ∈ (0, Tδ)×
[
(0,K)∪(K,∞)] and t 7→ H(t, x) is decreasing for all x > 0 since t 7→ b(1)(t)
is increasing.
An application of Itoˆ-Tanaka formula, (3.10) and standard localisation arguments to remove
the martingale term, give a useful representation of the expectation in (3.5), i.e.
Ee−rτG(t+τ,Xxτ ) = G(t, x) + E
∫ τ
0
e−ruH(t+u,Xxu)du+
1
2
E
∫ τ
0
e−rudLKu (X
x) (3.11)
for (t, x) ∈ [0, Tδ]× (0,∞) and any stopping time τ ∈ [0, Tδ − t]. Here
(
LKu (X
x)
)
u≥0 is the local
time process of Xx at level K and we have used that H(t+u,Xxu)I(X
x
u 6= K) = H(t+u,Xxu)
P-a.s. for all u ∈ [0, Tδ − t].
Remark 3.3. Proposition (3.2) and the representation (3.11) are the starting point of our
analysis of an optimal stopping rule. For δ > 0 the function f is strictly negative in the whole
state space. Hence H(t, x) < 0 for all (t, x) and the first integral in (3.11) may be seen as a
running cost incurred by the option holder at all times for delaying the exercise of the option.
The only incentive to wait comes from the integral with respect to the local time which increases
whenever the process X crosses the strike price K. So we can heuristically argue at this point
that the option holder should exercise the option if the underlying price is “too far” from the
strike price, and in particular even if the put part of the payoff is out-of-the-money.
We notice that for δ > 0 the process (e−rtR(t,Xt))t≥0 is a strict supermartingale due to
(3.9). For δ = 0 instead one has f(t, x) = I(x ≤ b(1)(t)) so that (e−rtR(t,Xt))t≥0 behaves as a
martingale for as long as X stays above b(1). This observation in conjunction with (3.10) and
(3.11) implies that in absence of a refracting time the option holder does not incur a cost of
waiting when the price is above the strike K, hence there is no incentive to exercise if the put
part of the option is out-of-the-money. These considerations will be further expanded in Remark
3.9 below once a more rigorous analysis of the problem has been carried out.
The continuation and stopping sets of problem (3.5) are given respectively by
C(2) := { (t, x) ∈ [0, Tδ)×(0,∞) : V (2)(t, x) > G(t, x) } (3.12)
D(2) := { (t, x) ∈ [0, Tδ]×(0,∞) : V (2)(t, x) = G(t, x) }. (3.13)
Lemma 3.1 provides an optimal stopping time for (3.5) as
τ∗ = inf { 0 ≤ s ≤ Tδ−t : (t+s,Xxs ) ∈ D(2) }. (3.14)
This can also be seen by standard arguments. In fact let τ := τ ∧ (Tδ − t) and τ be arbitrary
but fixed stopping time. Since the gain function G is continuous on [0, Tδ]× (0,∞), dominated
convergence theorem easily implies that (t, x) 7→ Ee−rτG(t+ τ,Xxτ ) is continuous as well due to
(2.2). Then V (2) must be at least lower semi-continuous as supremum of continuous functions
and the standard theory of optimal stopping (cf. for instance [25, Corollary 2.9, Sec. 2]) confirms
that (3.14) is the smallest optimal stopping time in (3.5).
We can now begin our analysis of the value function V (2) by proving its continuity.
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Proposition 3.4. The value function V (2) of (3.5) is continuous on [0, Tδ]× (0,∞). Moreover
x 7→ V (2)(t, x) is convex and Lipschitz continuous with constant L > 0 independent of t ∈ [0, Tδ].
Proof. Step 1. It follows from convexity of x 7→ V (1)(t, x) and (3.4) that the map x 7→ G(t, x)
is convex on (0,∞) for every t ∈ [0, Tδ] fixed. Now if we take any t ∈ [0, Tδ], 0 < x < y and
α ∈ (0, 1) we have that
αV (2)(t, x) + (1−α)V (2)(t, y) ≥ sup
0≤τ≤Tδ−t
Ee−rτ
[
αG(t+τ,Xxτ ) + (1−α)G(t+τ,Xyτ )
]
≥ sup
0≤τ≤Tδ−t
Ee−rτG
(
t+τ,Xαx+(1−α)yτ
)
= V (2)(t, αx+ (1−α)y)
where we used the convexity of G in x and αXxτ + (1−α)Xyτ = Xαx+(1−α)yτ . Hence the function
x 7→ V (2)(t, x) is convex on (0,∞) as well and therefore x 7→ V (2)(t, x) is continuous on (0,∞)
for every given and fixed t ∈ [0, Tδ].
Notice that x 7→ G(t, x) is also decreasing and Lipschitz continuous, uniformly with respect
to t ∈ [0, Tδ]. Indeed, since −1 ≤ V (1)x ≤ 0 and x 7→ (K − x)+ is Lipschitz, we obtain for
t ∈ [0, Tδ] and 0 < x1 < x2 <∞
0 ≤ G(t, x1)−G(t, x2) ≤ |x2 − x1|+ e−rδE
∣∣Xx2δ −Xx1δ ∣∣ (3.15)
=
(
x2 − x1
)(
1 + Ee−rδX1δ
)
= 2
(
x2 − x1
)
.
It then follows from (2.2), (3.15) and the optional sampling theorem that
0 ≤ V (2)(t, x1)− V (2)(t, x2) ≤ sup
0≤τ≤Tδ−t
Ee−rτ
[
G(t+τ,Xx1τ )−G(t+τ,Xx2τ )
]
≤ 2(x2 − x1) sup
0≤τ≤Tδ−t
Ee−rτX1τ = 2(x2 − x1)
for t ∈ [0, Tδ] and 0 < x1 < x2 <∞. Hence x 7→ V (2)(t, x) is Lipschitz continuous with constant
L ∈ (0, 2], uniformly with respect to time.
Step 2. It remains to prove that t 7→ V (2)(t, x) is continuous on [0, Tδ] for x ∈ (0,∞). We
first notice that for fixed x > 0 the map t 7→ G(t, x) is decreasing since t 7→ V (1)(t, x) is such
and therefore t 7→ V (2)(t, x) is decreasing as well by simple comparison. Take 0 ≤ t1 < t2 ≤ Tδ
and x ∈ (0,∞), let τ1 = τ∗(t1, x) be optimal for V (2)(t1, x) and set τ2 := τ1 ∧ (Tδ−t2). Then
using (3.9), the fact that τ1 ≥ τ2 P-a.s. and the inequality (K−x)+ − (K−y)+ ≤ (y−x)+ for
x, y ∈ IR, we find
0 ≤ V (2)(t1, x)− V (2)(t2, x) (3.16)
≤ Ee−rτ1G(t1+τ1, Xxτ1)− Ee−rτ2G(t2+τ2, Xxτ2)
≤ Ee−rτ1(Xxτ2−Xxτ1)+ + E
[
e−rτ1R(t1+τ1, Xxτ1)− e−rτ1R(t2+τ2, Xxτ2)
]
≤ Ee−rτ1(Xxτ2−Xxτ1)+ +R(t1, x)−R(t2, x)
− rKE
∫ τ2
0
e−rs
[
f(t1+s,X
x
s )− f(t2+s,Xxs )
]
ds.
Taking now t2− t1 → 0 one has that the first term of the last expression in (3.16) goes to zero by
standard arguments (see e.g. formulae (25.2.12)–(25.2.14), p.381 of [25]), the second one goes
to zero by continuity of V (1) and b(1) and the third term goes to zero by dominated convergence
and continuity of f .
Continuity of V (2) on [0, Tδ]× (0,∞) now follows by combining step 1 and step 2 above.
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3.1.2. Geometry of continuation and stopping sets
Notice that since V (2) and G are continuous then C(2) is an open set and D(2) is a closed set
(cf. (3.12) and (3.13)). In the next proposition we obtain an initial insight on the structure of
the set D(2) in terms of the set D(1) (cf. (2.7)).
Proposition 3.5. The restriction to [0, Tδ] of the stopping set D
(1) of problem (2.5) is contained
in the stopping set D(2) of problem (3.5), i.e.
D(1) ∩ ([0, Tδ]× (0,∞)) ⊆ D(2). (3.17)
Proof. Take any point (t, x) ∈ [0, Tδ]× (0,∞) and let τ = τ∗(t, x) denote the optimal stopping
time for V (2)(t, x), then by using (3.4), (3.9) and recalling that f ≥ 0 we have
V (2)(t, x)− V (1)(t, x) ≤ Ee−rτG(t+τ,Xxτ )− Ee−rτ (K −Xxτ )+
= Ee−rτR(t+τ,Xxτ )
= R(t, x)− rKE
∫ τ
0
e−rsf(t+s,Xxs )ds ≤ G(t, x)− (K−x)+.
It then follows that for any (t, x) ∈ D(1) with t ∈ [0, Tδ], i.e. such that V (1)(t, x) = (K−x)+, it
must be V (2)(t, x) = G(t, x), hence (t, x) ∈ D(2).
We now define the t-sections of the continuation and stopping sets of problem (3.5) by
C
(2)
t := {x ∈ (0,∞) : V (2)(t, x) > G(t, x) } (3.18)
D
(2)
t := {x ∈ (0,∞) : V (2)(t, x) = G(t, x) } (3.19)
for t ∈ [0, Tδ] and prove the following
Proposition 3.6. For any 0 ≤ t1 < t2 ≤ Tδ one has C(2)t2 ⊆ C
(2)
t1
(equivalently D
(2)
t2
⊇ D(2)t1 ),
i.e. the family {C(2)t , t ∈ [0, Tδ]} is decreasing in t (equivalently the family {D(2)t , t ∈ [0, Tδ]} is
increasing in t).
Proof. Fix 0 ≤ t1 < t2 < Tδ and x ∈ (0,∞), and set τ = τ∗(t2, x) optimal for V (2)(t2, x). Then
we have
V (2)(t1, x)− V (2)(t2, x) (3.20)
≥ Ee−rτG(t1+τ,Xxτ )− Ee−rτG(t2+τ,Xxτ ) = Ee−rτ
(
R(t1+τ,X
x
τ )−R(t2+τ,Xxτ )
)
= R(t1, x)−R(t2, x)− rKE
∫ τ
0
e−rs
[
f(t1+s,X
x
s )− f(t2+s,Xxs )
]
ds
≥ R(t1, x)−R(t2, x) = G(t1, x)−G(t2, x)
where in the last inequality we used that t 7→ f(t, x) is increasing on [0, Tδ] by monotonicity of
b(1) on [0, T ]. It follows from (3.20) that (t2, x) ∈ C(2) implies (t1, x) ∈ C(2) and the proof is
complete.
So far the analysis of the swing option has produced results which are somehow similar to
those found in the standard American put option problem. In what follows instead we will
establish that the structure of C(2) is radically different from the one of C(1) (cf. (2.6)) due
to the coexistence of two optimal exercise boundaries. In the rest of the paper we will require
the next simple result, whose proof is omitted as it can be obtained by an application of Itoˆ-
Tanaka formula, optional sampling theorem and observing that the process X has independent
increments.
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Lemma 3.7. For any σ ≤ τ stopping times in [0, Tδ] one has
E
[ ∫ τ
σ
e−rtdLKt (X
x)
∣∣∣Fσ] (3.21)
= E
[
e−rτ
∣∣Xxτ −K∣∣∣∣∣Fσ]− e−rσ∣∣Xxσ −K∣∣− rKE[ ∫ τ
σ
e−rtsign(Xxt −K)dt
∣∣∣Fσ].
Now we characterise the structure of the continuation region C(2).
Theorem 3.8. There exist two functions b(2), c(2) : [0, Tδ] → (0,∞] such that 0 < b(2)(t) <
K < c(2)(t) ≤ ∞ and C(2)t = (b(2)(t), c(2)(t)) for all t ∈ [0, Tδ]. Moreover b(2)(t) ≥ b(1)(t) for all
t ∈ [0, Tδ], t 7→ b(2)(t) is increasing and t 7→ c(2)(t) is decreasing on [0, Tδ] with
lim
t↑Tδ
b(2)(t) = lim
t↑Tδ
c(2)(t) = K. (3.22)
Proof. The proof of existence is provided in 3 steps.
Step 1. First we show that it is not optimal to stop at x = K. To accomplish that we use
arguments inspired by [26]. Fix ε > 0, set τε = inf{u ≥ 0 : XKu /∈ (K−ε,K+ε)}, take t ∈ [0, Tδ]
and denote s = Tδ−t then by (3.10) and (3.11) we have that
V (2)(t,K)−G(t,K) (3.23)
≥ Ee−rτε∧sG(t+τε ∧ s,XKτε∧s)−G(t,K)
=
1
2
E
∫ τε∧s
0
e−rudLKu (X
K)− rKE
∫ τε∧s
0
e−ru
(
I(XKu ≤ K) + f(t+u,XKu )
)
du
≥ 1
2
E
∫ τε∧s
0
e−rudLKu (X
K)− C1E(τε ∧ s)
for some constant C1 > 0. The integral involving the local time can be estimated by using
Itoˆ-Tanaka’s formula as follows
E
∫ τε∧s
0
e−rudLKu (X
K) (3.24)
= Ee−r(τε∧s)|XKτε∧s −K| − rK E
∫ τε∧s
0
e−rusign(XKu −K)du
≥ Ee−r(τε∧s)|XKτε∧s −K| − C2 E(τε ∧ s)
with C2 = rK. Since |XKτε∧s −K| ≤ ε it is not hard to see that for any 0 < p < 1 we have
e−r(τε∧s)|XKτε∧s −K| ≥ e−rp(τε∧s)
|XKτε∧s −K|p
εp
e−r(τε∧s)|XKτε∧s −K|
then by taking the expectation and using the integral version of (2.1) we get
Ee−r(τε∧s)|XKτε∧s −K| ≥
1
εp
E
∣∣e−rτε∧s(XKτε∧s −K)∣∣1+p
=
1
εp
E
∣∣∣rK ∫ τε∧s
0
e−rudu+ σ
∫ τε∧s
0
e−ruXKu dBu
∣∣∣1+p.
We now use the standard inequality |a+b|p+1 ≥ 1
2p+1
|a|p+1−|b|p+1 for any a, b ∈ IR (see. e.g. Ex. 5
in [20, Ch. 8, Sec. 50, p. 83]) and Burkholder-Davis-Gundy (BDG) inequality (see e.g. [25, p. 63])
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to obtain
Ee−rτε∧s|XKτε∧s −K| ≥
1
εp2p+1
E
∣∣∣σ ∫ τε∧s
0
e−ruXKu dBu
∣∣∣1+p − 1
εp
E
∣∣∣rK ∫ τε∧s
0
e−rudu
∣∣∣1+p (3.25)
≥ C4 E
∣∣∣σ2 ∫ τε∧s
0
e−2ru(XKu )
2du
∣∣∣(1+p)/2 − C3E(τε ∧ s)1+p
≥ C4C5 E(τε ∧ s)(1+p)/2 − C3E(τε ∧ s)1+p
for some constants C3 = C3(ε, p), C4 = C4(ε, p), C5 = C5(ε.p) > 0. Since we are interested in
the limit as Tδ − t→ 0 we take s < 1, and combining (3.23), (3.24) and (3.25) we get
V (2)(t,K)−G(t,K) ≥ C4C5 E(τε ∧ s)(1+p)/2 − (C1+C2+C3)E(τε ∧ s) (3.26)
for any t ∈ [0, Tδ) such that s = Tδ − t < 1. Since p+1 < 2 it follows from (3.26) by letting
s ↓ 0 that there exists t∗ < Tδ such that V (2)(t,K) > G(t,K) for all t ∈ (t∗, Tδ). Therefore
(t,K) ∈ C(2)t for all t ∈ (t∗, Tδ) and since t 7→ C(2)t is decreasing (cf. Proposition 3.6) this implies
(t,K) ∈ C(2)t for all t ∈ [0, Tδ), i.e. it is never optimal to stop when the underlying price X
equals the strike K.
Step 2. Now we study the portion of D(2) above the strike K and show that it is not empty.
For that we argue by contradiction and we assume that there are no points in the stopping
region above K. Take ε > 0, x ≥ K + 2ε and t ∈ [0, Tδ) and we denote τ = τ∗(t, x) the
optimal stopping time for V (2)(t, x). As before we set s = Tδ − t to simplify notation and define
σε := inf{u ≥ 0 : Xxu ≤ K+ε} ∧ Tδ. Then by (3.10) and (3.11) we get
V (2)(t, x)−G(t, x)
=Ee−rτG(t+τ,Xxτ )−G(t, x)
≤− rKE
∫ τ
0
e−ruf(t+u,Xxu)du+
1
2
E
∫ τ
0
e−rudLKu (X
x)
≤− rKE
[
I(τ < s)
∫ τ
0
e−ruf(t+u,Xxu)du
]
− rKE
[
I(τ = s)
∫ s
0
e−ruf(t+u,Xxu)du
]
+
1
2
E
[
I(σε < τ)
∫ τ
σε
e−rudLKu (X
x)
]
=− rKE
[ ∫ s
0
e−ruf(t+u,Xxu)du
]
+ rKE
[
I(τ < s)
∫ s
τ
e−ruf(t+u,Xxu)du
]
+
1
2
E
[
I(σε < τ)
∫ τ
σε
e−rudLKu (X
x)
]
where we have used the fact that for u ≤ σε the local time LKu (Xx) is zero. Since we are assuming
that it is never optimal to stop above K then it must be
{
τ < s
} ⊂ {σε < s}. Obviously we
also have
{
σε < τ
} ⊂ {σε < s} and hence
V (2)(t, x)−G(t, x) (3.27)
≤− rKE
[ ∫ s
0
e−ruf(t+u,Xxu)du
]
+ E
[
I(σε < s)
(
rK
∫ s
τ
e−ruf(t+u,Xxu)du+
1
2
∫ s
σε
e−rudLKu (X
x)
)]
≤− rKE
[ ∫ s
0
e−ruf(t+u,Xxu)du
]
+ rKsP(σε < s) +
1
2
E
[
I(σε < s)E
(∫ σε∨s
σε
e−rudLKu (X
x)
∣∣∣Fσε)]
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where we have used 0 ≤ f ≤ 1 (cf. (3.8)) and the fact that I(σε < s
)
is Fσε-measurable. From
Lemma 3.7 with σ = σε and τ = σε ∨ s and by the martingale property of (e−rtXxt )t≥0 we get
E
[ ∫ σε∨s
σε
e−rudLKu (X
x)
∣∣∣Fσε] (3.28)
≤2K + E[e−r(σε∨s)Xxσε∨s∣∣Fσε]− e−rσεXxσε + rKE[I(σε < s)∫ s
σε
e−rtdt
] ≤ 3K.
Combining (3.27) and (3.28) we finally obtain
V (2)(t, x)−G(t, x) ≤ −rKE
[ ∫ s
0
e−ruf(t+u,Xxu)du
]
+
(
3
2K+rKs
)
P(σε < s). (3.29)
To estimate P
(
σε < s
)
it is convenient to set α := ln
(
x
K+ε
)
, Yt := σBt + (r − σ2/2)t and
Zt := −σBt + c t with c := r + σ2/2. Notice that Yt ≥ −Zt for t ∈ [0, Tδ] and hence
P(σε < s) =P
(
inf
0≤u≤s
Xxu ≤ K+ε
)
= P
(
inf
0≤u≤s
Yu ≤ −α
)
(3.30)
≤P
(
inf
0≤u≤s
−Zu ≤ −α
)
= P
(
sup
0≤u≤s
Zu ≥ α
)
≤ P
(
sup
0≤u≤s
∣∣Zu∣∣ ≥ α)
where we also recall that x ≥ K+2ε and hence α > 0. We now use Markov inequality, Doob’s
inequality and BDG inequality to estimate the last expression in (3.30) and it follows that for
any p > 1
P
(
sup
0≤u≤s
∣∣Zu∣∣ ≥ α) ≤ 1
αp
E sup
0≤u≤s
∣∣Zu∣∣p ≤ 2p−1
αp
(
csp + σpE sup
0≤u≤s
∣∣Bu∣∣p) ≤ C1(sp + sp/2) (3.31)
with suitable C1 = C1(p, ε, x) > 0. Collecting (3.29) and (3.31) we get
V (2)(t, x)−G(t, x)≤ s
(
C2(s
p+sp/2)+C3
(
sp−1 + sp/2−1
)−rKE[1
s
∫ s
0
e−ruf(t+u,Xxu)du
])
(3.32)
for suitable C2 = C2(p, ε, x) > and C3 = C3(p, ε, x) > 0. We take p > 2 and observe that in the
limit as s ↓ 0 we get
−rKE
[1
s
∫ s
0
e−ruf(t+u,Xxu)du
]
+ C2(s
p+sp/2)+C3
(
sp−1 + sp/2−1
)→ −rKf(Tδ, x) (3.33)
and therefore the negative term in (3.32) dominates since f(Tδ, x) > 0 for all x ∈ (0,∞). From
(3.32) and (3.33) we get a contradiction and by arbitrariness of ε we conclude that for any x > K
there must be t < Tδ large enough and such that (t, x) ∈ D(2).
We show now that (t, x) ∈ D(2) with x > K implies (t, y) ∈ D(2) for any y > x. Take
y > x > K and assume (t, y) ∈ C(2). Set τ = τ∗(t, y) optimal for V (2)(t, y) defined as in (3.14)
and notice that the horizontal segment [t, Tδ] × {x} belongs to D(2) by Proposition 3.6. Then
the process (t+s,Xys )s∈[0,Tδ−t] cannot hit the horizontal segment [t, Tδ]× {K} without entering
into the stopping set. Hence by (3.10) and (3.11) we have
V (2)(t, y) = Ee−rτG(t+τ,Xyτ ) = G(t, y)− rKE
[ ∫ τ
0
e−rsf(t+s,Xys )ds
]
≤ G(t, y),
i.e. it is optimal to stop at once at (t, y), and therefore we get a contradiction. We then
conclude that for each t ∈ [0, Tδ) there exists at most a unique point c(2)(t) > K such that
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D
(2)
t ∩ (K,∞) = [c(2)(t),∞) with the convention that if c(2)(t) = +∞ the set is empty. We
remark that for now we have only proven that c(2)(t) < +∞ for t < Tδ suitably large. Finiteness
of c(2) will be provided in Proposition 3.10 below.
Step 3. Now let us consider the set {(t, x) ∈ [0, Tδ)× (0,K]}. From Proposition 3.5 it follows
that for each t ∈ [0, Tδ) the set D(2)t ∩ (0,K) is not empty. Moreover by using arguments as in
step 2 above one can prove that for any x < K there exists t < Tδ such that (t, x) ∈ D(2), and
that x ∈ D(2)t =⇒ y ∈ D(2)t for 0 < y ≤ x ≤ K. The latter implies that for each t ∈ [0, Tδ)
there exists a unique point b(2)(t) ∈ (0,K) such that D(2)t ∩ (0,K) = (0, b(2)(t)].
Steps 1, 2 and 3 above imply that C
(2)
t =
(
b(2)(t), c(2)(t)
)
for all t ∈ [0, Tδ) and for suitable
functions b(2), c(2) : [0, Tδ)→ (0,∞]. The fact that b(2)(t) ≥ b(1)(t) is an obvious consequence of
Proposition 3.5. On the other hand Proposition 3.6 implies that t 7→ b(2)(t) is increasing whereas
t 7→ c(2)(t) is decreasing so that their left-limits always exist. Since limt↑Tδ c(2)(t) ≥ K and for
any x > K there exists t < Tδ with (t, x) ∈ D(2) (see step 2 above), then limt↑Tδ c(2)(t) = K.
From a similar argument and step 3 above we also obtain limt↑Tδ b
(2)(t) = K.
Remark 3.9. 1. The existence of an upper boundary is a key consequence of the constraints
imposed by the structure of Snt,T in (1.2) (see also the discussion at the beginning of Section
2.2) and it nicely reflects the time value of the early exercise feature of the option. Indeed for
t < Tδ the holder may find profitable to use the first right even if Xt > K (i.e. the put part of
the immediate exercise payoff is zero) in order to maintain the opportunity of early exercising
the remaining put option with maturity at T (after the refracting period).
If for some t < Tδ the underlying price Xt is too large, the holder does not believe that it will
fall below K prior to Tδ. In this case delaying the exercise of the first right is likely to produce a
null put payoff while at the same time reducing the value of the subsequent early exercise right.
On the other hand, by using immediately the first right, the option holder will maximise at least
the opportunities of an early exercise of the second option. It then becomes intuitively clear that
while the holder of a standard American put option has nothing to lose in waiting as long as X
stays above K, for our swing contract things are different: waiting always costs to the holder in
terms of the early exercises of future rights. Hence when the immediate put payoff of the first
option is way too much “out of the money” it is better to get rid of it!
2. We observe that it is P-almost surely optimal to exercise the first right of the swing option
strictly before the maturity Tδ since
P(Xxt ∈ C(2)t for all t ∈ [0, Tδ]) ≤ P(XxTδ = K) = 0.
3. It is known that as r → 0 the premium of early exercise for the American option vanishes
thus meaning that b(1) ≡ 0 for r = 0. Analogously, for r = 0 there is no incentive in using
the first right of the swing contract with n = 2 at any time prior to Tδ so that b
(2) ≡ 0 and
c(2) ≡ +∞. This fact will be clearly embodied in the pricing formula for V (2) in Theorem 3.13
below.
In Theorem 3.8 we have proven that c(2)(t) <∞ for all t smaller than but “sufficiently close”
to Tδ. We now aim at strengthening this statement by proving that c
(2) is indeed finite on [0, Tδ].
Proposition 3.10. For all t ∈ [0, Tδ] the upper boundary c(2) is finite, i.e.
sup
t∈[0,Tδ]
c(2)(t) < +∞. (3.34)
Proof. The proof is provided in two steps.
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Step 1. Let us assume that (3.34) is violated and denote t0 := sup{t ∈ [0, Tδ] : c(2)(t) =
+∞}. Consider for now the case t0 > 0 and note that since t 7→ c(2)(t) is decreasing by Theorem
3.8 then c(2)(t) = +∞ for all t ∈ [0, t0). The function c(2) is right-continuous on (t0, Tδ], in fact
for any t ∈ (t0, Tδ] we take tn ↓ t as n → ∞ and the sequence (tn, c(2)(tn)) ∈ D(2) converges to
(t, c(2)(t+)), with c(2)(t+) := lims↓t c(2)(s). Since D(2) is closed it must also be (t, c(2)(t)) ∈ D(2)
and c(2)(t+) ≥ c(2)(t) by Theorem 3.8, hence c(2)(t+) = c(2)(t) by monotonicity.
For x ∈ (K,+∞) we define the right-continuous inverse of c(2) by tc(x) := sup
{
t ∈ [0, Tδ] :
c(2)(t) > x
}
and observe that tc(x) ≥ t0. Fix ε > 0 such that ε < δ ∧ t0, then there exists
x = x(ε) > K such that tc(x) − t0 ≤ ε/2 for all x ≥ x and we denote θ = θ(x) := inf
{
u ≥ 0 :
Xxu ≤ x
}∧ Tδ. In particular we note that if c(2)(t0+) = c(2)(t0) < +∞ we have tc(x) = t0 for all
x > c(2)(t0). We fix t = t0 − ε/2, take x > x and set τ = τ∗(t, x) the optimal stopping time for
V (2)(t, x) (cf. (3.14)).
From (3.11) we get
V (2)(t, x)−G(t, x)
=Ee−rτG(t+τ,Xxτ )−G(t, x)
≤E
[
− rK
∫ τ
0
e−rsf(t+s,Xxs )ds+
1
2
∫ τ
0
e−rsdLKs (X
x)
]
≤− rKE
[
I(τ ≤ θ)
∫ τ
0
e−rsf(t+s,Xxs )ds
]
+ E
[
I(τ > θ)
1
2
∫ τ
θ
e−rsdLKs (X
x)
]
where we have used that LKs (X
x) = 0 for s ≤ θ. Since c(2)(t) = +∞ for t ∈ [t0 − ε/2, t0) and
the boundary is decreasing then it must be {τ ≤ θ} ⊆ {τ ≥ ε/2}. Hence we obtain
V (2)(t, x)−G(t, x) (3.35)
≤− rKE
[ ∫ ε/2
0
e−rsf(t+s,Xxs )ds
]
+ E
[
I(τ > θ)
(1
2
∫ τ
θ
e−rsdLKs (X
x)+rK
∫ ε/2
0
e−rsf(t+s,Xxs )ds
)]
≤− rKE
[ ∫ ε/2
0
e−rsf(t+s,Xxs )ds
]
+
1
2
E
[
I(τ > θ)E
[ ∫ τ∨θ
θ
e−rsdLKs (X
x)
∣∣∣Fθ] ]
+ rK
ε
2
P(τ > θ)
where in the last inequality we have also used that 0 ≤ f ≤ 1 on [0, Tδ] × (0,∞). We now
estimate separately the two positive terms in the last expression of (3.35). For the one involving
the local time we argue as in (3.28), i.e. we use Lemma 3.7 and the martingale property of the
discounted price to get
E
(∫ τ∨θ
θ
e−rsdLKs (X
x)
∣∣∣Fθ) ≤ 3K.
Then for a suitable constant C1 > 0 independent of x we get
E
[
I(τ > θ)E
(∫ τ∨θ
θ
e−rsdLKs (X
x)
∣∣∣Fθ)]+ rK ε
2
P(τ > θ) ≤ C1P(τ > θ). (3.36)
Observe now that on
{
τ > θ
}
the process X started at time t = t0 − ε/2 from x > x must hit
x prior to time t0 + ε/2, hence, for c = r + σ
2/2, we obtain
P(τ > θ) ≤ P( inf
0≤t≤ε
Xxt < x
) ≤ P( inf
0≤t≤ε
Bt <
1
σ
(
ln
x
x
+ c ε
))
. (3.37)
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Introduce another Brownian motion by taking W := −B, then from (3.37) and the reflection
principle we find
P(τ > θ) ≤P
(
sup
0≤t≤ε
Wt > − 1
σ
(
ln
x
x
+ c ε
))
= 2P
(
Wε > − 1
σ
(
ln
x
x
+ c ε
))
(3.38)
=2
[
1− Φ
(
1
σ
√
ε
(
ln(x/ x)− c ε))] = 2Φ( 1
σ
√
ε
(
ln(x/x) + c ε
))
with Φ(y) := 1/
√
2pi
∫ y
−∞ e
−z2/2dz for y ∈ IR and where we have used Φ(y) = 1−Φ(−y), y ∈ IR.
Going back to (3.35) we aim at estimating the first term in the last expression. For that we
use Markov property to obtain
Ef(t+s,Xxs ) = e
−rδE
[
P
(
Xxs+δ ≤ b(1)(t+s+δ)
∣∣Fs) ] = e−rδP[Xxs+δ ≤ b(1)(t+s+δ)] (3.39)
with s ∈ [0, ε/2]. For all x > x and s ∈ [0, ε/2] and denoting α := b(1)(t+δ), the expectation in
(3.39) is bounded from below by recalling that b(1) is increasing, namely
Ef(t+s,Xxs ) ≥e−rδP(Xxs+δ ≤ α) ≥ e−rδP
(
Bs+δ ≤ 1
σ
[
ln(α/x)− c(δ+ε/2)]) (3.40)
=e−rδΦ
(
1
σ
√
δ+s
[
ln(α/x)− c (δ+ε/2)])
≥e−rδΦ
(
1
σ
√
δ
[
ln(α/x)− c (δ+ε/2)]) =: Fˆ (x)
where in the last inequality we have used that ln(α/x) < 0 and Φ is increasing. From (3.40),
using Fubini’s theorem we get
E
[ ∫ ε/2
0
e−rsf(t+s,Xxs )ds
]
=
∫ ε/2
0
e−rsEf(t+s,Xxs ) ds ≥
ε
2
e−rε/2Fˆ (x) (3.41)
for x > x. We now collect bounds (3.35), (3.36), (3.38) and (3.41) to obtain
V (2)(t, x)−G(t, x) (3.42)
≤2C1Φ
(
1
σ
√
ε
(
ln(x/x) + c ε
))− C2Φ( 1σ√δ [ ln (α/x)− c (δ+ε/2)])
where C2 = C2(ε) > 0 and independent of x. Since t, x, ε are fixed with δ > ε, we take the limit
as x→∞ and it is not hard to verify by L’Hoˆpital’s rule that
lim
x→∞
Φ
(
1
σ
√
ε
(
ln(x/x) + c ε
))
Φ
(
1
σ
√
δ
[
ln
(
α/x
)− c (δ+ε/2)]) = C3 limx→∞
ϕ
(
1
σ
√
ε
(
ln(x/x) + c ε
))
ϕ
(
1
σ
√
δ
[
ln
(
α/x
)− c (δ+ε/2)])
=C4 lim
x→∞x
β exp
( 1
σ2
(
1/δ − 1/ε)( ln x)2) = 0
for suitable positive constants β > 0, C3 and C4 and with ϕ := Φ
′ the standard normal density
function. Hence the negative term in (3.42) dominates for large values of x and we reach a
contradiction. That implies c(2)(t) < +∞ for all t ∈ (0, Tδ] by arbitrariness of t0.
Step 2. It remains to show that c(2)(0) < +∞ as well. In order to do so we recall Remark
2.1 and notice that V (2)(0, x;Tδ) − G(0, x;Tδ) = V (2)(λ, x;Tδ + λ) − G(λ, x;Tδ + λ) for λ > 0.
Hence the arguments in step 1 may be applied with t0 = λ and Tδ replaced by Tδ + λ, proving
that indeed c(2)(0) < +∞.
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3.1.3. Free-boundary problem for V (2) and continuity of the boundaries
To prepare the ground to the free-boundary problem for V (2) we begin by showing in the next
proposition that the value function V (2) fulfills the so-called smooth-fit condition at both the
optimal boundaries b(2) and c(2).
Proposition 3.11. For all t ∈ [0, Tδ) the map x 7→ V (2)(t, x) is C1 across the optimal bound-
aries, i.e.
V (2)x (t, b
(2)(t)+) = Gx(t, b
(2)(t)) (3.43)
V (2)x (t, c
(2)(t)−) = Gx(t, c(2)(t)). (3.44)
Proof. We provide a full proof only for (3.44) as the one for (3.43) can be obtained in a similar
way. Fix 0 ≤ t < Tδ and set x0 := c(2)(t). It is clear that for arbitrary ε > 0 it hods
V (2)(t, x0)− V (2)(t, x0−ε)
ε
≤ G(t, x0)−G(t, x0−ε)
ε
and hence
lim sup
ε→0
V (2)(t, x0)− V (2)(t, x0−ε)
ε
≤ Gx(t, x0). (3.45)
To prove the reverse inequality, we denote τε = τ
∗(t, x0 − ε) which is the optimal stopping time
for V (2)(t, x0 − ε). Then using the law of iterated logarithm at zero for Brownian motion and
the fact that t 7→ c(2)(t) is decreasing we obtain τε → 0 as ε → 0, P-a.s. An application of the
mean value theorem gives
1
ε
(
V (2)(t, x0)− V (2)(t, x0−ε)
)
≥ 1
ε
E
[
e−rτ
ε
(
G(t+τε, X
x0
τε )−G(t+τε, Xx0−ετε )
)]
≥ 1
ε
E
[
e−rτεGx(t+τε, ξ)
(
Xx0τε −Xx0−ετε
)]
= E
[
e−rτεGx(t+τε, ξ)X1τε
]
with ξ(ω) ∈ [Xx0−ετε (ω), Xx0τε (ω)] for all ω ∈ Ω. Thus recalling that Gx is bounded (cf. (3.15))
and X1τε → 1 P-a.s. as ε→ 0, using dominated convergence theorem we obtain
lim inf
ε→0
V (2)(t, x0)− V (2)(t, x0−ε)
ε
≥ Gx(t, x0). (3.46)
Finally combining (3.45) and (3.46), and using that V (t, · ) is convex (see Proposition 3.4) we
obtain (3.44).
Standard arguments based on the strong Markov property and continuity of V (2)(see [25,
Sec. 7], p. 131) imply that V (2) ∈ C1,2 inside the continuation set C(2) and it solves the following
free-boundary problem
V
(2)
t +ILXV
(2)−rV (2) = 0 in C(2) (3.47)
V (2)(t, b(2)(t)) = G(t, b(2)(t)) for t ∈ [0, Tδ] (3.48)
V (2)(t, c(2)(t)) = G(t, c(2)(t)) for t ∈ [0, Tδ] (3.49)
V (2)x (t, b
(2)(t)+) = Gx(t, b
(2)(t)) for t ∈ [0, Tδ) (3.50)
V (2)x (t, c
(2)(t)−) = Gx(t, c(2)(t)) for t ∈ [0, Tδ) (3.51)
V (2)(t, x) ≥ G(t, x) for (t, x) ∈ [0, Tδ]× (0,∞). (3.52)
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Thanks to our results of the previous section the continuation set C(2) and the stopping set D(2)
are given by
C(2) = { (t, x) ∈ [0, Tδ)×(0,∞) : b(2)(t) < x < c(2)(t) } (3.53)
D(2) = { (t, x) ∈ [0, Tδ]×(0,∞) : x ≤ b(2)(t) or x ≥ c(2)(t) }. (3.54)
Notice that (3.48)–(3.52) follow by the definition of b(2) and c(2) and by Proposition 3.11. For
the unfamiliar reader we give in appendix the standard proof of (3.47).
We now proceed to prove that the boundaries b(2) and c(2) are indeed continuous functions
of time and follow the approach proposed in [10].
Theorem 3.12. The optimal boundaries b(2) and c(2) are continuous on [0, Tδ].
Proof. The proof is provided in 3 steps.
Step 1. By monotonicity and boundedness of b(2) and c(2) we obtain their right-continuity
(see the first paragraph of step 1 in the proof of Proposition 3.10).
Step 2. Now we prove that b(2) is also left-continuous. Assume that there exists t0 ∈ (0, Tδ]
such that b(2)(t0−) < b(2)(t0) where b(2)(t0−) denotes the left-limit of b(2) at t0. Take x1 < x2
such that b(2)(t0−) < x1 < x2 < b(2)(t0) and h > 0 such that t0 > h, then define the domain
D := (t0 − h, t0)× (x1, x2) and denote by ∂PD its parabolic boundary formed by the horizontal
segments [t0−h, t0]×{xi} with i = 1, 2 and by the vertical one {t0}× (x1, x2). Recall that both
G and V (2) belong to C1,2(D) and it follows from (3.10), (3.47) and (3.48) that u := V (2) − G
is such that u ∈ C1,2(D) ∩ C(D) and it solves the boundary value problem
ut + ILXu− ru = −H on D with u = 0 on ∂PD. (3.55)
Denote by C∞c (a, b) the set of continuous functions which are differentiable infinitely many times
with continuous derivatives and compact support on (a, b). Take ϕ ∈ C∞c (x1, x2) such that ϕ ≥ 0
and
∫ x2
x1
ϕ(x)dx = 1. Multiplying (3.55) by ϕ and integrating by parts we obtain∫ x2
x1
ϕ(x)ut(t, x)dx = −
∫ x2
x1
u(t, x) (IL∗Xϕ(x)− rϕ(x)) dx−
∫ x2
x1
H(t, x)ϕ(x)dx (3.56)
for t ∈ (t0−h, t0) and with IL∗X denoting the formal adjoint of ILX . Since ut ≤ 0 in D by (3.20)
in the proof of Proposition 3.6, the left-hand side of (3.56) is negative. Then taking limits as
t→ t0 and by using dominated convergence theorem we find
0 ≥−
∫ x2
x1
u(t0, x) (IL
∗
Xϕ(x)− rϕ(x)) dx−
∫ x2
x1
H(t0, x)ϕ(x)dx (3.57)
=−
∫ x2
x1
H(t0, x)ϕ(x)dx
where we have used that u(t0, x) = 0 for x ∈ (x1, x2) by (3.55). We now observe that H(t0, x) <
−` for x ∈ (x1, x2) and a suitable ` > 0 by (3.10), therefore (3.57) leads to a contradiction and
it must be b(2)(t0−) = b(2)(t0).
Step 3. To prove that c(2) is left-continuous we can use arguments that follow the very same
lines as those in step 2 above and therefore we omit them for brevity.
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3.1.4. The EEP representation of the option’s value and equations for the boundaries
Finally we are able to find an early-exercise premium (EEP) representation for V (2) of problem
(3.5) and a system of coupled integral equations for the free-boundaries b(2) and c(2). The
following functions will be needed in the next theorem:
J(t, x) := ExG(Tδ, XTδ−t), (3.58)
K(b(1), b(2), c(2) ;x, t, s) := Px(Xs ≤ b(2)(t+s)) (3.59)
+e−rδPx
(
Xs ≤ b(2)(t+s), Xs+δ ≤ b(1)(t+s+δ)
)
+e−rδPx
(
Xs ≥ c(2)(t+s), Xs+δ ≤ b(1)(t+s+δ)
)
.
Theorem 3.13. The value function V (2) of (3.5) has the following representation
V (2)(t, x) = e−r(Tδ−t)J(t, x) + rK
∫ Tδ−t
0
e−rsK(b(1), b(2), c(2) ;x, t, s)ds (3.60)
for t ∈ [0, Tδ] and x ∈ (0,∞). The optimal stopping boundaries b(2) and c(2) of (3.53) and (3.54)
are the unique couple of continuous functions solving the system of coupled nonlinear integral
equations
G(t, b(2)(t)) = e−r(Tδ−t)J(t, b(2)(t)) + rK
∫ Tδ−t
0
e−rsK(b(1), b(2), c(2) ; b(2)(t), t, s)ds (3.61)
G(t, c(2)(t)) = e−r(Tδ−t)J(t, c(2)(t)) + rK
∫ Tδ−t
0
e−rsK(b(1), b(2), c(2) ; c(2)(t), t, s)ds (3.62)
with b(2)(Tδ) = c
(2)(Tδ) = K and b
(2)(t) ≤ K ≤ c(2)(t) for t ∈ [0, Tδ].
Proof. Step 1 - Existence. Here we prove that b(2) and c(2) solve (3.61)–(3.62). We start by
recalling that the following conditions hold: (i) V (2) is C1,2 separately in C(2) and D(2) and
V
(2)
t +ILXV
(2)−rV (2) is locally bounded on C(2) ∪D(2) (cf. (3.47)–(3.52) and (3.10)); (ii) b(2)
and c(2) are of bounded variation due to monotonicity; (iii) x 7→ V (2)(t, x) is convex (recall
proof of Proposition 3.4); (iv) t 7→ V (2)x (t, b(2)(t)±) and t 7→ V (2)x (t, c(2)(t)±) are continuous for
t ∈ [0, Tδ) by (3.50) and (3.51). Hence for any (t, x) ∈ [0, Tδ]× (0,∞) and s ∈ [0, Tδ−t] we can
apply the local time-space formula on curves of [24] to obtain
e−rsV (2)(t+s,Xxs ) (3.63)
=V (2)(t, x) +Mu
+
∫ s
0
e−ru(V (2)t +ILXV
(2)−rV (2))(t+u,Xxu)I
(
Xxu 6= {b(2)(t+u), c(2)(t+u)}
)
du
= V (2)(t, x) +Mu +
∫ s
0
e−ruH(t+u,Xxu)
[
I
(
Xxu < b
(2)(t+u)
)
+I
(
Xxu > c
(2)(t+u)
)]
du
= V (2)(t, x) +Mu − rK
∫ s
0
e−ru
(
1 + f(t+u,Xxu)
)
I
(
Xxu < b
(2)(t+u)
)
du
− rK
∫ s
0
e−ruf(t+u,Xxu)I
(
Xxu > c
(2)(t+u)
)
du
where we used (3.10), (3.47) and smooth-fit conditions (3.50)-(3.51) and where M = (Mu)u≥0
is a real martingale. Recall that the law of Xxu is absolutely continuous with respect to the
Lebesgue measure for all u > 0, then from strong Markov property and (3.8) we deduce
f(t+u,Xxu)I
(
Xxu < b
(2)(t+u)
)
= P
(
Xxu+δ ≤ b(1)(t+u+δ)
∣∣Fu)I(Xxu < b(2)(t+u)) (3.64)
= P
(
Xxu+δ ≤ b(1)(t+u+δ), Xxu ≤ b(2)(t+u)
∣∣Fu)
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Figure 1. A computer drawing of the optimal exercise boundaries t 7→ b(2)(t) and
t 7→ c(2)(t) in the case K = 1, r = 0.05 (annual), σ = 0.2 (annual), T = 6 months,
δ = 1 month.
and analogously we have that
f(t+u,Xxu)I
(
Xxu > c
(2)(t+u)
)
= P
(
Xxu+δ ≤ b(1)(t+u+δ), Xxu ≥ c(2)(t+u)
∣∣Fu). (3.65)
In (3.63) we let s = Tδ − t, take the expectation E, use (3.64)-(3.65) and the optional sampling
theorem for M , then after rearranging terms and noting that V (2)(Tδ, x) = G(Tδ, x) for all
x > 0, we get (3.60). The system of coupled integral equations (3.61)-(3.62) is obtained by
simply putting x = b(2)(t) and x = c(2)(t) into (3.60) and using (3.48)-(3.49).
Step 2 - Uniqueness. Now we show uniqueness of the solution pair to the system (3.61)-
(3.62). The proof is divided in five steps and it is based on arguments similar to those employed
in [11] and originally derived in [23].
Step 2.1. Let b : [0, Tδ] → (0,∞) and c : [0, Tδ] → (0,∞) be another solution pair to the
system (3.61)-(3.62) such that b and c are continuous and b(t) ≤ K ≤ c(t) for all t ∈ [0, Tδ].
We will show that these b and c must be equal to the optimal stopping boundaries b(2) and c(2),
respectively.
We define a continuous function U b,c : [0, Tδ]× (0,∞)→ IR by
U b,c(t, x) := e−r(Tδ−t)EG(Tδ, XxTδ−t)
− E
∫ Tδ−t
0
e−ruH(t+u,Xxu)I(X
x
u ≤ b(t+u) or Xxu ≥ c(t+u))du.
Observe that since b and c solve the system (3.61)-(3.62) then U b,c(t, b(t)) = G(t, b(t)) and
U b,c(t, c(t)) = G(t, c(t)) for all t ∈ [0, Tδ]. Notice also that the Markov property of X gives
e−rsU b,c(t+s,Xxs )−
∫ s
0
e−ruH(t+u,Xxu)I(X
x
u ≤ b(t+u) or Xxu ≥ c(t+u))du (3.66)
= U b,c(t, x) +Ns P− a.s.
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for s ∈ [0, Tδ − t] and with (Ns)0≤s≤Tδ−t a P-martingale.
Step 2.2. We now show that U b,c(t, x) = G(t, x) for x ∈ (0, b(t)] ∪ [c(t),∞) and t ∈ [0, Tδ].
For x ∈ (0, b(t)] ∪ [c(t),∞) with t ∈ [0, Tδ] given and fixed, consider the stopping time
σb,c = σb,c(t, x) = inf { 0 ≤ s ≤ Tδ−t : b(t+s) ≤ Xxs ≤ c(t+s) }. (3.67)
Using that U b,c(t, b(t)) = G(t, b(t)) and U b,c(t, c(t)) = G(t, c(t)) for all t ∈ [0, Tδ) and U b,c(Tδ, x) =
G(Tδ, x) for all x > 0, we get U
b,c(t+σb,c, X
x
σb,c
) = G(t+σb,c, X
x
σb,c
) P-a.s. by continuity of U b,c.
Hence from (3.11) and (3.66) using the optional sampling theorem and noting that LKu (X
x) = 0
for u ≤ σb,c we find
U b,c(t, x) = Ee−rσb,cU b,c(t+σb,c, Xxσb,c)
− E
∫ σb,c
0
e−ruH(t+u,Xxu)I(X
x
u ≤ b(t+u) or Xxu ≥ c(t+u))du
= Ee−rσb,cG(t+σb,c, Xxσb,c)− E
∫ σb,c
0
e−ruH(t+u,Xxu)du = G(t, x)
since Xxu ∈ (0, b(t+u)) ∪ (c(t+u),∞) for all u ∈ [0, σb,c).
Step 2.3. Next we prove that U b,c(t, x) ≤ V (2)(t, x) for all (t, x) ∈ [0, Tδ] × (0,∞). For this
consider the stopping time
τb,c = τb,c(t, x) = inf { 0 ≤ s ≤ Tδ−t : Xxs ≤ b(t+s) or Xxs ≥ c(t+s) }
with (t, x) ∈ [0, Tδ] × (0,∞) given and fixed. Again arguments as those following (3.67) above
show that U b,c(t+τb,c, X
x
τb,c
) = G(t+τb,c, X
x
τb,c
) P-a.s. Then taking s = τb,c in (3.66) and using
the optional sampling theorem, we get
U b,c(t, x) = Ee−rτb,cU b,c(t+τb,c, Xxτb,c) = Ee
−rτb,cG(t+τb,c, Xxτb,c) ≤ V (2)(t, x).
Step 2.4. In order to compare the couples (b, c) and (b(2), c(2)) we initially prove that b(t) ≥
b(2)(t) and c(t) ≤ c(2)(t) for t ∈ [0, Tδ]. For this, suppose that there exists t ∈ [0, Tδ) such that
c(t) > c(2)(t), take a point x ∈ [c(t),∞) and consider the stopping time
σ = σ(t, x) = inf { 0 ≤ s ≤ Tδ−t : b(2)(t+s) ≤ Xxs ≤ c(2)(t+s) }.
Setting s = σ in (3.63) and (3.66) and using the optional sampling theorem, we get
Ee−rσV (2)(t+σ,Xxσ ) = V
(2)(t, x) + E
∫ σ
0
e−ruH(t+u,Xxu)du (3.68)
Ee−rσU b,c(t+σ,Xxσ ) = U
b,c(t, x) (3.69)
+ E
∫ σ
0
e−ruH(t+u,Xxu)I
(
Xxu ≤ b(t+u) or Xxu ≥ c(t+u)
)
du.
Since U b,c ≤ V (2) and V (2)(t, x) = U b,c(t, x) = G(t, x) for x ∈ [c(t),∞), it follows by subtracting
(3.69) from (3.68) that
E
∫ σ
0
e−ruH(t+u,Xxu)I
(
b(t+u) ≤ Xxu ≤ c(t+u)
)
du ≥ 0. (3.70)
The function H is always strictly negative and by the continuity of c(2) and c it must be
P(σ(t, x) > 0) = 1, hence (3.70) leads to a contradiction and we can conclude that c(t) ≤ c(2)(t)
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for all t ∈ [0, Tδ]. Arguing in a similar way one can also derive that b(t) ≥ b(2)(t) for all t ∈ [0, Tδ]
as claimed.
Step 2.5. To conclude the proof we show that b = b(2) and c = c(2) on [0, Tδ]. For that,
let us assume that there exists t ∈ [0, Tδ) such that b(t) > b(2)(t) or c(t) < c(2)(t). Choose
an arbitrary point x ∈ (b(2)(t), b(t)) or alternatively x ∈ (c(t), c(2)(t)) and consider the optimal
stopping time τ∗ of (3.14) with D(2) as in (3.54). Take s = τ∗ in (3.63) and (3.66) and use the
optional sampling theorem to get
Ee−rτ
∗
G(t+τ∗, Xxτ∗) = V
(2)(t, x) (3.71)
Ee−rτ
∗
G(t+τ∗, Xxτ∗) = U
b,c(t, x) (3.72)
+ E
∫ τ∗
0
e−ruH(t+u,Xxu)I
(
Xxu ≤ b(t+u) or Xxu ≥ c(t+u)
)
du
where we use that V (2)(t+τ∗, Xxτ∗) = G(t+τ∗, Xxτ∗) = U b,c(t+τ∗, Xxτ∗) P-a.s. upon recalling that
b ≥ b(2) and c ≤ c(2), and U b,c = G either below b and above c (cf. step 2.2 above) or at Tδ.
Since U b,c ≤ V (2) then subtracting (3.71) from (3.72) we get
E
∫ τ∗
0
e−ruH(t+u,Xxu)I
(
Xxu ≤ b(t+u) or Xxu ≥ c(t+u)
)
du ≥ 0.
Again we recall that H is always strictly negative and by continuity of b(2), c(2), b and c we
have P(τ∗(t, x) > 0) = 1 and the process (Xxu)u∈[0,Tδ−t] spends a strictly positive amount of
time either below b(t+ · ) if it starts from x ∈ (b(2)(t), b(t)) or above c(t+ · ) if it starts from
x ∈ (c(t), c(2)(t)), with probability one. Therefore we reach a contradiction unless b = b(2) and
c = c(2).
It is worth observing that the pricing formula (3.60) is consistent with the economic intuition
behind the structure of the swing contract and it includes a European part plus three integral
terms accounting for the early exercise premia. The first of such terms is similar to the one
appearing in the American put price formula and it represents the value produced by a single
exercise when the put payoff is strictly positive. The second and third terms instead are related
to the extra value produced by the multiple exercise opportunity. These premia are weighted
with the discounted probability of the price process falling below b(1) after the refracting period
has elapsed and they account for both the cases when the first right is exercised below the strike
K or above it, respectively.
Notice that, as anticipated in Remark 3.9, if r = 0 the early exercise premia disappear. In
that case there is no time value of money and the swing contract is equivalent to a portfolio
of two European options: one with maturity at time Tδ and the other at time T . In Figure 2
we show optimal boundaries evaluated numerically for some values of r and observe that the
stopping region increases as the interest rate increases (i.e. the continuation set shrinks as r
increases).
It is well known that for δ = 0 the value of the swing contract with n rights equals the value
of a portfolio of n American put options with maturity at T . In that setting it is optimal to
exercise all rights at the same time as soon as Xt falls below b
(1). Intuitively we expect that as
δ → 0 and Tδ → T , the lower boundary b(2) tends to the boundary of the American put b(1) while
the upper boundary c(2) increases and becomes steeper near the maturity, eventually converging
to the vertical half line {T}× (K,∞) in the limit (see Figure 3 for numerical illustrations of this
observation).
Remark 3.14. We compute the optimal boundaries of Figures 1, 2, 3 and 4 by solving numer-
ically the integral equations (3.61) and (3.62) (see also (3.82) and (3.83) in the next section).
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Figure 2. Computer drawings show how the upper optimal exercise boundary
t 7→ c(2)(t) (on the left) and the lower optimal exercise boundary t 7→ b(2)(t) (on
the right) change as one varies the annual interest rate r. The set of parameters is
K = 1, σ = 0.4 (annual), T = 6 months, δ = 1 month and the boundaries refer to
the following values of the interest rate: r = 0.05 (bold line); r = 0.075 (thin line);
r = 0.1 (dashed line). The stopping region is increasing in r. Note that we use
different scales on the vertical axes.
We use a backwards scheme based on a discretisation of the integrals with respect to time. This
is a standard method for this kind of equations and a more detailed description can be found for
example in Remark 4.2 of [11]. Note that in order to implement the algorithm it is crucial to
know the values of c(2)(Tδ) and b
(2)(Tδ).
3.2. Analysis of the swing option with arbitrary many rights
In this section we complete our study of the multiple optimal stopping problem (2.3) by dealing
with the general case of n admissible stopping times. The results follow by induction and we
will only sketch their proofs as they are obtained by repeating step by step arguments as those
presented in Section 3.1. Let us start by introducing some notation. For n ∈ N, n ≥ 2 we denote
C(n) and D(n) the continuation and stopping region, respectively, of the problem with value
function V (n) (cf. (3.3)). Similarly we denote their t-sections by C
(n)
t and D
(n)
t and to simplify
notation we set T
(n)
δ = T−nδ.
From now on we fix n ≥ 2 and make some assumptions that will be needed to obtain
properties of G(n+1), V (n+1) and the relative optimal boundaries. Notice that each one of the
following assumptions hold for n = 2.
Assumption 3.15. For j ∈ {2, 3, . . . n} and t ∈ [0, T (j−1)δ ] one has D(j)t = (0, b(j)(t)] ∪
[c(j)(t),∞) where
i) t 7→ b(j)(t) is continuous, bounded and increasing with b(j)(T (j−1)δ ) = K,
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Figure 3. Computer drawings show how the optimal exercise boundaries t 7→ b(2)(t)
and t 7→ c(2)(t) change as the refracting period δ goes to 0. The set of parameters is
K = 1, σ = 0.4 (annual), T = 6 months, r = 0.05 (annual) and the boundaries refer
to the following values of the refracting period: δ = 0.1 (dashed); δ = 0.06 (dotted);
δ = 0.04 (thin); δ = 0.03 (dash-dotted). The thick line represents the American put
option boundary t 7→ b(1)(t).
ii) t 7→ c(j)(t) is continuous, bounded and decreasing with c(j)(T (j−1)δ ) = K,
iii) b(j−1)(t) ≤ b(j)(t) < K < c(j)(t) ≤ c(j−1)(t) for t ∈ [0, T (j−1)δ ), with the convention
c(1) ≡ +∞.
Now for 1 ≤ j ≤ n− 1 we also define the random variables
I
(n)
j (t, s) := I
(
Xs ∈ D(n)t+s, Xs+δ ∈ D(n−1)t+s+δ, . . . (3.73)
. . . , Xs+(j−1)δ ∈ D(n−(j−1))t+s+(j−1)δ, Xs+jδ < b(n−j)(t+s+jδ)
)
I
(n)
0 (t, s) := I
(
Xs < b
(n)(t+s)
)
(3.74)
whose expected values are instead denoted by
p
(n)
j (t, x, s) := Ex
[
I
(n)
j (t, s)
]
and p
(n)
0 (t, x, s) := Ex
[
I
(n)
0 (t, s)
]
. (3.75)
Under Assumption 3.15 one has
p
(n)
j (t, x, s)− p(n−1)j (t, x, s) ≥ 0 (3.76)
for t ∈ [0, T (n−1)δ ], (x, s) ∈ (0,∞)× [0, T (n−1)δ − t] and j = 0, . . . , n− 2 since D(1) ⊆ D(2) ⊆ . . . ⊆
D(n). Let us recall definition (3.1) in order to introduce the next
Assumption 3.16. It holds G(n) ∈ C1,2 in (0, T (n−1)δ )× [(0,K) ∪ (K,∞)] with
(
G
(n)
t +ILXG
(n)−rG(n))(t, x) = −rK(I(x < K) + n−2∑
j=0
e−r(j+1)δp(n−1)j (t, x, δ)
)
(3.77)
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for t ∈ (0, T (n−1)δ ) and x ∈ (0,K)∪ (K,∞). Moreover V (n) is continuous on [0, T (n−1)δ ]× (0,∞),
V (n) ∈ C1,2 in C(n), and it solves
V
(n)
t + ILXV
(n) − rV (n) = 0 in C(n). (3.78)
Finally, for s ∈ [0, T (n−1)δ − t] and x ∈ (0,∞) it holds Px-a.s.
e−rsV (n)(t+s,Xs) = V (n)(t, x)−rK
n−1∑
j=0
∫ s
0
e−r(u+jδ)Ex
[
I
(n)
j (t, u)
∣∣Fu]du+M (n)t+s (3.79)
where (M
(n)
t )t is a martingale.
Notice that for n = 2 (3.77) is equivalent to (3.10) whereas (3.79) is equivalent to (3.63).
Proposition 3.17. Under Assumptions 3.15 and 3.16 the equation (3.77) also holds with n
replaced by n+ 1.
Proof. Since
G(n+1)(t, x) =(K − x)+ +R(n+1)(t, x)
with R(n+1)(t, x) = Ee−rδV (n)(t+δ,Xxδ ), it is then sufficient to prove that
Ys := e
−rsR(n+1)(t+s,Xs) + rK
n−1∑
j=0
∫ s
0
e−r(u+(j+1)δ)p(n)j (t+u,Xu, δ)du
is a continuous martingale. Then we can argue as in the proof of Proposition 3.2 to conclude
that R(n+1) is C1,2 and(
R
(n+1)
t + ILXR
(n+1) − rR(n+1))(t, x) = −rK n−1∑
j=0
e−r(j+1)δp(n)j (t, x, δ).
Continuity of s 7→ Ys follows from continuity and boundedness of V (n) and p(n)j for all j’s.
Markov property and (3.79) (see also the proof of Proposition 3.2 for the details) give
Exe
−rsR(n+1)(t+s,Xs) =R(n+1)(t, x)− rK
n−1∑
j=0
Ex
∫ s
0
e−r(u+(j+1)δ)I(n)j (t, u+ δ)du
=R(n+1)(t, x)− rK
n−1∑
j=0
Ex
∫ s
0
e−r(u+(j+1)δ)EXu
[
I
(n)
j (t+ u, δ)
]
du
=R(n+1)(t, x)− rK
n−1∑
j=0
Ex
∫ s
0
e−r(u+(j+1)δ)p(n)j (t+ u,Xu, δ)du
where we have used that Ex
[
I
(n)
j (t, u + δ)
]
= ExEXu
[
I
(n)
j (t + u, δ)
]
= Exp
(n)
j (t + u,Xu, δ) by
(3.73).
We now define
H(n)(t, x) :=
(
G
(n)
t +ILXG
(n) − rG(n))(t, x) for t ∈ (0, T (n)δ ), x ∈ (0,K) ∪ (K,∞) (3.80)
and observe that under Assumption 3.15 the map t 7→ H(n)(t, x) is decreasing for all x > 0.
This was also the case for H in (3.10) and it was the key property needed to prove most of our
results in Section 3.1. We are now ready to provide the EEP representation formula of V (n) for
n > 2 and to characterise the corresponding stopping sets D(n).
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Figure 4. Structure of the upper optimal exercise boundaries t 7→ c(n)(t) for n =
2, 3, 4 (on the left) and the lower optimal exercise boundaries t 7→ b(n)(t) for n =
1, 2, 3, 4 (on the right) in the case K = 1, r = 0.05 (annual), σ = 0.2 (annual), T = 6
months, δ = 1 month. Note that the scales on the vertical axes are different.
Theorem 3.18. For fixed n ≥ 2 let Assumptions 3.15 and 3.16 hold true. Then the same
assumptions hold for n + 1 and, for t ∈ [0, T (n)δ ] and x ∈ (0,∞), the value function V (n+1) of
(3.3) has the following representation
V (n+1)(t, x) = e−r(T
(n)
δ −t)J (n+1)(t, x) + rK
n∑
j=0
∫ T (n)δ −t
0
e−r(u+jδ)p(n+1)j (t, x, u)du (3.81)
with
J (n+1)(t, x) := Ex
[
G(n+1)
(
T
(n)
δ , XT (n)δ −t
)]
.
Proof. By Proposition 3.17 we obtain that (3.77) holds with n replaced by n+ 1 and H(n+1) is
well defined (cf. (3.80)). Now we repeat step by step (with obvious modifications) the arguments
used in Section 3.1 to obtain generalisations of Propositions 3.4, 3.5, 3.6, 3.10 and Theorems
3.8 and 3.12 to the case n > 2. We observe that some proofs simplify as the generalisation of
Proposition 3.5 (which uses (3.76)) immediately implies finiteness of c(n+1) due to finiteness of
c(2) and hence D
(n+1)
t ∩ (K,∞) 6= ∅ for t ∈ [0, T (n)δ ]. Then for the swing option problem with
n+ 1 exercise rights there exist two optimal stopping boundaries b(n+1) and c(n+1) which fulfill
Assumption 3.15 with n + 1 instead of n (notice that the proof of Theorem 3.12 does not rely
on the smooth-fit property).
It remains to prove that the EEP representation formula for V (n+1) holds. Following the
same arguments as in the proof of Proposition 3.11 it is possible to show that V
(n+1)
x (t, · )
is continuous across b(n+1)(t) and c(n+1)(t) for all t ∈ (0, T (n)δ ). Then V (n+1) solves a free-
boundary problem analogous to (3.47)–(3.52) but with V (2), G(2), b(2), c(2) and Tδ replaced by
V (n+1), G(n+1), b(n+1), c(n+1) and T
(n)
δ respectively. Now V
(n+1), b(n+1) and c(n+1) satisfy all
the conditions needed to apply the local time-space formula of [24] (cf. also proof of Theorem
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3.13 above), hence by using
EXu
[
I
(n)
j (t+ u, δ)
]
I(Xu ∈ D(n+1)t+u ) = Ex
[
I
(n+1)
j+1 (t, u)
∣∣Fu]
I(Xu < K)I(Xu ∈ D(n+1)t+u ) = I(Xu < b(n+1)(t+ u))
we obtain
e−rsV (n+1)(t+s,Xxs )
=V (n+1)(t, x) +
∫ s
0
e−ruH(n+1)(t+u,Xxu)I(X
x
u ∈ D(n+1)t+u )du+M (n+1)t+s
=V (n+1)(t, x)−rK
n∑
j=0
∫ s
0
e−r(u+j δ)Ex
[
I
(n+1)
j (t, u)
∣∣Fu]du+M (n+1)t+s
with M (n+1) a martingale. Hence V (n+1) satisfies (3.79) and taking s = T
(n)
δ − t and rearranging
terms we obtain the EEP representation for the value of the swing option with n + 1 exercise
rights.
Corollary 3.19. For any n ≥ 2 Assumptions 3.15 and 3.16 hold true and V (n) has the repre-
sentation (3.81) (with n instead of n+ 1).
Proof. From Theorem 3.18 we learn that if Assumptions 3.15 and 3.16 hold for V (n), G(n), b(n)
and c(n) then they also hold for V (n+1), G(n+1), b(n+1) and c(n+1). Since we know from the
analysis in Section 3.1 that Assumptions 3.15 and 3.16 certainly hold in the case n = 2, the
proof is completed by induction.
Remark 3.20. It is worth observing that in the above corollary we have proven b(j−1) ≤ b(j)
and c(j−1) ≥ c(j) for all j ≥ 2, thus answering positively to a theoretical question that was posed
in [9, Sec. 6.4.3].
It is now matter of routine to substitute b(n)(t) and c(n)(t) into (3.81) to find the integral
equations that characterise the optimal boundaries. Arguments analogous to those employed
in step 2 of the proof of Theorem 3.13 allow us to show that b(n) and c(n) uniquely solve such
equations. For completeness we provide the theorem but we omit its proof. The following
expressions will be needed
J (n)(t, x) := Ex
[
G(n)
(
T
(n−1)
δ , XT (n−1)δ −t
)]
and ∆
(n)
t := T
(n−1)
δ − t.
Theorem 3.21. For all n ∈ N, n ≥ 2, the optimal stopping boundaries b(n) and c(n) of Theorem
3.18 are the unique couple of continuous functions solving the system of coupled nonlinear integral
equations
G(n)(t, b(n)(t)) = e−r∆
(n)
t J (n)(t, b(n)(t))+rK
n−1∑
j=0
∫ ∆(n)t
0
e−r(u+jδ)p(n)j (t, b
(n)(t), u)du (3.82)
G(n)(t, c(n)(t)) = e−r∆
(n)
t J (n)(t, c(n)(t))+rK
n−1∑
j=0
∫ ∆(n)t
0
e−r(u+jδ)p(n)j (t, c
(n)(t), u)du (3.83)
with b(n)(T
(n−1)
δ ) = c
(n)(T
(n−1)
δ ) = K and b
(n)(t) ≤ K ≤ c(n)(t) for t ∈ [0, T (n−1)δ ].
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A. Appendix
Proof of Proposition 3.2. First we show that the process
Ys := e
−rsR(t+s,Xs)−rK
∫ s
0
e−ruf(t+u,Xu)du , u ∈ [0, Tδ − t] (A-1)
is a continuous martingale. Continuity is easily verified by continuity of V (1) and f , whereas
the martingale property can be checked as follows, by Markov property and (2.8):
Ex
[
e−rsR(t+s,Xs)
]
=Ex
[
e−r(s+δ)EXs
[
V (1)(t+s+δ,Xδ)
]]
=Ex
[
e−r(s+δ)V (1)(t+s+δ,Xs+δ)
]
=Ex
[
e−rδV (1)(t+δ,Xδ)−rK
∫ δ+s
δ
e−ruI(Xu < b(1)(t+u))du
]
.
Now changing variables in the integral, taking iterated expectations and using Markov property
we finally get
Ex
[
e−rsR(t+s,Xs)
]
=R(t, x)−rK
∫ s
0
e−r(u+δ)Ex
[
I(Xδ+u < b
(1)(t+δ+u))
]
du
=R(t, x)−rK
∫ s
0
e−ruEx
[
e−rδPXu(Xδ < b
(1)(t+δ+u))
]
du
=R(t, x)−rKEx
[ ∫ s
0
e−ruf(t+u,Xu)du
]
.
Hence Y is a martingale as claimed.
To prove (3.9) let D ⊂ (0, Tδ) × (0,∞) be an arbitrary rectangular, open, bounded domain
with parabolic boundary ∂PD. Since R ∈ C([0, Tδ] × (0,∞)) it is well known (cf. for instance
[12, Thm. 9, Sec. 4, Ch. 3]) that the problem
ut + ILXu− ru = −rKf on D with u = R on ∂PD (A-2)
admits a unique classical solution uD ∈ C1,2(D) ∩ C(D). For (t, x) ∈ D and τD the first exit
time of (t+s,Xs) from D we can apply Dynkin formula to obtain
uD(t, x) =Ex
[
e−rτDuD(t+τD, XτD) + rK
∫ τD
0
e−rsf(t+s,Xs)ds
]
=Ex
[
e−rτDR(t+τD, XτD) + rK
∫ τD
0
e−rsf(t+s,Xs)ds
]
= R(t, x)
where the last equality follows by the martingale property proved above. Therefore uD = R on
D and by arbitrariness of D one has R ∈ C1,2((0, Tδ) × (0,∞)). Finally (3.9) and (3.4) imply
(3.10).
Proof of eq. (3.47). Since C(2) is a non empty open set we can consider an open, bounded
rectangular domain D ⊂ C(2) with parabolic boundary ∂PD. Then the following boundary
value problem
ut + ILXu− ru = 0 on D with u = V (2) on ∂PD (A-3)
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admits a unique classical solution u ∈ C1,2(D) ∩ C(D) (cf. for instance [12, Thm. 9, Sec. 4,
Ch. 3]). Fix (t, x) ∈ D and denote τD the first exit time of (t + s,Xxs )s≥0 from D. Then
Dynkin’s formula gives
u(t, x) = Ee−rτDu(t+τD, XxτD) = Ee
−rτDV (2)(t+τD, XxτD) = V
(2)(t, x)
where the last equality follows from the fact that e−rs∧τ∗V (2)(t+(s ∧ τ∗), Xxs∧τ∗), s ≥ 0 is a
martingale according to standard optimal stopping theory and τD ≤ τ∗, P-a.s.
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