Introduction

Brain Function Monitoring Modalities
Introduced by Hans Berger in 1929, Electroencephalography (EEG) is a recording of the electrical current potentials spontaneously generated by cortical nerve cell inhibitory and excitatory postsynaptic potentials. These postsynaptic potentials summate in the cortex and extend to the scalp surface where they are recorded as the EEG signals (EEGs). EEG provides a noninvasive means of monitoring brain activity and investigating brain function disorders. Generally, the EEG reflects the changes of cerebral function directly and reliably, especially if the structural lesions are localized near the surface of the hemispheres. EEG plays a very important role in the diagnosis of specific neurological diseases such as epilepsy and it is a very useful tool in clinical applications. Functional Magnetic Resonance Imaging (fMRI) is an advanced imaging technique which delineates the brain activated areas responding to the designed stimuli such as sound, light or finger's movement. The principles of MRI are based on nuclear magnetic resonance (NMR). The NMR signal originates from the hydrogen nucleus which has a single proton. When the proton is placed in an external magnetic field, transitions of energy occur as the proton absorbs or emits a photon. The NMR signals generated by this energy transition can be detected and presented in an anatomical image. fMRI is able to show the blood flow within the brain activated areas in the image as the blood oxygen level-dependence (BOLD) response, which provides valuable spatial information on the brain. However, because it relies on blood flow response rather than electrical activity, it has a relatively slow response to temporal changes. Many unanswered questions about the relationship between the cerebral haemodynamic changes (measured by fMRI) and the underlying neural electrical activity (revealed by EEG) are of interest to many researchers. Although the spatiotemporal relationship between fMRI and EEG is still far from straightforward, there are promising perspectives presented in the literature. Logothetis et al. compared local field potentials (LFPs) with the fMRI responses from the visual cortex of monkeys (Logothetis et al, 2001 ). The largest magnitude changes observed in LFPs at recording sites characterized by transient responses were the signals that highly correlated with the haemodynamic response. The relationship between fMRI and event-related potential (ERP) was also examined during an auditory odd-ball paradigm (Horovitz et al, 2002) . The results have shown for the first time that for auditory stimuli, the amplitude of the hemodynamic response in the region of interest (ROI) follows the amplitude of the ERP changes, and BOLD signals from the source location of P300 have high correlation with the amplitude of the P300. In a more recent simultaneous EEG-fMRI study of painful electric stimulation (Christman et al, 2007) , it has been shown that the BOLD changes in ROI were correlated with the dipole strength of the EEG source. The results revealed a close relationship of BOLD signal and possible underlying neural electrical activity in ROI. The results provided evidence that there were underlying connections between fMRI and EEG.
Aspects of Application in Fusion of EEG and fMRI
It is obvious that each modality has its own advantages. For example, EEG reflects the brain changes on a timescale of milliseconds (1kHz or more), which is capable of capturing the dynamic changes of the brain very well. However, it has poor spatial resolution due to being recorded from a limited number of electrodes on the scalp, and the problem of source localization from the EEG still remains a research challenge. On the other hand, fMRI is extremely powerful in investigating the brain function, but it is slow to follow the brain activities because it relies on the brain blood flow response rather than electrical activities. How to integrate these two modalities technically and maximize their advantages in real applications has started to attract more attention in recent years. Numerous efforts have been directed towards combining high spatial information provided by fMRI, with the high quality temporal data generated by EEG or MEG. These approaches mainly focus on three aspects (Horwitz & Poeppel, 2002) . The first aspect is referred to as direct data fusion, which is normally applied in EEG source localization. The geometrical information on the source activation region obtained from fMRI can be used as the constraint for localizing the EEG dipole sources (Ahlfors et al, 1999; Phillips et al, 2002; Babiloni et al, 2003; Christman et al, 2007) , because there is no unique solution for the illposed inverse problem for EEG source localization in the absence of constraints. For example, in (Babiloni et al, 2003) , the geometrical information from fMRI provided the realistic head model as a volume conductor medium to help reduce the EEG localisation solution space. In (Ahlfors et al, 1999) , fMRI was not used as a rigid constraint but helped in selecting more likely inverse solution among the possible solutions. The second aspect is based on the use of computational neural models, in which the relation of EEG and fMRI is modelled on the basis of some hypotheses of certain neural activities (Schilling et al, 2001; Babajani & Soltanian-Zadeh, 2006) . In these approaches, the EEG and fMRI data are not linked directly, but are compared inside a simulated neural model. The main challenge for this approach is to construct a recurrent neural model for simulation of the complex neural physiological activities, which is still questionable from the physiological aspect because the simulated neural model simplifies the complexity of neural activities (Horwitz & Poeppel, 2002) . The third type of these fusion approaches is more commonly used in the clinical or neurological field in which temporal information from the EEG helps to time-lock the events in the fMRI. In some studies (Lemieux et al, 2001; Diehl et al, 2003) , the epileptic EEG and fMRI data were simultaneously recorded during seizure onset, and the spikes within the seizure EEG were modelled as the stimuli which can be used in the statistical parametric mapping in fMRI. The provided brain map of seizure can be used for help in surgical planning. In this study, the work is related to the third aspect, which aims at incorporating information from EEG into fMRI analysis for the detection of the "epileptogenic zone".
Analysis for Epileptic Seizure fMRI
Epilepsy covers a group of related disorders characterized by a tendency for recurrent seizures. The seizures are due to a sudden development of synchronous neuronal firing in the cerebral cortex. The cause of epilepsy still remains unknown and different types of epilepsy have been discovered. For example, based on whether the whole brain or just part of it is involved, the seizure can be classified as generalized, focal or partial. Generalized type means that the seizure involves the whole brain at once. Focal or partial seizure means that the seizure originates from one area of the brain. In the present study, the work is related to focal seizure, and the "epileptogenic zone" is known as priori. Analysis of epileptic seizure fMRI remains a challenging problem in the related research field. In comparison with the common fMRI analysis, for which the functional data are acquired from the designed experiments, the fMRI data of epileptic seizures are very different. As the spontaneous brain activity caused by brain functional disorders, the response of epileptic seizure is very difficult to be modelled as the normal hemadynamic response, which means the commonly used method as General Linear Model (GLM) for fMRI analysis faces the challenge for epileptic seizure fMRI. There has been limited literature (Lemieux et al, 2001; Salek-Haddadi et al, 2003; Diehl et al, 2003) that investigated the statistical parametric mapping of epileptic seizure spikes. Those results were limited by carefully choosing functional data that have distinguishable periodic seizure spikes, in which the spikes were used as the stimulus to construct the design matrix in GLM. Although these approaches partly solved the problem of model specification in GLM, the clinical expertise is required to time-lock the spikes, which makes those methods practically difficult to be applied to the unpredictable brain events, such as seizures. However, the seizure active area can be detected without concerning the model specification by using a data-based method such as Independent Component Analysis (ICA). If the information available in EEG and fMRI can be incorporated in the separation process of ICA, then the performance of ICA can be improved, which is the main objective of the present work. This chapter is arranged as follows. First, the most commonly used fMRI analysis method GLM is introduced. Second, the spatial ICA model is described in detail and a comparison between the spatial and temporal ICA models is discussed, with the development of the constrained spatial ICA algorithm given afterwards. In the final section, the experimental results are given and discussed.
Methods of fMRI Analysis
Model Based Method
The most commonly used model-based approach is the general linear model (GLM) (Friston et al. 1995) . According to GLM, fMRI data from each voxel is considered as a linear combination of the hemodynamic responses of stimuli and their corresponding weighted parameters. The stimuli are modelled as delta functions and the response is the convolution of the stimulus and the predefined hemodynamic response functions (HRF). The response is referred to as design matrix in GLM, and the HRF can be chosen from some well defined functions such as the Gamma function and Fourier set (windowed sines and cosines). Therefore, based on GLM, in order to specify the model, prior knowledge or specific assumptions about the time courses contributing to the signal changes are required. After the model specification, the weight parameters can be estimated by using estimation techniques such as maximum likelihood estimation (MLE) or Bayesian estimation. The active areas are then detected by evaluating the statistical significance of the whole brain voxels (Friston et al, 1995) . Several software toolboxes for fMRI analysis have been developed based on GLM, which can be used for fMRI data preprocessing, model specification, statistical parameter estimation and parameter mapping, such as statistical parametric mapping (SPM) and FMRIB Software Library (FSL). The general linear model is a linear model which can be presented as,
where Y is an N × V matrix representing the fMRI time series in each voxel, N is the number of scans, and V is the number of voxels involved in the analysis. X is an N × F matrix referred to as the design matrix, which is the predicted event response by convolving the stimulus with the predefined hemadynamic response function, and F is the number of stimuli (events). B is an F × V matrix of unknown parameters which are to be estimated, and E represents the errors which are assumed to be independently and identically distributed normal random variables (Friston et al, 1995) , For the fMRI data from the jth voxel, the elements of the above matrix equation can be represented as:
From the above equation, one can see that the column vector bj = [b1j,…,bFj] T is actually the weight factor of each event response at the jth voxel. An estimation of the parameter B which represents the weight for all voxels, denoted as , can be obtained as,
The conventional approach for fMRI analysis is based on evaluation of the statistical significance in each voxel, for example by means of the t-statistic (Friston et al, 1995) . The activated areas are detected by selecting the voxels in which the statistical significance is higher than a certain threshold value.
Data Based Method
In contrast to the model-based GLM, the data-based model relies on the data instead of prior information on stimuli or predefined brain function. One of the data-based approaches,
proposed by McKeown et al as the first application of ICA to fMRI data analysis , has attracted more attention Biswal & Ulmer, 1999; Suzuki et al, 2002; Duann et al, 2002; Beckmann & Smith, 2004; Reidl et al, 2007) . In the ICA model, the fMRI data are considered as a linear combination of a number of temporally or spatially independent components. Comparing with GLM, the data-driven model is more suitable for analysis of brain signals because no assumptions regarding the stimulus response are required. The brain function and its hemadynamic response are so complicated that it is still questionable to simply choose certain predefined HRF and to assume that the shape of the HRF remains constant during the events for each brain voxel. In the following section, the details of the ICA model are discussed. The experimental results show that the ICA approach can be used to analyze the fMRI data in those cases that the GLM is difficult to work. Apart from ICA, some other model-free approaches have been applied to fMRI analysis, such as support vector machine (SVM) (LaConte et al, 2005; Fan et al, 2006; Wang et al, 2006) . The core concept of using SVM or any other pattern classification method is based on the fact that the voxels within the active areas certainly contain some special patterns which can distinguish the active part from the rest of the brain. These features can be image features such as image intensity, probability density, statistical information from each voxel, or the shape of the temporal sequence of the designed event. By means of feature extraction, the region of activation can be detected. Information theory has also been applied to fMRI analysis. The main idea is to estimate the information across the whole brain voxels under the designed experiments and then to decide the active areas based on the mutual information (MI) criterion. As in (Galit et al, 2007) , Galit et al. proposed a model-free method based on measuring the entropy and MI, which detected the location of the event-related activity by evaluation of the temporal information across different brain regions. The stimulus was used as a reference, the MI between the fMRI signals in each voxel and the stimulus was measured. The active areas were then detected by selecting those voxels which had higher MI according to the task conditions.
Spatial ICA
The first application of the spatial ICA model for fMRI analysis was proposed by McKeown et al. According to the authors, the physiological foundation for the ICA model is based on the two complementary principles of brain function, namely localization and connectionism. Localization implies that each psychomotor function is performed in a small region of the brain area; the principle of connectionism reveals that the active brain area involved in certain functions may be widely distributed in the multiple distinct brain systems . The spatial ICA model was introduced based on these two principles. In this model, the brain areas executing different tasks are assumed to be spatially independent. Each of these areas can be considered as an independent component associated with a time course. According to the statistical definition of independency, the spatial independence can be defined as:
) (4) where ci is the ith independent spatial component, and the joint pdf p(.) is the multiplication of the marginal pdfs of the components. As for the conventional ICA model, the spatial ICA model is formed as:
where X is a T × V matrix of the mixtures, T is the length of the fMRI scan, V is the number of brain voxels involved in the analysis. C is an N × V matrix of unknown sources. M is a T × N mixing matrix, and N is the number of unknown spatially independent sources. Each column of M represents the time course of the corresponding independent component. Based on this model, fMRI signals can be decomposed into a number of spatially independent components C and their associated time course of activation M. The spatial components can be estimated from:
where W is an N × T unmixing matrix to be estimated, and W is the pseudoinverse of M, i.e. W= M † . In contrast to conventional ICA, which is based on temporal independence, the spatial ICA is based on the assumption of spatial independence. Although some research has exploited both the spatial and temporal independence (Stone et al, 2002) , most approaches are still based on the assumption of spatial independence due to lack of good understanding of the unknown brain activities for the temporal dynamics of fMRI. Another reason that spatial ICA is more favourable for decomposing fMRI data is that it is computationally less expensive. Temporal and spatial ICA analysis of fMRI data has been compared in the previous work (Calhoun et al, 2001) . Figure 1 illustrates the difference between the two models. It is noticed that, for the mixture, X (fMRI data matrix) in the spatial model is the transpose of X in the temporal model, and the spatial dimension is much higher than the temporal one because the number of brain voxels is larger than the number of time points of the scans. For estimation of the unmixing matrix in temporal ICA, a covariance matrix on the order of V 2 must be calculated, which is more computationally expensive than that for spatial ICA. For these reasons, spatial ICA is selected in this work and is denoted as SICA in the following section.
Constrained ICA for fMRI Analysis
The constrained ICA has been applied to fMRI signal analysis in order to incorporate prior information since the SICA model does not take the fMRI time course into account. Although very limited, recent work has shown that the performance of the application of ICA to fMRI analysis is improved if some prior information is incorporated into the estimation process Lu & Rajapakse, 2005) . Lu et al applied a predefined stimulus as the reference signal in the temporal ICA model. By minimizing the distance between the output and reference signal, the source component closest to the reference can be obtained. Calhoun et al. developed a semi-blind spatial ICA , in which a constraint is introduced by incorporating the GLM design matrix which contains information on the fMRI time course. The column vectors of the mixing matrix are constrained according to their closeness to the time course estimated from the design matrix.
In each iteration, apart from updating W based on the Infomax algorithm, an additional updating rule is set by measuring the correlation between the columns of the mixing matrix [W] -1 and the time course estimated from the design matrix. The additional updating rule is only performed if the correlation is lower than a certain threshold. Although the semi-blind spatial ICA developed by Calhoun provides some promising results, their constraint still relies on GLM, therefore it is only suitable for the case that the stimuli of the fMRI data are pre-specified. For an epileptic fMRI, this approach cannot work because it is very difficult to model the epileptic seizures. In this work, the idea is to incorporate the information from the simultaneously recorded EEG as the constraint into the spatial ICA. As one can see from the spatial ICA model (shown in Figure 1 ), the fMRI data can be decomposed into spatially independent components and the associated time courses, for which each column of the mixing matrix represents the time course of one component activation. Therefore, the temporal constraint can be introduced by linking the EEG with the columns of [W] -1 in the separation process. In the following section, constrained spatial ICA is denoted CSICA. Fig. 1 : Comparison of the key stages of processing within spatial ICA and temporal ICA (Calhoun et al, 2001 ).
Development of Algorithm
The performance of different ICA algorithms for fMRI data separation has been studied Correa et al, 2005) . Basically, selection of the separation algorithm depends on the assumption about the distribution of the sources. For example, fMRI data are commonly assumed to have super-Gaussian distribution , from which one can expect that the algorithm which is more suitable for super-Gaussian signals will achieve a better performance. As shown in (Correa et al, 2005) , Infomax consistently yields reliable results for separation of fMRI followed by JADE and FastICA. Therefore, Infomax was selected in this work. In the following sections, the principle of Infomax is explained. Then the constraint is introduced to the Infomax learning rule and the development of the constrained algorithm is given.
Infomax
Infomax (Bell & Sejnowski, 1995) is based on information theory by maximizing the output entropy or information flow of a neural network with nonlinear outputs, hence the name Infomax. Assume that the neural network with output y and input x is of the form:
where φi(•) are some nonlinear scalar functions, the wi are the weight vectors of the neurons, and e is the additive Gaussian white noise. The entropy of the output is:
For an invertible transformation of the random vector x, y = f(x), the relation between the entropies of y and x can be expressed as (Hyvarinen et al, 2001 ),
where Jf(•) is the Jacobian matrix of function f(•), and E{•} denotes the expectation operation. According to Eq. (9), the transformation of the entropy in Eq. (8) can be obtained as where denotes the nonlinear function defined by the neural network. As H(x) is independent of W, the entropy of output can be expressed as It is noticed that maximization of the output entropy is very closely related to the maximum likelihood (ML) estimation. The ML estimation yields (Bell & Sejnowski, 1995) , where the nonlinear function g(y) is the column vector whose i-th component is where p(yi) is an approximate model of the pdf of the i-th source signal. In practice, gi (yi) = 2tanh(yi) is selected as it is suitable for super-Gaussian signals (Hyvarinen et al, 2001) . By defining g(•) in a different way, the Infomax can also work for sub-Gaussian signals, which is referred to as extended-Infomax (Lee et al, 1999 ). An efficient way to maximize the loglikelihood is to follow the natural gradient learning method Then, the updating rule can be written as where k is the iteration number, I is the identity matrix and η(k) is the learning rate. The optimal solution for W is obtained when the estimated sources yi and yj are independent. As shown in (Cichochi & Amari 2002) , the stability condition of the learning rule in Eq. (14) converges to an equilibrium point corresponding to the optimal solution which can be expressed as E{gi(yi)yi} = 1. This is not only the condition for local stability of the algorithm, but also determines the scaling of the estimated sources. This condition is invariant with respect to the sign of yi as gi(yi) is selected as an invertible (monotonic) function tanh(yi). As Infomax is very similar as ML estimation as shown in Eq. (11), the unmixing matrix must be constrained to be orthogonal such that the determinant of W is one and the second term in Eq. (11) can be ignored.
Constrained Algorithm
In this work, the objective is to incorporate the EEG signal as the constraint into the fMRI data separation process since EEG contains valuable temporal information about the brain activity. As the columns of the mixing matrix represent the time courses of the estimated components, intuitively the temporal constraint can be added to the columns of the mixing matrix such that the EEG information can be taken into account. However, incorporating this information into the separation process is a problem to be resolved. The relationship between fMRI and EEG is far from straightforward due to the complexity of the brain mechanism and very limited understanding of it at present. Although neural networks have been exploited to model the relationship between fMRI and EEG (Schilling et al, 2001; Babajani & Soltanian-Zadeh, 2006) , it is still hard to be established in the neurophysiological and clinical fields, because theoretically the complexity between the hemadynamic changes and neural activities cannot be fully represented by a simple mathematical model (Horwitz & Poeppel, 2002) . Practically, correlation measurement has been widely used in the existing studies for investigating the relationship between fMRI and EEG (Logothetis et al, 2001; Horovitz et al, 2002; Mathalon et al, 2003; Christman et al, 2007) . Therefore, in this work, correlation is used to connect the time course of fMRI components and the corresponding EEG signals. The constrained term reflects the closeness between the i-th column vector of the inverse of unmixing matrix [W] -1 and the processed EEG time series u. The seizure signal u has to be selected carefully either by applying temporal ICA to EEG data to obtain the seizure component, or based on prior clinical information about the seizure. In this work, u is formed on the basis of prior clinical information, since the epileptogenic zone is known as a priori. The constraint is imposed in the Infomax update rule in Eq. (15). A similar method to add a constraint in the natural gradient rule can be found in the nonholonomic learning rules (Cichochi & Amari 2002; Amari et al, 2002) . The basic natural gradient learning equation is then extended as:
where α is the factor adjusted based on the stability of the algorithm. Λ= diag{ Λii}, i=1,..,N is a diagonal weight matrix containing the information from the EEG, which is updated as where cor(•) denotes correlation. (Here, correlation is defined as a normalised version of covariance, i.e., cor(yi, yj) = E{yiyj} ). According to the adaptive learning rule in Eq. (16), W is updated based on the Infomax principle, also the column vectors of its inverse are forced to be close to the corresponding processed EEG signal u. As shown in Eq. (17), Λ is updated iteratively according to the closeness between and u. Here, the entries of Λ are bounded since the absolute value of correlation coefficient is less than 1. Due to the additional constraint, the new algorithm can converge to the lower minimum of the cost function than the one before imposing a constraint, whereby the performance of algorithm can be improved.
Implementation of the Algorithm
The experiments comprise two parts. In the first part, the format of fMRI data and the basic preprocess procedure are introduced. In the second experiment, SICA and CSICA are applied to the epileptic fMRI data. GLM cannot work in this case because it is very difficult to model the epileptic seizure signals. The simultaneously recorded EEG was introduced as the constraint in CSICA and the process of constructing the constraint is described in detail. The performances of SICA and CSICA are compared in terms of algorithm convergence, the detected seizure area, and the closeness between the seizure component and EEG signal.
Preprocessing of fMRI Data
fMRI Data Format
The primary functional image data format used in this work is Analyze 7.5. An Analyze 7.5 data format consists of two files, an image file and a header file, with extensions ".img" and ".hdr" respectively. The .img file contains the image data information. The .hdr file contains the volume information of the .img file, such as voxel size, and the number of pixels in the x, y and z directions (dimensions). Also, a MATLAB file .mat is added to the .hdr and .img pair. The .mat file includes some information on the orientation of the image, which are generated by the realignment and coregistration processes. In the coordinate system for Analyze data format, the x-direction is from left to right, the y-direction is from back to front, and the z-direction is from bottom to top. The image obtained from one scan is referred to as one volume. Each volume consists of a number of slices through the brain, and each slice has a certain thickness and is composed of a number of 3D unit elements called voxels. The volume of a voxel is approximately 3 mm 3 . In general, the analysis of fMRI is executed based on each voxel.
Preprocessing
In order to apply ICA to the functional data, certain preprocessing must be performed before the data are ready for further analysis. The preprocessing includes not only the basic temporal and spatial preprocessing as needed in GLM, but also the data dimension reduction and data structure conversion which are required before applying ICA. The first basic step is temporal and spatial preprocessing for the raw fMRI data by means of slice timing and realignment in order to remove the motion artifacts. In the experiments, this preprocessing is carried out by using the established tool in the SPM. The second step is data dimension reduction. The analysis of fMRI is always computationally expensive due to a large number of brain voxels involved. Therefore, a very important step of preprocessing before performing any fMRI analysis is to reduce the number of voxels involved in the analysis, and thereby to reduce the data dimension for further analysis. This can be executed by either removing the off-brain voxels (i.e. the voxels which fall outside the brain boundary), or extracting the voxels within the area of interest. Both processes can be carried out by applying various techniques. For example, in SPM, the standard images of grey and white matter of the brain are provided to be used as mask images, so that the user can extract the voxels of interest. In another medical image viewing and processing toolbox MRIcro (Rorden, C. & Brett, M., 2000) , the user can choose some masking images as in SPM. Also, in MRIcro, extraction of the region of interest (ROI) can be performed directly by drawing the ROI on the original images manually. Then the ROI can be converted to the Analyze 7.5 format which is readable in SPM. In the Matlab based software FMRLAB (http://sccn.ucsd.edu/fmrlab), the off-brain voxels are excluded by manually setting a threshold value. The user can visually check the changes in brain images during the process of removing off-brain voxels in the graphic interface, and decide on the threshold value. In the following experiment, the toolbox in FMRLAB was used to extract the brain voxels. In the case of applying GLM to fMRI analysis, the above two steps of preprocessing are required. But for applying ICA to fMRI, one also needs to construct the input (data mixture) in order to perform the ICA. As seen from the ICA model (Eq. 5), the input data mixture has dimensions of T × V, where T is the number of scans and V is the number of brain voxels involved in the analysis, which are the voxels after excluding the off-brain voxels. For each scan (one time point of fMRI data), which is referred to as one volume, the data are in 3D form (i.e., with x, y and z directions). In order to construct the 2D mixture with size T × V, it is necessary to first compress all scans into a 4D dataset, then reshape it into the 2D mixture with dimension T × V. In the following experiment, the data were first centred to have zero mean. Then preliminary whitening was performed to make the data have unit variance before further separation processing. The estimation of number of spatial components in fMRI has been attempted recently (Li et al, 2007) , in which the information-theoretic criteria was applied on the simulated data based on the minimization of the Kullback-Leibler divergence between the true model and the fitted model. However, it is still a relatively new research topic and many questions remain. In this study, the number of source was selected as the same as the number of input channels, which is the time points of fMRI data.
Experiment: Analysis of Epileptic EEG-fMRI
Data Details
The simultaneously recorded EEG and fMRI data were provided by the National Society for Epilepsy, University College London (UCL). The functional data were acquired on a modified 3T GE Horizon system and EEG data were recorded by the Brain Product system. The length of EEG-fMRI data is approximately 5 minutes before and during the seizure onset. The functional data were acquired from the 16th scan. In this experiment, the functional data were truncated from acquisition 20 to acquisition 107, which is the scan just before seizure onset. The first four scans were discarded in order to remove the initial magnetic gradient effect in the fMRI recording. Each acquisition comprised 47 contiguous slices, with image dimension of 64 × 64 × 47, and the volume size was 3.75mm × 3.75mm × 2.5mm. The interval between each scan was 3 sec. The simultaneous 64 channel EEGs were sampled at 250 Hz. Before applying the proposed algorithm over the simultaneous EEGfMRI data, the scanner artifacts were removed from EEGs by the data provider. The epileptic seizure area was known as the right temporal area.
Experiment Setup
In this experiment, SICA and CSICA were applied to the epileptic EEG-fMRI data and the performances of these two algorithms were compared. After realignment to remove the motion artifacts, the raw functional data were first compressed into 4D format, then the offbrain voxels were removed and the 2D data were constructed for ICA. As described in the above section, the constraint was formulated as the closeness between the EEG information and the column vectors of the mixing matrix, in which the closeness was measured by correlation. The special electrodes F8 and P8, which contain the most significant seizure information, were selected as the reference signal as suggested by the clinical consultant. For measuring the correlation, the difference in resolution between the EEG and fMRI must be resolved first, because the temporal resolution of EEG is much higher than that of fMRI time series. In order to solve this problem, the following process was performed: (1) selecting electrode P8 or F8 as the EEG reference signal; (2) filtering the reference signal by lowpass filter with cut-off frequency 15 Hz, thus ensuring that the important seizure information is kept because the dominant frequency of seizure is in the range of 2.5 Hz to 15 Hz (Lantz et al, 1999; Blanke et al, 2000) ; (3) down-sampling the reference EEG and upsampling each column of the mixing matrix to ensure that they have the same data length.
Results and Discussion
SICA and the proposed CSICA were applied to the processed fMRI data. In each iteration of CSICA, the correlation between the column vectors of [W] -1 and the EEG reference vector was measured. Then, the unmixing matrix W was updated according to Eq. (16). The performances of the two algorithms were compared in terms of algorithm convergence, the correlation between the seizure EEG and the corresponding columns of the mixing matrix, and the mapping of the selected component. The selection of component was based on the prior information about the seizure area, which was the right temporal area. The epileptic seizure area was known as the right temporal area. Figure 2 gives the algorithm convergence curve. It clearly shows that the proposed CSICA algorithm converges to the minimum of the cost function, which is less than that for unconstrained SICA. It means that CSICA attained less estimation error than SICA. Figure 3 illustrates the region of activation obtained from both algorithms. The level of activity is represented by the standard deviation (z-value). The activated area is the brain area in which the voxels have a higher z-value than the threshold level (1.5 in this experimental result). The mapping of the component (activated area) is then displayed by overlaying the area on top of the high resolution structural images. Based on the clinical expertise, the highlighted part in the left frontal area is introduced as the MRI scan noise, and the right temporal area is verified to be within the epileptic seizure area. This means that the detected BOLD is in line with the clinical findings. Also based on clinical investigations, the small patch at the right temporal region is more focused in the result obtained from CSICA. The maximum correlation coefficient between the column vectors of the mixing matrix and the EEG reference vector u were obtained by averaging five trials for SICA and CSICA, which are 0.181 and 0.195 respectively. It shows that the results from CSICA provide a higher correlation between the seizure signal and the corresponding column vectors of [W] -1 than that from SICA. 
Concluding Remarks
In this chapter, various techniques for fMRI analysis have been reviewed and the established techniques such as GLM and SICA have been discussed in terms of their mathematical frameworks. More importantly, a novel constrained spatial ICA algorithm has been proposed which incorporates the simultaneously recorded seizure EEG into the fMRI separation process. The experimental results have shown that the BOLD region, as the result of seizure onset, has been detected using the proposed constrained SICA. This algorithm outperforms the existing unconstrained ICA algorithm in terms of estimation error and closeness between the component time course and the seizure EEG signals. The relationship between fMRI and EEG has indeed been a challenging problem to date, therefore in this study, this relationship was simply chosen by closeness between time course of fMRI component and processed EEG signal. Further improvements to the proposed method can be achieved if a better mathematical modelling of the relationship between EEG and fMRI can be developed. Another limitation of the proposed method is that the EEG signal used in this work was the scalp EEG, which is the signal that is mixed with noise and artifacts, and is therefore not a perfect choice for seizure reference. This may be the reason why the results for the correlation measurement are not sufficiently significant. Further investigations can be carried out by applying a proper ICA algorithm to extract the EEG seizure component. These can be an agenda for future research in this area. Nevertheless, the results presented here are still very promising, and have shown a new direction for fusion of fMRI and EEG. The idea can be further exploited in both separation and localization of seizure signals in joint EEG-fMRI signal processing. component analysis of event-related FMRI data using skewed probability density functions. 
