We study the linear contextual bandit problem with finite action sets. When the problem dimension is d, the time horizon is T , and there are n ≤ 2 d/2 candidate actions per time period, we (1) show that the minimax expected regret is Ω( √ dT log T log n) for every algorithm, and (2) introduce a VariableConfidence-Level (VCL) SupLinUCB algorithm whose regret matches the lower bound up to iterated logarithmic factors. Our algorithmic result saves two √ log T factors from previous analysis, and our information-theoretical lower bound also improves previous results by one √ log T factor, revealing a regret scaling quite different from classical multi-armed bandits in which no logarithmic T term is present in minimax regret (Audibert & Bubeck, 2009 ). Our proof techniques include variable confidence levels and a careful analysis of layer sizes of SupLinUCB (Chu et al., 2011) on the upper bound side, and delicately constructed adversarial sequences showing the tightness of elliptical potential lemmas on the lower bound side.
Introduction
The stochastic multi-armed bandit (MAB) problem is a sequential experiment in which sequential decisions are made over T time periods in order to maximize the expected cumulative reward of the made decisions. First studied by Robbins (1952) and many more works thereafter (Bubeck et al., 2012; Lai & Robbins, 1985; Lai, 1987; Auer, 2002) , the MAB problems are one of the simplest yet most popular frameworks to study exploration-exploitation tradeoffs in sequential experiments.
In real-world applications such as advertisement selection (Abe et al., 2003) , recommendation systems (Li et al., 2010) and information retrieval (Yue & Guestrin, 2011) , side information is most of the time available for each possible actions. Contextual bandit models are thus proposed to incorporate such contextual information into sequential decision making. While the study of general contextual bandit models is certainly of great interest (Agarwal et al., 2014 (Agarwal et al., , 2012 Luo et al., 2018) , many research efforts have also been devoted into an important special case of the contextual bandit model, in which the mean rewards of actions are parameterized by linear functions (Abe et al., 2003; Auer, 2002; Chu et al., 2011; Abbasi-Yadkori et al., 2011 Dani et al., 2008; Rusmevichientong & Tsitsiklis, 2010) . We refer the readers to Sec. 1.2 for a more detailed accounts of existing results along this direction.
In this paper, we consider the linear contextual bandit problem with finite action sets, known time horizon and oblivious action context. We derive upper and lower bounds on the best worst-case cumulative regret any policy can achieve, that match each other except for iterated logarithmic terms (see Table 1 for details and comparison with existing works). Many new proof techniques and insights are generated, as we discuss in Sec. 1.3.
Problem formulation and minimax regret
There are T ≥ 1 time periods, conveniently denoted as {1, 2, · · · , T }, and a fixed but unknown d-dimensional regression model θ. Throughout this paper we will assume the model is normalized, meaning that θ 2 ≤ 1. At each time period t, a policy π is presented with an action set A t = {x it } ⊆ {x ∈ R d : x 2 ≤ 1}. The policy then chooses, based on the feedback from previous time periods {1, 2, · · · , t − 1}, either deterministically or randomly an action x it ∈ A t and receives a reward r t = x ⊤ it θ + ǫ t , where {ǫ t } are independent centered sub-Gaussian random variables with variance proxy 1, representing noise during the reward collection procedure. The objective is to design a good policy π that tries to maximize its expected cumulative reward E T t=1 r t . More specifically, we say a policy π designed for d-dimensional vectors, T time periods and maximum action set size n = max t≤T |A t | is admissible if it can be parameterized as π = (π 1 , π 2 , · · · , π T ) such that i t = π 1 (ν, A 1 ), t = 1; π t (ν, A 1 , r 1 , · · · , A t−1 , r t−1 , A t ), t = 2, · · · , T, where ν is a random quantity defined over a probability space that generates randomness in policy π. We use Π T,n,d to denote the class of all admissible policies defined above.
To evaluate the performance of an admissible policy π, we consider its expected regret E[R T ], defined as the sum of the differences of the rewards between the policy's choosing actions and the optimal action in hindsight. More specifically, for an admissible policy π and a pre-specified action sets sequence A 1 , · · · , A T , the expected regret is defined as
Clearly, the expected regret defined in Eq.
(1) depends both on the policy π and the environment θ, {A t }. Hence, a policy that has small regret for one set of environment parameters might incur large regret for other sets of environment parameters. To provide a unified evaluation criterion, we adopt the concept of worst-case regret and aim to find a policy that has the smallest possible worst-case regret. More specifically, we are interested in the following defined minimax regret
Note that for n = ∞, the supremum is taken over all closed
The minimax framework has been increasingly popular in identifying information-theoretical limits of learning and statistics problems (Tsybakov, 2009; Wasserman, 2013; Ibragimov & Has' Minskii, 2013) and was applied to bandit problems as well (Audibert & Bubeck, 2009) .
Note also that, as described in Eq. (2), the problem instances we are considering in this paper are oblivious (Arora et al., 2012) with finite horizons, meaning that the regression model θ and action sets sequences {A t } T t=1 are chosen adversarially before the execution of the policy π, and the policy knows the time horizon T before the first time period t = 1.
Asymptotic notations. For two sequences {a n } and {b n }, we write a n = O(b n ) or a n b n if there exists a universal constant C < ∞ such that lim sup n→∞ |a n |/|b n | ≤ C. Similarly, we write a n = Ω(b n ) or a n b n if there exists a universal constant c > 0 such that lim inf n→∞ |a n |/|b n | ≥ c. We write a n = Θ(b n ) or a n ≍ b n if both a n b n and a n b n hold. In asymptotic notations, we will drop base notations of logarithms and use instead log x for both ln x, log 2 x as well as logarithms with other constant base numbers. In non-asymptotic scenarios, however, base notations will not be dropped and ln x refers specifically to log e x.
Related works
The linear contextual bandit setting was introduced by Abe et al. (2003) . Auer (2002) and Chu et al. (2011) proposed the SupLinRel and SupLinUCB algorithms respectively, both of which achieve O( √ dT log 3/2 (nT ))
regret. When there are n = Θ(d) arms per round, Chu et al. (2011) showed an Ω( √ dT ) minimax regret lower bound. A detailed account of these results are given in Table 1 .
Note that our problem requires that there are only finitely many candidate actions per round. When the number of candidate actions is not bounded, Dani et al. (2008) and Rusmevichientong & Tsitsiklis (2010) showed algorithms that achieve O(d √ T log 3/2 T ) regret. This bound was later improved to O(d √ T log T ) by Abbasi-Yadkori et al. (2011) . Dani et al. (2008) also showed an Ω(d √ T ) regret lower bound when there are 2 Θ(d) candidate actions.
While this paper focuses on the regret minimization task for linear contextual bandits, the pure exploration scenario also attracts much research attention in both the ordinary bandit setting (e.g. Mannor & Tsitsiklis (2004) ; Karnin et al. (2013) ; Jamieson et al. (2014) ; Chen et al. (2017) ) and the linear contextual setting (e.g. Soare et al. (2014) ; Tao et al. (2018) ; Xu et al. (2018) ).
It is also worth noting that for the ordinary multi-armed bandit problem (where the n arms are independent and not associated with contextual information), the MOSS algorithm (Audibert & Bubeck, 2009) achieves O( √ nT ) expected regret; and the matching lower bound was proved by Auer et al. (1995) .
Our results
The main results of this paper are the following two theorems that upper and lower bound the minimax regret R(T ; n, d) for various problem parameter values.
Theorem 1 (Upper bound). For any n < ∞, the minimax regret R(T ; n, d) can be asymptotically upper bounded by poly(log log(nT )) · O( √ dT log T log n).
Theorem 2 (Lower bound). For any small constant ǫ > 0, and any n, d, such that n ≤ 2 d/2 and T ≥ d(log 2 n) 1+ǫ , the minimax regret R(T ; n, d) can be asymptotically lower bounded by Ω(1)· dT log n log(T /d).
Remark 3. In Theorem 1, poly(log log(nT )) = (log log(nT )) γ for some constant γ > 0; in Theorem 2, the Ω(1) notation hides constants that depend on ǫ > 0.
Comparing Theorems 1 and 2, we see that the upper and lower bounds nearly match each other up to iterated logarithmic terms when n (the number of actions per time period) is not too large. While Theorems 1 and 2 technically only apply to finite n cases, we observe that the lower bound (Theorem 2) extends to the n = ∞ case directly as it is a harder problem, and improves the previous result by Dani et al. (2008) .
So far as we are aware, our Theorem 2 provides the first √ T log T -style lower bound under gap-free settings in multi-armed bandit literature. Even when the degrees of freedom for unknown parameters are constants for both problems (i.e., n = d = O(1)), our theorem shows that linear bandits is harder than ordinary multi-armed bandits, because of the variation of arms over the time periods, which marks a separation between the two problems. Upper bound Lower bound (Auer, 2002; Chu et al., 2011 )
1+ǫ for some constant ǫ > 0.
Techniques and insights
On the upper bound side, we use two main techniques to remove additional logarithmic factors from previous analysis. Our first technique is to use variable confidence levels, by allowing the failure probability to increase as the policy progresses, because late fails usually lead to smaller additionally incurred regret. Our second idea to remove unnecessary logarithmic factors is to use a more careful analysis of each "layers" in the SupLinUCB algorithm (Chu et al., 2011) . Previous analysis like (Auer, 2002; Chu et al., 2011) uses the total number of time periods T to upper bound the sizes of each layer, resulting in an addition O(
term as there are Θ(log T ) layers. In our analysis, we develop a more refined theoretical control over the sizes of each layer, and show that the layer sizes have an exponentially increasing property. With such a property we are able to remove an additional O( √ log T ) term from the regret upper bounds. On the lower bound side, we consider a carefully designed sequence {z t } (see the proof of Lemma 10 for details) which shows the tightness of the elliptical potential lemma, a key technical step in the proof of all previous analysis of linearly parameterized bandits and their variants (Abbasi-Yadkori et al., 2011; Dani et al., 2008; Auer, 2002; Chu et al., 2011; Li et al., 2017; Filippi et al., 2010; Rusmevichientong & Tsitsiklis, 2010) . The constructed sequence {z t } not only shows the tightness of existing analysis, but also motivated our construction of adversarial problem instances that lower bound regret of general bandit algorithms.
Upper bounds
We propose Variable-Confidence-Level (VCL) SupLinUCB, a variant of the SupLinUCB algorithm (Auer, 2002; Chu et al., 2011) that uses variable confidence levels in the construction of confidence intervals at different stages of the algorithm. We then derive an upper regret bound that is almost tight in terms of dependency on the problem parameters, especially the time horizon parameter T .
The VCL-SupLinUCB algorithm
Algorithm 1 describes our proposed VCL-SupLinUCB algorithm. The algorithm is a variant of the SupLin-UCB algorithm proposed in (Chu et al., 2011) , with variable confidence levels at different time periods. We refer the readers to Chu et al. (2011) for motivations and analysis of the SupLinUCB method.
Tight regret analysis
In this section we sketch our regret analysis of Algorithm 1 that gives rises to almost tight T dependency. To shed lights on the novelty of our analysis, we first review existing results from (Chu et al., 2011) on regret upper bounds of the traditional SupLinUCB algorithm:
Observe {x it } for i = 1, 2, · · · , n; 5 Set ζ = 0 and N ζ,t = {1, 2, · · · , n}; 6 while a choice i t has yet to be made do 7 For every i ∈ N ζ,t , compute θ ζ,t = Λ −1
Select any i t ∈ N ζ+1,t such that ̟ i ζ,t ≥ 2 −ζ , and set ζ t = t; Commit to the action i t and observe feedback r t = x ⊤ it,t θ + ε t ;
17
Update: It is immediately noted that the regret upper bound in Theorem 4 has three O( √ log T ) terms. Digging into the analysis of (Auer, 2002; Chu et al., 2011) we are able to pinpoint the sources of each of the O( √ log T ) terms:
1. One O( √ log T ) term arises from a union bound over all T time periods; 2. One O( √ log T ) term arises from the elliptical potential lemma bounding the summation of squared confidence interval lengths;
In this section, we will focus primarily on our techniques to remove the first and the third O( √ log T ) term, while in the next section we prove a lower bound showing that the O( √ log T ) term arising from the second source cannot be eliminated for any algorithm.
To remove the first O( √ log T ) term arising from a union bound over all T time periods, our main idea is to use variable confidence levels depending on the quadratic form ω i ζ,t = x ⊤ it Λ −1 ζ,t x it , instead of constant confidence levels 1/poly(T ) used in (Auer, 2002; Chu et al., 2011) . The following lemma gives an upper bound on the regret of SupLinUCB with variable confidence levels:
Lemma 5. The sequence of actions {i t } T t=1 produced by Algorithm 1 satisfies
where ζ t ∈ {0, 1, · · · , ζ 0 } is the resolution level at time period t and α it ζt,t , ω it ζt,t are defined in Algorithm 1.
We will state the proof of Lemma 5 in Sec. 2.2.1 shortly. Compared to similar lemmas in existing analytical framework (Auer, 2002; Chu et al., 2011) , the major improvement is the reduction from log T to log[T (ω it ζt,t ) 2 /d] in the multiplier before the main confidence interval length term ω it ζt,t , meaning that when the {ω it ζ,t } shrink as more observations are collected, the overall confidence interval length also decreases. This helps reduce the log T term, which eventually disappears when ω it ζ,t is sufficiently small. In order to remove the third source of O( √ log T ) term, our analysis goes one step beyond the classical elliptical potential analysis to have more refined controls of the cumulative regret within each resolution level ζ, as shown below:
Lemma 6. For any ζ, let T ζ be all time periods t such that ζ t = ζ, and define T ζ = |T ζ |. Then for all ζ, it holds that T ζ 4 ζ d log 4 (nT ), and furthermore
Lemma 6 is proved shortly after in Sec. 2.2.2. We remark on some interesting aspects of the results in Lemma 6. First, we improve the log(nT ) term that is common to previous elliptical potential lemma analysis to log(T ζ ) log(T /T ζ ) log n, by exploiting the power of Lemma 5 and an application of Jensen's inequality on f (x) = x ln(T x/d) instead of the more commonly used f (x) = √ x. We also impose an additional upper bound of 2 −ζ T ζ and an exponentially-increasing upper bound on T ζ by carefully analyzing the procedures of Algorithm 1. We are now ready to combine Lemmas 5, 6. We first divide the resolution levels ζ ∈ {0, 1, · · · , ζ 0 } into two different sets: Z 1 := {0, 1, · · · , ζ * } and Z 2 := {ζ * < ζ ≤ ζ 0 }, where ζ * is an integer to be defined later. Clearly Z 1 and Z 2 partition {0, · · · , ζ 0 }. The summations of Eq. (4) can then be carried out separately (to simplify notations we denote γ n,T := poly(log log(nT ))):
where the inequality above Eq. (6) is because of the concavity of the function x ln(eT /x) and Jensen's inequality, and Eq. (6) is due to ζ∈Z 2 T ζ ≤ T and the monotonicity of the function x ln(eT |Z 2 |/x).
. Adding Eqs. (5,6) and using Lemma 5, we obtain the main upper bound result of this paper (Theorem 1).
Proof of Lemma 5
It suffices to prove Eq. (3) only, because the second inequality immediately follows by plugging in the definitions of α it ζt,t and ω it ζt,t . To present the proof we first define some notations. For any ζ, t and i, define m ζ,t := max i∈N ζ,t x ⊤ it θ, m ζ,t := min i∈N ζ,t x ⊤ it θ as the largest and smallest mean reward for actions within action subset N ζ,t . For convenience, we also define m ζ 0 +1,t := m ζ 0 ,t and m ζ 0 +1,t = m ζ 0 ,t . The following lemma is central to our proof of Lemma 5:
Lemma 7. For all t and ζ = 0, 1, · · · , ζ 0 , it holds that
Due to space constraints, the proof of Lemma 7 is placed in Appendix A. At a higher level, Eq. (7) states that by reducing the candidate set from N ζ,t to N ζ+1,t , the action corresponding to large rewards is preserved; Eq. (8) further gives an exponentially decreasing upper bound on the differences between the best and the worst actions within N ζ,t , corroborating the intuition that as ζ increases and we go to more refined levels, the action set N ζ,t should "zoom in" onto the actions with the best potential rewards. Combining Eqs. (7) and (8), we have that
Here the last inequality holds because max i∈ [n] x ⊤ it θ = m 0,t and x ⊤ it,t θ ≥ m ζt,t since i t ∈ N ζt,t . Plugging the right-hand sides of Eqs. (7, 8) 
where the last inequality holds because ζ t ≤ ζ 0 and α 
Partial proof of Lemma 6
For Eq. (4), note that t∈T ζ α it ζ,t ω it ζ,t 2 −ζ T ζ is obvious because α it ζ,t ω it ζ,t = ̟ it ζ,t ≤ 2 1−ζ for all t ∈ T ζ by the second case (of the if-elseif-else loop) of Algorithm 1. (If the first case is active, the ̟ it ζ,t terms will be very small, and the regret can be subsequently absorbed into an O( √ dT ) term.) Therefore we only need to prove the first term in the min notation of the right-hand side of Eq. (4). Below we state a version of the celebrated elliptical potential lemma, key to many existing analysis of linearly parameterized bandit problems (Auer, 2002; Filippi et al., 2010; Abbasi-Yadkori et al., 2011; Chu et al., 2011; Li et al., 2017) .
Lemma 8 (Abbasi-Yadkori et al. (2011)). Let U 0 = I and U t = U t−1 + y t y ⊤ t for t ≥ 1. For any vectors y 1 , y 2 , . . . , y T , it holds that
. With Lemma 8, we can prove Eq. (4) by applying Jensen's inequality and the concavity of f (x) = √ x and f (x) = x log(T x/d). Due to space constraints we place the proof of this part in Appendix A. We next prove the upper bound on T ζ as stated in Lemma 6. By the second case of Algorithm 1, we know that ̟ it ζ,t = α it ζ,t ω it ζ,t ≥ 2 1−ζ for all t ∈ T ζ . Subsequently,
where the last inequality holds by applying Lemma 8. Re-arranging the terms we obtain T ζ 4 ζ d log 4 (nT ).
Lower bounds
In this section we establish our main lower bound result (Theorem 2). To simplify our analysis, we shall prove instead the following lower bound result, which places more restrictions on the problem parameters n, d and T :
Theorem 9 can be easily extended to the case of n < 2 d/2 and T < d 5 as well, by a zero-filling trick and reducing the effective dimensionality of the constructed adversarial instances. We place the proof of this extension (which eventually leads to a proof of Theorem 2) in Appendix B, and shall focus solely on proving Theorem 9 in the rest of this section.
In Sec. 3.1, we provide a short argument on the tightness of the elliptical potential lemma which is critically used in most existing analysis for linear bandit algorithms. This is done via a novel construction of the sequence {z t } and intuitively explains the necessity of an O(log n) factor in all known regret bounds whose analysis is based on the potential lemma. However, it requires several new ideas to show the desired lower bound for all algorithms. In Sec. 3.2, we use the sequence {z t } to construct a collection of instances. In each of these instances, the player at each time period essentially has to make a choice out of 2 candidates for each of the d dimensions. In Sec. 3.3, we show that, by the property of {z t } and our construction, each of the wrong choice (which is called s-suboptimal) would contribute Ω( log T /T ) expected regret. Finally, in Sec. 3.4, we perform a worst-case to average-case analysis reduction, and show that for a random instance from the constructed collection, any algorithm would have constant probability to make a wrong choice during every time period and for every dimension, which collectively attains
Tightness of the elliptical potential lemma
To motivate our construction of adversarial bandit instances, in this section we give a warm-up exercise showing the critical elliptical potential lemma (Lemma 8) used heavily in our analysis and existing analysis of linear contextual bandit problems is in fact tight (Auer, 2002; Filippi et al., 2010; Abbasi-Yadkori et al., 2011; Chu et al., 2011; Li et al., 2017) , even for the univariate case.
Lemma 10. For any T ≥ 1, there exists a sequence z 1 , z 2 , · · · z T ∈ [−1, 1], such that if we let V 0 = 1 and
As a remark, using Lemma 8 and Cauchy-Schwartz inequality we easily have
Lemma 10 essentially shows that this argument cannot be improved, and therefore current analytical frameworks of SupLinUCB (Chu et al., 2011) or SupLinRel (Auer, 2002) cannot hope to get rid of all O(log T ) terms. While such an argument is not a rigorous lower bound proof as it only applies to specific analysis of certain policies, we find still the results of Lemma 10 very insightful, which also inspires the construction of adversarial problem instances in our formal lower bound proof later.
Proof of Lemma 10. Let S t = 1 + ln T 2T t for all t ≥ 0, and let z t = S t−1 ln T 2T
for all t ≥ 1. Note that z t is a monotonically increasing function of t; and for T ≥ 1 it holds that S T −1 = 1 + ln T 2T
T −1 ≤ √ T . Therefore, for any t ≤ T , we may verify that z t ∈ [−1, 1] since
Now we verify Eq. (10). Note that for any t ≤ T , we have
Therefore, we have
Construction of adversarial problem instances
In this section we will construct a finite set of bandit problem instances that will serve as the adversarial construction of our lower bound proof for general policies and multi-variate scenarios. As our construction is complicated, we start with definitions of stages, dimension groups and intervals.
Stages. We use the z t sequence derived in Lemma 10 to divide the T rounds of the bandit game into stages.
Recall that S t = 1 + ln T 2T t and z t = S t−1 ln T 2T
. We also have S t = 1 + t j=1 z 2 j by Eq. (12). Let t 0 = 0 and for each j ≥ 1, let
mark the end of the j-th stage. In other words, stage j (j ≥ 1) consists of the rounds t where t ∈ (t j−1 , t j ]. Let k = O(ln T ) be the last stage. We re-set t k = T so that the end of the last stage does not go beyond the time horizon. We also remark that for j ∈ {1, 2, 3, . . . , k − 1}, we have that
Dimension groups. Without loss of generality, we assume that d is an even number. We also divide the d dimensions into d/2 groups, where the s-th group (s ∈ {1, 2, 3, . . . , d/2}) corresponds to the (2s − 1)-th and 2s-th dimension.
Intervals. We also construct a set of intervals for each stage. In stage 0, the set of interval is I 0 = {I 0,0 = [
For each stage j ≥ 0, the cardinality of I j is twice of the cardinality of I j−1 . More specifically, for each I j−1,ξ = [a, b] ∈ I j−1 , we introduce the following two intervals to I j ,
We have |I j | = 2 j for all j ∈ {0, 1, 2, . . . , k}. For each ξ ∈ {0, 1, 2, . . . , 2 k − 1}, we select an arbitrary real number γ ξ from the interval I k,ξ ; we also let τ j ξ be the index of the unique interval at stage j such that γ ξ ∈ I j,τ 
Bandit instances B (U )
. Now we are ready to construct our lower bound instances. We will consider many bandit instances that are parameterized by U = (u 1 , u 2 , . . . , u d/2 ) where each u s (s ∈ [d/2]) is indexed by {0, 1, 2, . . . , 2 k − 1}. Let U denote the set of all possible U 's, and we have |U | = 2 kd/2 . For each U ∈ U , the bandit instance B (U ) consists of a hidden vector θ (U ) and a set of context vectors {x
In all bandit instances, we set the noise ǫ t to be independent Gaussian with variance 1.
We first construct the hidden vectors θ (U ) . For each U = (u 1 , u 2 , . . . , u d/2 ), we set θ
. By our construction, we have θ (U ) 2 ≤ 1 for every U .
We then construct the set of context vectors {x 
, and set the corresponding entries to be
, one may easily verify (using Eq. (11)) that x (U ) i,t 2 ≤ 1 for all i ad t.
s-suboptimal pulls and their implications
In our construction of adversarial bandit instances B (U ) , for each dimension group s ∈ [d/2] the policy has to choose between two potential actions (corresponding to this group s) of ((x
. One of the actions would lead to a larger expected reward depending on the unknown model θ, and a policy should try to identify and execute such action for as many times as possible. This motivates us to define the concept of s-suboptimal pulls, which counts the number of times a policy commits to a suboptimal action.
Definition 11 (s-suboptimal pull). For any s ∈ [d/2], we say a policy makes one s-suboptimal pull at time period t if the policy picks an action corresponding to the lesser expected reward.
We also break up the regret incurred by a policy at time period t into d/2 terms, each corresponding to a dimension group s ∈ [d/2].
Definition 12 (s-segment regret). For any s ∈ [d/2] and time period t, define
, where i t is the action the policy commits and i * t is the optimal action at time t.
By definition, the regret incurred at time period t can be expressed as
s . Also, intuitions behind the definition of s-optimal pulls suggest that the more s-optimal pulls a policy makes, the larger s-segment regret it should incur. The following lemma quantifies this intuition by giving a lower bound of s-segment regret using the number of s-optimal pulls. Its proof is merely a simple calculation based on the definitions, and we defer it to Appendix B.
Lemma 13. For any instance B (U ) , any coordinate group s, and any time t, if a policy makes an ssuboptimal pull at time t, then r (t)
As a corollary, the expected regret of an admissible policy π can be explicitly lower bounded by the expected number of s-optimal pulls the policy makes. 
Average-case analysis
Recall that U is the finite collection of the parameters U for the adversarial bandit instances we constructed in Sec. 3.2, and p U,π s,t be the probability of an s-suboptimal pull at time t defined in Sec. 3.3. The minimax regret R(T ; n, d) can then be lower bounded by
Here, Eq. (16) holds by applying Corollary 14, and Eq. (17) holds because the average regret always lower bounds the worst-case regret.
The following lemma lower bounds {p U,π t,s } for particular pairs of parameterizations.
Lemma 15. For any stage j and any group s, let U = (u 1 , u 2 , . . . , u d/2 ) and
, and u a = u ′ a for every a = s. (The definitions of τ and u can be found in Sec. 3.2.) Then for any admissible policy π and time period t in stage j, it holds that p U,π
Intuitively, Lemma 15 holds because at any time in and before stage j, all context vectors in B (U ) are the same as B (U ′ ) and no admissible policy π shall be able to distinguish θ (U ) from θ (U ′ ) since U and U ′ are close, and therefore at least one of the probabilities p U,π s,t or p U ′ ,π s,t shall be large. The formal proof of Lemma 15 involves the application of Pinsker's inequality (Pinsker, 1964) , and is deferred to Appendix B.
We are now ready to prove Theorem 9. For any parameter U = (u 1 , u 2 , . . . , u d/2 ) and any dimension group s, we may write U = (u s , u −s ) where u −s = (u 1 , . . . , u s−1 , u s+1 , . . . , u d/2 ). Let ⊕ denote the binary bit-wise exclusive or (XOR) operator. For any time t, suppose it is in stage j. If we let U ′ = (u s ⊕ 2 k−j+1 , u −s ), by Lemma 15, we have that p 
We next compute the average expected number of s-suboptimal pulls made by any admissible π over all time periods t.
where the inequality holds because of Eq. (18). Combining Eqs. (19,17) we complete the proof of Theorem 9.
A Missing Proofs in Section 2
Lemma 7 (restated) For all t and ζ = 0, 1, · · · , ζ 0 , it holds that
Proof. We prove Eqs. (7) and (8) separately.
Proof of Eq. (7)
. Define I * := arg max i∈N ζ,t {x ⊤ it θ} and J * := arg max i∈N ζ,t {x ⊤ it θ ζ,t }. If I * ∈ N ζ+1,t , then m ζ,t = m ζ+1,t because N ζ+1,t ⊆ N ζ,t . On the other hand, if I * / ∈ N ζ+1,t , note that J * ∈ N ζ+1,t because J * maximizes x ⊤ it θ ζ,t in N ζ,t . Summarizing both cases of I * ∈ N ζ+1,t (in which m ζ+1,t = m ζ,t ) and I * / ∈ N ζ+1,t (in which m ζ+1,t ≥ x ⊤ J * ,t θ as J * ∈ N ζ+1,t ), we have
For any ζ, t and i ∈ N ζ,t , define E i ζ,t := {|x ⊤ it ( θ ζ,t − θ)| ≤ ̟ i ζ,t } as the success event in which the estimation error of x ⊤ it θ ζ,t for x ⊤ it θ is within the confidence interval ̟ i ζ,t . By definition,
Also, conditioned on the event I * / ∈ N ζ+1,t , the procedure of Algorithm 1 implies
Subtracting Eq. (22) 
where the last inequality holds because ̟ i ζ,t ≤ 2 −ζ for all i ∈ N ζ,t , if the algorithm is executed to level ζ + 1. Combining Eqs. (20, 24) and taking expectations, we obtain
Finally, the following lemma gives an upper bound on the two terms in Eq. (25):
Lemma 16 can be proved by using the statistical independence between {ε τ } τ ∈N ζ,t and {x iτ ,τ } τ ∈N ζ,t (Chu et al., 2011; Auer, 2002) , and integration of least-squares estimation errors. As its proof is rather technical, we defer it later. With Lemma 16, Eq. (7) immediately follows Eq. (25).
Proof of Eq. (8).
Define I * := arg max i∈N ζ,t {x ⊤ it θ} and J * := arg min j∈N ζ,t {x ⊤ jt θ}. Clearly m ζ,t − m ζ,t = (x I * ,t − x J * ,t ) ⊤ θ. Similar to Eqs. (21,22), we can establish that
In addition, because both I * and J * belong to N ζ,t , the second step of Algorithm 1 implies that
Subtracting Eq. (26) from Eq. (27) and applying Eq. (28), Lemma 16 we prove Eq. (8).
Lemma 16 (restated) For any ζ, t and i ∈ N ζ,t , it holds that
Proof. The entire proof is carried out conditioned on Λ ζ,t−1 , which is independent from {ǫ τ } τ ∈N ζ,t (Chu et al., 2011; Auer, 2002) and renders the quantities of α i ζ,t , ω i ζ,t deterministic. We first derive an upper bound on the tail of |x ⊤ it ( θ ζ,t − θ)|. Denote T ζ,t as the set of all time periods τ < t such that ζ τ = ζ. By elementary algebra, we have
Subsequently,
For the first term in the RHS (right-hand side) of Eq. (29), applying Cauchy-Schwartz inequality and the facts that Λ ζ,t−1 I, θ| 2 ≤ 1 we have |x
ζ,t−1 x it . For the second term in the RHS of Eq. (29), because {ε τ } are centered sub-Gaussian variables with subGaussian parameter 1 and {ε τ } τ ∈T ζ,t , {x iτ ,τ } τ ∈T ζ,t are statistically independent (Chu et al., 2011; Auer, 2002) , we conclude that τ ∈T ζ,t x ⊤ it Λ −1 ζ,t−1 x iτ ,τ ǫ τ is also a centered sub-Gaussian random variable with sub-Gaussian parameter upper bounded by
Combining Eqs. (29), (30), and using standard concentration inequalities of sub-Gaussian random variables (see for example Lemma 19), we have for every δ ∈ (0, 1) that
which is equivalent to
Integrating both sides of Eq. (32) from α i ζ,t ω i ζ,t to +∞ we obtain
where the last inequality again holds by tail bounds of Gaussian random variables (Lemma 19). Plugging in the expression of α i ζ,t in Algorithm 1, the right-hand side of Eq. (33) can be upper bounded by
which is to be demonstrated.
Complete proof of Lemma 6
Proof. Let T 
Here the last inequality holds by applying Jensen's inequality and the concavity of f (x) = √ x and f (x) = x log(T x/d). Applying Lemma 8 to {ω it ζt,t } t∈T ζ and noting that ln det(Λ ζ,T ) ≤ d ln(T ζ + 1) because x it 2 2 ≤ 1 for all i, t, we have
B Missing Proofs in Section 3
We first remark that the T ≥ d 5 condition in Theorem 9 can be relaxed to T ≥ d 2+ǫ for any small constant ǫ > 0, which leads to the following theorem.
Theorem 17. For any small constant ǫ > 0 and sufficiently large d, suppose
Theorem 17 can be proved using the identical argument of the proof of Theorem 9, where the difference is that first we redefine
for all t ∈ [T ]. Then we list the following changes to the calculations in the proof of Theorem 9.
• In (11), we have
• At the end of Sec. 3.2,, we verify that x
≤ 1 (for large enough d).
• At the end of the proof of Lemma 13, we have
Therefore, the corresponding lower bounds in Lemma 13, Corollary 14, and the final regret lower bound in the theorem will be multiplied by a factor of ǫ/2.
We also remark that the requirement that T ≥ d 2+ǫ is essentially necessary for the Ω(d √ T log T ) regret lower bound. Indeed, if T ≤ d 2 , we have Ω(d √ T log T ) ≥ Ω(T √ log T ) = ω(T ), while the regret of any algorithm is at most T .
We now use in Theorem 17 to establish the regret lower bound for n ≤ 2 d , proving Theorem 2.
Therefore, by Claim 18 (proved below), for any event E at time t before the end of stage j, we have that
The last inequality holds because at any time t in stage j, it holds that S t ≤ 9 j . Let . In other words, at time t, any arm that is s-suboptimal for parameter is U is not s-suboptimal for parameter U ′ , and vice versa. In light of this, let E be the event that at time t policy π pulls an arm that is s-suboptimal for parameter U , and we have that the complement event E is that at time t policy π pulls an arm that is s-suboptimal for parameter U ′ . By Eq. (35) Proof. Note that by our construction, at any time t ≤ t j , the contextual vectors of both B (U ) and B (U ′ ) are the same. Moreover, for any hidden vector and any arm, the reward distribution is a shifted standard Gaussian with variance 1. For any time t ≤ t j , let D 1 be the product of the arm reward distributions at and before round t when the hidden vector is θ (U ) , and let D 2 be the same product distribution when the hidden vector is θ (U ′ ) . Since θ Therefore, at round time t, and for any event E, we have 
C Probability tools
The following lemma is the Hoeffding's concentration inequality for sub-Gaussian random variables, which can be found in for example (Hoeffding, 1963) .
Lemma 19. Let X 1 , · · · , X n be independent centered sub-Gaussian random variables with sub-Gaussian parameter σ 2 . Then for any ξ > 0,
The following lemma states Pinsker's inequality (Pinsker, 1964) .
Lemma 20. If P and Q are two probability distributions on a measurable space (X, Σ), then for any measurable event A ∈ Σ, it holds that
where KL(P Q) = X ln dP dQ dP is the Kullback-Leibler divergence.
