The spectral computed tomography (CT) based on photon-counting detector performs energydependent image reconstruction of material attenuation coefficients, allowing for effective medical diagnosis and material discrimination. However, the spectral CT image quality is degraded in narrow energy bins as a consequence of low photon counts. Thus the edge information of some materials with similar attenuation cannot be well identified. To improve the accuracy of material discrimination of spectral CT, we proposed a deep-learning-based material discrimination method based on Fully Convolutional Pyramidal Residual Network (FC-PRNet). The FC-PRNet model can predict each pixel of spectral CT images and extract more edge information for different material components. We evaluated our method using mouse spectral CT data set, and experimental results demonstrated that the proposed method could efficiently discriminate different materials compared with traditional method based on post-reconstruction. Moreover, our algorithm has fewer parameters, faster convergent speed and higher accuracy, and achieves better quality of material discrimination than SegNet, FCN-8s and U-Net.
I. INTRODUCTION
X-ray computed tomography (CT) has been widely used in clinical and preclinical diagnosis. Compared with conventional CT, spectral CT employs a photon-counting energy-discriminative detector, and effectively analyzes the attenuation characteristics of incoming x-ray photons with different energies. This opens a door for material characteristics discrimination [1] . Currently, projectionbased decompositionof pre-reconstruction and image-based decomposition of post-reconstruction are two typical material decomposition methods based on different x-ray spectrum measurements [2] - [7] .
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Due to low X-ray photon count in a single energy bin, signal-to-noise ratio (SNR) of x-ray imaging is poor, and spectral CT images suffer from noise and artifacts in image or projection domain [8] , [9] . Especially the materials with similar attenuation characteristics will lead to inaccurate decomposition results.
The ultimate goal of material discrimination for spectral CT image is to reconstruct different material components, which is exactly same as feature segmentation and extraction in image pattern recognition. Nowadays, neural network modeling has been extremely successful in image classification, identification, super-resolution imaging and denoising. Deep-learning-based methods are more effective than traditional ones. Since AlexNet [10] was proposed in 2012, deep learning has been almost applied in all the image processing fields. For CT image segmentation and discrimination, VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ there are lots of related publications based on deep learning [11] - [18] . U-net [19] and 3D U-net [20] are two typical networks used in CT image segmentation. However, U-net is still unable to handle segmentation for spectral CT images with high noise level. Clark et al. [21] used U-net methods for material decomposition of spectral CT, and analyzed mouse data acquired by photon counting detectors. Xu et al. [22] proposed a deep neural network consisting of two sub-nets to solve the projection decomposition problem. Although they made some researches on material decomposition based on neural network, the performances are not good enough in spectral CT image segmentation and discrimination. Inspired by pyramid residual block [23] , a novel network structure named Fully Convolutional Pyramidal Residual Network (FC-PRNet) was proposed for material discrimination of spectral CT images. The FC-PRNet can effectively reduce total parameters. Thus, our optimization algorithm has faster convergent speed and higher accuracy. Real mouse data sets containing 2560 spectral CT images were used to train FC-PRNet and verify the feasibility of this method. Comparing with SegNet [24] , FCN-8s [25] , and U-Net [19] , the results showed that FC-PRNet had better performance in terms of MIoU (Mean Intersection over Union) and PAcc (Pixel Accuracy). Next section will describe principle and structure of our network. After presenting the experimental results in the third section, we discuss some related issues and conclude the paper in the last section.
II. MATERIALS AND METHODS

A. FULLY CONVOLUTIONAL PYRAMIDAL RESIDUAL NETWORK
FC-PRNet is a U-Net like network, which has four data transmission paths: down-sampling path, up-sampling path, skip connection and bottleneck. Pyramid residual block (PR-block) is the basic extracting unit of feature distributing in down/up-sampling path and bottleneck.
PR-block consists of two convolution layers and one shortcut connection as shown in Figure 1 . Different from standard residual module [26] , dimensions of outputs Y is bigger than that of inputs x. Shortcut is a direct way to connect input and output. Due to the different dimensions among PR-block, we use a zero-padded shortcut, which does not lead to the over-fitting problems because no additional parameters exist. Several PR-blocks can be considered as a group, and the PR-block groups and down-sampling layers are alternately connected to form the down-sampling path as shown in Figure 2 .
In down-sampling path, the dimension of a PR-block group can be expressed as:
where D in and D k are the input and the output dimension of the kth block, an j is the number of modules in the group. The dimension is increased by a step factor of n, and the output dimension of the final block of each group becomes bigger than input dimension. The total parameters of PR-blocks in down-sampling path can be expressed as:
where P Block is the parameters of each group, and S kernel is the convolutional kernel size. The dimension of PR-block increases linearly which can significantly reduce the parameters. FC-PRNet shown in Figure 3 consists of PR-blocks, we use transition down layer (TD) and transition up layer (TU) to realize down-sampling and up-sampling. By connecting with TD and TU, PR-block groups form a data channel for feature. Finally, we connect TD and TU with skip connections, which can effectively reduce the information loss caused by pooling layers in the net.
B. NETWORK STRUCTURE
In this section, we depict in detail the main architecture of FC-PRNet106 used in our experiment. First, we define PR-block, TD and TU. As shown in Table 1 , PR-block consists of 6 layers: BN (Batch Normalization), ReLu (Rectified Linear Unit), 3×3 Conv (Convolution), BN, ReLu and 3×3 Conv, and the growth rate of feature maps is 4. TD contains four layers: BN, ReLu, 1×1 Conv and maxpooling, and TU contains one 3×3 Deconv.
Second, we summary FC-PRNet 106 network shown in Table 2 . There are 1 Conv processes input data, 44 Conv for down-sampling paths, 20 Conv for bottleneck and 40 Conv for up-sampling paths. The last Deconv restores the image, and Softmax layer predicts the classification of each pixel.
C. SPECTRAL CT DATA SET
In our study, we prototyped a spectral CT imaging system with a photon-counting detector to acquire experimental data. The detector (SANTIS 0804 produced by DECTRIS) utilized four energy thresholds to select and record incoming photons, and has 1024 × 256 pixels with an effective pixel pitch of 150 um. According to the product manual, the energy resolution of the detector is 1keV.
For small mouse scan configuration, tube voltage was 90kVp and tube current was 200 uA. The source-to-detector distance was 350mm, and the source-to-object distance was 210 mm. The energy ranges determine the signal-tonoise ratio (SNR) of the reconstructed images, and the reconstructed images with narrower energy bins will be very blurred due to high noise level. In our experiments, we acquired the data with twelve different energy bins of 25-90, 30-90, 35-90, 40-90, 45-90, 50-90, 55-90, 60-90, 65-90, 70-90, 75-90 and 80-90 keV. However, the measurement data with two energy bins of 75-90 and 80-90 keV contain lots of noise, and structure details of reconstructed images are submerged with high noise level. Thus the data with the two energy bins are abandoned.
In this paper, we used the Spilt-Bregman algorithm [27] to perform the image reconstruction from measured projection data. Spilt-Bregman method can effectively suppress noise and artifacts, and accelerate iterative convergence in CT image reconstruction, which facilitates the following material decomposition. The resolution of reconstructed images is 512 × 512, which is adjusted to 500 × 500 for simplifying convolution parameters. There are 256 projection images with one energy bin. Therefore, the data set contains 2560 projection images and the reconstructed mouse spectral CT images contain three components: bone, lung and soft tissue. Although the same slice with different energy bins have the similar structure information, their pixel gray values are different. From Figure 4 , we can see the signal-to-noise ratio (SNR) of images with different energy bins are different. Figure 4 (a) shows the images of 25-90 keV, bone has the higher gray value, and lung and soft tissue has the lower gray value, but the distribution of three materials can be recognized visually. Figure 4 (b) shows the images of 70-90 keV, there are lots of noise, and the details are blurred. Moreover, the overlapping area of lung and soft tissue can't be recognized directly. However, these two images have the same structure information, we can extract the features of clear images to deal with blurred images by deep learning method.
The SNR of images in data set depends on the width of energy bin. As shown in Figure 5 , the narrower the energy bin is, the smaller SNR of the image is. Details are submerged with high noise level, and structure information will be blurred and invisible for images with narrower energy bin, which will reduce accuracy of material discrimination.
We manually made the labels of each mouse spectral CT image with LabelMe [28] , which is a professional tool for making labels. Each label contains the distribution of three materials. The resolution and file format are the same as the original spectral CT images. The data set is divided into training set, verification set and test set without overlapping, which is shown in Figure 6 , and the ratio of three sets is about 16:4:1.
D. BASIS MATERIAL DECOMPOSITION METHOD
In order to compare the pros and cons of FC-PRNet and basis material decomposition method, we use a traditional algorithm of basis material decomposition method for comparison. For basis material decomposition method in FIGURE 6. Data set distribution: 1 st ∼117 th and 156 th ∼233 rd slices for training set, 118 th ∼142 nd and 234 th ∼256 th slices for verification set and 143 th ∼155 th slices for test set.
post-reconstruction space, the integrated attenuation coefficient can be expressed as the linear combination of several basis material components:
where a k is the decomposition coefficient of each basis material, µ k (E) is the corresponding linear attenuation coefficients. The attenuation coefficients of basis materials are different with different energy ranges. For three basis materials with three energy bins, the decomposition coefficients can be solved as follows:
Then, we can obtain the linear attenuation characteristics of three basis materials, and distinguish different biomedical components.
III. EXPERIMENTAL RESULTS
We test our net on the mouse spectral CT data set introduced above without any extra-data or post processing module. We use minimum pixel cross-entropy to calculate the loss value, and employ Adam (Adaptive Moment Estimation) to train the variants. The initialization learning rate is 0.001 with an exponential decay of 0.95 after each epoch. In this study, we made the experiments using a desktop computer with an Intel i7-4790k CPU and a single TITAN XP GPU. We analyzed the performance of SegNet, FCN-8s and U-Net, and the segmentation results are shown in Figure 7 . Our network achieves the best segmentation results compared with other networks, especially for lung and bone contours.
Then, we used MIoU (Mean Intersection over Union) and PAcc (Pixel Accuracy) to evaluate the network. MIoU is a standard measurement method by calculating the ratio of intersection to union of the predicted value and ground truth. It can be expressed as:
PAcc is a measurement method to mark the ratio of correct pixels to total pixels in performance evaluation, which can be (6) k is the number of classes. p ij is the amount of pixels of class i inferred to belong to class j. In other words, p ii represents the number of true positives, while p ij and p ji are interpreted as false positives and false negatives respectively.
Quantitative results of four networks are shown in Table 3 . Compared with SegNet, U-Net, and FCN-8s, FC-PRNet effectively reduces total parameters by means of PR-block. Although the training time of FC-PRNet is slightly longer than SegNet and U-Net, it is much shorter than FCN-8s. FC-PRNet made better performance on spectral CT material discrimination with MIoU of 96.51%, which is higher than 90.65% of Segnet, 94.72% of FCN-8s and 84.28% of U-Net. The MIoU curves in training are shown in Figure 8 . Our network converges rapidly in ten epochs. Other networks need more epochs to achieve good convergence results. Therefore, FC-PRNet converges faster than FCN-8, SegNet and U-Net. In addition, we also calculated the Receiver Operating Characteristic (ROC) and True Negative Rate (TNR) of FC-PRNet. Area Under Curve (AUC) of ROC is 0.875 and TNR is 0.99704, indicating that the network can effectively classify pixels.
Meanwhile, we make the experiment to analyze FC-PRNet and traditional material decomposition method based on post-reconstruction, and the experiment results are shown in Figure 9 . Figure 9 (g)∼(i) are the decomposition images for traditional material decomposition method with the energy bins: 25∼90keV, 35∼90keV and 45∼90keV. Images with narrow energy bin contain lots of noise, so the measured attenuation coefficients are not accurate. Then, basis material decomposition method in post-reconstruction space produced poor results. Compared with the traditional material decomposition method based on post-reconstruction mentioned above, our method could distinguish three kinds of materials with clear contours, while basis material decomposition method made poor performance on lung and tissue.
IV. DISCUSSION AND CONCLUSION
In this paper, we proposed a Fully Convolutional Pyramidal Residual Network (FC-PRNet) to analyze material discrimination of spectral CT. Our network not only reduces the parameters but also improves the accuracy of material discrimination. The proposed method achieves IoU 97.4% of the bone, IoU 98.7% of the lung and IoU 96.2% of the tissues, and the global pixel accuracy is 99.5%. Our accuracy of material discrimination is higher than that of SegNet, FCN-8s and U-Net. Moreover, the convergence of the network training process is faster, and we can get good discrimination results at the initial stage of training.
Compared with the traditional basis material decomposition method, FC-PRNet method could make better performance on material discrimination. The basis material decomposition method cannot separate lung and soft tissue from spectral CT images with narrower energy bins. By contrast, FC-PRNet can effectively segment three materials with smoother edges and more details.
In conclusion, we proposed a material discrimination method based on FC-PRNet, which improved the accuracy of material discrimination of spectral CT images compared to traditional material decomposition method and other networks. In the follow-up study, we will works on volume data, label accuracy and network depth problems in material discrimination of spectral CT. 
