Abstract. Let {B n }, {B n (x)} and {E n (x)} be the Bernoulli numbers, Bernoulli polynomials and Euler polynomials, respectively. In this paper we mainly establish formulas for 6|k−3
Introduction.
The Bernoulli numbers {B n } and Bernoulli polynomials {B n (x)} are defined by B 0 = 1, n−1 k=0 n k B k = 0 (n ≥ 2) and B n (x) = n k=0 n k B k x n−k (n ≥ 0).
The Euler numbers {E n } and Euler polynomials {E n (x)} are defined by (1.1) 2e t e 2t + 1 = ∞ n=0 E n t n n! (|t| < π 2 ) and 2e
which are equivalent to (see [MOS] ) E n (x) = 1 2 n n r=0 n r (2x − 1) n−r E r = 2 n + 1 B n+1 (x) − 2 n+1 B n+1 x 2 = 2 n+1 n + 1 B n+1 x + 1 2 − B n+1 x 2 .
In particular,
(1.4) E n = 2 n E n 1 2 and E n (0) = 2(1 − 2 n+1 )B n+1
n + 1 .
In his first paper Ramanujan [R] found some recurrence formulas with gaps for Bernoulli numbers. In particular, he showed that for n = 3, 5, 7, . . . , if n ≡ 1 (mod 6),
if n ≡ 3, 5 (mod 6).
Some generalizations of (1.5) were given by M. Chellali [C] in 1988. However, the proofs of (1.5) given by Ramanujan and Chellali are somewhat complicated. Let ω = (−1 + √ −3)/2. In this paper, we prove the following generalization of (1.5) for Bernoulli polynomials in a very simple manner:
As consequences we give explicit formulas for
Let N be the set of positive integers, and let [x] be the greatest integer not exceeding x. In [L] Lehmer showed that for n = 2, 4, 6, . . . ,
In this paper we prove that for n ∈ N,
Recurrence formulas with gaps for Bernoulli polynomials.
For two numbers b and c, let {U n (b, c)} and {V n (b, c)} be the Lucas sequences given by
It is well known that (see [W] ) for b 2 − 4c = 0,
Lemma 2.1. For n ∈ N we have
Proof. It is known that (see [MOS] )
This proves the lemma.
Theorem 2.1. For n ∈ N we have
Proof. As 1 + ω + ω 2 = 0 and ω 3 = 1, using Lemma 2.1 we see that
That is,
From Lemma 2.1 we have (2.2)
This completes the proof.
As B n (0) = B n , taking x = 0 in Theorem 2.1 we obtain Ramanujan's identity (1.5). 4
Theorem 2.2. For m ∈ N and n = 3, 5, 7, . . . we have
Proof. From Theorem 2.1 we have
. By Raabe's theorem (see [MOS] ),
As 2 | n − 1 and 1 + ω + ω 2 = 0, we see that
This yields the result. Putting m = 2 in Theorem 2.2 we deduce the following result.
Corollary 2.1. For n = 3, 5, 7, . . . we have
2 ) if n ≡ 3, 5 (mod 6).
Corollary 2.2. For n = 3, 5, 7, . . . we have
Proof. Observe that
Taking m = 3 in Theorem 2.2 we deduce the result.
Corollary 2.3. For n = 3, 5, 7, . . . we have
Proof. Note that
Taking m = 4 in Theorem 2.2 we deduce the result. 6
Theorem 2.3. For n ∈ N we have
Proof. Using Lemma 2.1 we see that
This yields the result.
Theorem 2.4. Let m ∈ N and n ∈ {2, 4, 6, . . . }. Then
Proof. By Raabe's theorem,
Thus, using Theorem 2.3 we see that
It is evident that
Now combining all the above we deduce the result. Putting m = 1, 2 in Theorem 2.4 we deduce the following identities.
Corollary 2.4. (Ramanujan [R] ) For n = 2, 4, 6, . . . we have
Corollary 2.5. For n = 2, 4, 6, . . . we have
Corollary 2.6. For n = 2, 4, 6, . . . we have
Proof. Putting m = 4 in Theorem 2.4 we see that
the result follows from the above. Similarly, putting m = 3 in Theorem 2.4 we deduce the following result.
Corollary 2.7. For n = 2, 4, 6, . . . we have
Theorem 2.5. For n ∈ N we have
Proof. From Lemma 2.1 we have
Thus,
from the above we deduce
Using Lemma 2.1 we see that
To see the result, we note that
Corollary 2.8. For n = 2, 4, 6, . . . we have
Proof. Note that 2 ∤ n − 1 and
Now putting x = 0 in Theorem 2.5 we deduce the result.
3. Recurrence formulas with gaps for Euler polynomials.
Lemma 3.1. For any nonnegative integer n we have
Proof. It is well known that
This is the result. 11
Theorem 3.1. For n ∈ N we have n k=0 4|k
Proof. Putting z = 1 2 (±i − 1) in Lemma 3.1 we obtain
This yields the result. 
Proof. As E n = 2 n E n (
), taking x = 1 2
in Theorem 3.1 we deduce the result.
Proof. From Lemma 3.1 we have
Using Lemma 3.1 we see that
Replacing k with n − k in the above formula we derive the result.
Theorem 3.3. For any nonnegative integer n we have
Proof. Taking z = ω, ω 2 in Lemma 3.1 we see that n k=0 n k E k (x) ω n−k + (1 + ω) n−k = 2(x + ω) n and n k=0 n k E k (x) ω 2(n−k) + (1 + ω 2 ) n−k = 2(x + ω 2 ) n .
Hence n k=0 n k E k (x) ω n−k + ω 2(n−k) + (−ω 2 ) n−k + (−ω) n−k = 2(x + w) n + 2(x + ω 2 ) n .
Since ω n−k + ω 2(n−k) + (−ω 2 ) n−k + (−ω) n k E k (x)(1 + (−1) n−k )(ω n−k + ω 2(n−k) ) = 2(x + ω) n + 2(x + ω 2 ) n .
That is, 6 n k=0 6|k n k E n−k (x) − 2 n k=0 2|k n k E n−k (x) = 2(x + ω) n + 2(x + ω 2 ) n .
By Lemma 3.1 we have
Thus, n k=0 2|k
Hence,
6
[n/6] k=0 n 6k E n−6k (x) = 2
[n/2] k=0 n 2k E n−2k (x) + 2(x + ω) n + 2(x + ω 2 ) n = 2x n + 2(x − 1) n − 2E n (x) + 2(x + ω) n + 2(x + ω 2 ) n .
Therefore, 4E n (x) = x n + (x − 1) n + (x + ω) n + (x + ω 2 ) n − 3
[n/6] k=1 n 6k E n−6k (x).
To see the result, we note that (−1) n (x + ω) n + (x + ω 2 ) n = 1 − 2x − √ −3 2
