In this paper we prove the global existence and describe the asymptotic behaviour of a family of oscillatory solutions of Cauchy problems for a class of scalar second order quasilinear wave equations, when the space dimension is odd and at least equal to 3. If time is bounded, corresponding results for quasilinear first order systems were obtained by Gues; to prove our results we reduce our problems to bounded time problems with the help of a conformal inversion. To obtain global results, suitable geometric assumptions must be made on the set where the oscillations are concentrated at initial time.
Introduction
In recent years much work has been done on the existence, for small or bounded time, of oscillatory solutions of nonlinear first order hyperbolic systems (see e.g. [5, 6] , and the references given there). The purpose of the present paper is to prove the global existence and describe the asymptotic behaviour of a family of oscillatory solutions of Cauchy problems for a class of scalar second order quasilinear wave equations when the space dimension is odd and at least equal to 3. Global existence results of smooth solutions of second order quasilinear wave equations with small initial data have been obtained in [8, 9, 1, 10] . The class of equations which will be considered here appears in [1] , but, in the present paper, the initial data will have high frequency oscillations and hence will not, in general, satisfy the smallness conditions of [1, 8, 9, 10] . To prove our results, we shall reduce our problems to bounded time problems by means of a conformal transformation, in the spirit of [1] (see also [4] )).
Our paper is organized as follows. In §2, we state our results precisely. In §3 we recall some useful properties of the Kelvin transform ( [13, 4] ) which will be used to reduce our global problems to local ones. Finally Theorems 1 and 2 are proved in § §4 and 5 respectively.
Statement of the results
We consider the Cauchy problem (2.1) Dz = J2 fij(z,z')d2jZ + f(z,z') ift>t0,x£RN, where ft'7 G R are such that 53o</, ;<3 bliqtqj -0 for all q = (qo, Qi, Q2, 03) G R4 which satisfy ^ = Ei<*:<3 Q2 ■ Under the preceding assumptions, when the Cq°(Rjv) functions zk, k -0,1, have small Sobolev Hl~N+i^2~k norm, it follows from the results of [1] that (2.1), (2.2) has a global C°° solution (see also [8, 9, 10] ). In the present paper we are going to consider a class of oscillatory initial data ~zk e Cq°(Rn) which are not necessarily small in Hl-N+5^2~k (but only in Cx~k). Now we describe the structure of these Cauchy data. Assume that ip £ C°°(RN) has the following property: there exist a, b £ R with a < b such that, for each X £ [a, b], (i) y/'(x) ^ 0 if y/(x) = X and (ii) Qx = {x £RN, y/(x) < X} is a bounded strongly convex open set (by strongly convex we mean that dQx is connected and that the following holds: if x G dQx and v £ R^\{0} satisfy Hx<j<Ndjip(x)Vj = 0, then T,i<j,k<Nd?kV(x)vJvk > °) ■ lt is wel1 known that Q,i is then convex in the usual sense (see e.g. [14] ). Put h(t,m) = (t,m + (t-to)W(m)\-xip'(m)), 2A = {h[t ,m),t>t0, y/(m) = X}, V = \Ja<x<b Xa . It is well known (cf. e.g. [3] ) that, because of our convexity assumptions, the equality cp(h(t, m)) = y/(m) defines a C°°(V) function cp(t,x) which satisfies d0tp + \dx<p\ = 0 if (t, x) £ V, <p(t0, x) = ip(x) if_(t0 ,x)eV.
(Throughout all this paper we denote the closure of a set J? by 87). Let Kx , K2 be two compact subsets of RN such that a < y/ < b on Kx . The support of the "oscillatory part" (resp. "nonoscillatory part") of the initial data to be considered will be contained in Kx (resp. K2). Put W -{h(t, m), t > t0,m£Kx}.
The first result deals with global existence of oscillatory approximate solutions of (2.1) for suitable initial data (see [5] for the construction of local oscillatory approximate solutions for first order quasilinear hyperbolic systems). We fix p £ N with p > 2. Theorem 1. Assume that N > 3 is odd and that the null condition is satisfied if N = 3. Also assume that £;(x, 6), 2 < j < p, belong to C°°(RN x R), vanish when x £ Kx, are periodic of period 2n with respect to 6, and satisfy J02nCj(x, 0)dd = 0 for all x £RN. If N > 5, suppose that sup\d£2/dd\ < 3, where 3 is a certain constant which is imposed by \p and the coefficients f'j. Let cok , I < j < p, k = 0, 1, belong to Cfi°(K2). Then one can find Zj(t ,x,6)£ C°°([to, -f-oofxR^ x R), I <j <p, and e0 > 0, with the following properties:
(i) zx is independent of 6 for all (t,x), and each Zj, j > 2, is independent of 6 is (t, x) $. W; so if (t, x) £ W, we have Zj(t, x, 6) = Zj(t, x) with zj £ C°° ; (ii) dezj(t0,x,d) = Cj(x,8) if 2 < j < p and (x, 6) £ RN x R, do(foK zj(t> x> e)dG)\t=t0 = cok(x) ifl<j<p, k = 0, 1, and x £ RN ;
(iii) if e g]0, Co], if z*(t, x, e) isequalto Zj(t, x, cp(t, x)/e) when (t,x)£ W and to Zj(t,x) when (t, x) £ W, if z£(t,x) = 52x<j<liEjZj(t, x, e), and if Re = e-"(Dz£ -£<,</,;<* fU(z^ W)^ ~ f(?, (*')')). then the following estimates hold with constants Ca independent of e £]0, eo] and of (t,x) £ [t0, -l-oofxR*:
\daRe(t, x)\ < Ca£-Ial(l + |;| + |x|)-(jV+3)/2(l + \t-\x\\yiN+^2.
Remark 2.1. The construction of zE in the proof of Theorem 1 will determine Zj, l<j<p-l, and deZp , but, as this proof will show, f2n z^(t, x,6)dd will be very arbitrary.
Remark 2.2. When N = 3 , it is not necessary to impose a smallness condition on \dt7,2/dd\ because the null condition is assumed to hold; the same is true when N > 3, if we assume that the nonlinear second order terms in (2.1) satisfy a condition analogous to the null condition. This will follow from the proof of Theorem 1.
Remark 2.3. The strong convexity assumptions and, if N = 3, the null condition are important in Theorem 1; see Remark 4.3 below. Starting from the global approximate solution ze which will be constructed in Theorem 1, one can obtain a global exact solution of (2.1) with the same initial conditions and the same asymptotic behaviour as z£, as the next theorem shows.
Theorem 2. Let us keep the assumptions of Theorem 1, and assume that p > (N + 3)/2. Then, if ex is small enough and e £]0, ex], (2.1) has a global solution zE such that dfiz* = dfiz* if k = 0,1 and t = t0, and the following estimates hold:
if \a\ < p -(N + l)/2 and \u\ < 1, where the constant Ca is independent of £G]0,ei] and of (t, x) £ [t0,+oo[xRN ;
(ii) ft \d«+»(z<-z<)(t,x)\2 dtdx<Ce2{p-M) J L0(l + \t\ + \x\)2(l + \t-\x\\)2 aax-CaE if \a\ < p and \v\ < 1, where the constant Ca is independent of e £ ]0, ex].
Remark 2.4. In [5] , Gues proved, for bounded time, the existence of solutions of Cauchy problems (for quasilinear first order symmetric hyperbolic systems) close to suitable approximate solutions. We shall make use of this result in the proof of Theorem 2.
Remark 2.5. The functions ze, z£ to be obtained in the present paper and their gradients will be bounded by Ce, where C is a constant. Cutting f'J, f off outside a neighbourhood of (0, 0) and taking e small, we see that it is enough to prove Theorems 1 and 2 when f'J, / G C°°(R x RN+i) and so we shall henceforth assume that /'■', / G C°°(R x RN+X). Remark 2.6. Theorems 1 and 2 are time translation invariant, so that it is clearly enough to prove them for one value of to. However to economize notations, it will be convenient in subsequent constructions to assume from the beginning that to is large enough; this is the reason why we have introduced to in the formulation of (2.1), (2.2).
The Kelvin transform
We are now going to transform (2.1), (2.2) into a finite time problem without introducing singularities in the partial differential equation. (Such a method was used in [1] and [4] .) To achieve this we shall use the so-called Kelvin transform which was introduced in [13] for the study of decay properties of solutions of Dz = 0 outside a star-shaped obstacle. Relevant properties for the study of (2.1) were described in [4] . Let us recall them quickly.
Write C± = {(/, x) G R x R^, / ^ |x|} , and define the conformal inversion J:C±^CT by J(t, x) = (s, y), where s = (\x\2-t2)~xt, y = (\x\2 -12)~xx . Denote by n the Minkowski metric; we have n(v , w) = VoWo -Si<><v vjwi if v = (vo, ... ,vN)£ RN+X and w = (wQ,... , wN) £ RN+X . Put Do = d/ds, Dk = d/dyk if 1 < k < N, o(s,y) = (s2-\y\2)x'2, □' = D2 -Y.x<j<NDh D*¥ = (DJ¥, DXV, ... , Dn^) , D2j = D,Dj. Sometimes we shall also write Dy^ instead of (Dx*¥, ... , DN*¥), and y0 for s. The following lemma holds. Lemma 3.1 (see [4] ). (1) J = J~x and J is a conformal diffeomorphism for the Minkowski metric.
(2) If p = (t,x) and J(p) = (s,y), then dJp(dk(p)) = Kk(J(p)), where Kk = (M2 -s2)Dk + 2pkyk(sDo + Zx<j<NyjDj); here A, = 1 and fik =-1 for k > 0. Put Z(s, y) = r7~(Ar_1)(s, y)z(t, x), where (s, y) = J(t, x). The mapping (t, x, z) h-> (s, y, Z) is called the Kelvin transform in [13] . If N is odd and > 3, and if the null condition is satisfied when N = 3, it is shown in [4] that the equation (which occurs in (2.1)) Dz = Ylo<ij<N f'J(z > z')^fjz + f(z > z') > for z(t, x), (t, x) G U c C+ , goes over to First we make a time translation to prepare for the use of the Kelvin transform. Let M > 0 be such that |x| < M in Q6UAT2, and let to > M be chosen later. For proving Theorem 1 by means of the Kelvin transform, we shall find a suitable approximate oscillatory solution Z£ of (3.1) in J({(t, x) £ C+ , t > fo}) = {(s ,y)eC-, \y\2 -s2 -t^xs > 0}, and pull it back to C+ by means of J~x = J. Actually we shall construct Z£ in 21 = {(s, y) £ RN+X ,s<0, \y\2 -s2 -tQXs > 0}. This will immediately give the global estimates announced in Theorem 1; moreover, constructing approximate solutions defined beyond STiC.
will also turn out to be useful for the proof of Theorem 2. The first step is to obtain the phase <J> of the oscillations of Zf_. Define Ho = {(t, x) £ C+,t2-\x\2 -t0t = 0}, and for m £ Qfc\Qa, put h(t, m) = (t, m + (t-t0)\y/'(m)\-xy/'(m)) as before, ym = {h(t, m), t £ R} . It follows from the results of §4 of [4] We are now ready to start the construction of the announced oscillatory approximate solution Z£ of (3.1) such that (crN~xZe) o J will be the sought approximate solution z£ of Theorem 1. WKB local approximate solutions for first order quasilinear hyperbolic systems have been constructed in [5] , but treating the second order scalar case directly without reducing to a first order system gives a somewhat simpler and more explicit construction. Put V0' = {(s, y) £ V, s < 0} . We shall construct an approximate solution of (3.1) in 31 with oscillations (of phase O) contained in V0'. To simplify the writing, it is convenient to extend the function <P given by Lemma 4.1 to 3 as a C°°(3) function, which we also denote by <P. With this notation, we shall find a C°° approximate solution Ze(s, y), e > 0, of the following form: where (s, y, 6) y-> Gk(h ; s, y, 8) and (s, y, 8, e) !-► 5?v+x (h; s, y, 8, e) are C°° functions (depending on Zj , DkZj, deZj , Dk<&, 1 < j < p, 0 < k < N), periodic of period 2n with respect to 8. Henceforth, g'j(s,y,Z,P) and g(s, y, Z , P) will be the functions appearing in (3.1). It is convenient to introduce the following notations, which will be used repeatedly in this section:
Now we may write, since Zx is independent of 8 : 
where Fk , 1 < k < p -1 , is the coefficient of ek in the Taylor expansion (in powers of e) of the left-hand side of (4.5). Making use of an expansion of type (4.3) for g'J and g (with u=p-l) and grouping the coefficients of the same powers of e, we find that (with X, Q, A as defined just before (4. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use (4.11), (4.12) determine Zx in C_ ; however as already pointed out before, we want to construct an approximate solution of (3.1) in 3. So let us describe now an extension procedure which will be useful. Until the end of this paper, we shall put r = (to- if (s,y)£ J ({to} x(nb\Ua)), 0GR.
In the study of (4.15), (4.16) we shall make use of the following lemma. To study (4.15), (4.16), it is convenient to introduce new coordinates which will straighten out the integral curves of X. Let ym, h(s, m) be as at the beginning of the present section, and put ym = {h(s, m), s £ R} . From standard properties of solutions of Hamilton-Jacobi equations (see e.g. [3] ) it follows that D0® = -\Dip(m)\ at each point of ym n V ; hence s >-> h(s, m) (restricted to those values of s for which h(s, m) £ V) is the integral curve of (Dq®)~xX through (-l/to, m). In V new coordinates (s, m) can be defined by the relation h(s, m) = (s, y): when 5 > -l/to, this follows from the convexity properties of ip (see e.g. [3] for consequences of such convexity properties); when s < -l/to, this can be checked using the conformal inversion J (which transforms do<p-do-Ex<J<Ndj'P-dJ int0 (s2-\y\2)2_(Do®-Do-Ex<j<NDJ^-Dj) and so maps sets {(t, x) £ yn, t > to}, n £ £lb\£la, onto sets pSTlC-, Since Summing up, the conditions Fj(s, y, 0) = 0, 1 < j < p-1, can be satisfied by a suitable choice of Zk , 1 < k < p -1, and of dgZ^ (with the properties described in (4.28) and the consequences given in Remark 4.1). To determine Zfi by means of (4.29) we must still choose Z* ; Z* should also satisfy suitable initial conditions on H. For any choice of Z* £ C°°(3), the corresponding Z£ would be an approximate solution of (3.1); but some caution is necessary if we want to obtain from Z£ a smooth approximate solution of (2.1) when t > t0 and x G R^. We revert the transformation z >-* Z used for getting (3.1); namely we put (for 1 < j < p -1, and later on also for j = p) if i=0, 1 and (s, y) £ H. Define Z^ by means of (4.29), and then zM by the relations (4.38), (4.39) (with j = p). Repeating the reasoning made for Zj, j < p, we obtain that zn G C°°([/0, +oo[xRA' x R). (The same would also hold e.g. if Z*(s, y) = 0 only when \y\ > s + r' with some r' > r). Because of (4.38), (4.39), the functions z}(t, x, 8), 1 < j < p , are independent of 0 when J(t, x) f. VQ" , that is, when (t, x) <£ W. Notice that it follows from the construction of Zx, ... ,ZM that Z£ G C°° (3) , that Z£(s, y) = 0 if \y\ > s + r, and that for each £o > 0 , one can find CQ G R such that (4.41) \DaZe(s,y)\ < Ca(e + e2~M) if (s, y) £ 3 and 0 < e < e0.
We may now complete the proof of Theorem 1. Assume first that to > 0 is so large that all the steps of the construction of Z£ and all the estimates of License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Z£ described above are valid. Then let Z£, R^ be as above. Define Zj, I < j < p as in (4.38), (4.39); put ze(t,x) = (t2 -|x|2)-(Ar~1)/2Z*(/(', x)) if t > to and (t, x) £ C+, z*(t, x) = 0 if t > t0 and (t, x) £ C+; define also Re(t,x) = (t2 -\x\2)-(N+3V2Rn(J(t,x), <p(t,x)/e,e) if t > t0 and (t,x) G C+, Re(t,x) = 0 if t > t0 and (t,x) $ C+. All the properties announced in Theorem 1 follow easily if we make use of (4.41), (4.10) (and of Remark 2.5). Now if /0 is any real number, Theorem 1 also follows because we may, by a translation of t, reduce to the case where to > 0 is as large as we please. The proof of Theorem 1 is complete. Remark 4.2. One could have tried to construct ze(t, x) directly, without using the Kelvin transform, by writing down conditions of the type Fk = 0 coming from (2.1) (and not from (3.1) anymore), and using the given initial data. Actually one can check that this yields the same Zj, 1 < j < p, and the same dgz^ as we have obtained. To see this, put for simplicity 77P(z) = Dz -Y7,o<i j<n f'j(z' z')®fjz ~ f(z' z') ■ Assume that to is large and that z7-, .42) is bounded by Ce^ as e -> 0, where C is a constant independent of A, e (and of t, x); hence the right-hand side of (4.42) is also bounded by Ce^ as e -► 0. Now a formula analogous to (4.5) shows that the functions Fk(t, x, 0), i?M(l, x, 0, e) appearing in (4.42) are independent of A. Therefore if we now take tx > to, xx £ RN, 8X £ R, t = tx , x = xx, X = edx -<p(tx, xx), we obtain from (4.42) that Tk(tx, xx, 8X) = 0, I < k < p-I. (Of course, the introduction of A is not necessary to obtain that result when (tx, xx) does not belong to the set W occurring in Theorem l(i)). Since tx, xx, 8X are arbitrary, we conclude that if z;, 1 < j < p, are defined by (4.38), (4.39), we obtain that Fk(t, x, 8) = 0 if 1 < k < p -1, t > t0, x £ RN , 0 G R. Now by the same arguments as those used for proving (4.28), we see that there is only one way of constructing zt(t ,x,0), 1 < / < p -1, and dgz^t, x, 8), all periodic of period 271 with respect to 0 , with zx independent of 0 , such that the mapping 0 i-> dgz^(t, x, 0) has an antiderivative periodic of period 2n, and such that the following conditions hold: Fk(t, x, 8) = 0 if 1 < k < p -1, t > to, x £ RN, 8 £ R, d9z,(t,x, 8) = C/(x, 0) and d^(J2n z"(t, x, 8)d8) = coJn(x) if 2 < / < p, j = 0, 1, 1 < n < p -1, t = t0, x £RN, 8 £ R. Hence the functions Zj, 1 < j < p -1, and dgzM defined by means of (4.38), (4.39) when lo is large are the same as those one would have obtained by solving the equations Fk = 0, 1 < k < p -1, taking the initial conditions given by C/, con into account. However, working with Z£ gives immediately precise decay estimates for z£, Re; considering approximate solutions defined beyond 3 nC-will also be useful for proving Theorem 2 in the next section. Remark 4.3. The strong convexity assumption associated to y/ is important. First it prevents characteristic surfaces from having caustics (but for this mere convexity would be enough), but it also plays a role in the global existence of the function z2(t, x, 0); for this global existence, the size of N also matters. To see this, let us keep all the assumptions and notations introduced in §2, except that now we do not assume any more that the sets Qx are strongly convex, but only that they are convex (so no caustics appear). Assume that cp is a solution of do<p + \dxcp\ = 0 in V such that f\t=t0 = V, and let us try to find an approximate solution ze(t, x) = ezx(t, x) + tl2<j<ueJzj(t> x, cp(t, x)/e) of (2.1) with Zj satisfying initial conditions when t = to as described in the statement of Theorem 1. Let us apply the method used above, but directly in the variables (t, x) (cf. Now the Hamilton-Jacobi theory shows that cp(h(t,m)) = y/(m); therefore a simple computation based on inverting the map m *-* h(t, m) shows that (Ucp/2docp)(h(t, m)) = £?(t, m) (cf. also Lemma 3.1 of [3] ). The HamiltonJacobi theory also implies that djcp(h(t, m)) = djip(m) if i > 0 and that (cf. above) d0y(h(t, m)) = -\tp'(m)\. It follows that Ax(h(t, m)) is independent of t, so let us write Ax(m) = Ax(h(t, m)). Put B2(t, m) = -Bx(h(t, m)). For fulfilling (4.43) we must choose zx such that Dzx(t,x) = 0 if t > to, x £RN (cf. (4.13) ). We should also have d^zx(t0, Assume that for some n £ N with n < N -1, we have Xj(m) > 0 if and only if j > N-n (if n = 0, we mean by this that no Xj(m) is > 0). In the strongly convex case treated in Theorem 1, we have n = JV -1, but assume now that n < 2 (and N is arbitrary). Also assume that Ax(m) ^ 0. For some t > 0, we have 77?(t, m) < n/2(t -to + t) if t > to; hence it follows at once that I /" (4.47) / A2(s,m)ds -> +oo asr-»+oo.
I A)
But (1 + |r| + |x|)(Ar-"/2|f3az1(l, x)| is bounded (cf. e.g. [7] ); hence if N > 3 (or if e.g. zx = 0 and TV < 3), we obtain that, for some C > 0, I A> Now let us try to solve (4.45), (4.46). If (4.47), (4.48) hold, it easily follows from the method of characteristics that even if we impose that sup \dgC2\ <3, with 3 as small as we please, suitable choices of (2 will produce intersecting characteristics (for (4.45)) on each of which w should take a different constant value; therefore (4.45), (4.46) will have no global smooth solution for such choices of (2.
Proof of Theorem 2
Let us keep the notations of the preceding sections. Write
To prove Theorem 2, the main point will be to construct, for e small, a solution Zf of (3.1) in 3* n C_ such that Dk(Zf -Z£) = 0 on H* when k = 0, 1.
In order to use the results of [5] , we shall truncate g'J, g, and then reduce to a symmetrizable hyperbolic first order system in a standard way as e.g. in [4] . Let 3X g]0, 1[ be a constant to be chosen later. Let gij(s, y, Z, P), 0 < i, j < N, and g(s, y, Z , P) be C°°(R x R* x R x R*+1) functions satisfying the following conditions: (1) g'j = gji; (2) g'j = g'j in a neighbourhood T of {(s,y,0,0),(s,y) £ C_}; (3) g = g in T; (4) gli(s,y,0,0) = d$pg(s,y, 0,0) = 0 if (s,y) £ R x RN and \a\ < 1. Choose T and g'j, g in such a way that for some r3 > 0, Eo</,;<jv \gij(s> y, z, P)\ + \g(s,y,Z,P)\ =0 if (s,y)£ 3*, |y|>r3, Z GR,and P £ RN+X, and that Ho<i,j<N\gij(s,y,Z,P)\<3x if (s,y)£ 3*, ZGR,and PeR^1. We shall replace the study of (3.1) by the study of This is justified since, in 3nC-, the solutions Z we shall handle will be small and will have a small gradient. Dividing (5.1) by 1 -g°°(s, y, Z, DZ), we shall also assume that g00 = 0. Put W = g'J if i, j > 0, hi0 = g0i + gi0 if i > 0, uj = DjZ if 0 < j < N. We have for each a = (a0, ... , aN) £ NN+X such that a0 = 0 and \a\ < (5.12) fi, one can find Ca > 0 such that \\Da(lf -TJc)(s)\\ < Cae"~M if -1 < s < 0 and 0 < e < e0 .
(In the present situation, the function U_ provided by Theorem 1.1 of [5] is a C°° function because its initial value y i-> U_ (-1, y) is a Cg° function; this standard regularity property follows from [12] or [11] .) The following proposition, which will be used later on, shows that we still have estimates of type (5.12) when we allow derivatives with respect to s . From Proposition 5.1 it follows at once that, for some Q' > 0, (517) jJjDa+u(z-E-2e)(s^y^2dsdy^cy{fl~lal) if 0 < e < eo, \u\ < 1, and \a\ < p.
We may now complete the proof of Theorem 2. Assume first that lo > 0 is so large that all the steps of the construction of Z£ and all the estimates of Z£ described in §4 are valid. As already pointed out before (5.5), we have ZE = ZE in 3 n C_ . Furthermore, if e is small enough, it follows from (5.16), (4.41) , and the definition of gij, g that Zf is a solution of (3.1) in 3 DC-. Let z£ be as defined at the end of §4; recall that ze(t, Actually since J commutes with the orthogonal transformations in the x variables, it is enough to prove (5.19) when X/ = 0 for j > 2, in which case it follows easily by induction on 7Y. Part (ii) of Theorem 2 follows easily from (5.17), (5.19 ). This completes the proof of Theorem 2 in case to is large enough. Now if lo is any real number, Theorem 2 also follows because we may, by a translation of t, reduce to the case where lo > 0 is as large as we please. The proof of Theorem 2 is complete.
It only remains to prove Proposition 5. 
