Frequency stability characterization of a broadband fiber Fabry-Perot
  interferometer by Jennings, Jeff et al.
Frequency stability characterization of a
broadband fiber Fabry-Pérot interferometer
JEFF JENNINGS,1,2,8 SAMUEL HALVERSON,3,4,5,6,7 RYAN TERRIEN,1
SUVRATH MAHADEVAN,3,4,5 GABRIEL YCAS,1 AND SCOTT A.
DIDDAMS1,2,9
1National Institute of Standards and Technology, Boulder, CO 80305, USA
2Department of Physics, University of Colorado, Boulder, CO 80309, USA
3Department of Astronomy & Astrophysics, The Pennsylvania State University, 525 Davey Lab, University
Park, PA 16802, USA
4Penn State Astrobiology Research Center, University Park, PA 16802, USA
5Center for Exoplanets & Habitable Worlds, University Park, PA 16802, USA
6Department of Physics and Astronomy, University of Pennsylvania, Philadelphia, PA 19104, USA
7NASA Sagan Fellow
8jeffrey.m.jennings@colorado.edu
9scott.diddams@nist.gov
Abstract: An optical etalon illuminated by a white light source provides a broadband comb-like
spectrum that can be employed as a calibration source for astronomical spectrographs in radial
velocity (RV) surveys for extrasolar planets. For this application the frequency stability of the
etalon is critical, as its transmission spectrum is susceptible to frequency fluctuations due to
changes in cavity temperature, optical power and input polarization. In this paper we present
a laser frequency comb measurement technique to characterize the frequency stability of a
custom-designed fiber Fabry-Pérot interferometer (FFP). Simultaneously probing the stability
of two etalon resonance modes, we assess both the absolute stability of the etalon and the
long-term stability of the cavity dispersion. We measure mode positions with MHz precision,
which corresponds to splitting the FFP resonances by a part in 500 and to RV precision of ≈ 1 m
s−1. We address limiting systematic effects, including the presence of parasitic etalons, that need
to be overcome to push the metrology of this system to the equivalent RV precision of 10 cm
s−1. Our results demonstrate a means to characterize environmentally-driven perturbations of
etalon resonance modes across broad spectral bandwidths, as well as motivate the benefits and
challenges of FFPs as spectrograph calibrators.
© 2017 Optical Society of America
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1. Introduction
Intrinsically stable, broad bandwidth wavelength calibration sources are a necessity in high
precision astronomical spectroscopy aimed at measuring Doppler radial velocity (RV) shifts at
and below the 1 m s−1 level [1]. This is equivalent to a fractional Doppler shift of < 3 × 10−9, or
< 2 femtometers at 600 nm. Such high precision RV measurements are central to the discovery
and characterization of exoplanets [2] and could also enable direct measurement of the cosmic
expansion [3]. Conventionally, atomic emission lamps (such as Thorium-Agron and Uranium-
Neon) [2, 4] or molecular absorption cells (I2, CH4) [5, 6] have been used as stable wavelength
references to calibrate stellar spectra recorded by astronomical spectrographs to a precision of 1 –
3 m s−1. These calibrators have been central to the tremendous success of Doppler RV searches
for exoplanets over the past decades. However they also suffer from finite bandwidth, non-uniform
spectral features and line blending, making them insufficient for next generation spectrographs
aimed at ultimately reaching 1 cm s−1.
Recently, laser-based photonic systems have shown promise as calibration tools for precision
astronomical spectroscopy [7–11]. Among these, laser frequency combs (LFCs) have emerged as
optimal calibration sources which, when combined with ultra-stable high resolution spectrometers,
could enable RV measurement precisions of < 10 cm s−1 [13, 14]. A self-referenced optical
frequency comb has the unique characteristic of providing a broad array of narrow emission
lines whose exact spacing and frequencies are referenced to stabilized frequency standards
with fractional uncertainties of < 10−12 [11, 15]. Laser frequency combs based on mode-
locked lasers and electro-optic frequency modulation have both been employed in proof-of-
concept tests at astronomical observatories [8, 10, 11, 16, 17], and facility-level instruments are
presently coming online or being constructed for several state-of-the-art spectrographs under
development [16, 18–20].
A passive Fabry-Pérot (FP) etalon has also been suggested as an astronomical wavelength
calibration source for high precision Doppler measurements [21–23]. When illuminated by a
broadband light source, the transmission of an etalon consists of a broad array of comb-like
spectral features. Particular advantages of the FP include rich spectral information content, low
optomechanical complexity, and relatively low cost. Our recent work has shown that a fiber-optic
integrated implementation, a fiber Fabry-Pérot (FFP), illuminated by a supercontinuum source
enabled < 2 m s−1 short-term calibration of the APOGEE near-infrared spectrometer [22].
However in contrast to broadband optical frequency combs, the FP transmission modes are not
strictly uniform in spacing, and their absolute frequencies are tied to the optical and mechanical
properties of the etalon itself (rather than a stabilized atomic standard), which can fluctuate and
drift with local environmental changes in temperature, pressure, and humidity. Even with precise
temperature or mechanical stabilization [21, 22], or direct optical locking of the FP cavity to an
atomic reference [24], long-term changes of the cavity dispersion and material properties will
impact absolute spectral stability of the FP output. Although some research efforts have focused
on the use of optical cavities as a frequency transfer tool in atomic spectroscopy and frequency
metrology [25–29], the ultimate utility of a broadband FP calibrator for astronomy, particularly
over long timescales, is not yet fully understood or quantified.
In this paper we take steps to progress that understanding. We introduce a technique to
characterize the frequency stability of a FP cavity and apply it to a custom FFP that we have
constructed for operation in the 780 – 1350 nm wavelength region. By simultaneously measuring
and tracking multiple FP resonances over days, we can quantify the impact of environmental
perturbations on both the absolute stability of the etalon and place an upper limit on changes in
the cavity’s chromatic dispersion. This technique allows us to identify the line centers of the FP
resonance with a precision of ≈ 1MHz, equivalent to an RV precision of 1 m s−1. The intrinsic
frequency precision of the technique is at the 10 kHz level (RV precision of 1.5 cm s−1), and
we identify present limitations as arising from uncontrolled temperature gradients, polarization
mode dispersion of the FFP and parasitic etalons in the measurement apparatus. The results and
the techniques we introduce have significance not only for passively stabilized etalons, but for a
variety of actively-stabilized etalon spectral calibration sources that are proposed or are presently
being constructed.
2. Background
The resonance condition for a Fabry-Pérot interferometer requires that the round trip optical
phase shift k2L must be an integer-multiple of 2pi,
2pim = k2L = 2Lωn/c, (1)
where m is an integer, L is the cavity length, c is the speed of light, and k(ω) and n(ω) are the
frequency-dependent propagation constant and index of refraction, respectively. This relationship
implies that the discrete resonant frequencies ωm, i.e., the cavity longitudinal modes, are given by
ωm = 2pim
c
2Ln
= 2pim × ∆νFSR, (2)
where ∆νFSR is the cavity’s free spectral range.
For an ideal dispersionless Fabry-Pérot cavity the frequency response of the resonance modes
to changes in the cavity length ∆L can be illustrated by a simple ‘rubber band’ model in which
higher frequency modes undergo larger frequency shifts, but for which the fractional frequency
shift (∆ωm/ωm) across the spectrum is constant. The number of modes between two resonance
frequencies predicts their relative frequency response to a changing cavity length, analogous to
equidistant marks on a rubber band whose separations disperse non-uniformly as the band is
stretched. Within this simplified model, the ratio of the frequencies of two modes is independent
of ∆L and given simply by the ratio of their mode numbers, ωm/ωl = m/l. However in a more
realistic model the dispersion of the cavity medium must be accounted for. In this case it is
convenient to use a power series expansion of the frequencies of the cavity modes about a nominal
central mode ω0,
ωm = ω0 + D1m +
1
2
D2m2 +
1
6
D3m3 + .... (3)
In this expansion D1 = 2pivg/(2L), where the group velocity vg = c/(n+ω(dn/dω)) is evaluated
at ω0. D2 = −cD21k2/n is related to the group velocity dispersion of light in the cavity with
k2 = d2k/dω2, also evaluated at ω0. The next term in the expansion accounts for third-order
dispersion [30]. Here we have also re-indexed the integer m such that its value is zero at ω0.
In the experiments described in Section 3 we measure the absolute frequency fluctuations of
two of the FFP’s modes, m and l, using probe lasers at 281.6 THz (≈ 1064 nm) and 227.3 THz
(≈ 1319 nm). The question then arises: at what magnitude of ∆L would we expect the measured
ratio of frequency shifts, r = ∆ωm/∆ωl to depart from the constant ratio m/l ≈ 1.239? When
we include the next higher order (D2) dispersive effects, evaluation of Eq. (3) with parameters
of fused silica shows that ∆ωm/∆ωl departs from a constant ratio by a few parts in 10−5 for a
cavity length variation of ≈ half a wavelength (500 nm). This would correspond to an optical
frequency shift of one of the FFP modes employed here by ≈ 30 GHz, which is a factor of at
least 10 greater than any frequency shift we observe. Thus our analysis implies that if one of
the FFP modes could be precisely stabilized with uncertainty ∆ωl , the frequency stability of
a distant mode could be expected to be similarly stable at the level of ∆ωm < r∆ωl(1 + 10−5).
This deviation is significantly smaller than we can resolve in present experiments. In Section 4.1
we describe measurement conditions that yield recovery of the expected mode ratio of 1.239 to
within a precision as good as 10−3, limited by our ability to characterize the center frequency of
individual FP modes.
3. Experimental setup
The approach we employ to characterize the stability of the FFP is adapted from that of [31]
and is shown schematically in Fig. 1. The concept is to use a near-infrared, self-referenced,
octave-spanning LFC [11] to calibrate the scanning of two continuous wave (CW) lasers that
are transmitted through the FFP at 281.6 THz and 227.3 THz. This allows us to simultaneously
measure and track the frequencies of two FFP modes in real time. In principle this approach
could be extended to even broader bandwidths by employing additional tunable lasers covering
greater spectral range or with the technique of dual-comb frequency spectroscopy [12].
The FFP has been described in greater detail elsewhere [32]. As shown in Figs. 1(c) and
1(d), it consists of an approximately 3.4 mm piece of HI-780 single mode optical fiber that is
potted in a ceramic ferrule with reflective coatings on the end faces. The reflective coatings
operate over the range of 750 – 1350 nm with finesse F = 100, and the nominal free spectral
range of the etalon is FSR = 30 GHz (0.11 nm at 1064 nm). Additional HI-780 single mode
optical fibers are butt-coupled to the FFP to couple light both into and out of it. A 10 kΩ
thermistor sensor is epoxied to the top of the FFP; a 0.5 A thermoelectric cooler (TEC) is epoxied
to its central base. These are used with a commercial bench-top temperature controller in a
proportional-integral-derivative (PID) loop to maintain a fixed cavity temperature.
While the FFP temperature is being controlled, the CW lasers are periodically scanned across
their respective FFP resonances by applying a sawtooth tuning voltage profile with period of
100 s to each laser’s temperature. While the start and stop of the scan is synchronous for both
lasers, the scan magnitudes are different, and they are offset such that the two wavelengths do not
come into resonance simultaneously. The power incident on the FFP is kept at or below 1 mW in
order to minimize laser-induced heating of the FFP that might arise from residual absorption or
light scattering. After transmission the 1064 nm and 1319 nm beams are de-multiplexed in fiber
and sent to separate detectors where the transmitted power from each laser is photodetected and
digitized.
Simultaneously, but in two separate detector channels, the CW lasers are heterodyned with
Fig. 1. (a) Concept of the FFP characterization scheme. Two CW lasers are scanned across
two spectrally displaced FFP resonances while their frequency positions are tracked relative
to a 250 MHz, self-referenced optical frequency comb. (b) More detailed experimental
configuration showing major optical and RF components used to scan the etalon resonances.
(c) Schematic of the FFP under study, showing thermal heat-sink, thermoelectric cooler
(TEC), thermistor, 3.4 mm fiber cavity in a ferrule, and (d) a photo of the same.
Fig. 2. Frequency domain diagram of the calibration ‘tick’ generation. A CW laser is
swept between neighboring frequency comb modes m and m + 1 of frequency νm and
νm+1, respectively. This generates two heterodyne beats at frequencies fb and f ′b , which
are subsequently mixed against local oscillators at 31.25 MHz and 93.75 MHz. Within
each 250 MHz optical window between adjacent comb modes, four calibration ticks are
consequently generated: exactly when fb = 31.25MHz, fb = 93.75MHz, f ′b = 93.75MHz,
and f ′
b
= 31.25 MHz. These occur when the CW laser crosses the points denoted in the
diagram at 1/8, 3/8, 5/8, and 7/8 of the 250 MHz interval.
  
Forward scan       Backward scan
Δνtick=62.5 MHz
(frep/4)
Fig. 3. (a) A forward (increasing frequency) and backward (decreasing frequency) scan of the
laser showing the resonance mode at 1064 nm (grey) and calibration ‘ticks’ (black). The gap
between the two scans is the read-out period. (b) Zoom on a subset of neighboring frequency
ticks. (c) A further zoom on the digitized voltage comprising a single tick and the Gaussian
fit that determines its centroid. Here the time acquisition axis has been transformed to a
frequency scale (see Fig. 4) in order to illustrate the achievable precision (this transformation
exploits that the spacing is frep/4 = 62.5MHz).
the spectrally-broadened output of a self-referenced Er:fiber laser frequency comb (LFC) with
repetition rate frep = 250MHz. The LFC is stabilized to a hydrogen maser with absolute optical
uncertainty below 100 Hz on the 100 s timescale, which is equivalent to an RV precision of
< 0.03 mm s−1. As detailed in Fig. 2, in each 250MHz optical window there are two heterodyne
beats corresponding to the interference of a CW laser with comb lines m and m + 1. As the CW
laser is scanned, these heterodyne beats also scan across the 250 MHz window, where they are
mixed with RF fixed local oscillators (LOs) at 31.25 MHz and 93.75 MHz, down converted to
baseband, low-pass filtered, amplified, and digitized. Our choice of the LO frequencies provides
a calibration ‘tick’ each time the CW laser moves 62.5 MHz, or at precisely frep/4. We note that
our approach of using fixed frequency LOs to down convert to baseband, in contrast to bandpass
filters and high-speed digitizers used in [31], yields a reduced uncertainty in the frequency
calibration.
The result of the data acquisition is shown in Fig. 3. Once the calibration ticks are digitized
we perform a least-squares fit of a Gaussian function to determine the centroid acquisition time
(and therefore relative frequency) associated with each tick (see Figs. 3(b) and 3(c)). The known
frequency spacing of the calibration ticks at frep/4 provides pairs of discrete points that map
acquisition time to relative frequency. We then use a fit to this data set to remove nonlinearities in
the laser frequency scan as shown in Fig. 4. A simple linear fit over the full 100 s scan reveals a
significant nonlinearity, while a sixth order polynomial fit over the central 60 seconds reduces the
uncertainty in our calibration of the frequency axis to < 50 kHz as indicated by the residuals in
Fig. 4(b).
With the frequency axis now determined, the FP transmission resonance data are fit with a
Lorentzian (or double Lorentzian, in the case of two prevalent polarization modes of the 1319
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Fig. 4. (a) Calibration of the frequency axis for a single etalon scan, where each point is
the centroid of a Gaussian fit to a calibration tick in Fig. 3. Residuals to a linear fit of these
points for the full 100 s scan (red, left axis) and a sixth order fit to the central scan region of
20 – 80 s (black, right axis) are shown in the second panel. (b) Across ≈40 hr of scans, the
linear fit to the full scan shows asymmetric residuals. (c) A higher order fit to the central
region yields an RMS scatter of 29 kHz.
Fig. 5. A single scan of two etalon resonances using the frequency axis obtained in Fig. 4,
with resonances at (a) 1064 nm and (b) 1319 nm shown with Lorentzian fits and fit residuals.
All plots are normalized to the maximum signal voltage of the 1319 nm resonance. A
low-pass filter is applied to the residuals, shown in blue and red, respectively. Residuals over
the FWHM of the peak at ∆ f = 1.43 GHz in (b) have an RMS scatter of 0.006. Ticks used
to calibrate the frequency axes are shown at top. The asymmetry in the 1064 nm peak is
discussed in Section 3. The effect of parasitic etalons seen in the 1319 nm resonance peaks
is discussed in Section 4.4.
nm resonance) profile whose centroid is assigned as the peak resonance frequency. An example
case is shown in Fig. 5. Altering the input polarization in the 1319 nm mode, we can adjust
the prominence of the second birefringence peak; it can be brought to parity with the first peak
or suppressed into the noise. The frequencies of both polarization modes are tracked across
scans, and we observe no difference between them in frequency response. The residuals suggest
an achievable noise-limited centroid measurement precision of ≈ 1MHz, limited by the RMS
background level of the noise of 0.6% on a single scan. However these scans also show features
in the resonances not described by the Lorentzian fits. For the 1319 nm resonance we observe
higher frequency interference that arises from residual etalons formed between various fiber
interfaces in the system. While we have attempted to minimize these etalons, they still impact the
determination of the line center.
The 1064 nm resonance shows a persistent feature on the low frequency side that we cannot
attribute to birefringence or a residual etalon in the external fiber components. While this
discrepancy from the expected Lorentzian transmission profile is stable in time, it too can affect
the determination of the line center. We expect to observe two birefringence peaks at every etalon
mode (see [22]). However at 1064 nm we observe no clear changes in the resonance profile
(beyond amplitude changes) in response to a varied incident polarization. The profile of the single
observed peak is not well described by a combination of two Lorentzians.
To address these effects and verify the accurate tracking of the FFP modes, we independently
develop two distinct data fitting and analysis approaches. Both approaches produce results that
agree at the 1% level, but for consistency all numbers quoted here come from a single approach.
4. Results and discussion
To illustrate the utility of the techniques outlined above we record several measurement time
series, tracking the etalon resonance modes at 1064 and 1319 nm over trials spanning 30 minutes
to > 50 hours. The etalon transmission peaks and heterodyne frequency marker data series are
both constantly recorded over the measurement period, and we track the frequencies of the two
FP modes while the temperature of the etalon is controlled using two different techniques. In the
first (Section 4.1), we drive the temperature of the etalon with a periodic ramp. In the second
(Section 4.2), we ‘fix’ the temperature of the cavity using a tuned PID loop and feedback to the
thermoelectric heater/cooler on which the FFP is mounted. The methods yield similar results,
though both show structured noise that is likely dominated by systematic effects not directly
related to the FFP (discussed in Section 4.4).
4.1. Applied temperature ramp measurements
In all trials, of both the type discussed here and in Section 4.2, systematic effects (explored
in Section 4.4) appear to be biasing our recovered resonance mode frequencies. In an attempt
to dominate this bias with a high signal-to-noise, in this set of trials we maximize the relative
frequency displacement between the two resonance modes by driving the etalon temperature. We
do this by applying a sawtooth voltage profile to the temperature servo setpoint, the resulting
low frequency (1 − 2 hour periodicity) temperature ramps having amplitude & 0.1 oC and
corresponding temperature gradients between ≈ 0.1 − 4.0 oC hr−1. These gradients are 1 – 2
orders of magnitude larger than ambient lab temperature variations and yield a high signal-to-noise
measurement of the differential frequency shift between the two resonances. With this method
we consistently recover the expected ratio of the 1064 nm and 1319 nm mode frequencies to
within measurement precision of 10−3 fractional. See [33] for a fuller discussion of the thermal
response of a single resonance mode over shorter duration trials.
Figure 6 shows a 20 hr trial with this measurement technique, using a temperature ramp with
amplitude 0.4 oC and 2 hour period. The ratio of the frequency responses at 1064 nm and 1319
nm is described well by a linear fit with slope of 1.240 ± 0.001, agreeing within uncertainty with
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Fig. 6. (a) A sawtooth voltage ramp is applied to the servo setpoint controlling the cavity’s
temperature, yielding a temperature gradient of 0.4 oC hr−1. The change in the cavity’s
internal temperature as reported by the servo system, ∆Tint (dashed, black) and corresponding
resonancemode responses (blue at 1064 nm, red at 1319 nm) are shown. (b) Zoomon a portion
of the scanning period. Gaps occur where the calibrating frequency comb was temporarily
unavailable. (c) Change in the ambient lab temperature, ∆T , over the measurement period.
(d) Frequency change of the 1064 nm resonance plotted against the drift of the 1319 nm
mode, with a linear fit giving a mode ratio of 1.240(0.001). (e) Histogram with 1 MHz bins
of the residuals to the linear fit on the data in (d). (f) The fit residuals as a function of time
over the measurement period, discussed in Section 4.4.
the ratio of the mode numbers. However the residuals to this linear fit show a clear temporal
trend (Fig. 6(f)), this structured noise indicating a temporally varying component to the mode
drifts that is not fully quantified by a simple linear fit to the frequency responses of the two
modes. The effect is more pronounced when controlling the etalon temperature at a fixed value
(Section 4.2) than when deliberately driving with a thermal ramp as done here (discussed further
in Section 4.4).
4.2. Measurements with FFP temperature control loop engaged
In the next set of experiments the FFP is controlled at a fixed temperature rather than over an
applied periodic temperature ramp, with the consequence in some (but not all) trials being a
less accurate measured mode ratio. Consequently, comparison between results with this method
and those obtained when driving the cavity temperature rely upon our ability to accurately
monitor absolute frequency shifts of the FFP resonances. Figure 7 underscores this point;
while the temperature control at the sensing thermistor indicates fluctuations of <0.002 oC, we
nonetheless observe a strong correlation between the measured mode frequencies and the ambient
lab temperature. This is evidence of insufficient thermal isolation that results in temperature
gradients in the present FFP package and is a valuable reminder that in-loop monitoring of
such a temperature servo does not guarantee corresponding stability of the FFP. A comparison
of Figs. 7(a)–(c) shows the < 0.5 oC changes in lab temperature clearly driving the measured
resonance mode behavior at 1064 nm and 1319 nm, with higher temperatures shifting the modes
to lower frequencies. Focusing on the frequency variations at 1064 nm in Fig. 7(c), we observe
hysteresis when we plot the frequency as a function of lab temperature in Fig. 7(d). This behavior
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Fig. 7. Measurement trial for which the FFP thermal control loop is attempting to hold
the cavity temperature constant, shown in a similar fashion to Fig. 6. In spite of the active
thermal control loop, a clear correlation is observed between the ambient lab temperature in
(a) and the frequencies of the two etalon resonance modes in (b) and (c). Note that the larger
range in lab temperatures in (a) compared against Fig. 6(c) is due to less well regulated
lab temperature control during the former, causing the diurnal trend. (d) Frequency of the
1064 nm mode as a function of lab temperature, exhibiting hysteresis. Color codes represent
different time segments of the data. (e) Frequency change of the 1064 nm resonance plotted
against the drift of the 1319 nm mode, with a linear fit giving a mode ratio of 1.235(0.004).
(f) Histogram of the residuals to the linear fit (1 MHz bins). (g) The fit residuals as a function
of time over the measurement period, showing measurable structure.
would likely be reduced with improved thermal isolation. Nonetheless, for this 35 hr trial, we
find our measurements of the ratio of the mode frequencies are similar to those presented in
Fig. 6; Figs. 7(e)–(g) show a mode ratio of 1.235(0.004) over the full run, agreeing within
uncertainty with the expected mode ratio. Note that additional trials conducted with this method
show agreement with the expected ratio in some cases but departure from it at the 1σ level in
others.
4.3. Simulated frequency lock of the FFP
To test the potential for improvement in our stable temperature trial in Figs. 7(a)–(g), we
simulate the case in which the FFP cavity length is locked at one wavelength, e.g., to an optical
frequency reference as in [23, 24, 26], with the expectation that frequency stabilizing one mode
would stabilize all FFP modes. The precision with which the out-of-loop modes are stabilized –
particularly those far from the stabilizing frequency – remains an outstanding question in the
field. In this analysis we use the measured ∆ f1319 frequency from Fig. 7 and simulate the effect
of a frequency servo with negative feedback by dividing ∆ f1064 by 1.239, the magnitude of the
expected mode ratio. In the ideal case we would expect a 1.239 MHz shift at 1064 nm for a 1
MHz shift at 1319 nm such that ∆ = ∆ f1319 − ∆ f1064/1.239 = 0. The result, with ∆ f1064/1.239
and ∆ f1319 overplotted in Fig. 8(a), shows a mean difference of ∆ = 3.17(0.20)MHz (assuming
a Gaussian noise distribution). This suggests that if we were to frequency stabilize the 1064 nm
mode, limiting factors in our current system would still preclude an accurate prediction of the
effect of a perturbation on the 1319 nm mode frequency at the few MHz level. Such limiting
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Fig. 8. (a) Frequency drift (∆ f ) of the 1319 nm (red) and 1064 nm modes (blue) for the trial
shown in Fig. 7, where the 1064 nm data have been scaled by the expected mode ratio (1.239)
to match the observed frequency shift of the 1319 nm resonance. The 1064 nm and 1319
nm response curves are offset by the difference of their means; in the absence of systematic
errors and measurement uncertainties, they should be identical. (b) Allan deviation to the
frequency difference in (a). The noise properties of ∆ f1319 − ∆ f1064/1.239 provide insight
into the overall frequency stability of the FFP. See Section 4.3 for further discussion.
factors notably include the larger spread in 1319 nm frequencies relative to 1064 nm in Fig. 7(a);
this may be due to a high frequency parasitic etalon with its own thermal responsivity affecting
the 1319 nm measurement (see Fig. 5 and Section 4.4).
The frequency fluctuations in ∆ are shown in the Allan deviation of Fig. 8(b), reaching
sub-MHz values for averaging times of &1 hr. This implies that the actual implementation of a
servo could provide frequency stability at the same level. However the flattening of the Allan
deviation data at averaging times beyond 1 hour also indicates that the noise processes are no
longer Gaussian, as discussed in greater detail below.
4.4. Factors limiting frequency stability
We suspect the presence of parasitic etalons, likely induced by low-level reflections at fiber cable
connection points within the measurement apparatus, is a limiting factor in the measurement of the
intrinsic frequency stability of the FFP. Such parasitic etalons cause the light power transmitted
through the FFP to be a combination of a higher frequency modulated signal and the characteristic
Lorentzian resonances. The modulation depends on the temperature and polarization fluctuations
in the fiber components external to the FFP itself, but can shift the apparent peak of the Lorentzian
resonances. The hypothesis that parasitic etalons are responsible for these behaviors is based on
experience with their effects in similar systems, not on a model tested against the data shown
here; other potential explanations that may be equally supported by the observations include
variable polarization mode coupling between fibers or polarization rotation of the CW lasers.
Our interpretation is that due to their unique response functions to temperature, these parasitic
etalons gradually shift the fitted resonance frequency of the two modes over time. When the
temperature changes are small, the FFP modes themselves are essentially stationary, so the fitted
frequency fluctuations are dominated by the parasitic etalons, which cause a systematic bias.
However when the temperature variations are large, the FFP resonances move accordingly and
the parasitic etaloning is a smaller perturbation. In trials over which the ambient lab temperature
is stable for tens of hours, we see departures from the expected mode ratio as large as the 10−2
fractional level. If this interpretation is correct it suggests, in agreement with our analytic model
in Eq. (3), that measured departures from the expected mode ratio are a result not of the limited
intrinsic frequency stability of the FFP, but instead of imperfections in the optical system.
We can alternatively frame the mode ratio dependence on an applied temperature gradient as
a function of the frequency range (‘spread’) over which measurements are taken. Temperature
gradients of . 0.1 oC hr−1 correspond to frequency spreads of . 200 − 300MHz, small enough
to exhibit departures from the expected mode ratio. These conditions are observed in some
trials for which the cavity temperature is held stable. The opposing case, i.e., trials in which the
temperature of the etalon is driven significantly, lead to a large frequency shift in both of the
probed resonances (and therefore a large difference signal between the two frequencies), and the
mode ratio converges to the expected value within measurement uncertainty. This is shown in
Fig. 9 using data from trials in which the cavity temperature is driven. Here the mode ratio is
determined by taking successively larger bins in ∆ f1064, with bins that span a larger frequency
spread showing a mode ratio closer to the expected value.
For bins in these driven temperature trial datasets with a low frequency spread (which would
be equivalent to measurement trials with a nearly constant temperature), the mode ratio is
systematically lower than predicted. A possible explanation for this bias in the mode ratio
measurement is the thermal response of high frequency parasitic etalons present in the 1319 nm
mode measurements (see Fig. 5). Note that all measurements, whether the cavity temperature
is driven or held stable, are likely susceptible to this error source. Its effect may in the stable
temperature case be an increased scatter in measured ∆ f1319 frequencies, the uncertainty in the
mode ratio measured in Fig. 7 (the most accurate of our stable temperature trials in recovering
the expected mode ratio) being a factor of 4 larger than the driven temperature case of Fig. 6.
The increased spread in 1319 nm relative to 1064 nm mode frequencies is seen further in
Fig. 8(a). Moreover, as mentioned prior, some additional trials not shown here in which the cavity
temperature is stabilized show departures from the expected ratio at the 1σ level.
The effect of these parasitic etalons in the driven temperature trials is suppressed by improved
signal-to-noise but still apparent. The slow temporal drift in the residuals to a linear fit on the
frequency response of the two resonance modes in Fig. 6(f) may be the result of parasitic etalons
gradually pulling our fit for one or both modes in a preferential direction. This temporal structure
may alternatively suggest the inadequacy of our explanatory model to separate the effects of
the parasitic etalons and FFP resonances. To this end we have tested the effect of fitting out the
largest amplitude parasitic etalons, but see no significant deviation from fitted peak frequencies
obtained in individual scans.
Finally, we additionally test resonance mode sensitivities to variations in incident power.
Instantaneous increases in power (contributed equally by the two CW sources) sent into the etalon
between factors of ≈2 – 10 (at most, a step from 100 µW – 1 mW) show no clear effect on the
mode ratio. This agrees with our previous results; by spiking input power we introduce a strong
temperature gradient, to which the mode ratio responds according to the theoretical expectation.
4.5. Steps to improve performance
Based on our findings we suggest the following to improve FFP frequency stability:
i) minimize parasitic etalons. Parasitic etalons seem to pull resonance modes in a complex and
dynamic manner. Fusion splicing the entire optical path up to the etalon would be the optimal
solution.
ii) maintain polarization throughout the system; reduce polarization sensitivity. Variations in
incident polarization significantly alter the relative amplitude of the two birefringence peaks in
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Fig. 9. Mode ratio as a function of frequency ‘spread’ in the 1064 nm resonance mode for
three trials in which the FFP temperature is driven in a sawtooth pattern at 0.4 (black crosses;
see also Fig. 6), 0.13 (purple crosses) and 0.08 (blue crosses) oC hr−1. Median values are
shown as rings. Dashed grey line indicates the expected mode ratio, 1.239. That the expected
mode ratio is always approached from below is discussed in Section 4.4. Inset: Qualitative
illustration of this f1064 spread in the (∆ f1319,∆ f1064) space, with a larger frequency spread
corresponding to a convergence on the expected mode ratio.
our 1319 nm mode; a peak whose frequency is tracked may in the worst case be reduced to parity
with the transmission baseline under polarization changes.
iii) construct the etalon with high heat capacity materials. The use of, e.g., silicon ferrules
would provide high thermal conductivity and a low coefficient of thermal expansion, improving
the FFP’s thermal response.
5. Conclusions
We have presented a measurement scheme to assess the frequency stability of a fiber Fabry-Pérot
etalon, monitoring the relative response of two resonance modes to temperature and properties of
the optical system. We observed a trend toward higher uncertainty for measurements taken over a
smaller frequency spread (or equivalently, smaller temperature range), which we suspect is due
to the presence of parasitic etalons rather than an inherent limitation of the device. We offered a
simple physical model for the FFP’s dispersion and considered factors in the experimental setup
that complicate this behavior, offering steps to mitigate adverse effects.
In its present form the FFP can provide a stable short-term frequency reference. However over
a longer term (hours to days), one mode of the FFP would have to stabilized against an absolute
reference. With such stabilization, our results predict that the frequencies of additional FFP
modes are simply related by the ratio of mode numbers, with a precision as good as ≈ 1MHz
(≈ 1 m s−1 equivalent RV precision). While the FFP may not approach the precision levels seen
with atomically-stabilized laser frequency combs, the simplicity of the design remains appealing,
and with careful treatment of systematic effects described here, the performance of an FFP for
precision RV spectroscopy can likely be improved to the level of 10 cm s−1.
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