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Abstract. Recently, there is an explosive development of ﬂuid approa-
ches to computer and distributed systems. These approaches are inher-
ently stochastic and generate continuous state space models. Usually,
the performance measures for these systems are deﬁned using probabili-
ties of reaching certain sets of the state space. These measures are well
understood in the discrete context and many eﬃcient model checking
procedures have been developed for speciﬁcations involving them. The
continuous case is far more complicated and new methods are necessary.
In this paper we propose a general model checking strategy founded on
advanced concepts and results of stochastic analysis. Due to the problem
complexity, in this paper, we achieve the ﬁrst necessary step of charac-
terizing mathematically the problem. We construct upper bounds for the
performance measures using Martin capacities. We introduce a concept
of bisimulation that preserves the performance measures and a metric
that characterizes the bisimulation.
Keywords: Fluid models, performance measure, bisimulation, modelch-
ecking, computer networks, Markov processes, capacity.
1 Introduction
Performance analysis is an important activity for systems having continuous
state components and / or continuous time transitions. Such systems include
ﬂuid models of communicating and computer networks [22], [20], stochastic ﬂuid
Petri nets [18], [12], stochastic hybrid systems and their applications (air traf-
ﬁc control systems, chemical engineering, automated highway systems, power
systems, nuclear plants, wireless gadgets). In most cases performance analysis
is carried out probabilistically. The most used (engineering) measure for sys-
tem performance is also a measure in the mathematical sense, i.e. a probability.
We follow the probabilistic model checking approach [25] that deﬁnes the per-
formance measure as a probability of a speciﬁc set of events, each event being
deﬁned as a system path with some properties. The probability is counted for
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those sets of paths that start from a given state and pass through a target set
in the state space. We extend this deﬁnition from the discrete case to the ﬂuid
case (continuous and / or transitions). The countable system paths are replaced
by dense (i.e. contiguous) system trajectories. The working mathematicians will
remark that trajectories can be discontinuous, but they have the cadlag property
(right continuous with left limits). Of course, the way we specify the trajectories
diﬀers largely from the manner to specifying discrete paths. The situation be-
comes more complicated when estimations of the probabilities are constructed.
If, in probabilistic model checking [26], combinatorics and discrete mathematics
are used, for contiguous trajectories we have to use advanced stochastic analysis
concepts. In probabilistic model checking both maximal and minimal reachability
probabilities are estimated. In this paper, we construct upper bounds estimation
only.
Most of the ﬂuid models for performance analysis of distributed systems
adopts the Petri nets model of concurrency. In this paper, we adhere to the
process algebra philosophy. A process algebra ﬂuid has been introduced and in-
vestigated in [8]. We have shown that the study of performance analysis of these
systems is equivalent to the performance analysis of strong Markov processes
with cadlag property, which we investigate in this paper.
In this paper, we consider those performability properties that specify upper
bounds for performance measures. In order to make formal these properties we
need a suitable continuous stochastic logic. In [9], we have deﬁned approximate
abstractions for some classes of ﬂuid models for which there exists available a
version of the continuous stochastic logic. This logic may be used to specify the
performability properties of interest to us. The full formality of the approach
we propose can not be achieved because of the limited room of this paper.
Therefore, we present only a strategy based on semantic arguments. Even the
properties would be formally fully speciﬁed, their semantics would be a mathe-
matical statement about upper bounds of the performance measure. Every model
checking procedure for performability properties needs mathematical solutions
for inequality problems involving the performance measure. This absolutely nec-
essary ﬁrst step for performability properties model checking is achieved in this
paper.
In application domains like air traﬃc control there are often sudden physi-
cal changes that requires modiﬁcations in the mathematical model and conse-
quently the probabilities change. A similar case appears in practical situations
when approximations of probabilities are used in decision making and because
of changes in the environment require the recalculation of the approximations.
Our approach covers these kind of situations in a dynamic, conﬁgurable change
prone environment. Moreover, we consider a version of stochastic model check-
ing, meaning that one could get a system abstraction (hopefully simpler or even
ﬁnite state) that preserves the probabilities of critical situations. This technique
requires a suitable concept of bisimulation. In this paper, we present a bisimula-
tion concept and prove that two bisimilar processes have the same probabilities
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The bisimulation concept is very robust because it does not involve the stochas-
tic equivalence of the Markov processes considered. In practice probabilities are
approximated by various statistical methods and therefore it is diﬃcult to check
the equality of transition probabilities (in order to prove the stochastic equiva-
lence of processes).
The basic ingredients we use are Markov processes, capacities, belief functions,
and semigroups. Advanced concepts of stochastic analysis have been used for a
long time in modelling computer networks and the Internet, for example by Kelly
and co-workers [22], [23], Hespanha [21], Katoen, Baier and co-workers [20] etc.
The paper is structured as follows. The next section provides the paper mo-
tivation. The basic background in Markov processes and capacities is given in
section 3. The section 4 contains the problem formulation and characterization.
In section 5 a new concept of stochastic bisimulation is introduced and investi-
gated. The paper ends with some ﬁnal remarks.
2 Motivation
Nowadays, there is a proliferation of models for very large communicating (com-
puter) networks that consider the overall network behaviour as being continuous.
These models are called generically ‘ﬂuid’. The interested reader can easily ﬁnd
nice tutorial on this issue like [23,22]. As the world, we live in, is getting more
and more interconnected, these ﬂuid models become more eﬃcient for studying
the congestion control, the quality of services and various performance measures.
These methods are analytical and the only veriﬁcation methodologies available
are based on stochastic (Monte Carlo) simulations. Other analytical veriﬁcation
methods use some tricky discretisations by employing queue systems.
The focus of the ‘ﬂuid’ approach on modelling is natural, but the approach
suﬀers because of the ad-hoc veriﬁcation methods. In particular, model check-
ing, the mostly used veriﬁcation technique in performability analysis, is not
available. This is because of the lack of sound, adequate analytical techniques.
When probabilities and continuous aspects are considered altogether, the math-
ematical problems get a formidable complexity. In this paper, we address the
mathematical foundations for the stochastic model checking of performability
properties in the ‘ﬂuid’ approach.
The corner stones of the model checking strategy, which we propose here, are
given by a mathematically sound upper estimations of the performance measure
and a bisimulation relation that preserve it. The class of systems that can be
checked has behaviour as strong Markov processes with the cadlag property.
This class is very large and it includes, for example, continuous Petri nets, ﬂuid
stochastic Petri nets (FSPNs), continuous places and / or ﬂuid ﬂow arcs FSPNs,
and stochastic hybrid systems (SHS). Of course, each subclass of systems add
speciﬁc properties to the class Markov processes representing their behaviour.
Our strategy will be reﬁned for subclasses of systems, in particular, for stochastic
hybrid systems in a forthcoming paper. Actually, a research project [27] has been
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FSPNs [24] extend stochastic Petri Nets (SPNs) by introducing positive real
tokens to special continuous places. The set of places is partitioned as follows:
(i) a set of discrete places, characterised by an integer number of tokens; (ii) a
set of ﬂuid (or continuous) places containing a real ﬂuid level.
Stochastic ﬂuid ﬂow models [33] have been used extensively to evaluate the
performance of high-speed networks, for which the underlying stochastic pro-
cesses can be viewed as continuous state whilst the network speed increases (for
example, the ATM networks where the cell transmission delay is 3 microseconds
in 155 Mb/s). Moreover, the ﬂuid models can be employed to deal with the
problem of largeness.
Stochastic hybrid systems are ‘traditional’ hybrid systems with some stochas-
tic features [5,28]. These systems typically contain variables or signals that take
values from a continuous set and also variables that take values from a discrete
(ﬁnite or countable) set. Diﬀerential equations or stochastic diﬀerential equa-
tions generally give the continuous dynamics of such systems. A Markov chain
generally governs the discrete-variable dynamics of stochastic hybrid systems.
The stochastic features might be present in the continuous dynamics or in the
discrete dynamics, or in both. The continuous and discrete dynamics coexist
and interact with each other and because of this it is important to use models
that accurately describe the dynamic behaviour of such hybrid systems. The
realizations of the diﬀerent models of stochastic hybrid systems (see [28] for an
overview) can be thought of as particular classes of strong Markov processes
with the continuous evolution disturbed by forced or spontaneous transitions.
3 Background
In this section we present the necessary results and concepts about Markov
processes and capacities to make this paper self-contained.
3.1 Stochastic Analysis of Markov Processes
We ﬁx (Ω,F) a measurable space. Let Mt, t ∈ [0,∞]b eaﬁltration on (Ω,F)
(i.e. a non-decreasing family of sub-σ-algebras of F). Denote M∞ = ∨
t∈[0,∞)
Mt,
i.e. M∞ is the smallest σ-algebra containing all Mt, t ∈ [0,∞). A ﬁltration
{Mt} is right continuous if Mt = Mt+ = ∩{Mt |t  >t }. A ﬁltration is a way
of representing our information about a system growing over time. To see what
right-continuity is about, suppose it failed, i.e. Mt ⊂∩ { M t |t  >t }. Then there
would have to be events which were detectable at all times after t, but not at time
t itself. This means we have some sudden jump in our information right after t.
A stochastic process (xt)i sadapted t oaﬁ l t r a t i o n( Mt)i fxt is Mt-measurable
for all t ≥ 0( o r( Mt)i sa nadmissible ﬁltration). Any process is adapted to
the ﬁltration it induces F0
t = σ{xt,s≤ t} for t ∈ [0,∞)a n dF0 = ∨tF0
t .( F0
t )
is called the minimum admissible ﬁltration or the natural ﬁltration. A process
being adapted to a ﬁltration just means, for each time, the ﬁltration gives us
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Let X be a topological Hausdorﬀ space and assume that B is the Borel
σ-algebra of X.W ea d j o i na ne x t r ap o i n tΔ (the cemetery) to X as an iso-
lated point, XΔ = X ∪{ Δ}.L e tB(XΔ)b et h eB o r e lσ-algebra of XΔ.
Let M =( Ω,F,(xt)t≥0,(Px)x∈XΔ) be a Markov process with the state space
(X,B), life time ζ(ω) (when the process M escapes to and is trapped at Δ)a n d
corresponding ﬁltration (Mt). The elements Ft, Px are deﬁned as follows.
• Px :( Ω,F) → [0,1] is a probability measure (called Wiener probability)s u c h
that Px(xt ∈ E)i sB-measurable in x ∈ X for each t ≥ 0a n dE ∈B .
• If μ ∈P (XΔ), i.e. μ is a probability measure on (XΔ,B(XΔ)) then we can
deﬁne Pμ(Λ)=

XΔ Px(Λ)μ(dx),Λ ∈F . The completion of F0
t ,f o rt ∈ [0,∞],
w.r.t. all Pμ, μ ∈P(XΔ), is denoted by Ft.
Given an admissible ﬁltration {Mt}, a[ 0 ,∞)-valued function T on Ω is called
an {Mt}-stopping time or optional time if {T ≤ t}∈M t, ∀t ≥ 0.
For an admissible ﬁltration {Mt},w es a yt h a tM is strong Markov w.r.t.
{Mt} if {Mt} is right continuous and for any {Mt}-stopping time T
Pμ(xT+t ∈ E|MT)=PxT(xt ∈ E); Pμ − a.s.
μ ∈P(XΔ), E ∈B , t ≥ 0.
M has the c` adl` ag property if for each ω ∈ Ω, the sample path t  → xt(ω)i sr i g h t
continuous on [0,∞) and has left limits on (0,∞)( i n s i d eXΔ).
Let (Pt) denote the operator semigroup associated to M deﬁned by
Ptf(x)=Exf(xt), f ∈B
b(X)
where Bb(X) is the set of all bounded measurable real valued functions on X
and Ex is the expectation w.r.t. Px.
3.2 Capacities
The information input into diﬀerent real-world models may be imprecise for
several reasons. For example, for computer models, imprecision is often a conse-
quence of measurement processes (e.g. using digital sensors). Prior information
is sometime recorded as intervals without any information about probability
distributions [15].
The extension of probabilistic analysis to include imprecise information is now
well established in the theory of imprecise probabilities [32], robust Bayesian
analysis [19] and fuzzy statistics [31].
The imprecise probabilities are modelled by sets of probability measures which
might generate upper/lower probabilities [15], Choquet capacities [10], etc.
In the following, ﬁrst, we shortly present the concept of Choquet capacity and
then we give the construction of the capacity associated to a Borel right Markov
process. This later concept is used in the next section to give a new deﬁnition
for stochastic bisimulation.
Intuitively, a capacity is a set function which extend the concept of measure.
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For every space X and algebra A of subsets of X a set-function c : A→[0,1]
is called a normalized capacity if it satisﬁes the following:
(i) c(∅)=0 ,c(X) = 1, (ii) ∀A,B ∈A : A ⊂ B ⇒ c(A) ≤ c(B).
A capacity is called convex (or supermodular) if in addition to (i)-(ii) it satisﬁes
the additional property:
(iii) ∀A,B ∈A : c(A ∪ B) ≥ c(A)+c(B) − c(A ∩ B).
A special type of convex capacities are the belief functions presented and
discussed by Dempster [15] and Shafer [29]. A capacity is called a probability if
(iii) holds everywhere with equality, i.e. it is additive. If a capacity satisﬁes the
inverse inequality in (iii) then it is called submodular or strongly subadditive.
Let Λ be a set and C a σ-algebra of subsets of Λ. Given a measurable function
F : Λ × Λ → [0,∞] and a ﬁnite measure μ on (Λ,C), the F-energy of μ is
F(μ)=F(μ,μ)=

Λ

Λ
F(α,β)dμ(α)dμ(β).
The capacity with respect to F is
CapF(Λ) = [inf F(μ)]−1 (1)
where the inﬁmum is over probability measures μ on (Λ,C) and by the conven-
tion, ∞−1 =0 .
Since we allow the possibility that c is not additive, we can not use the integral
in the Lebesgue sense to integrate w.r.t. c. The notion of integral we use is due
originally to Choquet [10] and it was independently rediscovered and extended
by Schmeidler [30]. If f : X → R is bounded A-measurable function and c is any
capacity on X we deﬁne the Choquet integral of f w.r.t. c to be the number

X
f(x)dc(x)=
 ∞
0
c({x ∈ X|f(x) ≥ α})dα +
+
 0
−∞
[c({x ∈ X|f(x) ≥ α}) − 1]dα
where the integrals are taken in the sense of Riemann.
3.3 Markov Process Capacity
Throughout this paper M =( Ω,F,Ft,x t,P x) will be a Borel right Markov
process on (X,B). This means that (see, for example, [13] and the references
therein):
• Its state space (X,B) is a Lusin state space (i.e. X is a separable metric space
homeomorphic to a Borel subset of some compact metric space, with Borel
σ-algebra B(X)o rs h o r t l yB). It will be equipped with a σ-ﬁnite measure m.
• M is a strong Markov process and the sample paths t → xt(ω)a r ea l m o s t
surely right continuous.
• the transition operator semigroup (Pt)t≥0 of M maps Bb (the lattice of
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In addition, in this paper we suppose that M has the cadlag property and that
M is transient. This means that there exists a strictly positive Borel function q
such that Uq is bounded (where Uf =
 ∞
0 Ptfdt is the kernel operator).
One can take the sample space Ω for M to be the set of all paths (0,∞)  
t  → ω(t) ∈ XΔ such that (i) t  → ω(t)i sX-valued and cadlag on (0,ζ(ω)) where
ζ(ω): =i n f {s>0|ω(s)=Δ}, (ii) ω(t)=Δ for all t ≥ ζ(ω), and (iii) ζ(ω) < ∞.
In this way, M is realized as the coordinate process on Ω: xt(ω)=ω(t), t>0.
We complete the deﬁnition of M by declaring x0(ω) =lim
t 0
ω(t), t>0.
Because of transience condition, it is possible to construct a probability mea-
sure P on (Ω,F0
t ) under which the coordinate process (xt)t>0 is Markovian with
transition semigroup (Pt)t≥0 and one-dimensional distributions P(xt ∈ A)=
μt(A), ∀A ∈B , t>0, where (μt)t>0 is an appropriate entrance law (see [17] and
the references therein).
The capacity associated to M is deﬁned as follows (see [7] and the references
therein): for all B ∈B
CapM(B)=P(TB < ∞)=P(TB <ζ ), (2)
where TB is the ﬁrst hitting time of B, i.e. TB =i n f {t>0|xt ∈ B}.
This capacity can be written as a non-additive set function CapM :( X,B) →
[0,1], which is ﬁner than a measure. The capacity of a measurable set B can
be thought of as a ‘measure’ of all process trajectories that ever visit B over
an inﬁnite horizon time. It can be shown that CapM is monotone increasing,
submodular, and countably subadditive [17]. The initial deﬁnition (see the refer-
ences therein [17]) of this notion gives the capacity CapM as an upper envelope
of a non-empty class of probability measures on B.
4 Problem Formulation and Characterization
Randomness or uncertainty is ubiquitous in scientiﬁc and engineering systems.
Stochastic eﬀects are not just introduced to compensate for defects in determinis-
tic models, but are often rather intrinsic phenomena. In this section, we consider
a performance measure for stochastic ﬂuid systems deﬁned as a probability for a
stochastic reachability problem. We show that this problem is well deﬁned and
construct an upper bound for reach set probabilities based on capacities.
4.1 Performance Measure
Let us consider M =( Ω,F,Ft,x t,P x), as in subsection 3.3, the realization
of a stochastic ﬂuid system. We use the deﬁnition from [25] of the performance
measure as a reachability probability. To address the reachability problem assume
that we have a given set E ∈B (X) and a horizon time T>0. Let us deﬁne
ReachT(E)={ω ∈ Ω |∃ t ∈ [0,T]:xt(ω) ∈ E}
Reach∞(E)={ω ∈ Ω |∃ t ≥ 0:xt(ω) ∈ E}. (3)100 M.L. Bujorianu and M.C. Bujorianu
These two sets are the sets of trajectories of M, which reach the set E (the ﬂow
that enters E) in the interval of time [0,T]o r[ 0 ,∞). The reachability problem
consists of determining the probabilities of such sets. The reachability problem
should be well-deﬁned, i.e. ReachT(A), Reach∞(A) are indeed measurable sets.
Then the performance measures are the probabilities of reach events are
P(TA <T)o rP(TA < ∞)( 4 )
where TA =i n f {t>0|xt ∈ A} and P is a probability on the measurable space
(Ω,F) of the elementary events associated to M. P can be chosen to be Px
(if we want to consider the trajectories, which start in x)o rPμ (if we want to
consider the trajectories, which start in x0 given by the distribution μ). Recall
that Pμ(A)=

Px(A)dμ, A ∈F. In this way, the reachability problem is related
with the computation of the capacities associated to the processes MT and M,
where MT is the process M “killed” after the time T (see [13] for the details
about the killed process).
In the case of stochastic reachability the types of properties which can ex-
pressed can be classiﬁed as follows [25]:
• Reachability: The system can reach a certain set of states with a given proba-
bility.
• Invariance: The system does not leave a certain set of states with a given
probability (viability problem). In this context, the reachability problem can be
formulated as [5]: given a system and a set of initial conditions S0, determine the
set of states that can be reached by the system starting from S0. Reachability
analysis can be used for safety veriﬁcation, that means one has to check that the
trajectories starting in S0 remains in a safe set F, i.e. ReachS0 ⊂safe set F.T h i s
implies that the system is operating in safe conditions. Contrary, if ReachS0  
safe set F then the system is operating in unsafe conditions.
• Time bounded reachability: The system can reach a certain set of states within a
certain time deadline (horizon time) and probability threshold. In safety-critical
system, some region of the state space is “unsafe”. One has to verify that the
system operates in safe conditions, i.e. it keeps staying inside the safe set. If
that is not the case the system has to be modiﬁed so as to guarantee safety.
For example, this is the case for the mathematical models for the safety critical
air traﬃc management situations [5,28]. A central problem in air traﬃc con-
trol is determining the conﬂict probability, i.e. the probability two aircraft come
closer than a minimum allowed distance within a certain time deadline. If this
probability can be computed, an alert can be issued when it exceeds a certain
threshold.
• Bounded response: The system inevitably reaches a certain set of states within
a certain time deadline with a given probability. Critical issue for systems op-
erating in a highly dynamic uncertain environment: safety has to be repeatedly
veriﬁed on-line based on updated information, so as timely take appropriate cor-
rective actions for steering the system trajectory outside of the unsafe set. This
reachability analysis can provide useful information for diagnosis purposes and
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4.2 Measurability of Reach Events
In this subsection, we show that the performance measures deﬁned in the previ-
ous subsection are well deﬁned, i.e. the reach events (3) are, indeed, measurable
sets in the underlying probability space. The proof (see the Appendix) argument
is based on analytic set properties.
Analytic Sets. Let F be a set. A paving on F is any family of subsets of F which
contains the empty set. The pair (F,E) consisting of a set F and a paving E is
called paved set.
The closure of a family of subsets E under countable unions (resp. intersec-
tions) is denoted by Eσ (resp. Eδ). We shall write Eσδ =( Eσ)δ.
Let (F,E) be a paved set. A subset A ∈Eis called E-analytic if there exists
an auxiliary compact metrizable space K and a subset B ⊆ K × F belonging
to (K(K) ×E)σδ, such that A is the projection of B onto F. The paving of F
consisting of all E-analytic sets is denoted by A(E).
Remark 1. E⊂A (E); and the paving A(E) is closed under countable unions and
intersections.
Let B(R)b et h eB o r e ls e t si nR, K(R) the paving of all compact sets in R and
(Ω,E) be a measurable space.
Theorem 1. [2] (1) B(R) ⊂A (K), A(B(R)) = A(K). (2) The product σ−ﬁeld
G = B(R) ×E on R × Ω is contained in A(K(R) ×E). (3) The projection onto
Ω of an element of G (or, more generally, of A(G))i sE-analytic.
Recall that a Borel space is a topological space which is homeomorphic to a
Borel subset of a complete separable metric space. Every Borel subset of a Borel
s p a c ei sa n a l y t i c[ 2 ] .
We denote the set of all probability measures on Ω by P(Ω). If Ω is a Borel
space and P is a probability measure on (Ω,B(Ω)) we deﬁne BΩ(P)t h ec o m p l e -
tion of B(Ω) under P.T h euniversal σ-algebra UΩ is deﬁned as the intersection
of {BΩ(P), P ∈P(Ω)}.
Proposition 1. [2] Every analytic subset of a Borel space is universally mea-
surable.
Measurability. Using the canonical representation of a Markov process, we can
choose Ω as DX[0,∞) the set of right continuous functions with left limits with
values in X. DX[0,∞)i saB o r e ls p a c e[ 4 ] .
Theorem 2. Let E ∈B (X) be a given Borel set. Then ReachT(E) and
Reach∞(E) are universally measurable sets in Ω.
The proof of theorem 2 is based only on two properties of the Markov process
in cause: (i) the process is measurable; (ii) its probability space is Borel space.102 M.L. Bujorianu and M.C. Bujorianu
4.3 Upper Bounds
Let pt(x,B)=Px(xt ∈ B)=Pt1B(x),t>0, x ∈ X, B ∈B (X) the transition
function associated to the given Markov process.
Assumption 1. All the measures pt(x,·) are absolutely continuous with respect
to a σ-ﬁnite measure m on (X,B(X)).
We denote the Radon-Nycodim derivative of pt(x,·)b yρt(x,·), i.e. ρt(x,y)=
pt(x,dy)/m(dy). T h i sc a nb ec h o s e nt ob em e a s u r a b l ei nx,y and to satisfy 
X ρs(x,y)m(dy)ρt(y,z)=ρt+s(x,z).
A σ-ﬁnite measure m on (X,B(X)) is called reference measure if m(B)=0i f
and only if pt(x,B) = 0 for all t and x. Throughout this paper we suppose that
m, in the absolutely continuity assumption, is a reference measure.
We deﬁne the Green kernel as u(x,y)=
 ∞
0 ρt(x,y)dt.
Assumption 2. i) y → u(x,y)−1 is ﬁnite continuous, for y ∈ X; ii) u(x,y)=
+∞ if and only if x = y.
For a target set E we deﬁne a random variable γE < ∞ (M is transient), called
the last exit time from E as follows:
γE(ω)=

sup{t>0|xt(ω) ∈ E} if ω ∈ Reach∞(E)
0i f ω ∈ Ω\Reach∞(E)
Then, the distribution of the last exit position xγE− is given by
L
E(x,A)=Px(γE > 0;αγE− ∈ A), x ∈ X, A ∈B (X).
Theorem 3. Suppose that M satisﬁes the Assumptions 1 and 2. Let x0 ∈ X be
initial state. For any closed set E of X we have
Px0(TE < ∞) ≤ CapK(E)( 5 )
where CapK is the capacity1 deﬁned, using (1), w.r.t. the Martin kernel K
K(x,y)=
u(x,y)
u(x0,y)
.
5 Stochastic Bisimulation
Let (X,B(X)) and (Y,B(Y )) be Lusin spaces2 and let R⊂X ×Y be a relation
such that Π1(R)=X and Π2(R)=Y . We deﬁne the equivalence relation on X
that is induced by the relation R⊂X×Y , as the transitive closure of {(x,x )|∃y
s.t. (x,y) ∈Rand (x ,y) ∈R } . Analogously, the induced (by R) equivalence
1 This capacity is called Martin capacity.
2 The equivalence relation introduced in this section can be deﬁned in a more general
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relation on Y is deﬁned. We write X/R and Y/R for the sets of equivalence classes
of X and Y induced by R. We denote the equivalence class of x ∈ X by [x]. We
deﬁne now the notion of measurable relation.L e tB∗(X)=B(X) ∩{ A ⊂ X| if
x ∈ A and [x]=[ x ]t h e nx  ∈ A} be the collection of all Borel sets in which any
equivalence class of X is either totally contained or totally not contained. It can
be checked that B∗(X)i saσ-algebra. Let πX : X → X/R be the mapping that
maps each x ∈ X to its equivalence class and let
B(X/R)={A ⊂ X/R|π
−1
X (A) ∈B ∗(X)}.
Then (X/R,B(X/R)), which is a measurable space, is called the quotient space
of X w.r.t. R. The quotient space of Y w.r.t. R is deﬁned in a similar way. We
deﬁne a bijective mapping ψ : X/R → Y/R as ψ([x]) = [y]i f( x,y) ∈Rfor
some x ∈ [x]a n ds o m ey ∈ [y]. We say that the relation R is measurable if X
and Y if for all A ∈B (X/R)w eh a v eψ(A) ∈B (Y/R) and vice versa, i.e. ψ is
a homeomorphism. Then the real measurable functions deﬁned on X/R can be
identiﬁed with those deﬁned on Y/R through the homeomorphism ψ.W ec a n
write Bb(X/R)
ψ
∼ = Bb(Y/R). Moreover, these functions can be thought of as real
functions deﬁned on X or Y measurable w.r.t. B∗(X)o rB∗(Y ).
In the following we introduce a new concept of equivalence between two ca-
pacities w.r.t. a measurable relation deﬁned on the product of their underlying
spaces.
Deﬁnition 1. Suppose we have the capacities cX and cY on the Lusin spaces
(X,B(X)) and (Y,B(Y )) respectively and a measurable relation R⊂X × Y .
The capacities cX and cY are called equivalent w.r.t. R if they deﬁne the same
capacity on the quotient space of X and Y , i.e. if we have cX(π
−1
X (A)) =
cY (π
−1
Y [ψ(A)]) for all A ∈B (X/R).
Suppose we have two Borel right Markov processes M and W with the state
spaces X and Y . The equivalence between capacities will be employed in deﬁning
a new ‘equivalence’ between Markov processes, as follows.
Deﬁnition 2. A measurable relation R⊂X × Y is a bisimulation between M
and W if their associated capacities CapM and CapW are equivalent w.r.t. R.
It is known that for symmetric processes (equal with their time reversed pro-
cesses) deﬁned on the same state space, the equality of their capacities implies
that they are time changes of one another [17].
We can deﬁne now a pseudometric w.r.t. a measurable relation R⊂X × Y
between the processes M and W as follows:
dR(M,W)= s u p
f∈B∗b(X)
|

fdCapM −

f ◦ ψdCapW|
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Proposition 2. A measurable relation R⊂X×Y is a bisimulation between M
and W if and only if dR(M,W)=0 .
In the classical theory of stochastic processes, one process is a modiﬁcation of
another iﬀ their transition probabilities diﬀer on set of times of measure zero.
Proposition 3. A Borel right Markov process is bisimilar with any of its mod-
iﬁcations.
We can reﬁne further this result by considering another way to deﬁne equiva-
lence between stochastic processes. Two Markov processes are equivalent if they
possess a common exceptional set (a set with zero capacity) outside which their
transition functions coincide. This constitues now a classical concept in the the-
ory of Markov processes [4].
Proposition 4. Two equivalent Markov processes are bisimilar.
The way to deﬁne bisimulation between two Markov processes is, in fact, a
new approach to deﬁne coarser versions of the concept of equivalence between
stochastic processes. In this approach, two processes are bisimilar (weak equiva-
lent) if one can deﬁne an equivalence relation on the product of their state spaces
such that the quotient processes have associated equal capacities (i.e. this weak
equivalence preserves the probability to ‘reach’ certain state spaces over inﬁnite
horizon time).
Proposition 5. R⊂X×Y is a bisimulation relation between M and W if and
only if the probabilities of reachable events (3) associated to “saturated” (w.r.t.
R) Borel sets are equal, i.e. PM(TE < ∞)=PW(Tψ(E) < ∞), ∀E ∈B ∗(X).
The proof is a clear consequence of deﬁnition of a bisimulation relation between
two Markov processes.
6F i n a l R e m a r k s
In this paper, we have deﬁned a new model checking strategy and a stochastic
bisimulation concept for a class of Markov processes (Borel right Markov pro-
cesses) based on the notions of capacity and measurable relation. These processes
can be understood as behaviours of ﬂuid stochastic system models comprising
stochastic hybrid systems, FSPNs and process algebra ﬂuid models.
A bisimulation relation is deﬁned as a measurable relation between two pro-
cesses (i.e. a relation on the product of their state spaces, which induces two
homeomorphic quotient measurable spaces) which preserves the capacities (i.e.
the reach set probabilities). A capacity is non-additive set-function used to rep-
resent uncertainty. The mathematical theory of non-additive set-functions got
its ﬁrst contribution with Gustave Choquet’s “Theory of Capacities” [10] in
1953. Choquet’s interest was applications to potential theory. For continuous
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negligible sets. Two dynamical (deterministic or random) systems that diﬀer
only on a negligible set are considered to be the same. The capacity has higher
discrimination power and a negligible set is deﬁned as a zero capacity set. This
short deﬁnition was the solution for more than a century of mathematical re-
search. A bisimulation deﬁned using this interpretation of capacity would be too
strong: bisimilar processes would be equivalent in a classical sense. In this paper,
we have used modern, probabilistic interpretations of capacity as non-linear gen-
eralisations of probabilities. The modern capacity theory has found applications
in decision theory [15,30], robust Bayesian inference [19], automated reasoning
[16], etc. Capacities have been recently used in computer science, notably in the
context of linear logic and in the study of labelled Markov processes (see, for
example, [14] and the references therein).
Moreover, using the concept of integral associated to a capacity we have in-
troduced a pseudometric between processes. The distance between two processes
is measured in terms of probabilities of the set of trajectories which ever visit
the sets that can be “identiﬁed” through the homeomorphism induced by a
measurable relation.
Examples of ﬂuid models can be found in the references on FSPNs and
stochastic hybrid systems. The general approach followed in this paper served
to identify the fundamental principles and to distinguish generally applicable
techniques from ad-hoc methods.
The natural step to be developed further is to employ the extensions of the
continuous stochastic logic for formal speciﬁcation of performability properties.
The semantics of this logic is fully compatible with the semantic framework we
have proposed in this paper. Then a complete numerical case study could be
developed. The present paper is the (necessary) ﬁrst step in creating the sound
mathematical foundations of a model checking strategy. In a further paper, we
apply this model checking strategy to a ﬂuid model of TCP/IP in a form of a
stochastic hybrid system.
There are various approaches to the formal speciﬁcations and / or model
checking probabilistic properties of systems with continuous state space com-
ponents. The references list some of these approaches, but, of course, the list
could have been continued. However, to the authors’ knowledge, the approach
presented in this paper is new and it does not relate easily with the existing ones.
Acknowledgements. The ﬁrst author thanks Prof. Holger Hermanns, principal
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Appendix
Proof. of Th.2. Since the process has cadlag property then x : R+ ×Ω → X is a
measurable function w.r.t. B(R+)×F0 and B(X). Since E ∈B (X), then clearly
x−1(E) ∈B (R+) ×F0.F o rT>0, we set AT(E)=x−1(E) ∩ [0,T] × Ω. Since
[0,T]×Ω ∈B (R+)×F0 then AT(E) ∈B (R+)×F0.N o w ,u s i n gt h et h e o r e m1w e
obtain that ReachT(E)=Proj ΩAT(E)i sa nF0-analytic set. Therefore, because
Ω is a Borel space, this implies (cf. to prop 1) that ReachT(E) is an universally
measurable set. Obviously, Reach∞(E) is, also, an universally measurable set.
Since UΩ the σ−algebra of universally measurable sets is included in F (which
is the completion of F0 w.r.t. all probabilities Pμ, where μ runs in the set P(X).
Proof. of Th.3. To bound from above the probability of ever hitting E, consider
the hitting time TE and the last exit time γE of E, and the distribution
νx0(Λ)=LE(x0,Λ)=Px0(t<γ E|αγE− ∈ Λ); Λ ∈B (X)
The Kai Lai Chung’s [11] result says that LE(ρ,Λ)=

Λ u(x,y)μE(dβ); Λ ∈
B(X), where μE is the equilibrium measure of E is given by
μE(dy)=LE(x,dy)u(x,y)−1 = νx(dy)u(x,y)−1, ∀x ∈ X
in particular, for the initial state x0 ∈ X
μE(dy)=LE(x0,dy)u(x0,y)−1 = νx0(dy)u(x0,y)−1.
It follows that

E K(x,y)νx0(dβy)=

E K(x,y)u(x0,y)μE(dy)= 
E u(x,y)μE(dy)=Px(TE < ∞) ≤ 1. Therefore K(νx0,νx0) ≤ νx0(E)
and thus CapK(E) ≥ [K(νx0/νx0(E))]−1 ≥ νx0(E), which yields the upper
bound on the probability of hitting E.