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Resumo
Seja a = (an)n≥0 uma sequência de inteiros positivos. Neste trabalho, estudamos o com-
portamento aritmético de valores da função fa(z) =
∑
n≥0
zan . Primeiro, no caso de uma
sequência superexponencial a, mostramos (em particular) que fa(α) é um número trans-
cendente, para todo número algébrico não nulo α ∈ B(0, 1). Depois disso, o objetivo
principal é estudar o caso em que a é uma sequência exponencial. Para isso, apresen-
tamos e usamos o chamado Método de Mahler (que é particularmente útil para funções
que satisfazem alguma equação funcional) para obter resultados de transcendência sobre
valores de funções em argumentos algébricos.




Let a = (an)n≥0 be a sequence of positive integers. In this work, we study the arithmetic
behavior of values of the function fa(z) =
∑
n≥0
zan . First, in the case of a super-exponential
sequence a, we show (in particular) that fa(α) is a transcendental number, for all nonzero
algebraic number α ∈ B(0, 1). After that, the main focus is to study the case in which
a is an exponencial sequence. For that, we present and use the called Mahler’s method
(which is particularly useful for functions satisfying some functional equation) to derive
transcendental results about values of functions at algebraic arguments.
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Esta dissertação é um estudo sobre números transcendentes. Estes números sâo assim de-
nominados, pois segundo L. Euler (1707-1783), tais números "transcendem" as operações
algébricas envolvendo números racionais. Mas o próprio Euler não conseguiu mostrar que
tais números existiam. Os primeiros exemplos de números transcendentes foram dados
somente em 1844 por J. Liouville (1809-1882), estes receberam o nome de números de
Liouville.
Em especial, neste trabalho apresentaremos uma ferramenta que nos fornece a trans-
cendência de números dados por valores de funções aplicadas em pontos algébricos, onde
estas funções pertencem a uma certa classe. Tal ferramenta é conhecida como Método de
Mahler. Este método surgiu quando K. Mahler (1903-1988) investigava a irracionalidade
de valores de tais funções aplicadas em pontos racionais.
No Capítulo 1 são apresentadas as definições de números algébricos e transcenden-
tes. Na sequência, mostramos a existência de números transcendentes. Tal prova foi
primeiro feita por Liouville, mas apresentaremos uma demonstração feita por G. Cantor
(1845-1918), que utilizou argumentos de enumerabilidade. Após estabelecer a existência,
introduzimos os primeiros exemplos de números transcendentes. Este capítulo foi em
grande parte escrito com base em [8].
Já mirando na apresentação do tipo de problema que será abordado neste trabalho, na
última seção do Capítulo 1, definimos Séries Formais e também tratamos os conceitos da
Teoria Básica de Alturas, que utilizaremos no Método de Mahler para achar um limitante
inferior para uma função auxiliar que será criada. Ainda nesse capítulo, apresentamos
a Desigualdade de Liouville também com o objetivo de trabalhar nesse mesmo limitante
inferior.
No Capítulo 2, apresentamos nosso objetivo principal, que será estudar o comporta-
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mento aritmético de valores de funções em pontos algébricos. Estamos interessados em
saber se tais valores são números racionais, algébricos, de Liouville ou transcendentes.
Tais funções são séries que têm uma sequência de números inteiros como expoentes.
Ainda no Capítulo 2, apresentamos o Método de Mahler que será aplicado na resolução
dos problemas mencionados, para um tipo de sequências. Explicamos seu processo e tam-
bém apresentamos o primeiro uso do método, denominado Teorema de Mahler. Também
apresentamos o uso do Método de Mahler para alguns outros tipos de equações, generali-
zamos o Teorema de Mahler para funções que satisfazem um tipo destas. Apresentamos
outras consequências do uso do método, a série de Thue-Morse e a série dos recíprocos
dos números de Fibonacci.
Nosso capítulo final busca apresentar alguns problemas envolvendo outros tipos de
sequências, que não abordaremos neste trabalho, assim como citar outras aplicações do
Método de Mahler. Uma destas implicações é a transcendência de valores de funções
multivaloradas. Outra implicação é a independência algébrica entre funções que satisfa-
zem uma determinada equação linear, e também estabelece independência algébrica entre
certas funções e suas derivadas.
Seja K um corpo arbitrário de característica zero. Seja também z uma incógnita.
Consideramos as seguintes notações:
• K[z] é o anel de todos os polinômios em z com coeficientes em K.
• K(z) é o corpo quociente de K[z], seus elementos são as funções racionais de z com
coeficientes em K.





com coeficientes fh em K, onde n é algum inteiro que depende de f .
• K((z − c)) é o conjunto das séries convergentes para 0 < |z − c| < ρ em K, com
ρ ∈ R∗+.
Por fim, para melhor aproveitamento do texto, recomenda-se que o leitor tenha do-
mínio de fundamentos de aritmética, estruturas algébricas, teoria dos conjuntos, álgebra
linear, análise real e complexa.
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Capítulo 1
Números Algébricos e Transcendentes
1.1 Uma breve história dos números transcendentes
Um número complexo é dito transcendente se ele não é raiz de nenhum polinômio não
nulo, com coeficientes inteiros. O termo transcendente, segundo Euler, significa que tais
números "transcendem" o poder das operações algébricas.
A existência de números transcendentes foi demonstrada em 1844, por Liouville, que
também conseguiu exibir o primeiro exemplo de número transcendente, após estabele-
cer uma simples propriedade que todo número algébrico (número que é raiz de algum
polinômio não nulo com coeficientes inteiros) satisfaz.
J. Lambert (1728-1777), em 1768, conjecturou que os números π e e são transcenden-
tes, a comprovaçâo desses fatos só ocorreram em 1873, quando C. Hermite (1822-1901)
demonstrou a transcendência de e, e em 1882, quando F. Lindemann (1852-1939) provou
a transcendência de π. Com este último, um problema geométrico que estava em aberto
desde os tempos da matemática dos antigos gregos, foi resolvido: é impossível construir
um quadrado com a mesma área de um círculo dado, utilizando somente régua e com-
passo1. Em 1884, Lindemann conseguiu generalizar o resultado de Hermite mostrando
que eα é transcendente para todo α algébrico não nulo. Como consequência desta ge-
neralização, os números cos 1, e
√
3, e log 2 são números transcendentes. K. Weierstrass
(1815-1897), um ano depois, conseguiu melhorar os resultados de Lindemann e Hermite,
ele mostrou que se α1, . . . , αn são números linearmente independentes sobre Q, então os
1Este é o famoso problema da Quadratura do Círculo.
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números eα1 , . . . , eαn são algebricamente independentes. Como consequência, temos que
os números e+ e
√
2 e e+ e
√
3 são transcendentes .
Em 1874, Georg Cantor não só mostrou a existência de números transcendentes, mas
mostrou que o conjunto dos números transcendentes é um conjunto não enumerável, en-
quanto que o conjunto dos números algébricos é enumerável. Com isso, foi possível con-
cluir que, essencialmente, todo número é transcendente. Entretanto, estes números são
caracterizados somente pelo que eles não são, existindo assim uma grande dificuldade em
estabelecer a transcendência de um número em particular.
No Congresso Internacional de Matemática, realizado em Paris no ano de 1900, D.
Hilbert (1862-1943) propôs uma lista com 23 problemas que ele considerava interessantes
para serem resolvidos no século XX. Usualmente, referido como 7o. problema desta lista
perguntava se ab é transcendente, para a um número algébrico diferente de 0 e 1 e b um
número algébrico irracional. Em 1934, dois matemáticos de forma independente resolve-
ram esse problema, A. Gelfond (1906-1968) e T. Schneider (1911-1988). Este resultado
ficou conhecido como o Teorema de Gelfond-Schneider, que estabelece se α é algébrico,
diferente de 0 e 1, e β um outro número algébrico não racional, então o número αβ é








dentes. Como (−1)i = eπ no ramo principal do logaritmo, temos também que o número
eπ é transcendente. Este teorema também nos diz a respeito da natureza aritmética
de potências de números algébricos por números algébricos. Entretanto, mesmo sem a
existência de um resultado geral para potências de números transcendentes por números
transcendentes, estas podem ser tanto algébrica quanto transcendente, por exemplo, . E
isso não deve ser possível, pois os números log 2 e e são transcendentes, mas o número
elog 2 = 2 é algébrico.
Numa formulação equivalente, o Teorema de Gelfond-Schneider mostra que se α1,
α2, β1 e β2 são números algébricos, com logα1, logα2 linearmente independentes sobre
Q, então β1 logα1 + β2 logα2 6= 0. Em 1966, A. Baker (1939-2018) mostrou que se
α1, . . . , αn são números algébricos não nulos tais que logα1, . . . , logαn são linearmente
independentes sobre Q, então 1, logα1, . . . , logαn são linearmente independentes sobre
o corpo de todos os números algébricos. Generalizando assim o Teorema de Gelfond-
Schneider para um número arbitrário de logaritmos. Como consequência, obtemos a
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transcendência dos números log 2 + log 3, log 5 +
√
5 log 7 e π + log 2.
Até os dias de hoje, mesmo quase 140 anos depois de estabelecidas as transcendências
de e e π, é desconhecido se os números π·e e π+e são números transcendentes. Sabe-se que
pelo menos um deles é transcendente, e imagina-se que os dois são, pois estes números são
raízes do polinômio x2− (π+e)x+π ·e e o corpo dos números algébricos é algebricamente
fechado.
O principal problema em aberto hoje na Teoria dos Números Transcendentes, é co-
nhecido como a Conjectura de Schanuel. Seu enunciado diz que se x1, . . . , xn são números
complexos linearmente independentes sobre Q, então existem pelo menos n números al-
gebricamente independentes, dentre x1, . . . , xn, ex1 , . . . , exn . Esta conjectura implica na
independência algébrica dos números e e π, e assim na transcendência dos números π+ e,
π · e, ee, ππ, πe e log π e implica também em generenalizações para os Teoremas de Lin-
demann, Weierstrass, Gelfond-Schneider e Baker. Ou seja, esta conjectura, se correta,
promete dar solução para todos os principais problemas na Teoria dos Números Trans-
cendentes hoje em aberto.
Para um aparato histórico mais completo, recomendamos a leitura de [8, 9].
1.2 Definições iniciais
Nesta seção serão definidos números algébricos e números transcendentes. Na sequência,
vamos apresentar algumas propriedades envolvendo os números algébricos, assim como
nos familiarizar com a álgebra destes números. Nosso problema inicial será investigar
quando um determinado número complexo é algébrico ou transcendente.
Definição 1.1. Um número ξ ∈ C é dito algébrico se existe um polinômio P (x), não
nulo, com coeficientes inteiros tal que P (ξ) = 0. Um número que não é algébrico é dito
transcendente. Denotamos por Q o conjunto de todos os números algébricos.
Exemplo 1.1. Todo número racional é algébrico (Q ⊆ Q). De fato, para p, q 6= 0 números
inteiros, temos que o número racional α = p/q satisfaz a equação algébrica qx− p = 0.
Exemplo 1.2. Todo número β ∈ Q(i) = {a+ bi : a, b ∈ Q} ⊆ Q é algébrico. Observe que
o número complexo β = (p+ qi)/r satisfaz a equação algébrica r2x2− 2prx+ p2 + q2 = 0.
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Proposição 1.1. O conjunto Q é denso em R e em C.
Demonstração. Como Q e Q(i) são densos em R e em C, respectivamente, o resultado
segue dos exemplos anteriores.
Observação 1. Q é um corpo. Em particular se α, β ∈ Q, então α + β ∈ Q e αβ ∈ Q.
Também podemos notar que, se ξ é transcendente e α 6= 0 é algébrico, então αξ
também é transcendente. Assim, se existir pelo menos um número transcendente, então
o conjunto de todos os números transcendentes deve ser denso em R e em C.
Definição 1.2. Considere K = Q(α). O polinômio minimal de α sobre K, é definido
como o polinômio mônico (isto é, com coeficiente líder igual a 1) Pα(x) de menor grau,
tal que Pα(α) = 0. Se o grau de Pα é igual a n, denotado por ∂(Pα) = n, dizemos que α
é um algébrico de grau n.
Definição 1.3. Uma equação funcional é toda equação em que as variáveis relacionadas
são funções.
Observação 2. Dada uma equação funcional, em geral queremos determinar todas as
funções que satisfazem essa equação, caso existam.
Exemplo 1.3. A equação funcional a seguir, que é comumente chamada de Equação
Funcional Aditiva de Cauchy, é dada por
f(x+ y) = f(x) + f(y),
para todo x, y ∈ R.
Definição 1.4. Uma função y = f(x) é dita algébrica se satisfaz uma equação do tipo
P0(x)y
n + P1(x)y
n−1 + . . .+ Pn(x) = 0,
onde P0(x), . . . , Pn(x) ∈ Z[x] são polinômios não todos nulos. Uma função que não é
algébrica é chamada de transcendente.
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Existência de números transcendentes
A prova da existência de números transcendentes foi apresentada por volta de 100 anos
após a apresentação do problema, por Euler. Aqui apresentaremos uma demonstração da
existência de números transcendentes devida a Cantor feita em 1874, para mais detalhes
ver [8].
Cantor mostrou que existem números transcendentes provando que Q é um conjunto
enumerável, e como Q ∪Qc = C, então Qc é não enumerável, pois C é não enumerável.
Teorema 1.1. (Cantor) O conjunto Q é enumerável.
Demonstração. Inicialmente, dado um polinômio P (x) = a0+a1x+ · · ·+anxn, denotamos
por RP o conjunto das raízes de P , lembramos que esse conjunto tem no máximo n
elementos distintos. Afirmamos que para todo n ∈ N, existe apenas uma quantidade
enumerável de polinômios de grau n em Q[x]. De fato, considerando Xn = {Q ∈ Q[x] :
∂(Q) = n} e denotando Qn+1∗ = Q× · · · ×Q×Q∗ possuindo n cópias de Q e uma cópia
de Q∗, tome ψ : Qn+1∗ −→ Xn dada por
ψ(a0, a1, . . . , an) = a0 + a1x+ · · ·+ anxn.
Note que ψ é uma bijeção. Assim, como cada Q é enumerável, temos que Qn+1∗ é enume-
rável, e portanto, Xn é enumerável.
Agora, definimos An = ∪∂(P )=nRP . Pelos comentários anteriores e pelo fato de a união





Portanto, como a união enumerável de conjuntos enumeráveis é enumerável, Q é enu-
merável.
Observação 3. Não somente Q é enumerável, mas todos os seus subconjuntos também
são enumeráveis. Em particular, o conjunto de todos os números algébricos reais (ou
complexos), no intervalo (0, 1) (ou com |z| < 1), é enumerável.
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1.3 Primeiros exemplos de números transcendentes
Liouville primeiro mostrou em 1844 o seguinte teorema, que de certa forma, caracteriza
como "ruim" a aproximação de números irracionais algébricos por números racionais.
Assim ele observou uma característica importante dos números algébricos: "números al-
gébricos não são "bem aproximados" por números racionais".
Teorema 1.2. Seja ξ um número irracional raiz real de um polinômio irredutível P (x) ∈
Z[x], de grau n. Então existe uma constante positiva c(ξ) tal que∣∣∣∣ξ − pq
∣∣∣∣ ≥ c(ξ)qn , (1.1)







Demonstração. Inicialmente, suponhamos |ξ − p/q| ≤ 1. Observe que P (p/q) 6= 0, pois
se P (p/q) = 0, então teríamos P (x) = (x − p/q)Q(x), mas P (x) é irredutível sobre Q,
pois é irredutível sobre Z (Lema de Gauss). Como ∂(P ) = n, então qnP (p/q) ∈ Z∗, e
assim |qnP (p/q)| ≥ 1. Pelo Teorema do Valor Médio, como P (x) é contínuo por ser um
polinômio, existe t ∈ R, entre ξ e p/q, tal que∣∣∣∣P (ξ)− P (pq
)∣∣∣∣ = ∣∣∣∣ξ − pq
∣∣∣∣ · |P ′(t)|,
mas como P (ξ) = 0, obtemos ∣∣∣∣P (pq
)∣∣∣∣ = ∣∣∣∣ξ − pq
∣∣∣∣ · |P ′(t)|.
Multiplicando ambos os lados por qn,
1 ≤ qn
∣∣∣∣P (pq
)∣∣∣∣ = qn|P ′(t)| ∣∣∣∣ξ − pq
∣∣∣∣ ,
e então ∣∣∣∣ξ − pq
∣∣∣∣ ≥ 1qn|P ′(t)| . (1.3)
Agora, observe que como t está entre ξ e p/q, então |t− ξ| ≤ |ξ − p/q| ≤ 1, e também
que |P ′(t)| ≤ 1 + |P ′(t)| ≤ 1 + max
|t−ξ|≤1
|P ′(t)|. Assim em (1.3), obtemos∣∣∣∣ξ − pq
∣∣∣∣ ≥ 1qn(1 + max|t−ξ|≤1 |P ′(t)|) = c(ξ)qn ,
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onde escrevemos c(ξ) := 1/(1 + max
|t−ξ|≤1
|P ′(t)|).
Observe que se |ξ − p/q| > 1, então |ξ − p/q| > 1 ≥ c(ξ)/qn. Concluindo a prova do
teorema.
Assim, Liouville construiu uma classe de números que são "muito bem" aproximados
por racionais, chamados números de Liouville, definidos como:
Definição 1.5. Um número real α é dito número de Liouville se existir uma sequência
de infinitos racionais (pk/qk)k≥1, com qk > 1, tal que∣∣∣∣α− pkqk
∣∣∣∣ < 1qkk , (1.4)
para todo k ≥ 1.
Proposição 1.2. A sequência (qk)k≥1 é ilimitada.
Demonstração. Suponha, por contradição, que (qk)k≥1 é limitada, assim existe C > 0, tal






|pk − qkα| < qk.
Pela desigualdade triangular,
|pk| − |qkα| < |pk − qkα| < qk.
Assim,
|pk| < (|α|+ 1)qk < (|α|+ 1)C,
limitando assim a sequência (pk)k≥1. Mas isso implica que a sequência (pk/qk)k≥1 é limi-
tada, uma contradição. Portanto, (qk)k≥1 é ilimitada.
Proposição 1.3. Todo número de Liouville é irracional.
Demonstração. Suponha, por contradição, que p/q ∈ Q é um número de Liouville. Pela





∣∣∣∣ = ∣∣∣∣pqk − qpkqqk
∣∣∣∣ ≥ 1|q|qk ,
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pois qk − qpk ∈ Z∗.
Assim, qk−1k < |q|, o que limita a sequência (qk)k≥1, uma contradição. Portanto, não
existe um número racional que é número de Liouville.
Teorema 1.3. Todo número de Liouville é transcendente.
Demonstração. Suponha, por contradição, que α ∈ Q, de grau n, seja um número de
Liouville. Vimos que α /∈ Q, assim devemos ter n > 1. A desigualdade do Teorema 1.2 é
válida para todo número racional, em particular, para os pk/qk’s da definição de número





∣∣∣∣ < 1qkk ,
ou seja, qk−nk < c(α)
−1, para todo k ≥ 1, limitando a sequência (qk)k≥1, uma contradição.
Portanto, α não é algébrico.
Daí Liouville construiu o primeiro exemplo de número transcendente: o número real
∞∑
n=1
10−n! = 0, 1100010000000000000000010000 . . .
conhecido como constante de Liouville.
Uma outra caracterização dos números de Liouville, é dada na proposição a seguir:
Proposição 1.4. Seja ξ um número real. Se existir uma sequência (ωk)k≥1 de números
reais, com lim
k→∞




∣∣∣∣ ≤ 1qωkk , (1.5)
então ξ é número de Liouville.
Demonstração. Como lim
k→∞
ωk = +∞, dado n ∈ N, existe ωkn > n. Escreva an = pkn e
bn = qkn . Assim, por (1.5), temos ∣∣∣∣ξ − pknqkn
∣∣∣∣ ≤ 1qωknkn ,
para n = 1, 2, . . . , então ∣∣∣∣ξ − anbn
∣∣∣∣ ≤ 1bnn .












2−n! e qk = 2k!,






≤ 2−(k+1)!(1 + 2−1 + 2−2 + · · · )
≤ 2 · 2−(k+1)!









Assim ξ é um número de Liouville, e é transcendente.
Generalizando a construção do exemplo anterior, podemos obter um conjunto não
enumerável de números de Liouville. Também podemos mostrar que o conjunto desses
números tem medida nula em R, veja [9, p. 85 ].
Utilizando o conceito de Frações Contínuas, em 1929 O. Perron (1880-1975) mostrou
que a constante de Euler, o número e, não é um número de Liouville, entretanto é um
número transcendente [17]. Usando considerações mais técnicas, Mahler em 1932 mostrou
que π não é um número de Liouville.
Teorema de Roth
Desde a época de Liouville, o Teorema 1.2 foi melhorado sucessivamente por A. Thue
(1863-1922) em 1908, C. Siegel (1896-1981) em 1921, F. Dyson (1923-2020) em 1947 e K.
Roth (1925-2015) em 1955. Roth exibiu a melhor estimativa possível:
Teorema 1.4. Se ξ é um número irracional algébrico, então dado ε > 0, existe c =
c(ξ, ε) > 0 tal que ∣∣∣∣ξ − pq
∣∣∣∣ > cq2+ε ,
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para todo p/q ∈ Q.
Desse Teorema segue novamente uma condição suficiente, mas não necessária, para a
transcendência.
Teorema 1.5. Sejam ξ, τ ∈ R, com τ > 2. Se existir uma sequência (pk/qk)k∈N de
números racionais distintos satisfazendo
0 <
∣∣∣∣ξ − pkqk
∣∣∣∣ ≤ 1qτk ,
para k = 1, 2, . . . . Então, ξ é transcendente.
As demonstrações dos Teoremas 1.4 e 1.5 podem ser encontradas em [12].
Como uma consequência deste último teorema, a constante de Champernowne
M := 0, 123456789101112 . . .
é transcendente e não é um número de Liouville, veja [18].
O conjunto dos números que satisfazem o Teorema 1.5 é não enumerável, pois contém
um subconjunto não enumerável do conjunto dos números de Liouville.
Tais aproximações são parte da área denominada Aproximações Diofantinas que es-
tuda a aproximação de números reais por racionais. A gênese das Aproximações Diofan-
tinas se deu com Teorema de Dirichlet, em 1842, devido a J. Dirichlet (1805-1859).
Nas próximas duas seções desejamos apresentar algumas definições e alguns resultados,
que serão de extrema importância para realizar estimativas em todas as demonstrações
presentes no Capítulo 2 deste trabalho.
1.4 Séries
Nesta seção, lembramos definições básicas sobre expansão em séries de potências de fun-
ções.
Definição 1.6. Uma série formal ou expansão em série de Laurent, para uma função






onde os coeficientes fh 6= 0, e esta série converge no domínio
Uρ(c) : 0 < |z − c| < ρ,
onde ρ ∈ R+ e n ∈ Z.
Observação 4. Se n < 0, diz-se que f(z) tem um pólo em z = c, e se n ≥ 0, então f(z) é
regular também no centro de Uρ(c). Nesse último caso, a série de Laurent será a série de
Taylor usual para f(z) no disco |z − c| < ρ. Quando ρ =∞, a Série de Laurent converge
em todo o plano complexo, exceto possivelmente em z = c. Por outro lado, se ρ é finito,
então f(z) pode ser contínua fora do domínio Uρ(c).






um elemento de K[[z]]. Essa série formal converge para uma função analítica f(z) em um
domínio
Uρ : 0 < |z| < ρ,
onde ρ > 0. A função f(z) tem no máximo um pólo em z = 0 e é regular em Uρ.
Lema 1.1. O conjunto K[[z − c]] com as operações
(f + g)(z) :=
∞∑
h=−∞
(fh + gh)(z − c)h e









onde f, g ∈ K[[z − c]], é um corpo.
No Lema anterior, se considerarmos a função H = f ·g, os coeficientes Hh =
∑
fkgh−k
recebem o nome de produto de Cauchy dos coeficientes das funções f e g.
Agora apresentaremos um teorema, devido a Weierstrass, que fornece um critério de
convergência para séries.
Teorema 1.6 (Teste M de Weierstrass). Sejam
∑
n≥1
fn uma série de funções definidas
em um conjunto A ⊆ C, e uma sequência numérica de majorantes (Mn)n≥1, tais que
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Então, a série ∑
n≥1
fn
converge uniformemente em A.
A demonstração deste resultado pode ser encontrado em [16, p. 301].
1.5 Teoria de alturas e a Desigualdade de Liouville
Inicialmente, lembramos que os conjugados algébricos de α, que serão denotados por
α(0) = α, α(1), . . . , α(n−1), também são raízes de Pα(x) e portanto também são números
algébricos.
A ideia de altura de um número algébrico, foi desenvolvida por A. Weil (1906-1998) na
década de 1920. A medida de altura de um número algébrico, em geral, é o valor da altura
do polinômio minimal de α. Entretanto, Weil desenvolveu uma técnica para estimar esse
valor utilizando apenas o grau de α, logaritmos e os módulos dos conjugados de α.
Definição 1.7. A altura logarítmica de Weil (ou simplesmente, altura de Weil) de um











onde a é o coeficiente líder de Pα, e os α(i)’s são os conjugados algébricos de α.
Lema 1.2. Sejam α, β ∈ Q, a altura de Weil satisfaz:
h(α + β) ≤ h(α) + h(β) + log 2
h(αβ) ≤ h(α) + h(β)
h(αn) = nh(α), n ∈ N
h(1/α) = h(α), α 6= 0.
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A demonstração do último lema pode ser encontrada em [14, p. 18].
Em geral, se P (X1, . . . , Xn) ∈ Z[X1, . . . , Xn] e α1, . . . , αn ∈ Q, temos




onde ∂XiP denota o grau de P na variável Xi. Aqui, L(P ) denota o comprimento de P ,
que é a soma dos valores absolutos dos coeficientes do polinômio P . A demonstração de
tal fato, pode ser encontrada em [14, Seção 1.6].
Uma consequência da teoria de alturas, é a seguinte desigualdade fundamental:
Teorema 1.7 (Desigualdade de Liouville). Seja α um número algébrico não nulo e con-
sidere K = Q(α), então
log |α| ≥ −[K : Q] · h(α). (1.7)
A demonstração dessa desigualdade pode ser encontrada em [14, p. 21].
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Capítulo 2
O Método de Mahler
Seja a = (an)n≥1 uma sequência (estritamente) crescente de inteiros positivos. Definimos





Nosso objetivo é estudar o comportamento aritmético de fa(z) em argumentos algébri-
cos, não nulos (claramente, dentro do seu disco de convergência) para algumas sequências
a. No que segue, para simplificar a notação, poderemos escrever fa apenas como f .
O primeiro resultado implica que fa(z) é uma função analítica na bola unitária B(0, 1) :=
{z ∈ C : |z| < 1}. Além disso, como os coeficientes dessa série são inteiros, essa bola é
exatamente o disco de convergência de fa.
Proposição 2.1. Seja a = (an)n≥1 ⊆ Z>0 uma sequência estritamente crescente. Então
a função fa(z) é analítica em B(0, 1).




basta-nos mostrar que essa última série converge uniformemente em B(0, 1). Nesse caso,




em B(0, R) (já que, todo subconjunto compacto de B(0, 1) está contido em uma bola
B(0, R), para algum R ∈ (0, 1) e convergência uniforme em todo compacto de B(0, 1),
implica em convergência uniforme em toda a bola unitária).
Para provar esse último fato, usaremos o teste M de Weierstrass. Seja R ∈ (0, 1),
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então para todo z ∈ B(0, R), temos
|fn(z)| = |z|an ≤ Ran ≤ Rn =: Mn,
onde usamos que an ≥ n, para todo n ≥ 1 (já que a é uma sequência estritamente













(para f(z)) em B(0, 1). Além disso, um fato conhecido da análise complexa é que o
limite uniforme de função analíticas, também é uma função analítica (isso é consequência





zan é analítica em B(0, 1) (limite uniforme de polinômios), como queríamos.
2.1 Resultados iniciais
Nesta seção, abordaremos os primeiros resultados sobre o comportamento aritmético dos
valores de fa quando a sequência a = (an)n é superexponencial, isto é, an+1/an → ∞
quando n→∞.
O primeiro resultado é relacionado à natureza aritmética de fa(r), quando r é um
número racional em (−1, 1).
Teorema 2.1. Seja a = (an)n≥1 uma sequência superexponencial de inteiros positivos.
Então fa(r) é um número de Liouville, para todo r ∈ Q ∩ (−1, 1), não nulo.
Demonstração. Para provar este resultado, sem perda de generalidade, considere r = p/q
um racional positivo, commdc(p, q) = 1. Vamos mostrar que existe uma sequência infinita
de racionais (Ak/Bk)k≥1, tais que Ak ∈ Z e Bk ∈ Z≥2 para todo k ≥ 1, e uma sequência
de reais positivos (ωk)k≥1, com lim
k→∞




∣∣∣∣ < cBωkk , para todo k ≥ 1,
onde c é uma constante qualquer.
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e Bk = qak .










































Vamos mostrar que essa última série é limitada por uma série geométrica. Para isso,
definimos cn := an+1/an (observe que cn →∞, quando n→∞). Assim an = cn−1an−1, e
subtraindo an−1 em ambos os lados desta igualdade, obtemos an− an−1 = (cn−1− 1)an−1.
Fazendo n = k + t − 1 na igualdade anterior, e usando que a sequência a é crescente,
temos
ak+t−1 − ak+1 ≥ ak+t−1 − ak+t−2 = (ck+t−2 − 1)ak+t−2, (2.3)




























































Agora, vamos majorar (p/q)ak+1 . Para tal, como p/q < 1, então existe um número real





























onde ωk := εak+1/ak (note que ωk →∞, pois an+1/an →∞), e aqui c = 2. Observe que
a sequência (Ak/Bk)k≥1 é infinita, pois mdc(Ak, Bk) = mdc(pk, q) = 1 (também podemos
provar que todos os Ak/Bk’s são distintos). Portanto pela Proposição 1.4, f(r) é um
número de Liouville para todo r ∈ Q ∩ (0, 1).
O caso r < 0 é feito de maneira análoga, apenas trocaremos p/q por |p/q| nos cálculos
em (2.2).
Antes de demonstrarmos o segundo resultado, vejamos mais algumas definições que
darão suporte para tal prova.
Definição 2.1. Se α ∈ Q e seu polinômio minimal tem coeficientes inteiros, então α é
chamado de inteiro algébrico. Denotamos por I o conjunto dos inteiros algébricos.
Observação 5. O conjunto I é um anel e I ∩Q = Z.
Notação 1. Considere α um número algébrico e α(0) = α, . . . , α(n−1) seus conjugados
algébricos, denotamos
1. α = max{|α(i)| : 0 ≤ i ≤ n− 1}, a casa algébrica de α.
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2. den(α) = min{d ∈ Z : d > 0, dα ∈ I}, o denominador de α.
Observação 6. Para cada α ∈ Q, existe n ∈ N, tal que nα ∈ I, geralmente tal n pode ser
tomado como o mmc dos denominadores dos coeficientes do polinômio minimal de α.
Observação 7. Pelas notações acima e utilizando propriedades de módulo, podemos provar
que
α + β ≤ α + β e αβ ≤ α β .
Também, observamos que se dα e dβ ∈ I, então d(α+β) ∈ I e d2αβ ∈ I, pois I é um anel.
Assim, se d1 = den(α) e d2 = den(β), temos d1d2(α + β) ∈ I, e concluímos que
den(α + β) ≤ d1d2 = den(α)den(β)
e também
den(αβ) ≤ den(α)den(β).
Agora apresentamos uma segunda versão da Desigualdade Liouville, que relaciona os
valores α e den(α). Esta segunda versão é uma consequência da primeira versão, isto
pode ser encontrado em [21, p. 80].
Teorema 2.2 (Segunda Desigualdade Liouville). Se α ∈ Q, é não nulo e de grau n, então
log |α| ≥ −2n ·max{log α , log den(α)}. (2.5)
A prova deste resultado pode ser encontrada em [1, p. 2].
Definição 2.2 (Símbolos de Landau). Seja φ(x) uma função positiva e f(x) outra função
qualquer, tais que Domf ⊆ Domφ. Então os símbolos de Landau O(x) e o(x), geralmente
chamados, respectivamente de "big-O" e "little-o", são definidos como segue:
(a) Dizemos que f é da ordem grande de φ, escreve-se f(x) = O(φ(x)), sempre que
|f(x)| < Aφ(x), para todos os valores de x, onde A é uma constante positiva.
(b) Dizemos que f é da ordem pequena de φ, escreve-se f(x) = o(φ(x)), sempre que
f(x)/φ(x)→ 0, quando x→∞.
Proposição 2.2. Temos que valem as seguintes regras para o uso de "big-O"
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(i) (Constante) Se C é uma constante positiva, então a estimativa f(x) = O(Cφ(x))
é equivalente a f(x) = O(φ(x)). Em particular, f(x) = O(C) é equivalente a
f(x) = O(1).
(ii) (Transitividade) Se f(x) = O(φ1(x)) e φ1(x) = O(φ2(x)), então f(x) = O(φ2(x)).
(iii) (Multiplicação) Se fi(x) = O(φi(x), para i = 1, 2, então f1(x)f2(x) = O(φ1(x)φ2(x)).
(iv) (Extração de fatores) Se f(x) = O(φ1(x)φ2(x)), então f(x) = φ1(x)O(φ2(x)).










(vi) (Integração) Se f(x) e φ(x) são integráveis em um intervalo finito, e satisfazem







, x ≥ x0.
Observação 8. As quatro primeiras regras também valem para o uso de "little-O", mas
as duas últimas não. As demonstrações da última proposição e da última observação,
podem ser encontrada em [20, Capítulo 2].
Agora somos capazes de demonstrar o segundo resultado, que mostra a transcendência
dos valores de f(α), para α ∈ Q ∩ B(0, 1), não nulo. Por simplicidade, a menos que seja
explicitado o centro da bola, diremos apenas que B(0, 1) é a bola unitária.
Teorema 2.3. Seja a = (an)n≥1 uma sequência superexponencial de inteiros positivos.
Então fa(α) é transcendente para todo α ∈ Q ∩B(0, 1), não nulo.






Assim, como γm é uma combinação linear de f(α) e potências de α, então γm ∈ L :=
Q(α, f(α)), com [L : Q] = `. Queremos usar a desigualdade (2.5), para isso, vamos
majorar os valores de log |γm|, γm e den(γm).
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Vamos inicialmente encontrar um limitante superior para log |γm|. Para isso, observe






= αam + αam+1 + · · ·
= αam + o (|α|am) .
Para m suficentemente grande temos,
|γm| = |αam + o (|α|am) |
≥ |α|am − o (|α|am)
= |α|am(1− o(1)),





Portanto, γm 6= 0, para m ≥ m0. E também
|γm| ≤ |α|am + o (|α|am)









Assim, temos |γm| < 2|α|am . Portanto, aplicando logaritmo
log |γm| < log(2|α|am) = log 2 + am log |α|. (2.6)
Afim de majorar γm , observe que da definição de γm e pelas propriedades de casa
algébrica, temos








≤ f(α) + (m− 1) max{1, α }am−1 .
22
Assim temos
γm ≤ f(α) + (m− 1) max{1, α }am−1 . (2.7)
Agora, como f(α) é uma constante e a é uma sequência crescente, então existe m1 ≥ m0
tal que, se m ≥ m1, então
f(α) ≤ 2m−1 ≤ 2am−1 e m− 1 ≤ 2m−1 ≤ 2am−1 .
Assim por (2.7) e as duas últimas desigualdades,
γm ≤ f(α) + (m− 1) max{1, α }am−1
≤ 2am−1 + (2 max{1, α })am−1
≤ (4 max{1, α })am−1 ,




onde c1 := 4 max{1, α }.
Por último, vamos encontrar um limitante superior para den(γm), assim observamos








é inteiro algébrico, pois I é anel (note que dam−1−an ∈ Z, para 1 ≤ n ≤ m− 1). Portanto,
temos





















≤ den(f(α)) · (den(α))am−1 .
Para m suficientemente grande, temos
den(f(α)) < 2am−1 .
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Concluímos que
den(γm) ≤ cam−12 , (2.10)
onde c2 := 2den(α).
Pela desigualdade (2.5) aplicada a γm e combinando (2.6), (2.8) e (2.10), obtemos
log 2 + am log |α| = log(2|α|am)
> log |γm|
≥ −2` ·max{log γm , log den(γm)}
≥ −2` ·max{log cam−11 , log c
am−1
2 }
≥ −2` ·max{am−1 log c1, am−1 log c2}
≥ −2` · am−1 max{log c1, log c2}.
Portanto,
log 2 + am log |α| ≥ −2` · am−1c3,
onde c3 := max{log c1, log c2}. Logo, dividindo a última desigualdade por am, obtemos
log 2
am
+ log |α| ≥ −2`am−1
am
c3.
E tomando m→∞ (lembrando que am →∞), concluímos que
log |α| ≥ 0,
e isso é uma contradição, pois para α ∈ B(0, 1), não nulo, devemos ter log |α| < 0.
Portanto f(α) é transcendente.
Nos Teoremas 2.1 e 2.3 usamos apenas as propriedades algébricas de α para demons-
trar a transcendência de f(α). Entretanto, nem sempre conseguiremos estimar limitantes
somente usando essas propriedades. Em geral, necessitaremos também investigar o com-
portamento da função utilizada, assim precisamos de uma ferramenta ou um método que
nos auxilie na obtenção desses limitantes, em busca de contradições na hipótese de f(α)
ser um número algébrico.
A próxima seção aborda o uso de uma ferramenta que nos ajuda a demonstrar a
transcendência, nos casos em que as propriedades algébricas do ponto algébrico não são
suficientes. Tal ferramenta é conhecida como o Método de Mahler para Transcendência,
ou simplesmente, Método de Mahler.
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2.2 Introdução ao Método de Mahler
O Método de Mahler, termo batizado por J. Loxton e A. Poorten (1942-2010), é um
método de demonstração com origem em três artigos de Mahler [5–7]. Tal ferramenta
é, em geral, utilizada para demonstrar a transcendência e independência algébrica para
valores tomados em uma classe de funções.
Dada uma dessas funções, primeiro precisamos verificar a transcendência dessa função,
e supor que o valor dessa função aplicada no ponto algébrico determinado é um número
algébrico, a partir daí o esquema de demonstração utilizando o método será dividido nos
passos a seguir:
(FA)− Construir uma função auxiliar.
(LS)− Obter um limitante superior, através de estimativas analíticas.
(NA)− Provar a não anulação, por meio de estimativas de zeros.
(LI)− Obter um limitante inferior, através de estimativas aritméticas.
A partir desses passos, obteremos uma contradição quando compararmos os limitantes
inferior e superior, e asssim obteremos que o valor de tal função aplicada nesse ponto
algébrico, antes suposto algébrico, é transcendente.
Por exemplo, utilizando o Método de Mahler, a Desigualdade de Liouville e com a
ajuda da teoria básica sobre alturas, podemos provar o seguinte resultado conhecido como
Teorema de Mahler :
Teorema 2.4. Seja a = (an)n≥0 uma sequência de inteiros positivos tal que an = dn,
onde d ∈ Z>1 é uma constante. Então fa(α) é transcendente para todo α ∈ Q ∩ B(0, 1),
não nulo.
Mahler provou este teorema por volta de 1926-27. Ele tentava investigar a irraciona-
lidade para os valores de f(p/q), onde p/q ∈ Q ∩ (0, 1). Evidentemente, Mahler acabou
provando em seu teorema algo muito mais forte do que ele procurava inicialmente.




















α−8 + · · ·
,
e também a independência algébrica dos números f(α), f ′(α), f ′′(α), . . ., onde α ∈ Q ∩
B(0, 1), não nulo, e f ′, f ′′, . . . denotam as derivadas da função f .
Observamos que, no Teorema de Mahler, a sequência a é exponencial, ou seja, a razão
entre dois termos consecutivos é igual a uma constante. Esta razão é an+1/an = d > 1
para todo n.
2.3 Teorema de Mahler
Para demonstrar o Teorema de Mahler, antes consideremos a sequência a = (dn)n≥0, com
d > 1, e apresentamos alguns resultados preliminares que serão importantes para tal
prova.
Preliminares
Lema 2.1. A função fa(z) satisfaz a equação funcional
f(zd) = f(z)− z. (2.11)






























+ · · · .
Portanto f(zd) = f(z)− z.
Corolário 2.1. Seja α ∈ Q ∩ B(0, 1) e suponha que f(α) é algébrico, então f(αdn) é
também algébrico para todo n ≥ 0.
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Demonstração. A prova deste fato segue por indução sobre n ≥ 0. Inicialmente, para
n = 0, obtemos f(α) = f(αd
0
), que é por hipótese algébrico. Agora, suponha que
f(αd
n−1














) é uma subtração de algébricos, e portanto, também é algébrico.




m é dita lacunária se existem duas sequências
de inteiros (si)i≥1 e (tj)j≥0 tais que:
(i) 0 = t0 ≤ s1 < t1 ≤ s2 < t2 ≤ · · · ;
(ii) Para todo r ≥ 1, temos csr 6= 0, ctr 6= 0, mas cm = 0 para sr < m < tr;
(iii) temos lim
r→∞
(tr − sr) =∞.












onde cm = 1 para todo m uma potência de d e cm = 0 caso contrário. Assim considere
as sequências (si)i≥1 e (tj)j≥0, definidas por si = di−1, para todo i ≥ 1, e t0 = 0, tj = dj,
para todo j ≥ 1. Observe que estas sequências satisfazem:
(i) 0 = t0 < 1(= s1) < d(= t1) ≤ d(= s2) < d2(= t2) ≤ d2(= s3) < d3(= t3) ≤ · · · ;
(ii) csr = 1 e ctr = 1 para todo r ≥ 1, e se sr < m < tr temos cm = 0;
(iii) lim
r→∞
(tr − sr) = lim
r→∞
(dr − dr−1 = lim
r→∞
dr−1(d− 1) =∞, pois d > 1.
Portanto, f(z) é uma série lacunária.
Teorema 2.5. Toda série lacunária é uma função transcendente.
A prova do último teorema pode ser encontrada em [8, p.44].
Vamos agora enunciar um teorema, conhecido como Teorema da Identidade para fun-
ções analíticas, por simplicidade o chamaremos apenas de Teorema da Identidade. Funções
analíticas são funções complexas de uma ou mais variáveis complexas, que são diferenciá-
veis nas vizinhanças de cada um dos pontos de seu domínio.
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Teorema 2.6 (Teorema da Identidade). Sejam f, g : D ⊆ C −→ C funções holomorfas,
e seja S ⊆ D um conjunto que tem um ponto de acumulação c ∈ D. Se f(x) = g(x) para
todo x ∈ S, então f(x) = g(x) para todo x ∈ D.
A demonstração do último resultado pode ser encontrado em [15].
Agora podemos provar o teorema.
Prova do Teorema de Mahler
Demonstração. Para mostrar esse resultado, suponhamos, por contradição, que f(α) é
algébrico, para α ∈ Q ∩ B(0, 1), não nulo. Considere K := Q(α, f(α)), com [K : Q] = `.
Observe que a Proposição 2.3 e o Teorema 2.5 nos fornece a transcendência da função
f(z).
Passo(FA): Sejam N um número inteiro positivo e P0(z), . . . , PN(z) ∈ Z[z], polinômios


















Assim, bh é uma forma linear de xjl (0 ≤ j, l ≤ N) sobre Q. Como o número de incógnitas
(N+1)2 é maior que o número de equações N2+1, então o sistema homogêneo de equações
b0 = b1 = · · · = bN2 = 0 tem uma solução não trivial x = (x00, . . . , xN2N2) em Z.
Passo(NA): Inicialmente como |α| < 1, então o conjunto S := {αdk}k≥0 ⊆ D =:
B(0, 1), possui um ponto de acumulação z = 0 ∈ D. Pelo Teorema da Identidade, se
EN(z) = 0, para todo z ∈ S, então EN(z) ≡ 0 para todo z ∈ D, o que é uma contradi-
ção, pois a função f(z) é transcendente, e assim ela não satisfaz a equação EN(z) = 0.
Portanto, para k suficientemente grande, EN(αd
k
) 6= 0.
Passo(LS): Afim de obtermos um limitante superior para log |EN(αd
k
)|, escreva H




















kH(1 + |α|dk + |α|2dk + · · · ),
onde c1(N) > |bh| para todo h ≥ H, isso é possível pois bh é sempre uma soma finita que
depende dos coeficientes dos Pj’s, já fixados.
Agora, como |α| < 1, para k suficientemente grande temos |α|dk < 1/2, então










+ · · · = 2.
Portanto ∣∣∣EN(αdk)∣∣∣ < 2c1(N)|α|dkH < c2(N)|α|dkN2 , (2.12)
onde c2(N) = 2c1(N), e na última passagem, usamos que H > N2. Agora aplicando o
logaritmo na desigualdade (2.12),
log
∣∣∣EN(αdk)∣∣∣ ≤ c3(N) + dkN2 log |α|, (2.13)
onde c3(N) := log c2(N).









AN(z, f(z)) = EN(z).












≤ logL(AN) +Ndkh(α) +Nh(f(α)− α− · · · − αd
k−1
)
≤ logL(AN) +Ndkh(α) +N(k log 2 + h(f(α)) + h(α) + · · ·+ h(αd
k−1
))
≤ logL(AN) +Ndkh(α) +Nk log 2 +Nh(f(α)) +N(h(α) + dh(α) · · ·+ dk−1h(α))
≤ logL(AN) +Ndkh(α) +Nk log 2 +Nh(f(α)) +Nh(α)(1 + d+ · · ·+ dk−1)
= logL(AN) +Nd





≤ logL(AN) +Ndkh(α) +Nk log 2 +Nh(f(α)) +Nh(α)dk
= logL(AN) + 2Nd
kh(α) +Nk log 2 +Nh(f(α)),
onde usamos recursivamente (2.11), para obter f(αd
k
) = f(α)−α−· · ·−αdk−1 , e também
usamos recursivamente que h(α + β) ≤ log 2 + h(α) + h(β) e h(αn) = nh(α). Portanto,
h(EN(α
dk)) ≤ c4(N) + 2Ndkh(α) +Nk log 2 +Nh(f(α)), (2.15)
onde c4(N) := logL(AN).
A Desigualdade de Liouville estabelece
log |EN(αd
k





∣∣∣EN(αdk)∣∣∣ ≥ −`(c4(N) + 2Ndkh(α) +Nk log 2 +Nh(f(α))). (2.16)
Portanto, combinando as desigualdades (2.13) e (2.16),
−`(c4(N) + 2Ndkh(α) +Nk log 2 +Nh(f(α))) ≤ c3(N) + dkN2 log |α|,















Fazendo k →∞, obtemos
−2` Nh(α) ≤ N2 log |α|,
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então





Mas N pode ser escolhido arbitrariamente, portanto temos uma contradição. Concluímos
assim que f(α) não é algébrico, para α ∈ Q ∩B(0, 1), não nulo.
Observação 9. Na prova do Teorema 2.4 acima usamos o Corolário 2.1, para nos garantir
o uso de αd
k
ao invés de apenas α, já que pelo mesmo, se f(αd
k
) /∈ Q, a contrapositiva do
corolário garante f(α) /∈ Q.
Sequência de Thue-Morse
Nesta seção abordaremos um exemplo de aplicação do Método de Mahler, com o auxílio
da teoria básica de alturas e a Desigualdade de Liouville, para provar a transcendência
de valores de uma função em pontos algébricos. Embora a função de Thue-Morse não
seja da mesma natureza da função fa e o comportamento da sequência em questão não
ser semelhante as sequências a’s abordadas anteriormente, o Método de Mahler também
é eficaz para provar a transcendência dos valores dessa função.
A sequência de Thue-Morse foi primeiro estudada por E. Prouhet(1817-1867) em 1851.
No entanto, a primeira referência explícita a essa sequência foi feita por Thue em 1906,
que a usou no estudo combinatório de palavras. A sequência só se tornou mundialmente
conhecida em 1921, quando M. Morse (1892-1977) a relacionou com a geometria diferen-
cial.
Preliminares
Inicialmente vamos definir a sequência de Thue-Morse e a série de Thue-Morse, mostra-
remos que essa série satisfaz uma equação funcional, e por fim provaremos um resultado
que nos fornece a transcendência de valores dessa série em argumentos algébricos da bola
unitária.
Definição 2.4. A sequência de Thue-Morse (an)n≥0, é definida tal que an é o resto módulo
2 da soma dos dígitos da expansão binária de n.
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Base Decimal Base Binária Soma dos Dígitos na Base Binária an
0 0 0 0
1 1 1 1
2 10 1 1
3 11 2 0
4 100 1 1
5 101 2 0
10 1010 2 0
50 110010 3 1
100 1100100 3 1
Tabela 2.1: Alguns exemplos de termos da sequência de Thue-Morse








Observação 10. A função fTM é analítica na bola unitária.


























Observação 11. Este exemplo foi motivado pelo trabalho de Federico Pellarin [3].
Transcendência da série de potências Thue-Morse
Teorema 2.7. Para todo α ∈ Q ∩B(0, 1), não nulo, temos que fTM(α) é transcendente.
Demonstração. Inicialmente, indicamos que a verificação de que fTM(z) é função trans-
cendente, é feita em [4].
Passo (FA): Para todo N ≥ 0, escolhemos PN(x, y) ∈ Q[x, y] polinômios não nulos de
grau no máximo N em x e y, tal que as funções auxiliares
FN(x) := PN(x, fTM(x)) = cν(N)x
ν(N) + · · · ,
são não identicamente nulas, e a ordem de anulação ν(N) em x = 0 é tal que ν(N) ≥ N2.
Isto segue da existência de uma solução não trivial de um sistema homogêneo com N2 + 1
equações lineares e (N + 1)2 incógnitas.
Seja α ∈ Q ∩ B(0, 1) não nulo. Suponhamos por contradição que fTM(α) é também
algébrico, considere L = Q(α, f(α)), com [L : Q] = `. Segue do Lema 2.2, para todo










(1− α) · · · (1− α2n)
)
∈ L.
Passo (NA): Como o conjunto S := {αdk}k≥0 ⊆ D =: B(0, 1), possui um ponto de
acumulação z = 0 ∈ D. Novamente, pelo Teorema da Identidade, temos FN(α2
n+1
) 6= 0
para todo n suficientemente grande.
Passo(LS): Vamos limitar superiormente log |FN(α2
n+1
)|. Para isso, observamos que





































onde na última passagem usamos que ν(N) ≥ N2 e |α| < 1. Para n suficientemente







































onde c1(N) ≥ |cν(N)+i|, pois estes coeficientes são sempre uma soma finita, que depende
de coeficientes já fixados. Na última passagem, usamos que 1 + 1/2 + (1/2)2 + · · · = 2.












pois |α| < 1. Concluímos assim que,
log
∣∣∣FN(α2n+1)∣∣∣ ≤ c2(N) + 2n+1N2 log |α|, (2.18)
onde c2(N) := log(cν(N) + 2c1(N)).
Passo (LI): Afim de obter um limite inferior para log |FN(α2
n+1
)|, usaremos a Desi-
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(1− α) · · · (1− α2n)
)
,
onde na última passagem usamos recursivamente a equação funcional (2.17), para obter
fTM(α






(1− α) · · · (1− α2n)
)
≤ h(fTM(α)) + h
(
1
(1− α) · · · (1− α2n)
)












) + log 2)




≤ h(fTM(α)) + (n+ 1) log 2 + h(α)(1 + 2 + · · ·+ 2n)
≤ h(fTM(α)) + (n+ 1) log 2 + 2n+1h(α),
onde usamos que h(αn) = nh(α), h(αβ) ≤ h(α)h(β), h(1/α) = h(α), e recursivamente
que h(α + β) ≤ log 2 + h(α) + h(β). Também, usamos que h(1) = 0. Portanto,
log |FN(α2
n+1
)| ≥ −`(logL(PN) +Nh(α2
n+1
) +N(h(fTM(α)) + (n+ 1) log 2 + 2
n+1h(α)))
≥ −`(logL(PN) +N2n+1h(α) +Nh(fTM(α)) +N(n+ 1) log 2 +N2n+1h(α))
≥ −`(logL(PN) + 2N2n+1h(α) +Nh(fTM(α)) +N(n+ 1) log 2)




)| ≥ −`(logL(PN) +N2n+2h(α) +Nh(fTM(α)) +N(n+ 1) log 2). (2.19)
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Para n suficientemente grande, e combinando as desigualdades (2.18) e (2.19), obtemos
log |c2(N)|+ 2n+1N2 log |α| ≥ −`L(FN)− `N2n+2h(α)
− `Nh(fTM(α))− `(n+ 1) log 2
Assim, dividindo por 2n+1
2−n−1 log |c2(N)|+N2 log |α| ≥ −`L(PN)2−n−1 − `2Nh(α)
− `N2−n−1h(fTM(α))− `(n+ 1)2−n−1 log 2.
Tomando n→∞, encontramos a desigualdade
N2 log |α| ≥ −2N`h(α),
dividindo ambos os lados por N , obtemos





mas N é escolhido arbitrariamente, e assim temos uma contradição. Portanto, fTM(α) é
transcendente para todo α ∈ Q ∩B(0, 1), não nulo.
2.4 Outras aplicações do Método de Mahler
Como Mahler mesmo observou, um importante aspecto do seu método é que ele pode ser
aplicado em funções analíticas de mais de uma variável, e não somente para o operador z 7→
zd, mas para soluções analíticas de diferentes tipos de equações funcionais relacionando
transformações mais gerais. Seja Ω = (ti,j) com 1 ≤ i, j ≤ d, uma matriz d × d com
entradas inteiras não-nulas. Então, Ω age sobre Cd por
Ωα = (α
t1,1
1 . . . α
t1,d
d , . . . , α
td,1
1 . . . α
td,d
d ),
onde α = (α1, . . . , αd) ∈ Cd. Tal ação se estende naturalmente para elementos de Q[[z]]
colocando Ωf(z) = f(Ωz), onde se Ω = (d)1×1, então Ωf(z) = f(zd).
36
O Método de Mahler, visa transferir resultados sobre a ausência de relações algébricas
ou lineares sobre Q(z), de soluções analíticas de algumas equações funcionais relacionadas
a operadores Ω para seus valores em pontos algébricos.
O Método de Mahler é geralmente aplicado nas seguintes três famílias de equações:
• A Equação Racional de Mahler: definida por
f(Ωz) = R (z, f(z)) , (2.20)
onde R(X, Y ) = A(X, Y )/B(X, Y ) ∈ Q(X, Y ) é uma função racional com duas
variáveis e coeficientes algébricos.
• A Equação Algébrica de Mahler: definida por
P (z, f(z), f(Ωz)) = 0, (2.21)
onde P (z,X, Y ) ∈ Q[z,X, Y ].















Observação 12. A equação racional de Mahler é um caso especial da equação algébrica,
onde o grau em Y de P é igual a 1.
Observação 13. Somente as soluções analíticas das equações anteriores são consideradas.
Em particular, não podemos aplicar o Método de Mahler em algumas funções interessantes
como log z ou log log z/ log 2, apesar de ambas serem soluções para a equação linear de
Mahler.
Neste trabalho não faremos nenhuma discussão sobre as equações algébricas e lineares,
para observar tais abordagens veja [2, 5].
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Generalização do Teorema de Mahler para equações racionais
Este tópico foi primeiro introduzido por Mahler em [5]. O resultado a seguir é uma genera-
lização do Teorema 2.4, pois considera uma função que satisfaz uma equação racional, sem
que essa seja explicitamente mencionada. Observe que no Teorema 2.4 temos a equação
racional bem estabelecida pelo Lema 2.1.
Para K ⊆ C um corpo, escrevemos IK o conjunto dos inteiros algébricos de K. Supo-








onde m < d ∈ Z>1 e ai(z), bi(z) ∈ IK [z]. Ou seja, f(zd) = R(z, f(z)), uma equação
racional de Mahler, para R(X, Y ) ∈ IK [X, Y ].








i, polinômios em u, por ∆(z) (em
geral, dados dois polinômios mônicos P,Q ∈ K[z] a resultante é o produto da diferença
de suas raízes). Observe que se ∆(z) 6= 0, então os polinômios não tem raízes iguais.
Teorema 2.8. Suponha que f(z) é uma função transcendente sobre K(z). Se α ∈ Q ∩
B(0, r), não nulo, onde r = min{1, r}, e ∆(αdk) 6= 0 para todo k ≥ 0, então f(α) é
transcendente.
Demonstração. Suponhamos, por contradição, que f(α) é algébrico. Sem perda de gene-
ralidade, considere K := Q(α, f(α)), com [K : Q] = `.
Passo(FA): Sejam N um inteiro positivo e P0, . . . , PN ∈ IK [z] polinômios de grau no










é não identicamente nula, e bh = 0 para todo h ≤ N2. Esta escolha pode ser justificada
pela existência de uma solução não trivial de um sistema homogêneo com N2+1 equações
lineares e (N + 1)2 incógnitas.
Agora, vamos mostrar que EN(αd
k
) ∈ K, para todo k ≥ 0. Para isso, afirmamos que
existem polinômios S(z, f(z)), T (z, f(z)) ∈ IK [z, f(z)], veja [19, p.32], tais que








































i = 0, ou seja, α é raiz desse polinômio e isso não ocorre




i 6= 0 e assim f(αd), EN(αd) ∈ K.
Repetindo este processo nas potências de d, obteremos f(αd
k
) ∈ K e portanto EN(αd
k
) ∈
K, para todo k ≥ 0.
Passo(NA): Como f(z) é transcendente sobre K(z), assim EN(z) é não identicamente
nulo. Novamente pelo Teorema da Identidade, observe que |α| < 1, obtemos EN(αd
k
) 6= 0,
para k suficientemente grande.
Passo(LS): Para obtermos um limitante superior para log |EN(αd
k
)|, escrevemos H


















kH(1 + |α|dk + |α|2dk + · · · ),
onde c1(N) > |bh| para todo h ≥ H, isso é possível pois bh é sempre uma soma finita,
dependendo dos coeficientes dos PJ ’s, fixados.
Agora como |α| < 1, para k suficientemente grande, temos |α|dk < 1/2, e então















onde c2(N) = 2c1(N), e usamos que H > N2.















)i, para k ≥ 1.
Observe que, Yk ∈ K e pelo Passo(FA), temos Yk 6= 0 para k ≥ 1. Queremos obter um
limitante inferior para log |Y Nk EN(αd
k
)|, para isso vamos obter limitantes superiores para
Y Nk EN(α
dk) e den(Y Nk EN(α
dk)), e usaremos a desigualdade (2.5). Antes, sejam η ∈ N, tal
que max{1, ∂(ai), ∂(bi)} ≤ η, uma constante c3 tal que max{1, α , f(α) } ≤ c3 e D ∈ Z≥1













































































































max{ Y1 , Y1f(αd) } ≤ c4cη3cm3 , (2.26)














































Dm−i(Df(α))i ∈ I, (2.27)
pois bij, Dη−j, Dm−i ∈ Z para todo 0 ≤ j ≤ η e 0 ≤ i ≤ m. Da mesma maneira,
concluímos que Dη+mY1f(αd) ∈ I. Assim,
















Y2 = Y m1
m∑
i=0























2) = Y m1
m∑
i=0





































pois (Dη+m)mY m1 ∈ I, por (2.27), e bij, Dη−j, Dm−i ∈ Z. E assim, Ddη+m(Dη+m)mY2 ∈ I e
da mesma maneira, obtemos Ddη+m(Dη+m)mY2f(αd
2
) ∈ I.
Repetindo este processo, encontraremos















dk) ∈ I. Agora,
como m < d, temos



















+ · · ·
)
≤ c5dk−1,
onde c5 = 1 +m/d+ (m/d)2 + · · · := 1/(1−m/d), onde usamos que 0 < m < d. Assim,










Também obtemos que Dd
k
0 Yk ∈ I e Dd
k
0 Ykf(α
dk) ∈ I, onde D0 = Dηc5+1. E assim,
max{den(Yk), den(Ykf(αd
k















































































































dk)) ≤ D2dkN0 . (2.30)
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Pela desigualdade (2.5), e combinando (2.29) e (2.30), obtemos
log |Y Nk EN(αd
k
)| ≥ −2`max{log Y Nk EN(αd









≥ −2`max{log c7(N) + dkN log c3c6, 2dkN logD0}.
Portanto,
log |Y Nk EN(αd
k
)| ≥ −2`max{log c7(N) + dkN log c3c6, 2dkN logD0}. (2.31)
Agora, em (2.25) temos
|Y Nk EN(αd
k








aplicando o logaritmo, obtemos
log |Y Nk EN(αd
k
)| ≤ log(cdkN6 c2(N)|α|d
kN2)
= dkN log c6 + log c2(N) + d
kN2 log |α|. (2.32)
Combinando (2.31) e (2.32), para k suficientemente grande, obtemos
dkN log c6 + log c2(N) + d
kN2 log |α| ≥ −2`max{log c7(N) + dkN log c3c6, 2dkN logD0}.
Dividindo ambos os lados por dk,
N log c6 +
log c2(N)
dk




+N log c3c6, 2N logD0
}
,
e fazendo k tender ao infinito, temos
N log c6 +N
2 log |α| ≥ −2`max{N log c3c6, 2N logD0}.
Agora, dividindo ambos os lados por N2,
log c6
N









e fazendo N tender ao infinito, obtemos
log |α| ≥ 0,
o que é um absurdo, pois |α| < 1. Portanto, f(α) é transcendente.
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Série dos recíprocos dos números de Fibonacci
Um importante aspecto para à aplicação do Método de Mahler é que a função seja trans-
cendente, ou seja, a transcedência do valor f(α), onde α é um algébrico, está diretamente
ligada com a transcendência da função f(z).























onde Fn é o n-ésimo número de Fibonacci. Entretanto, em 1974, I. Good (1916-2009)











ou seja, Mahler errou no seu resultado. Isto aconteceu, pois em seu resultado Mahler não
verificou se a função h(z) é transcendente.
A transcendência para funções que são soluções analíticas de equações racionais de
Mahler, pode ser geralmente deduzida de um resultado devido a Keiji Nishioka:
Teorema 2.9. Suponha que a série formal f(z) ∈ C[[z]] satisfaz uma das seguintes equa-
ções, para algum inteiro d > 1:
(a) f(zd) = ψ(z, f(z));
(b) f(z) = ψ(z, f(zd)),
onde ψ(z, u) ∈ C(z, u). Então se f(z) é uma função algébrica sobre C, então f(z) ∈ C(z).
O último resultado foi demonstrado em [4].
Observação 14. Em resumo, o teorema acima nos garante que uma série formal f(z) ∈
C[[z]] que satisfaz a equação (2.20) ou é uma função racional ou é uma função transcen-
dente sobre C(z).
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Como consequência do Teorema 2.9, vamos provar que







Demonstração. Para mostrar tal resultado, inicialmente, usamos a conhecida Fórmula de


















































































































α−2(1 + α−6) + α−3(1 + α−4)







α−2 + α−8 + α−3 + α−7








5(γ + f(α−1)), (2.33)
onde
γ =
α−2 + α−3 + α−7 + α−8
(1 + α−4)(1 + α−6)
∈ Q,
pois α ∈ Q (note que α2 − α− 1 = 0).
Observe que f(z) satisfaz a equação funcional








































+ · · · .
Portanto,




o que demonstra a afirmação.
Assim f(z) satisfaz o item (a) do Teorema 2.9. Portanto, supondo que f(z) é algébrica
sobre C(z), pelo Teorema 2.9, temos que f(z) é uma função racional. E então, podemos
escrever f(z) = a(z)/b(z), onde a(z), b(z) ∈ C[z] são polinômios não nulos e coprimos.














a(z)b(z2)(1 + α−2z2) = b(z)
(
a(z2)(1 + α−2z2) + b(z2)α−1z
)
e assim,
a(z)b(z2) + a(z)b(z2)α−2z2 = b(z)a(z2) + b(z)a(z2)α−2z2 + b(z)b(z2)α−1z,
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agora multiplicando tudo por α2, obtemos
a(z)b(z2)α2 + a(z)b(z2)z2 = b(z)a(z2)α2 + b(z)a(z2)z2 + b(z)b(z2)αz
e então,
a(z)b(z2)(α2 + z2) = a(z2)b(z)(α2 + z2) + αzb(z)b(z2).
Como a(z) e b(z) são coprimos, temos a(z2) e b(z2) também coprimos, portanto deve-
mos ter que b(z2) divide b(z)(α2 + z2), e também que b(z) divide b(z2)(α2 + z2), e assim
∂(b(z)) ≤ 2. Por hipótese, temos ∂(b(z)) 6= 0, pois f(z) = a(z)/b(z), então ∂(b(z)) = 1
ou 2. Agora, observe que se ∂(b(z)) = 1, sem perda de generalidade, obtemos b(z) = z
ou b(z) = z − 1, e assim temos b(z2) = z2 ou b(z2) = z2 − 1. Observe que se b(z) = z,
obtemos b(z)(α2 + z2) = zα2 + z3 que não pode ser dividido por b(z2) = z2, e também
que se b(z) = z − 1, então b(z)(α2 + z2) = zα2 + z3 − α2 − z2, que também não pode
ser dividido por b(z2) = z2 − 1. Portanto, devemos ter ∂(b(z)) 6= 1. Assim devemos ter
∂(b(z)) = 2, e podemos escrever b(z) = z2 + cz + d.
Entretanto, como b(z2) divide b(z)(α2 + z2), devemos ter que z4 + cz2 + d deve dividir
o polinômio z4 + cz3 + dz2 + α2z2 + α2cz + dα2, mas como esses dois polinômios tem o
mesmo grau e são mônicos, devemos ter
z4 + cz2 + d = z4 + cz3 + dz2 + α2z2 + α2cz + dα2,
mas isto não deve acontecer, pois teríamos α ∈ {−1, 0, 1}, o que não é verdade.
Portanto chegamos a uma contradição ao supor que f(z) é uma função algébrica sobre
C(z). Assim f(z) é uma função transcendente, e assim, como |α−1| < 1, o Teorema 2.8




é transcendente, pois pela relação (2.33), θ é uma soma de um número algébrico com um
número transcendente.
Observação 15. Vamos apresentar uma demonstração mais simples (mas um pouco mais
engenhosa) de que f(z) não é uma função racional.








e suponha que f(z) é uma função racional. Seja f(z) = a(z)/b(z), com a(z), b(z) ∈ C[z]
polinômios coprimos. Como f(z)→∞ quando z → 1−, então b(1) = 0. Podemos escrever
então b(z) = (z − 1)mg(z), onde g(1) 6= 0 (m ≥ 1 é a multiplicidade de 1 como raiz de
b(z)).
















a(z)(z2 − 1)mg(z2)− a(z2)(z − 1)mg(z) = α
−1z(z − 1)m(z2 − 1)mg(z)g(z2)
1 + α−2z2
.
Como (z2 − 1) = (z − 1)(z + 1), então
a(z)(z − 1)m(z + 1)mg(z2)− a(z2)(z − 1)mg(z) = α




(z − 1)m[a(z)(z + 1)mg(z2)− a(z2)g(z)] = α
−1z(z − 1)2m(z + 1)mg(z)g(z2)
1 + α−2z2
. (2.35)
Observe que 1 é zero do termo da direita (da identidade anterior) com multiplicidade 2m,
o que força, em particular, que a(1)(1 + 1)mg(1) − a(1)g(1) = 0. Logo, chegamos que
(2m−1)a(1)g(1) = 0. Mas isso contradiz os fatos de que m ≥ 1, g(1) 6= 0 e a(1) 6= 0 (pois




Neste capítulo, desejamos levantar outras discussões, que possivelmente abordaremos no
futuro, envolvendo sequências a com outros comportamentos, e analisar assim o compor-
tamento aritmético de funções relacionadas ao nosso problema central.
Ainda consideramos interessante estudar nosso problema quando a sequência a é tal
que a razão entre dois termos consectivos dessa sequência tende a um número real d
maior que 1, quando n tende ao infinito. Neste trabalho consideramos um caso espe-
cial quando a sequência tem essa razão igual a d, conforme foi abordado no Método de
Mahler. Acreditamos que a função fa com tal sequência forneça valores fa(α) que são
números transcendentes, para todo α algébrico pertencente a bola unitária. Entretanto
não conseguimos encontrar este resultado na literatura hoje existente e em uma tentativa
rápida, não conseguimos realizar tal demonstração.
Outro caso que também consideramos interessante, é quando a sequência a é tal que
a razão entre dois termos consecutivos dessa sequência tende a 1, quando n tende ao
infinito. Para este resultado não conseguimos ter nenhum palpite para o corportamento
aritmético dos valores de fa(α), quando α é um número algébrico pertencente a bola
unitária. Também pretendemos avaliar este caso em nossos estudos futuros.
Ainda neste capítulo queremos mencionar outras aplicações do Método de Mahler, que
não foram abordadas com ênfase neste trabalho, mas que podem ser de nosso interesse
futuro. O método é aplicado também no estudo de independência algébrica de funções
univariadas e multivariadas.
O método aplicado no estudo de independência algébrica, envolve funções que estão
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diretamente relacionadas com a equação linear apresentada na Seção 2.4. Se tais funcões
satisfazem a equação (2.22), então o Método de Mahler nos fornece uma relação entre os
graus de transcendência entre os valores dessas funções, aplicadas em um α pertencente
a bola unitária, e o grau de transcendência entre essas funções sobre Q. Para mais
detalhes, recomendamos [2, Seção 5.1] e a [3, Seção 4], neste último encontramos um
estudo profundo e cheio de aplicações desta independência algébrica. A aplicação do
método no caso de funções multivariadas é abordado em [2, Seção 5.2].
Ainda em [2, Seção 7], podemos encontrar uma aplicação do Método de Mahler para
implicar a transcendência de números pertencentes a corpos de característica maior que 0.
Um conhecimento mais profundo de álgebra abstrata será necessário para entendimento
de tal seção.
Esta dissertação possibilitou um estudo mais aprofundado sobre um assunto que, por
vezes, não é nem apresentado durante os cursos de graduação em matemática no Brasil,
e também não é considerado como área básica fundamental em cursos de mestrado em
quase todos os locais do país. A teoria dos números, ainda é um ramo de pesquisa muito
pequeno no Brasil, porém ela está sob grande expansão. Até mesmo a literatura da
área em português é muito pequena ainda. Pretendo continuar meus estudos a título de
doutorado nessa área incrível.
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