We exhibit an average-case problem that is as hard as finding γ(n)-approximate shortest nonzero vectors in certain ndimensional lattices in the worst case, for γ(n) = O( √ log n). The previously best known factor for any non-trivial class of lattices was γ(n) =Õ(n).
INTRODUCTION
In 1996, Ajtai established a remarkable connection between the worst-case and average-case complexity of certain computational problems on lattices [2] . He showed that approximating the length of the shortest nonzero vector in ndimensional lattices to within a certain connection factor γ(n) = poly(n) in the worst case reduces to solving a related problem on the average. This result opened the door to basing cryptography on a worst-case assumption, namely, that no efficient algorithm can approximately solve the shortest vector problem (SVP) to within a γ(n) factor on every lattice of dimension n.
It seems reasonable to assume that SVP is indeed hard. The problem dates back over 150 years, and it has been heavily scrutinized ever since. A major breakthrough occurred in 1982, when Lenstra, Lenstra, and Lovász designed an efficient algorithm that approximates SVP to within a 2 O(n) factor [29] (which was later improved to 2
O(n(log log n)
2 / log n)
by Schnorr [45] ). While the so-called LLL algorithm has proved to be useful in many diverse applications, its approximation factors are much too large to undermine the hardness assumption associated with Ajtai's result. To date, the asymptotically best algorithm for SVP offers a trade-off between solution quality and running time, and for any poly(n) approximation factor still requires time exponential in n [5] . In Ajtai's original reduction, the connection factor was a rather large polynomial in n. Due to the known time/quality tradeoffs, it is desirable from both a theoretical and practical point of view to obtain reductions for as small of a factor as possible. This was a main goal of several follow-up works [14, 35] , resulting in the currently best known connection factor of γ(n) =Õ(n) by Micciancio and Regev [36] .
The SVP also has the interesting property that it is NPhard for small approximation factors (under randomized reductions). Ajtai first showed hardness for its exact version (in the Euclidean norm) [3] . This result was improved in a series of works to hardness for any constant approximation factor unless NP ⊆ RP [15, 32, 28] , and for almostpolynomial factors 2 log 1− n unless NP ⊆ RTIME(2 polylog(n) ) [28, 27] . The latter results already approach the perceived limits on the hardness of SVP, since NP-hardness beyond O( √ n) factors would imply that NP ⊆ coNP [1] (or NP ⊆ coAM, for factors beyond O( p n/ log n) [20] ). In light of the above, improving the worst-case/averagecase connection factor to γ(n) = n 1/2− appears problematic. In particular, it would imply cryptographic functions based on problems not known to be in coNP or coAM; as shown by Akavia et al, this would require significantly new ideas [6] . Going even further to, say, γ(n) = polylog(n) would imply cryptography based on quasi-NP-hardness, a feat which appears far beyond our current abilities. (Though see [24] for an interesting first step in this direction.)
Note that all the perceived barriers to improving the connection factor are based on the complexity of the decision version of SVP. However, Ajtai's reduction actually solves certain search problems on lattices. So one potential route to tighter connection factors would be to identify a suitable worst-case problem whose search version appears hard, but whose decision version is easy. Doing so would render the perceived barriers vacuous, while preserving or even improving the concrete hardness of the average-case problem.
Our Results
We put forward a new class of lattices that admit very small worst-case to average-case connection factors. These lattices correspond to certain algebraic structures, namely ideals in the ring of integers of a suitable algebraic number field. Our worst-case problem is to find approximate shortest vectors in such lattices, under an appropriate form of preprocessing of the number field.
For the connection factors we achieve, the corresponding decision problems on these lattices are not known to be NPhard; in fact, they are in P. However, the search problems still appear to be very hard. Indeed, the best known algorithms for these special lattices seem to perform no better than the best known algorithms for general lattices.
The high-level structure of our worst-case/average-case reduction inherits from a sequence of works starting with Ajtai's original paper [2] and the improvements proposed by Micciancio and Regev [36] , as well as the works of Micciancio [34] , Peikert and Rosen [40] , and Lyubashevsky and Micciancio [31] . The latter works generalized the role of the integers Z in prior reductions, replacing them with some "larger" ring to obtain efficient cryptographic primitives. We show that by substituting Z with a ring of algebraic integers, one can also obtain significantly better connection factors. Our analysis identifies the root discriminant of the number field as the main quantity governing this improvement.
Informal Theorem 1.1. Let K be a number field of degree n having root discriminant DK. There is an averagecase problem which is as hard as finding a γ-approximate shortest nonzero vector in any ideal lattice over K, where
It is known that there exist computable infinite families of number fields (of increasing degree n) having constant root discriminant [44] (though we do not know of any efficient construction). In lattices defined over these families, therefore, we obtain a connection factor of O( √ log n). More generally, any family of number fields whose root discriminants are as large as O(n 2/3− ) yield lattices admitting connection factors better thanÕ(n).
Explicitness
As far as we are aware, it is still unknown how to efficiently compute families of number fields having very small root discriminant. A review of the literature suggests that a fair amount of attention has been devoted to searching for number fields having highly-optimized root discriminants for small fixed degrees (see, e.g. [17] ). To our knowledge, the problem of efficiently constructing good asymptotic families of number field has not received nearly as much attention. The best construction we know of is an infinite family of cyclotomic number fields having root discriminants as small as O(n(log log n)/(log n)) [46] .
We remark that, while number fields having small root discriminant appear to be rare, one can efficiently compute the root discriminant of any given number field. Therefore it is easy to recognize a good number field once it is discovered.
Uniformity
Our reductions require a small amount of non-uniform advice, which is simply a form of preprocessing: the computational problems are parameterized by some fixed choice of number field, and the advice depends only on this choice (not on the input instance). Preprocessing is a standard notion for computational problems over codes and lattices [12, 33, 19] , and it seems to be the proper way of stating problems in our setting. We remark that preprocessing does not seem to help solve our worst-case problems.
A certain amount of advice about the number field also seems necessary for obtaining useful cryptographic hardness, e.g. collision-resistant hash functions. The reason is that we need a way to map inputs of the cryptographic function to "short" algebraic integers. See Section 10 for discussion.
Note that explicit constructions of number fields may actually come with the required advice "by design," removing the non-uniformity from our reductions entirely and enabling cryptographic hardness. This is indeed the case for the cyclotomic number fields mentioned above.
The Worst-Case Problem
Our results are based on the worst-case problem of finding a relatively short non-zero vector in any ideal lattice over certain families of number fields of increasing degree, allowing for arbitrary preprocessing of the number fields. The vector must be short relative to every p length.
Due to the algebraic structure of ideal lattices, it is actually trivial to closely approximate the length λ1 of a shortest nonzero vector. This is because in ideal lattices, λ1 is always within a √ DK factor of Minkowski's upper bound (where DK is the root discriminant of the number field), and this bound is easily computed.
1 However, this does not appear to have any effect on the search problem. In particular, the search and decision problems are not known to be equivalent (and for general lattices, they are only known to be equivalent when the decision problem is NP-hard).
Finding short vectors in ideal lattices over number fields is a long-standing open problem in algebraic number theory, and is considered to be one of the motivations for the development of the celebrated LLL algorithm [29] . The problem also plays a role in the Number Field Sieve factoring algorithm and in "ideal reduction," which is, for example, an essential step in the computation of the unit group and class group of a number field (this is one reason why the recent quantum algorithm of Hallgren [26] is limited to fixed degree). Any efficient algorithm for finding short vectors in ideal lattices in the worst case would be considered a major breakthrough in computational number theory [46, 10] .
Additional Contributions
We additionally give relationships between various worstcase problems on ideal lattices. Specifically, we establish approximation-preserving reductions (in any p length) from the shortest vector problem (SVP) to the closest vector problem (CVP), and from the exact search version of CVP to the corresponding decision version. Analogous results were already known for general lattices [22] , but these reductions do not preserve the "ideal" structure of their inputs. Our new reductions rely crucially on the splitting behavior of integer primes over number fields.
We give bounds on many standard lattice quantities for ideal lattices, in arbitrary p lengths. We also give a new bound on the smoothing parameter which, for ideal lattices over number fields with small root discriminant, is significantly stronger than a prior bound [36] .
Finally, we point out that number fields with constant root discriminant give rise to an infinite collection of lattices that exemplify the tightness (up to O( √ log n) factors) of known transference theorems on lattices [8, 9] , in all p lengths simultaneously. This provides a more general alternative to a similar family of lattices by Conway and Thompson [37] for 2 lengths.
OVERVIEW OF TECHNIQUES

Ajtai's Framework
Like almost all prior works on worst-case/average-case reductions for lattice problems [21, 14, 35, 41] , we follow the framework initiated by Ajtai [2] . This framework shows how to reduce lattice problems to finding "small" nonzero solutions to random linear equations over certain additive groups G. Specifically, the equations to be solved are of the form P j aj · zj = 0 ∈ G, for independent and uniformly-random elements aj ∈ G and unknown variables zj ∈ Z.
To find a short vector in an arbitrary input lattice Λ, the reduction samples random aj ∈ G in a way that is related to Λ. The core idea is a method of sampling aj ∈ G together with a short "offset" vector dj ∈ R n . The crucial property of the sampling procedure is this: for any zj's satisfying the equation P aj · zj = 0, the vector v = P dj · zj ∈ R n is a vector in the input lattice Λ (and is non-zero with significant probability). In particular, when the coefficients zj are small, the resulting vector v is relatively short. The length of v, and consequently the connection factor of the reduction, is therefore governed by two main quantities: (1) the "effective size" of the average-case solution (i.e., the amount by which it expands the offset vectors), and (2) the lengths of the offset vectors dj themselves. In Ajtai's original work [2] , the group G is Z n q , for an appropriate q = poly(n). That is, the average-case problem is to find small integers zj such that P aj · zj = 0 mod q, for aj chosen uniformly from Z n modulo q. In Ajtai's reduction, the effective size of the average-case solution is a small polynomial in n, and the length of the offset vectors is a poly(n) factor larger than the nth successive minimum λn of Λ. This results in polynomial connection factors for several worst-case lattice problems.
In later work, Micciancio and Regev [36] proposed an elegant method of implementing the sampling procedure, which improved both the effective size of the solution and the lengths of the offset vectors. Their method relies on adding n-dimensional Gaussian noise to "blur" the lattice, destroying its discrete structure. The amount of noise required to completely blur the lattice is called the smoothing parameter, which was shown to be bounded by ∼ λn. Based on this bound, the sampling procedure produces offset vectors of length ∼ √ n · λn, and it guarantees an average-case solution of effective size ∼ √ n. The reduction therefore produces lattice points of length ∼ n · λn. Using several additional ideas, these techniques can also be used to approximate the length λ1 of the shortest vector to within a factor ∼ n.
Our Approach
We retain all the essential elements of Ajtai's framework and its subsequent improvements, but in a more general setting. The core of our approach is to replace the ring of integers Z with the ring of algebraic integers OK contained in a number field K of degree n. (The idea of replacing Z with some "larger" ring is rooted in work of Micciancio [34] , whose motivation was cryptographic efficiency. See Section 3 for details and a comparison to our work.)
A number field is a certain kind of field extension of the rationals Q. Every number field K contains a discrete ring OK , called the algebraic integers, which acts as an analog of the integers Z in Q. Strictly speaking, K (and in particular, OK ) is a subset of the complex numbers C. But K also corresponds very naturally to an n-dimensional geometric space via its canonical embedding. In this manner, elements in K can be viewed as vectors which can be added and multiplied, and which have magnitudes in various p lengths.
In Ajtai's framework, replacing Z with OK alters the type of lattices underlying the worst-case problem. Instead of general lattices, which are made up of all Z-combinations of some basis vectors, we end up with all OK -combinations of some basis elements in OK . Specifically, we get a set { P ci · bi : ci ∈ OK } for some collection bi ∈ OK , which is called an ideal in OK . When embedded in geometric space, an ideal yields an n-dimensional ideal lattice. This notion is quite natural and standard in algebraic number theory; see e.g. [18, Chapter 8] , [11] .
Our average-case problem is defined in a similar way. An instance is given by a vector a = (a1, . . . , am) ∈ O m K where the aj are uniform and independent representatives from OK modulo q. The problem is to find a "small" solution z = (z1, . . . , zm) ∈ O m K (for an appropriate notion of size) satisfying the equation P m j=1 ajzj = 0 mod q. To obtain our improved connection factors, we will use number fields K having small root discriminant DK (as a function of the degree n). The best number fields for our purposes will have DK bounded by a constant, which is optimal. Using such number fields will yield a factor of ∼ √ n improvement in each of the two main aspects of the worstcase to average-case reduction:
1. Smaller average-case solutions. We show that our average-case problem admits very short solutions z ∈ O m K , having an "effective size" of ∼ √ log n. In all prior work, the solution size was at least √ n log n. The improvement stems from properties of the algebraic integers OK . Like Z, the ring OK has a discrete structure and a geometric notion of "absolute value" |·|. In particular, for an element x ∈ OK with |x| ≤ β, multiplying an element by x increases its "size" by at most β.
The crucial difference between Z and OK is this: while Z contains only ∼ 2β elements of absolute value ≤ β, the ring OK contains ∼ β n such elements. Intuitively, and in a precise geometric sense, OK is much "denser" than Z.
Now consider any a ∈ O m K specifying an instance of the average-case problem. Because OK mod q has exactly q n residue classes, then intuitively we expect (at least) one out of every q n vectors z ∈ OK to satisfy the equation P aj zj = 0 mod q. The density of OK implies that there are ∼ β mn (non-zero) vectors z ∈ O m K with |zj| ≤ β for every j. By choosing β = O(1) and m = O(log n) appropriately so that the number of such z exceeds q n , we can show that at least one such z satisfies the equation.
In the reduction, the net effect of using such a z is the following: because |zj| ≤ β = O(1), each offset vector dj expands by only a constant factor when multiplied by zj . Because the reduction outputs the sum of m = O(log n) such (expanded) offset vectors, the output is only a O(log n) factor longer than the individual offsets. In fact, a more sophisticated analysis actually reveals that the overall expansion is only O( √ log n).
Smaller smoothing parameter.
We also show that "smoothing" ideal lattices requires much less noise than general lattices. For ideal lattices over number fields with constant DK, the smoothing parameter is ∼ λ1/ √ n, whereas for general lattices it can be as large as ∼ λn ≥ λ1 [36] . In our reduction, then, the length of the offsets dj is ∼ λ1. Combined with the size of the average-case solutions, this fact accounts for our O( √ log n) connection factor for SVP. The improved smoothing parameter stems from the fact that ideal lattices and their duals simultaneously have large minimum distances λ1 (which in turn is due to their algebraic properties). In fact, the relationship is near optimal: for an ideal lattice Λ and its dual Λ * (over some K having constant DK), we have λ1(Λ) · λ1(Λ * ) = Ω(n), whereas the bound λ1(Λ) · λ1(Λ * ) ≤ n applies for any lattice Λ [8] . We find it a remarkable coincidence that the same property guaranteeing small average-case solutions (namely, small root discriminant) is also exactly what accounts for this improvement in the smoothing parameter.
In addition to the improved connection factors, we also obtain a unified reduction where the worst-case problem can be stated in terms of any p length, p ∈ [1, ∞] . The connection factor is (essentially) the same for all p. This result relies upon an analysis of Gaussian distributions over lattices from a concurrent work by Peikert [39] .
Our treatment of general p lengths is partly motivated by a recent result of Regev and Rosen [43] , who showed that worst-case lattice problems are easiest in the 2 length (at least for general lattices). In light of this fact, obtaining reductions for arbitrary p lengths under a unified connection factor is much more desirable. Furthermore, in algebraic number theory there are multiple notions of magnitude which correspond to different p lengths, e.g. ∞ for the "height" of a number, and often 1 length for its "size."
COMPARISON TO RELATED WORK
The idea of exploiting special families of lattices is not new. Some of the results in Ajtai's original paper [2] are based on lattices that a have "unique" shortest vector (in some formal sense), as are the cryptosystems of Ajtai and Dwork [4] and Regev [41] .
Micciancio generalized Ajtai's framework by replacing the integers Z with an alternate ring R for the sake of efficiency [34] . He proposed the ring of n-dimensional integer vectors Z n , with cyclic convolution as the product operation. This yielded efficient and "compact" one-way functions based on the assumed worst-case hardness of certain problems on cyclic lattices.
In later independent works, Peikert and Rosen [40] and Lyubashevsky and Micciancio [31] observed that cyclic lattices actually correspond to ideals in the polynomial ring R = Z[x]/ x n − 1 , and obtained efficient collision-resistant hash functions by exploiting the algebraic structure of this ring. The latter work also suggested generalizing to other rings of the form R = Z[x]/ f (x) for other degree-n polynomials f (x) satisfying certain special properties.
Our work is closely related to [34, 40, 31] , but differs in a couple of crucial ways. First, we use a different kind of ring, namely the algebraic integers OK in a number field K. In general, OK is not isomorphic to any ring of the form Z[x]/ f (x) . However, OK always contains such a subring, and in certain special cases they can coincide. For example, let n be a power of 2. Then for the cyclotomic number field Q(ζ) where ζ = exp(πi/n) is a root of the irreducible polynomial f (x) = x n + 1, the ring OK is indeed isomorphic to
. We caution that cyclotomic number fields are a very special case in this respect, and that they unfortunately do not have the other properties we need to obtain improved connection factors.
Just as importantly, we use a different correspondence between elements of our ring OK and n-dimensional vectors. In [34, 40, 31] 
corresponds to a point in Z n simply by reading g's coefficients as an n-dimensional vector. In this work, we use the canonical embedding of K into an n-dimensional geometric space. Even when OK is isomorphic to a ring of the form R = Z[x]/ f (x) , the embedding of g ∈ R ≡ OK is in general quite different from the vector of g's coefficients. Our use of the canonical embedding will prove crucial in characterizing the geometric structure of ideal lattices.
Implicit in [36] is a bound on the smoothing parameter (similar to ours) for the special class of lattices having nearoptimal (dual) minimum distances. This yields a connection factor ofÕ( √ n) for such lattices (because the solutions to the average-case problem are still of size ∼ √ n). Prior to our work, however, it was not clear whether there were any candidate families of such lattices that were amenable to a worst-case hardness assumption. (The sequence of lattices constructed by Conway and Thompson [37] , for example, are optimal with respect to minimum distance, but it is not clear whether the sequence even contains more than one lattice per dimension n.) For a vector x, the ith component of x is denoted by xi. The Hermitian inner product is x, y = P i∈ [n] xiyi.
PRELIMINARIES
We always take p = 2 whenever it is omitted.
Lattices
Let B = {b1, . . . , bn} be a set of n linearly independent vectors in C d ≡ R 2d . The lattice generated by B is the set of all integer combinations
The set B is called a basis of the lattice, and its size n = |B| the rank. Every lattice has an infinite number of bases generating it. For any basis B, its fundamental region
, is called the fundamental volume and is invariant over any basis B of the lattice.
The minimum distance in p length of a lattice Λ, denoted λ [8] and in general p lengths [9] . Following Cai [13] 
Gaussian Measures
Our review of Gaussian measures over lattices follows the development of prior works [1, 41, 36 
ρs,c(x) ρs,c(Λ)
. will claimed by another notion from number theory.
Intuitively, DΛ,s,c can be viewed as a "conditional" distribution, resulting from sampling an x from D span(Λ) s,c and conditioning on x ∈ Λ.
Micciancio and Regev [36] proposed a lattice quantity η which they called the smoothing parameter. Its name captures the following (informal) fact: if a lattice Λ is "blurred" by adding Gaussian noise with parameter s ≥ η (Λ), the resulting distribution is within of uniform. A formal treatment can be found in [36] . We will need the following simple bound:
Lemma 4.3 ([36]). For a rank-n lattice
Λ and = 2 −n , η (Λ) ≤ √ n/λ1(Λ * ).
ALGEBRAIC NUMBER THEORY
In this section we review the necessary background in algebraic number theory. Due to lack of space, we will present most facts without proof (which can be found in any introductory book on the topic, e.g. [7, 38] .) As new concepts are introduced, the reader may wish to follow along with an extended example appearing at the end of the section.
An algebraic number ζ ∈ C is any root of some polynomial in Q[x]. The minimal polynomial of ζ is the unique monic, irreducible polynomial f (x) ∈ Q[x] of minimal degree having ζ as a root. An algebraic integer is an algebraic number whose minimal polynomial has integer coefficients.
A number field is a field extension K = Q(ζ) that is constructed by adjoining an algebraic integer ζ to the rationals Q. The minimal polynomial f (x) of ζ is called the generating polynomial of K, and the degree of K is the degree of f . Because f (ζ) = 0, there is a natural isomorphism between Q[x]/ f (x) and K, given by x → ζ. Due to this isomorphism, it actually does not matter which root ζ of f we adjoin to Q, as they all yield isomorphic number fields. Therefore, it is often more convenient to view K as the field of polynomials (having rational coefficients) modulo f , rather than as a subfield of C.
Embeddings and Geometry
Here we describe how a number field corresponds naturally to an n-dimensional geometric space.
An embedding is a ring homomorphism (i.e., a function that preserves multiplication and addition, and their respective identity elements). A number field K = Q(ζ) of degree n has exactly n embeddings {σj } j∈ [n] into C. Concretely, these embeddings are given by mapping ζ to each root of the generating polynomial f (x). An embedding whose image lies in R is called a real embedding, otherwise it is called a complex embedding. The complex embeddings of K are paired into complex conjugates τ, τ . By convention, r1 is the number of real embeddings and r2 is the number of pairs of conjugate complex embeddings, so n = r1 + 2r2; the pair (r1, r2) is called the signature of K. By convention, the real embeddings are {σj} j∈[r 1 ] , and the complex embeddings are numbered so that σj+r 1 +r 2 = σj+r 1 for all j ∈ [r2].
The canonical embedding σ :
. . , σn(x)) .
One can see that σ is an embedding from K to R r 1 × C 2r 2 , where multiplication and addition are component-wise. Due to the r2 pairs of conjugate embeddings, σ(K) spans the ndimensional subspace
With the canonical embedding in hand, we can define geometric norms ("lengths") on K. For any x ∈ K and any
and x ∞ = max i∈ [n] |σi(x)|. As always, we assume the 2 length when p is omitted. From these definitions and because σ is a ring homomorphism, one can see that for any x, y ∈ K and any p ∈ [1, ∞]:
Therefore the ∞ length acts as an "absolute value" for K (as alluded to in the discussion from Section 2.2).
The Ring of Integers and Its Ideals
Here we describe how K contains a discrete n-dimensional analog of the integers Z, called the ring of integers OK .
Let OK ⊂ K be the set of all algebraic integers contained in K. This set forms a ring under standard addition and multiplication of complex numbers. Additionally, OK is a free Z-module of rank n, i.e. it is the set of all Zcombinations of some basis B = {b1, . . . , bn} ⊂ OK . Such a basis is called an integral basis for K.
An ideal I ⊆ OK in the ring of integers is a nontrivial (i.e., I = {0}) set which is closed under addition and which is closed under multiplication by OK , i.e. xr ∈ I for all x ∈ I and all r ∈ OK .
3 An ideal in OK is the set of all OKcombinations of some number of elements g1, g2, . . . ∈ OK , and is denoted g1, g2, . . . . Similarly to OK , an ideal is also a free Z-module of rank n with some Z-basis {u1, . . . , un}. The product of two ideals I and J is another ideal that is the ideal generated by all products xy, x ∈ I and y ∈ J .
A fractional ideal I is a generalization of an ideal, all of whose elements can be written as fractions with some fixed denominator. Formally, there is some d ∈ OK such that dI = {dx : x ∈ I} is an ideal in OK .
An ideal q OK is prime if whenever a, b ∈ OK and ab ∈ q, then a ∈ q or b ∈ q (or both). The ring OK has unique factorization of ideals, that is, every ideal I ⊆ OK can be uniquely expressed as a product of prime ideals.
Field Norm
The (field) norm of an element x ∈ K is the product of all its embeddings N (x) = Q i∈ [n] σi(x); it is nonzero if x = 0, is always in Q, and is in Z if x ∈ OK . Because the σi are embeddings, N (xy) = N (x)N (y).
The above definition generalizes to (fractional) ideals. For any integral ideal I ⊆ OK , the norm is N (I) = |OK /I| (i.e., the number of residues in OK mod I). The norm of the element x ∈ OK and the norm of its principal ideal coincide (up to sign): because x is a subideal of I) .
For a fractional ideal I over K with denominator d ∈ OK (i.e., dI is an integral ideal), the norm is defined to be N (I) = N (dI)/N (d), so it is multiplicative for (fractional) ideals as well.
Ideal Lattices
Here we describe how the ring of integers and its ideals yield lattices under the canonical embedding.
Recall that OK is a Z-module having a basis {b1, . . . , bn}. Therefore, it embeds as an n-dimensional lattice σ(OK )
2 of this lattice. 4 The root discriminant DK of K equals Δ 1/n K . Intuitively, this is a measure of the "density" of the the algebraic integers (where smaller DK means more dense).
Likewise, a (fractional) ideal I has a Z-basis {u1, . . . , un}. Then σ(I) is a lattice spanning the subspace H. We call such a lattice an ideal lattice (over K). The fundamental volume of an ideal lattice σ(I) is N (I) √ ΔK . The dual of an ideal lattice σ(I) is another ideal lattice corresponding to a (possibly fractional) ideal I * over an isomorphic number field K ≡ K. The precise form of I * involves an ideal called the different [11] ; we will only need the fact that N (I * ) = (N (I)ΔK ) −1 . For ease of notation, when referring to an ideal lattice we will often omit the embedding σ. For example, we will write λ1(I) instead of λ1(σ(I)), det I instead of det σ(I), etc.
Computational Issues
We now describe how to represent a number field K with its ring of integers OK , and how to perform basic operations in polynomial time. A detailed treatment of these issues can be found in [16 For measuring complexity, "polynomial" means polynomial in both n and log ΔK . An element x ∈ K is represented by a vector x relative to some integral basis B = {b1, . . . , bn}. Membership in OK can be tested by checking if x ∈ Z n , and addition is implemented by adding representations. For multiplication, it suffices by linearity to have the representation (in Z n ) of each product bibj ∈ OK for i, j ∈ [n], which are of polynomial size. Given these products, we can compute in polynomial time the discriminant ΔK and the embeddings from K into C and their inverses.
An integral ideal is represented by one of its Z-bases. A fractional ideal I is additionally represented by a denominator d ∈ OK for which dI ⊆ OK . It is possible in polynomial time to confirm that a set U is a Z-basis for an ideal in OK and to compute its norm.
Example
Let ζ = √ 13, an algebraic integer whose minimal polynomial is f (x) = x 2 − 13. The number field K = Q(ζ) is of degree 2, and consists of all numbers a + bζ for a, b ∈ Q.
The embeddings from K into C are both real, and correspond to the roots ζ and −ζ of f , so the canonical embedding σ is given by σ(a + bζ) = (a + bζ, a − bζ). The subspace H spanned by σ(K) is simply R 2 . The 2 length (for example)
(we will not prove this). Note that {1, ζ} is not an integral basis, because it does not generate the algebraic integer ∈ K (which is a root of x 2 −x−3). The ideal 2 is prime and has norm N (2) = 4; the ideal 3 factors as the product of prime ideals 3, 1 + ζ and 3, 1 − ζ , each having norm 3. The prime ideal 3, 1 + ζ has a Z-basis {3, 1+ζ 2 }. The lattices for OK and the prime ideal 3, 1 + ζ (constructed using the embeddings of their Z-bases) are depicted in Figure 1 . The discriminant ΔK of K is 13. 
PROPERTIES OF IDEAL LATTICES
In this section we develop several useful facts about ideal lattices. Throughout this section, K denotes any number field of degree n.
Minima
We start with a straightforward upper bound on the minimum distance λ1 of an ideal lattice. 
Proof. It suffices to prove the claim for p = ∞, because
We will use Minkowski's Theorem (Proposition 4.1) to do so. Consider the n-dimensional closed "unit cube" (i.e., unit ball under ∞ length) C in H. A simple calculation shows that vol(C) = 2
Our next lemma provides a matching lower bound on λ1 for ideal lattices, which differs by a factor of at most √ DK from the upper bound of Lemma 6.1. This distinguishes ideal lattices in a crucial way from general lattices, in which λ1 can be much shorter than the Minkowski bound. The lower bound on λ1 is one of two fundamental properties of ideal lattices that yield our improved connection factors.
Lemma 6.2 (First Foundation). For any x ∈ K and
p ∈ [1, ∞], we have x p ≥ n 1/p · |N (x)| 1/n .
As a corollary, for any fractional ideal
Proof. For 1 ≤ p < ∞, by the inequality of arithmetic and geometric means we get:
Taking pth roots of both sides, we get the claimed bound.
Now consider any fractional ideal I with denominator d, i.e. dI is an ideal of OK . For any x ∈ I, dx ∈ OK is an element of dI. N (I) . For x = 0, we then have |N (x)| ≥ N (I), and the claim follows.
Recall that the basis minimum g p (I) is the minimal length of a basis (in p length) for I.
There is a constant C such that for any fractional ideal I over K and any p ∈ [1, ∞],
Proof. The proof is a combination of Lemma 4.2 and Lemma 6.2. We omit the details.
The basis minimum of OK yields a tight connection between the first and nth successive minima of any ideal lattice, because a single element can be multiplied by the n elements of a short integral basis, yielding n independent elements of similar length in the ideal. This technique is constructive (given a short integral basis), and indeed we use it in our worst-case to average-case reduction. 
Smoothing Parameter
Here we present a bound on the smoothing parameter for ideal lattices which is especially strong for number fields of small root discriminant (see discussion below). Proof. We have
where the first inequality follows from Lemma 4.3, the second from Lemma 6.2, and the last equality by the norms of dual ideals. We also remark that this proof is oblivious to the particular ideal I. Lemma 6.5 provides up to a Θ( √ n) factor improvement over a similar bound for general lattices [36] . Consider a number field K with constant root discriminant DK, and a fractional ideal I over K with N (I) = 1 (wlog). Then by Lemma 6.2 we have λ1(I) ≥ √ n, and by Lemma 6.5,
In contrast, the bound for general lattices is η (I) ∼ λn (for a larger, but still negligible, function (n)).
Module Lattices
Recall that our average-case problem involves a linear equation over O m K for some positive integer m. As we will see, the set of solutions forms a structure called a OKmodule, which can be viewed as a generalization of an ideal, and which induces a lattice of its own.
An 
(We omit K when it is clear from context.) One can verify that Ψ = Ψq(a) is an OK -module. In addition, the embedding σ(Ψ) ⊂ H m is a lattice of rank mn; which we call a module lattice (often omitting σ for clarity).
Our next lemma provides the second fundamental fact needed for obtaining our improved connection factors: the module lattices Ψq(a) contain very short solution vectors. 
The proof follows from the mn-dimensional volume of the "closed unit cube" C m (see the proof of Lemma 6.1), which is 2 mn · (π/2) mr 2 , and by Minkowski's Theorem.
Sums of Discrete Gaussians
The output of our worst-case to average-case reduction is distributed roughly according to a sum of m discrete Gaussians over the input ideal, each scaled by a factor zj ∈ OK from the average-case solution z. Therefore the quality of the reduction is largely determined by the behavior of such sums of discrete Gaussians. Here we give tail bounds on their p length as a function of z ∞ , which follow from a general analysis of discrete Gaussians in [39] . 
, where
and cp is a constant depending only on p.
It is also interesting to consider relaxed requirements of the form z r ≤ β · (mn) 1/r for other r lengths. We can show a nearly identical bound on v p for any p ≤ r. The only effective difference from Lemma 6.7 is an m 1/p factor rather than √ m, when p < 2.
COMPUTATIONAL PROBLEMS
Here we define several computational problems relating to ideal lattices. The problems are parameterized by a fixed choice of number field K (or an infinite family K of number fields). Because the number field is fixed in advance, we define these problems with preprocessing, i.e. algorithms are entitled to an arbitrary poly-sized auxiliary input string that includes "advice about K." (c.f. [12, 33, 19] ).
Our first problem is the ideal lattice variant of SVP. We next define a generalized promise problem, which captures the task of estimating any particular lattice parameter φ (such as λ1 or the covering radius μ). We conclude with the ideal lattice variants of the closest vector problem in its search and decision versions.
WORST-CASE COMPLEXITY
Ease of Estimation
Using the bounds from Section 6.1 (plus other tools on lattices such as transference theorems), we can show that it is easy to estimate various parameters of ideal lattices to within small factors. We remark that none of these results seem to have any impact on the apparent difficulty of search problems on ideal lattices. 
Reductions
Here we provide some reductions between worst-case problems on ideal lattices, such as from ISVP to ICVP. We base our techniques on analogous reductions for general lattices [22] . We abstract the essential reduction technique as follows: for an input lattice Λ, construct sublattices Λi ⊆ Λ such that (1) the quotient groups Λ/Λi are small, and (2) the intersection ∩Λi cannot contain a shortest vector of Λ.
In our context, we will generate subideals of an input ideal I by multiplying I by a collection of appropriate (fixed) ideals. We also construct chains of subideals Ii,e ⊂ · · · ⊂ Ii,0 = I such that (1) the quotient groups Ii,j−1/Ii,j are all small, and (2) the intersection of all the Ii,j s cannot contain a shortest vector in I.
Our subideals are generated using an integer prime q ∈ Z that "splits well" over OK into prime ideal divisors having small norm. That is, if q factors in OK as q = q
we need N (qi) to be small for all i. One way to ensure this is to let q be a prime that splits completely in OK , i.e. L = n and every ei = 1. Guruswami [23] constructed infinite towers of number fields for which some fixed q splits completely in every member of the family. Another way is to let q be a prime that is fully ramified in OK , namely, q = q n where N (q) = q. No matter how q splits, the ideals q 
, where S is the input size. Proof. The advice about K needed by the reduction is the value of q and the factorization of q into prime ideals. The reduction proceeds in a similar manner as in [22] , generalized to our framework described above. We omit the proof for lack of space. [L] ei · N (qi). Proof. The advice about K needed by the reduction is the value of q, its factorization into prime ideals, and a set of coefficients for Chinese remainder reconstruction mod q . The reduction proceeds in a similar manner as in [22] .
WORST-CASE TO AVERAGE-CASE
In this section we just give a high-level overview of the reduction from solving the problem ISVP in the worst case to solving SAIS on the average.
Our reduction is quite similar in structure to those of prior works [36, 34, 40, 31] . The input to the reduction is an ideal I over K, with norm N (I) = 1 without loss of generality (by scaling). The goal is to find a short (in p length) nonzero element in I, assuming an oracle that solves K-SAIS ∞ q,m,β on the average. By Lemma 6.6, for appropriate q = poly(n) and m = O(log n) we can assume that β ∼ √ DK. Speaking informally and dramatically oversimplifying, the reduction first samples m Gaussians with parameter s = η (I). This smooths the lattice to a uniform distribution, which is converted into a uniform instance a ∈ O m K , and leaves behind m "residual" samples yj ∈ I from discrete Gaussians DI,s,c j . We invoke the oracle on a, yielding a solution z ≤ β. The output of the reduction is the sum v = P j yjzj (plus some other small terms). Because yj ∈ I and zj ∈ OK , we have v ∈ I by the closure properties of ideals. Furthermore, by a lemma from [40] we have v = 0 with high probability. All that remains is to analyze the p length of v, which is exactly what Lemma 6.7 does. Then we have (ignoring constants):
where the second approximation is due to the bound on the smoothing parameter from Lemma 6.5. Now by Lemma 6.2, we know that λ 
FUTURE WORK
The most important open problem, in our view, is the explicit construction of families of number fields having small root discriminant. Such constructions would also have applications in coding theory [30, 23] . It would be even nicer to find an explicit construction which provides, by design, the non-uniform advice needed by our reductions.
In contrast to prior work on average-case hardness from lattice problems (e.g., [2, 21, 36, 40, 31] ), we do not yet know how to obtain cryptographic hardness (e.g. collisionresistant hash functions) from ideal lattices over an arbitrary good number field K. The reason is that we seem to require an efficient injective mapping from function inputs (bit strings) to sufficiently short vectors z ∈ O m K . This appears to require additional advice about the number field.
For example, if we had an "almost-orthogonal" short basis for O m K , then it would be possible to produce elements of O m K that are short enough in 2 length, simply by summing up subsets of the basis vectors. This would suffice for cryp-tographic hardness, assuming SVP is hard on ideal lattices in some p norm, p ≤ 2.
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A final interesting question is whether the public-key cryptosystem of Regev [42] can be adapted to work based on ideal lattices, with a corresponding improvement in its efficiency and connection factor. It seems plausible that this could be done without requiring the encryption and decryption algorithms to use any special advice.
