A proportion based on a large number of subjects is obviously more accurate than one based on a small number, but just how accurate are estimated proportions? News reports of public opinion surveys, which typically include thousands of subjects, frequently cite an accuracy of ±3% for the percentages that they estimate. Few studies in diagnostic radiology include nearly so many subjects, which suggests an accuracy that is far lower than the ±3% of the ordinary public opinion survey.
One way to indicate the precision of an estimated proportion is to give a range of values that is consistent with the data. As an example, suppose that a test correctly identified nine of 10 patients with a particular diagnosis, whereas in another series it correctly identified 90 of 100 patients. In each series, 90% of the cases were correctly classified, but it is obvious that the latter data are consistent with a much smaller range of values. According to one method (described later), the range from 55% to 99.7% is consistent with nine out of 1 0, and the range from 82% to 95% is consistent with 90 of 1 00. In many situations, the conclusions drawn from one of these series would differ from those drawn from the other even though 90% of the cases studied were correctly classified in each. that provide an appropriate range of values for the quantity estimated.
A tutorial on basic concepts and on several such tools follows.
Point Estimates vs Interval Estimates
The usual estimate of a proportion is the number of subjects studied with a particular condition divided by the number of subjects under study. This usual estimate is termed a point estimate.
Although this fraction is a suitable estimate of the proportion, the data could be consistent with a range of values for the proportion. Such a range is termed an interval estimate. The most widely used type of interval estimate is the confidence interval.
A confidence interval is a range of values that is consistent with the data in the following sense. The fraction of instances in which a confidence interval contains the correct value is equal to the specified confidence coefficient. Thus, the correct value will lie within the range given by an 80% confidence interval in 80% of the instances in which it is used. It is tempting to translate this statement as "the probability that the correct value lies within the computed interval is given by the confidence coefficient," and an informal notion that the confidence coefficient represents the "chance" that the confidence interval contains the correct value is reasonable. However, the translation is not strictly correct, and applying the laws of probability to confidence intervals can yield nonsensical results.
The actual procedure for obtaining a confidence interval depends on the quantity to be estimated (e.g., a proportion or a difference of proportions) and on the study design. Procedures for finding confidence intervals for a proportion and for the difference of two proportions for some simple designs are described below. Tables and graphs of confidence  intervals  for proportions  are widely available in elementary statistics books [1, 2] , in the CRC Handbook for Probability and Statistics [3] , and elsewhere.
Confidence Interval for Proportions
The ranges given earlier based on the observation of nine of 10 and for 90 of 100 cases are the 95% confidence intervals from those tables. The tables are based on computations that are rather extensive and are not given here. If a copy of these tables or graphs is not handy, a formula may be used to approximate the confidence interval for a proportion:
where p is the observed proportion, 0=
( 
Conclusion
In diagnostic research, where sample sizes are often small, the precision of estimates must be communicated effectively. The confidence interval is one way of calculating a range of values consistent with a set of data.
