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Abstract: In this article step by step algorithms were developed for solving optimal control
problems based on the method of successive approximations and the method of variations
in the space of controls. The algorithm of the method of successive approximations requires
details of the problem to the boundary problem of the maximum principle. In turn, the
algorithm of the variations is more versatile because it is based on iterating state variables
and control in the phase space. A numerical study and comparative analysis of the developed
algorithms performed at different values of accuracy.
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1. Introduction
Methods of the optimum control theory are intensively used in various applica-
tion areas. At the moment the uniform universal method to solve this task is
not developed that generally is explained by difficulty of problem of optimum
control solving.
Numerical problem solving of optimum control is complicated by a number
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of the various reasons. Let’s list only the main of them: larger dimension of
solvable tasks; existence of nondifferentiable functionals; existence of the diffi-
cult restrictions for management; existence of phase restrictions; possibility of
appearance of many extremums. Due to a larger variety of statements of prob-
lems of optimum control and the specified difficulties there are many various
approaches for their numerical decision now.
This work is devoted to an actual problem - development of efficient and
universal algorithms of numerical problem solving of optimization.
2. Problem Statement
Consider the following optimal control
minimize I (u) = G (x (T )) (1)
subject to
dxi
dt
= fi (t, x (t) , u (t)) , t ∈ [t0, T ] , x (0) = x0, (2)
φ (u) ≤ 0 (3)
where u(t) ∈ R is the function characterizing the operating influence, x(t) ∈ Rn
is function describing a condition of process and t is time.
Let’s consider various algorithms for problem solving of optimal control.
3. Method of Successive Approximations
The problem of optimum control (1) - (3) by means of a maximum principle can
be reduced to the solution of a boundary value problem of system of differential
equations 2n-go about.
Let’s enter n - dimensional vector ψ = (ψ1, ψ2, . . . , ψn) of conjugate variable
and Hamilton function H:
H (t, x, ψ, u) = ψT f (t, x, u) . (4)
Let’s write down the conjugated system:
dψi
dt
= −
n∑
j=1
∂fj (t, x (t) , u (t))
∂xi
, i = 1 . . . n. (5)
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with boundary conditions:
ψ (T ) = −
∂F (x (T ))
∂x
. (6)
According to a maximum principle required optimum control delivers func-
tions H (t, x, ψ, u) at most u ∈ U on at any t ∈ [t0, T ], if x (t) and ψ (t) satisfy
to system (1) and boundary conditions (6).
One of the most widespread methods of solution of the specified boundary
value problem is the method of successive approximations in area of controls.
Let the approximation uk (t) be known. The next approximation uk+1 (t)
is made by the procedure including 3 stages:
1. Compute xk (t) by integrating system (2).
2. Calculate the value of variables ψk (t) by using xk (t) and uk (t) in inte-
gration system (5) with starting conditions (6) in the opposite direction.
3. Define a new approximation uk+1 (t) from a ratio (4), using values xk (t)
and uk (t).
If the process of successive approximations converge, then we continue it
until the subsequent approximations do not differ from each other within the
specified accuracy. The received decision will satisfy to the maximum principle.
4. Method of Variations
In a method of variations on each iteration the variation δu of control u (t) is
determined by minimization of linear part of an increment of the functionality
I (u), caused by this variation:
minδu∈δU δI (du) = minδu∈δU
∫ T
0 W
T
0 (t) δu (t) . The general scheme of a method
of variations consists of 7 steps:
1. Set iterations number k = 0 and guess an initial approximation of control
uk (t) ∈ U .
2. Compute xk (t) by solving (1).
3. Calculate Ik (u) according to (3). Remember the value of criterion and
control in sufficient number of points.
4. Calculate W k0 (t) =
δIk(u)
δu
and determine δUk.
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5. Find δuk of control uk (t) from
minδu∈δUk δI (du) = minδu∈δUk
∫ T
0
(
W T0 (t)
)T
δu (t) ,
6. Compute uk+1 (t) = uk (t) + δuk.
7. Go to step 2 until the condition δuk < ε is not satisfied.
5. Discussion
The software for the numerical calculations presented below in this article was
developed in Borland Delphi environment. Further, errors will be calculated on
Euclidean norm.
Example. Consider the following optimal control problem with the give
initial conditions and restrictions:
Min: I = x2 (2pi) ;
S to:
{
x˙1 (t) = x2 (t) ,
x˙2 (t) = −x1 (t) + u (t) ;
x1 (0) = 0, x2 (0) = 0; |u| ≤ 1; t ∈ [0, 2pi] .
The necessary conditions, derived from calculus of variations, can be solved
analytically; and we obtain for the state and control variables of the optimal
trajectory:
u∗ (t) =


−1, t ∈
[
0, pi2
]
,
1, t ∈
[
pi
2 ,
3pi
2
]
,
−1, t ∈
[
3pi
2 , 2pi
]
;
x∗1 (t) =


cos t− 1, t ∈
[
0, pi2
]
,
cos t− 2 sin t+ 1, t ∈
[
pi
2 ,
3pi
2
]
,
cos t− 4 sin t− 1, t ∈
[
3pi
2 , 2pi
]
;
x∗2 (t) =


− sin t, t ∈
[
0, pi2
]
,
− sin t− 2 cos t, t ∈
[
pi
2 ,
3pi
2
]
,
− sin t− 4 cos t, t ∈
[
3pi
2 , 2pi
]
.
The minimum value of functionality is equal to x∗2 = (2pi) = −4.
Table 1 shows the comparative analysis of results of the numerical solu-
tion of a test problem by method of a variation and the method of successive
approximations in case of various values of initial approximation, accuracy of
computation.
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Table 1: Simulation results for different initial guess and accuracy
Options
ε = 10−3 ε = 10−5
1 2 1 2
u0 0.9 0.9 0.1 0.1
Elasted time,c 3.84 0.54 5.35 1.32
Error εu 2.962 0.998 2.00216 0,00998
Error εx1 0.016 1.419 0,10935 0,24285
Error εx2 0.017 1.479 0,10881 0,20681
minF -3.996 -3.983 -3,99999 -3,99998
6. Conclusion
In this study, we have compared a method of variations with successive approx-
imation method. By comparison of the numerical results of the methods with
the exact solution the performance of the methods have been confirmed.
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