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Résumé / Abstract 
Internet et l’expansion du numé-
rique ont ouvert la voie à de nouvelles 
possibilités de diffusion et d’échanges 
des connaissances et d’information 
pour la science. Outre le concept de 
Science ouverte parallèle à celui d’Ac-
cès ouvert, l’accessibilité et la réutili-
sabilité des données de la recherche 
sont sources de débats. Les travaux 
de Peter Schirmbacher en recherche 
et dans son enseignement ont visé la 
pertinence, la conception et l’exploi-
tation d’offres dans les infrastructures 
d’information pour les données de la 
recherche à l’ère du numérique et ont 
ainsi assuré des contributions pion-
nières pour le développement de ces 
services au profit des activités scienti-
fiques. La présente contribution pro-
pose un panorama sur l’état de l’art 
de ces infrastructures d’information 
et de leurs offres et les situent dans 
le contexte actuel des débats sur la 
Science ouverte.
Mots-clés  : données de re-
cherche, entrepôts de données, in-
frastructures de recherche, science 
ouverte, libre accès.
The Internet and the expansion 
of digital technology have opened up 
new opportunities for the dissemina-
tion and exchange of knowledge and 
information for science. In addition 
to the concepts of Open Science and 
Open Access, the accessibility and re-
usability of research data have become 
sources of debate. Peter Schirmbacher 
has focused in his research and teach-
ing on the relevance, design and use of 
information infrastructures for research 
data in the digital age. Schirmbacher 
has made pioneering contributions 
to development of these services for 
the benefit of scientific activities. This 
contribution provides an overview of 
these information infrastructures and 
their potential, and situates them in 
the current context of Open Science 
debates.
Keywords: research data, data 
repositories, research infrastructures, 

















Débat chez les scientifiques2
Internet et l’expansion du numérique ont ouvert de nouvelles possibilités 
pour la diffusion et l’échange de connaissances et d’informations dans la science. 
Ce potentiel a été largement décrit en 2003 dans la Berlin Declaration on Open 
Access to Knowledge in the Sciences and Humanities3 (Max-Planck-Gesellschaft, 
2003)4. Cette déclaration, qui a également été signée par l’institution où Peter 
Schirmbacher a longuement exercé, l’Université Humboldt de Berlin, souligne 
l’importance de l’Accès ouvert aux publications sous forme textuelle (Suber, 
2012) et l’élargit à l’ouverture et la réutilisation des données pour les activités 
scientifiques utilisant des outils numériques.
Les débats sur les opportunités et les défis du data sharing ont continué 
à prendre une ampleur significative au cours des dernières années et se sont 
révélés être une composante de la Science ouverte sur le plan de la politique 
scientifique (Kroes, 2012 ; Commission européenne, 2016). La recommanda-
tion faite par une vénérable société savante comme la Royal Society à tous 
les chercheurs, énonçant : « Where data justify it, scientists should make them 
available in an appropriate data repository »5 dans un rapport ayant reçu un 
large écho et intitulé Science as an open enterprise6, renforce l’exigence en-
vers la science que les données de recherche soient librement accessibles. 
De nombreuses études corroborent ce souhait (Kuipers et Van der Hoeven, 
2009 ; Schäfer et al., 2011 ; Commission européenne, 2012 ; Tenopir et al., 2011 ; 
Tenopir et al., 2015). Toutefois, celles-ci attirent également l’attention sur les 
barrières juridiques, techniques et culturelles qui empêchent individuellement 
des chercheurs de rendre accessibles des données de recherche. Ces barrières 
sont souvent à mettre sur le compte d’une absence d’offres de service de la 
part des infrastructures d’information (Borgman, 2007 ; Tenopir et al., 2011 ; 
van der Graaf et al., 2011) et révèlent nettement combien les pratiques autour 
de l’ouverture de l’accès aux données de recherche et leur réutilisation sont 
encore à un stade tout à fait précoce de leur développement.
2 Le présent article est une version mise à jour et remaniée du chapitre « Outils 
de gestion des données de recherche » (Werkzeuge des Forschungsdatenma-
nagements) extrait du Manuel de gestion des données de recherche (Lehrbuch 
Forschungsdatenmanagement) : https://handbuch.tib.eu/w/Lehrbuch_For-
schungsdatenmanagement (page consultée le 11 mars 2019).
3 Version française – Déclaration de Berlin sur le Libre Accès à la Connaissance 
en sciences exactes, sciences de la vie, sciences humaines et sociales : http://
openaccess.inist.fr/?Declaration-de-Berlin-sur-le-Libre (page consultée le 11 
mars 2019).
4 Voir la page des signataires de la Déclaration de Berlin : https://openaccess.
mpg.de/3883/Signatories (page consultée le 11 mars 2019).
5 Si les données le justifient, les scientifiques devraient les rendre disponibles 
dans un entrepôt de données adapté.



















Importance des infrastructures d’information
Pour ce qui est des données sous forme numérique, les besoins vont vers 
des infrastructures d’information qui, comme les définit Peter Schirmbacher, 
représentent « l’ensemble des ressources techniques, organisationnelles, fi-
nancières et en personnels », qui contribuent à « la fourniture d’information à 
la science et à la recherche » (Schirmbacher, 2015), pour, par exemple, soutenir 
des chercheurs dans leur gestion d’un volume croissant de données numé-
riques. Les dispositifs de ces infrastructures d’information sont en particulier 
des bibliothèques, des centres de calcul, des centres de données, des archives 
et des musées. En tant que composantes de l’infrastructure de recherche, 
ces intervenants se considèrent comme des prestataires de service pour un 
groupe d’utilisateurs défini. Dans la présente contribution, leurs prestations 
seront désignées par le terme d’« offres » des infrastructures de recherche. 
Durant la montée en puissance du numérique, ces acteurs se sont efforcés de 
rendre accessibles sur Internet les données qu’ils détenaient pour améliorer 
la transparence, la reproductibilité et l’efficience de la recherche.
En Sciences de l’information, les infrastructures d’information et leurs 
offres font elles-mêmes l’objet de travaux de recherche et de développement. 
C’est ainsi que la pratique a suscité des initiatives inspirées sur le terrain par la 
chaire de gestion de l’information qu’occupait Peter Schirmbacher à l’Institut des 
Sciences de l’Information et de bibliothéconomie (Institut für Bibliotheks- und 
Informationswissenschaft, IBI) de l’Université Humboldt en coopération avec le 
groupe de travail de la bibliothèque de l’université et du service informatique 
et média de cette institution, destinées à déployer, analyser et faire évoluer 
des entrepôts et des services à valeur ajoutée, à mettre en place et poursuivre 
la mise en réseau de ces infrastructures sur les plans technique et de l’organi-
sation, ainsi que la mise au point et la diffusion de normes de qualité. De plus, 
des modèles économiques et financiers ont été élaborés et l’utilisation de 
modèles juridiques de licences adaptés a été imaginée (Schirmbacher, 2015).
Les travaux accomplis dans ce domaine par Peter Schirmbacher ont lar-
gement œuvré ces dernières années à l’évolution et la professionnalisation de 
ces offres des infrastructures d’information qui portent l’activité de gestion 
des données de la recherche conçue en tant que « processus global [pour] 
l’affectation, la génération, le traitement, l’enregistrement, l’archivage et de la 
diffusion des données de recherche elles-mêmes ou résultant d’une produc-
tion classique de textes associés » (Kindling et Schirmbacher, 2013). Pour ce 
qui est d’une distinction d’ordre thématique, Peter Schirmbacher propose en 
















les dimensions relevant de politique de recherche, des aspects d’organisation 
et de la technique7.
Depuis 2008 au moins, année de lancement du plan d’action « Infor-
mation numérique » (Digitale Information) par l’Alliance des organismes de 
recherche allemands (Allianz der deutschen Wissenschaftsorganisationen)8, 
on peut observer l’importance croissante prise par ces infrastructures dans la 
politique scientifique. Les travaux de la commission d’enquête parlementaire 
« Internet et société numérique » (Internet und digitale Gesellschaft) en 2012, 
lors de la dix-septième législature de la chambre basse du parlement fédéral, 
le Bundestag, ont aussi largement contribué à cette émergence. Un groupe de 
travail « Enseignement et recherche » (Bildung und Forschung) de cette com-
mission s’est emparé de manière complète et exhaustive des conséquences de 
l’incursion du numérique dans la recherche et l’enseignement, et s’est exprimé 
dans un consensus transpartisan en faveur de « l’extension du principe du libre 
accès, autant que faire se peut, au domaine des données scientifiques issues 
de travaux de recherche financés sur fonds publics et l’adoption de mesures 
adaptées à cette fin ».
S’appuyant sur les principes sur l’emploi des données de recherche que 
l’Alliance des organismes de recherche avait publiés en 2010, l’État fédéral 
et les États-Régions ont réagi sous l’impulsion du monde scientifique et ont 
émis des recommandations pour la conception de ces infrastructures pour les 
années à venir, et qui seraient élaborées à un niveau national par la commission 
« Avenir de l’infrastructure d’information » (Kommission Zukunft der Informa-
tionsinfrastruktur, KII) et le Conseil pour la science (Wissenschaftsrat, WR) pour 
conduire à l’installation en 2013 du Conseil pour les infrastructures d’informa-
tion (Rat für Informationsinfrastrukturen, RfII) par la Conférence commune pour 
la science (Gemeinsame Wissenschaftskonferenz, GWK). Cette politique avait 
pour priorités de « mieux coordonner la diversité des activités de ce domaine 
et de les articuler entre elles » (Gemeinsame Wissenschaftskonferenz, 2013). 
En 2016, le RfII présentait (Rat für Informationsinfrastrukturen, 2016) ses pré-
conisations Performance par la diversité (Leistung aus Vielfalt), dont le contenu 
s’articulait autour de la création d’une infrastructure nationale des données de 
la recherche (Nationale Forschungsdaten-Infrastruktur, NFDI).
7 Ces dimensions ont été développées dans un cours intitulé Quelques aspects 
de la fourniture numérique d’informations (Ausgewählte Aspekte digitaler 
Informationsversorgung) à l’Institut des sciences des bibliothèques et de 
l’information dont la publication est actuellement en préparation.



















Fondements de l’accessibilité et de la réutilisation 
des données de la recherche
La mise à disposition en ligne de données de recherche peut s’opérer 
selon différentes conditions et modalités d’accès. À un premier stade, il peut 
s’avérer utile de s’intéresser sur ce point aux périmètres d’accès abordés par 
Treloar et Harboe-Ree (2008), qui font la distinction entre sphère privée, groupes 
ou public. Cette représentation comporte une division conceptuelle entre do-
maines d’accès qui en pratique ont des implications spécifiques, par exemple 
pour la préparation des données de recherche. Si des données sont partagées 
via un domaine public, celles-ci peuvent être citées dans l’idéal à l’aide d’un 
identifiant pérenne et enrichies à l’aide de métadonnées pertinentes tant pour 
leur création, que pour leurs éventuels traitement et réutilisation.
La mise à disposition de données de recherche selon les principes du Libre 
accès énoncés dans la Déclaration de Berlin dans sa version de 2003 implique 
que celles-ci soient rendues accessibles sans restrictions techniques, juridiques 
ou financières et puissent être réutilisées (Max-Planck-Gesellschaft, 2003).
Depuis quelques années le vocable Open Research Data désigne en fait 
des débats au sein de la communauté scientifique sur les stratégies et processus 
d’ouverture des données qui sont envisagés comme une composante d’une 
évolution vers la Science ouverte (Pampel et Dallmeier-Tiessen, 2014).
Pour susciter l’intérêt que les membres de la recherche pourraient trouver 
à ouvrir l’accès à leurs données, des stratégies de publication se sont instal-
lées au cours des années écoulées en interaction avec les scientifiques, les 
mondes des bibliothèques et de l’édition et qui mettent des données de tiers 
à la disposition des chercheurs et assurent une reconnaissance à l’intérieur du 
système de réputation. Pour cela, une condition est essentielle : que ces données 
puissent être citées, comme déjà indiqué, grâce à un adressage pérenne des 
jeux de données (Klump et al., 2006 ; Neumann et Brase, 2014), par exemple, en 
leur attribuant un Digital Object Identifier (DOI). Dans la trajectoire de ce DOI, 
grâce aux possibilités de créer des liens avec d’autres identifiants pérennes 
de personnes (Pampel et Fenner, 2016), d’organismes (Cruse et al., 2016), tout 
comme d’autres résultats des travaux de recherche, comme les échantillons 
(Lehnert et al., 2011 ; Conze et al., 2017), les fondations d’un réseau ouvert se 
mettent en place, pour assurer ainsi la visibilité des objets informationnels et 
permettre leur exploitation.
Il arrive que des données ne puissent pas être accessibles au public – 
pour des raisons de protection des données personnelles, comme c’est le cas 
en médecine ou en sciences sociales. Il est néanmoins conseillé de rendre au 
moins une partie de leurs métadonnées visibles pour garantir la transparence 
















d’en connaître le contexte. Les conditions de mise en accès et d’utilisation 
des données de recherche doivent alors être réglées auprès des détenteurs/
propriétaires des droits. Autre scénario : il peut arriver que l’accès aux données 
ne soit ouvert qu’après une période d’embargo. C’est ainsi que des chercheurs 
peuvent, pour commencer, charger leurs données dans un dépôt spécialisé à 
cet effet et prévoir de les doter d’un identifiant pérenne, qui sera par la suite 
cité dans un document destiné à la publication (par exemple, un article pa-
raissant dans une revue scientifique). De la sorte, les chercheurs ont le temps 
d’exploiter largement leurs données avant de les rendre accessibles à la com-
munauté des spécialistes.
En 2016 sont créés les standards FAIR – pour Findable, Accessible, Inter- 
operable et Reusable (Wilkinson et al., 2016) – qui répondent aux attentes des 
différentes disciplines et qui peuvent être considérés comme fondamentaux 
pour l’utilisation des données de recherche aujourd’hui. Ils intègrent aussi de 
la sorte la nécessité d’assurer si possible un accès ouvert à ces données. Les 
principes FAIR proposent un cadre pour la gestion des données de recherche par 
les institutions scientifiques et c’est ainsi qu’ils ont été intégrés au programme 
de recherche Horizon 2020 par la Commission européenne, organisme de 
financement de la recherche (Commission européenne, 2016).
3. 
Préconisations et directives
La notion de data policies désigne les préconisations et les directives sur 
l’utilisation des données de la recherche. Leur caractère impératif varie selon 
l’acteur et le groupe qu’elles concernent (Pampel et Bertelmann, 2011). En Al-
lemagne, les propositions de l’Agence allemande pour la recherche (Deutsche 
Forschungsgemeinschaft, DFG) énoncées pour la préservation des bonnes pra-
tiques de la science (Vorschläge zur Sicherung guter wissenschaftlicher Praxis) 
en 1998 (puis actualisées : Deutsche Forschungsgemeinschaft, 2013) jouent 
un rôle central et revêtent un caractère obligatoire pour nombre d’institutions 
scientifiques. Elles prônent la conservation des données de recherche pendant 
au moins dix ans. Cependant, ces impératifs de « sauvegarde et préservation » 
ne garantissent pour autant ni l’accessibilité des données de recherche ni leur 
réutilisabilité. Ces notions sont donc à interpréter comme des prescriptions 
qui méritent d’être étoffées. Pour compléter tout cela, la DFG a publié en 2015 
ses orientations sur le traitement des données de la recherche (Leitlinien zum 
Umgang mit Forschungsdaten) où il est prescrit à leurs utilisateurs intermédiaires 
de « [les] mettre [...] à disposition aussi rapidement que possible » et de veiller 



















Au cours de ces dernières années, de nombreuses institutions scientifiques 
ont adopté des orientations et des directives de ce genre9. L’Université Hum-
boldt elle-même, en s’appuyant sur les travaux menés par la chaire et l’équipe 
de recherche « Gestion de la recherche » de Peter Schirmbacher, a tracé la 
voie d’une « politique des données de la recherche » (Humboldt-Universität zu 
Berlin, 2014). Aux prescriptions des agences de financement et des institutions 
scientifiques s’ajoutent les consignes qu’imposent les revues scientifiques aux 
chercheurs. À titre d’exemple, les revues PLoS et Nature leur demandent au 
moment de soumettre un article une déclaration de disponibilité des données 
(Data Availability Statement) qui donne des indications sur l’accessibilité des 
données de recherche sur lesquelles s’appuie l’article en question (Bloom et 
al., 2014 ; Nature, 2016).
4. 
Plans de gestion des données
Les plans de gestion des données de recherche (Data Management Plan, 
DMP) sont des instruments où sont consignées par écrit les données traitées 
lors d’un projet de recherche depuis le stade de sa programmation jusqu’à 
son achèvement. Les DMP sont des documents électroniques qui sont mis 
à jour tout au long du déroulement des projets de recherche. Ils offrent aux 
porteurs et partenaires d’un projet un cadre opérationnel pour le traitement 
des données produites et exploitées pendant toute sa durée. Ces plans de 
gestion précisent, par exemple, le type et la forme de ces données, leur degré 
de standardisation (par exemple, les métadonnées utilisées, les formats), des 
indications sur leur accessibilité et les possibilités de réutilisation, ainsi que 
sur les procédés employés pour leur conservation à long terme).
Les agences de financement de la recherche exigent de plus en plus 
fréquemment que les demandes de financement déposées comportent des 
indications sur l’accessibilité et la réutilisabilité des données. Ces prescriptions 
mentionnant un plan de gestion de données de recherche sont énoncées de 
façon concrète dans les consignes de dépôts de ces demandes.
Le guide que la DFG met à la disposition des déposants demandant un 
financement stipule un certain nombre de consignes10. C’est ainsi qu’il énonce : 
« Si grâce au financement du projet, des données de recherche ou des in-
formations doivent être créées qui sont aptes à être réutilisées par d’autres 
9 Voir un aperçu dans le wiki Forschungsdaten-Wiki : http://www.
forschungsdaten.org/index.php/Data_Policies (page consultée le 11 mars 
2019).
10 DFG, Leitfaden für die Antragsstellung (Fils conducteurs pour le dépôt d’une 

















scientifiques, veuillez le préciser et indiquez le cas échéant la manière dont 
elles seront mises à la disposition de tiers. Soyez attentifs ce faisant à prendre 
en compte les éventuels standards ou offres de dépôts de données ou d’ar-
chives proposées dans votre discipline ou domaine de spécialité » (Deutsche 
Forschungsgemeinschaft, 2014).
Si la DFG demande que des déclarations de DMP soient soumises au 
moment du dépôt d’une demande de financement, celles-ci sont exigées sous 
forme de « livrables » dans les six premiers mois de déroulement d’un projet 
soutenu par le programme de recherche européen Horizon 2020. D’autres justi-
ficatifs sur la gestion des données devront également être produits par la suite 
pendant son déroulement comme à son terme (Commission européenne, 2016).
Divers outils et documentations sont proposés pour pouvoir produire 
ces plans de gestion :
- les checklists produites par le programme WissGrid en Allemagne (Lud-
wig et Enke, 2013) ;
- DMP Online par le Digital Curation Centre au Royaume-Uni11 ;
- DMPTool par l’Université de Californie aux États-Unis12.
Ces plans de gestion des données servent également de base comptable 
pour calculer les coûts d’une telle gestion. Les agences de financement oc-
troient des fonds qui couvrent en partie ces tâches. C’est ainsi qu’il est possible 
à l’intérieur d’un plan de gestion des données de recherche de décliner les 
financements demandés par poste de gestion dans une candidature.
5. 
Infrastructures d’information : les offres
Nous allons dans ce qui suit présenter quelques infrastructures d’infor-
mation centrales qui à la fois viennent soutenir la gestion des données de re-
cherche et rendent possibles la transparence des travaux de recherche, comme 
la réutilisation de leurs données. Elles permettent de tracer ces données grâce 
à des métadonnées descriptives, de les rendre accessibles au public ou à des 
groupes d’utilisateurs sélectionnés (par exemple, en raison d’une protection 
juridique des données personnelles), tout comme d’assurer leur conservation 
à long terme.
Dans certains domaines scientifiques, des infrastructures existent depuis 
de nombreuses années (c’est le cas, par exemple, des centres de données de 
11 Voir DMPonline : http://dmponline.dcc.ac.uk (page consultée le 11 mars 2019).


















rang mondial pour les sciences de la nature depuis les années 1950)13, alors 
qu’on commence seulement à structurer une offre spécifique et la mettre en 
place dans d’autres.
Selon les disciplines scientifiques et en fonction des méthodes de col-
lecte et de traitement, comme des types et formats de données, les attentes 
fonctionnelles sont différenciées. Il en résulte un paysage des infrastructures 
destinées aux données de la recherche d’une grande hétérogénéité (Pampel 
et al., 2013). Depuis plusieurs années le vocable d’« entrepôts de données de 
recherche » fait son apparition dans les discussions sur la professionnalisa-
tion de ces infrastructures pour ce qui touche au stockage, l’archivage et la 
diffusion en libre accès. Vu sous l’angle des pratiques scientifiques, les stra-
tégies de publication des données de recherche varient. Tantôt celles-ci sont 
publiées sous la forme d’un objet informationnel autonome, par exemple dans 
un entrepôt de données, tantôt comme « supplément » ou comme publica-
tion augmentée (enhanced publication) en étant directement reliées avec un 
article, ou carrément en tant que data paper dans une revue scientifique ou 
plus spécifiquement dans un data journal (Woutersen-Windhouwer et Brands-
ma, 2009 ; Pampel et Dallmeier-Tiessen, 2014). Le framework Scholix apparu 
en 2017 repose sur le concept de l’interaction entre entrepôts de données et 
articles de revues scientifiques (Burton et al., 2017). Il existe par ailleurs des 
recommandations préconisant un adressage pérenne et une interconnexion 
des objets d’information dans les entrepôts de données (Fenner et al., 2016) et 
d’articles de revues (Cousijn et al., 2017), et qui contribuent de façon importante 
à la reconnaissance des données de recherche en tant qu’objets d’information 
en soi dans la communication scientifique.
6. 
Entrepôts de données
Dans le domaine des infrastructures, nous savons ce qu’est un entrepôt 
au travers de l’environnement des archives documentaires donnant accès à 
des publications (Lynch, 2003).
Le projet re3data (Registry of Research Data Repositories), auquel l’unité 
de recherche et d’enseignement de Peter Schirmbacher a participé en tant 
que partenaire, a élaboré un annuaire des entrepôts de données de recherche 
(Pampel et al., 2013). Depuis sa création, celui-ci signale 1 805 entrepôts dans le 
monde14. Ceux-ci sont décrits à l’aide d’un schéma de métadonnées exhaustif 
13 Repris depuis 2008 par le ICSU World Data System.Voir WDS : http://www.
icsu-wds.org (page consultée le 11 mars 2019).

















(Rücknagel et al., 2015). Les chercheurs, membres d’infrastructures et d’agences 
de financement de la recherche ou tout particulier intéressé peuvent rechercher 
des entrepôts les intéressant dans le but de rendre accessibles des données 
de la recherche, ou y trouver ceux qui proposent des données pouvant être 
réutilisées. Grâce à la richesse descriptive des métadonnées affectées à ces 
entrepôts, il est possible d’affiner les recherches opérées dans re3data avec 
des filtres.
L’annuaire re3data couvre tout le large spectre des entrepôts de données : 
il recense des entrepôts qui peuvent être disciplinaires, multidisciplinaires, 
institutionnels ou propres à des projets, etc.
Pour être signalé, un entrepôt doit correspondre à la définition suivante : 
« A research data repository is a subtype of a sustainable information infrastruc-
ture which provides long-term storage and access to research data. Research 
data means information objects generated by scholarly projects for example 
through experiments, measurements, surveys or interviews » (Rücknagel et al., 
2015)15. Cette définition très large a été élaborée avec la motivation que cet 
annuaire propose à ses utilisateurs lors de leurs recherches un grand nombre 
d’entrepôts potentiellement pertinents pour eux.
Vus sous l’angle des Sciences de l’information, un entrepôt de données 
de la recherche se définit de manière plus spécifique. Il s’agit en l’espèce 
d’une ressource sur le web proposée par une infrastructure qui diffuse et rend 
accessibles des données de recherche et en permet l’utilisation. À cet effet, un 
tel entrepôt assure, en répondant à la demande d’un groupe d’utilisateurs que :
- les données de recherche sont préparées dans un format adapté pour 
une réutilisation ;
- ces données sont citables et décrites avec des schémas de métadon-
nées établis ;
- celles-ci sont assorties d’informations sur leurs conditions d’utilisation.
Un entrepôt de données est opéré par un établissement de confiance 
tel qu’une institution académique, qui a pour mission de préserver sa dis-
ponibilité à long terme. Le groupe d’utilisateurs concernés, les prescriptions 
attendues concernant les données à stocker, les conditions d’exploitation de 
l’entrepôt et des données sont présentés dans des documents accessibles au 
public. L’orientation d’un entrepôt va dépendre du traitement des données 
de recherche qu’il opère suivant les normes et standards en vigueur dans les 
communautés scientifiques concernées ainsi qu’en fonction des standards de 
15 Un entrepôt de données de recherche est un sous-ensemble d’une infrastruc-
ture d’information inscrite dans la durée qui offre un stockage et un accès à 
long terme à des données de recherche. Par données de recherche, on entend 
des objets créés par des activités scientifiques telles que des expérimenta-


















qualité généraux pour les offres d’infrastructure comme les Data Seal Approval16, 
les normes DIN 3164417 ou ISO 16363:201218 intitulée Audit and certification of 
trustworthy digital repositories19. Un entrepôt de données offre une recherche 
dans les contenus déposés par métadonnées et permet d’y accéder via une 
interface web. De plus, il fournit les métadonnées détectées au travers d’inter-
faces standardisées qui permettent ainsi l’agrégation des métadonnées par des 
services tiers (par ex. : moteurs, moissonneurs). En outre, dans leur conception, 
les entrepôts vont dépendre de facteurs comme :
- les modèles d’accès à l’entrepôt et ses données ;
- les fonctionnalités dont la population d’utilisateurs a besoin ;
- les logiciels utilisés ;
- les modèles économiques (coûts, financement).
On connaît des entrepôts de données spécialisés comme PANGAEA (Die-
penbroek et al., 2002) dans les géosciences et GenBank (Benson et al., 2015) 
en biomédecine. Beaucoup d’institutions scientifiques créent actuellement des 
entrepôts pour accueillir les données de recherche de leurs membres. On a par 
exemple en Allemagne heiDATA20 à l’Université de Heidelberg, Open Data LMU21 
à l’Université Louis-et-Maximilien de Munich ou encore panMetaDocs (Ulbricht 
et al., 2016) au GFZ, le centre de recherche allemand en géosciences. Pour 
certaines institutions, comme l’Université technique de Berlin22, un entrepôt 
commun est mis à disposition pour le dépôt de données de recherche, de do-
cuments publiés comme d’autres objets d’information. De même, l’Université 
Humboldt sous la direction et sous l’impulsion de Peter Schirmbacher en sa 
qualité de directeur du service informatique et média et du département de 
recherche et d’enseignement de l’IBI a vu la mise en place de différentes offres 
(comme l’entrepôt LAUDATIO accueillant des corpus de textes en histoire23 et 
le Medien Repositorium24) ou à son initiative (comme l’utilisation du serveur 
16 Voir Data Seal of Approval : http://www.datasealofapproval.org (page consul-
tée le 11 mars 2019).
17 Voir Vertrauenswürdige digitale Langzeitarchivierung nach DIN 31644 (Archi-
vage numérique à long terme digne de confiance selon DIN 31644) : https://
www.beuth.de/de/publikation/vertrauenswuerdige-digitale-langzeitarchi-
vierung/169654635 (page consultée le 11 mars 2019).
18 Voir ISO 16363:2012 : http://www.iso.org/iso/catalogue_detail.
htm?csnumber=56510 (page consultée le 11 mars 2019).
19 NdT : Audit et certification des référentiels numériques dignes de confiance.
20 Voir heiDATA : https://heidata.uni-heidelberg.de/ (page consultée le 11 mars 
2019).
21 Voir Open Data LMU : http://data.ub.uni-muenchen.de/ (page consultée le 11 
mars 2019).
22 Voir Deposit Once : https://depositonce.tu-berlin.de (page consultée le 11 
mars 2019).
23 Voir LAUDATIO Repository : http://www.laudatio-repository.org/repository/ 
(page consultée le 11 mars 2019).

















de publications edoc destiné aux données de recherche numériques dans le 
cadre du projet eDissPlus, projet proposé avec sa collaboration)25.
S’il n’existe pas d’entrepôt pour une communauté spécialisée, ni institu-
tionnel, il reste la possibilité de donner accès à ses données via un entrepôt 
générique, comme celui mis à disposition par le CERN, Zenodo26.
7. 
Data papers et data journals
Les data papers sont des documents qui décrivent exhaustivement des 
données de recherche. Ils sont particulièrement intéressants quand les mé-
tadonnées descriptives ne suffisent pas à donner une idée du contenu d’un jeu 
de données présent dans un entrepôt, notamment en exposant les possibilités 
de réutilisation qu’il offre. La publication d’un tel data paper s’effectue dans une 
revue scientifique, dans un data journal spécifique, tout comme dans d’autres 
types de publication (Pampel et Dallmeier-Tiessen, 2014)27. C’est ainsi qu’a été 
créé en 2008 le data journal Earth System Science Data (ESSD) en géosciences 
(Pfeiffenberger et Carlson, 2011). Le taux élevé de citation des données qui y 
sont commentées a eu pour effet que ESSD a été classé troisième parmi les 
revues de géosciences les plus citées dans l’édition 2016 du Journal Citation 
Report (JCR)28. 
8. 
Comment rechercher et trouver 
ces infrastructures ?
Quand on recherche des données à réutiliser, il est aisé de se diriger 
directement vers des offres de type entrepôts de données ou data journal, ou 
bien de rechercher des entrepôts de données dans son domaine scientifique 
propre à l’aide par exemple de re3data qui peut répertorier des données de 
recherche qui s’y rapportent. Outre les solutions locales ou spécialisées dis-
ciplinairement, il existe aussi des services génériques pour aller rechercher 
25 Voir eDissPlus : https://www2.hu-berlin.de/edissplus/ (page consultée le 11 
mars 2019).
26 Voir Zenodo : http://zenodo.org (page consultée le 11 mars 2019).
27 Une liste de data journals est mise à jour dans le wiki Forschungsdaten-Wiki : 
Data Journals : http://www.forschungsdaten.org/index.php/Data_Journals 
(page consultée le 11 mars 2019).
28 Voir First Journal Impact Factor for ESSD released : https://www.earth-system-
science-data.net/about/news_and_press/2016-06-17_first-impact-factor-for-


















des données. Les métadonnées étant pour la plupart spécialisées dans un 
domaine, ces outils bien souvent n’offrent guère de possibilités de recherche 
très détaillées. Dans ce qui suit nous allons citer trois exemples de services qui 
agrègent les métadonnées d’entrepôts de données et autres infrastructures et 
qui offrent des recherches multi-plates-formes (leurs périmètres de données se 
chevauchent en partie). Il faut tenir compte pour toutes ces offres du fait que 
la granularité des méta-informations qui peuvent être signalisées moyennant 
un identifiant comme un DOI peut être très différente. Cela veut dire que des 
métadonnées sont appliquées aussi bien à des données de recherche isolées 
sous forme de simples fichiers qu’à des collections entières de jeux de données.
8.1. DataCite Metadata Search29
Ce service permet d’effectuer une recherche dans les métadonnées d’ob-
jets d’information, tels que des données de recherche dont les DOI ont été 
enregistrés chez DataCite et auxquelles des métadonnées ont été associées. 
En février 2017, il y avait environ 7,6 millions de jeux de données enregistrés et 
pouvant être recherchés, dont 3 178 328 de type ensemble de données (data-
set)30. Ces indications ne sont à prendre qu’à titre indicatif, car sous différents 
aspects elles peuvent être entachées de distorsions (qualité des métadonnées, 
doublons, classification abusive en tant que données de la recherche).
8.2. BASE – Bielefeld Academic Search Engine31
BASE permet d’effectuer des recherches dans les métadonnées des 5 135 
sources actuellement recensées comme des entrepôts et d’autres types d’offres 
proposées sur l’infrastructure d’information et qui mettent leurs métadonnées à 
disposition via une interface OAI-PMH. En février 2017, 3 622 458 métadonnées 
ont été enregistrées pour le type de document « Données de recherche »32. Une 
offre comme un entrepôt de données peut également être répertoriée avec un 
autre type de document disponible. BASE intègre également les métadonnées 
de Datacite dans ses requêtes.
8.3. EUDAT B2 Find
Ce service résulte d’un développement issu du projet européen EUDAT33 
et permet d’effectuer des recherches dans des collections de données prove-
nant de sources sélectionnées, dont celles des centres de données EUDAT34. 
29 Voir DataCite Metadata Search : http://search.datacite.org/ui (page consultée 
le 11 mars 2019).
30 Chiffres du 06.02.2017.
31 Voir BASE : https://www.base-search.net (page consultée le 11 mars 2019).
32 Chiffres du 06.02.2017.
33 Voir EUDAT B2 Find : http://b2find.eudat.eu (page consultée le 11 mars 2019).
34 Documentation disponible sous : EUDAT User documentation : https://eudat.
















En février de cette année, il compte quelque 472 082 métadonnées renvoyant 
à des données de recherche35. Parmi les métadonnées indexées, on compte 
celles de la Common Language Resources and Technology Infrastructure, ou 
CLARIN36 ou de la Global Biodiversity Information Facility, ou GBIF37.
9. 
Perspectives
Grâce à l’implication de Peter Schirmbacher, la Conférence des présidents 
des établissements d’enseignement supérieur (Hochschulrektorenkonferenz, 
HRK) a énoncé en 2014 la gestion des données de recherche comme une 
« mission stratégique des gouvernances d’établissements d’enseignement su-
périeur » (Hochschulrektorenkonferenz, 2014). C’est ainsi que les institutions 
de l’enseignement supérieur et les organismes de recherche non universitaires 
ont commencé à élaborer des orientations et des directives ainsi que des offres 
d’infrastructures destinées aux personnels de recherche pour développer l’ac-
cessibilité et la réutilisation des données de recherche.
La mise en place de l’infrastructure nationale des données de la recherche 
(Nationale Forschungsdaten-Infrastruktur, NFDI) sous l’impulsion du RfII repré-
sente une grande chance pour le dispositif scientifique allemand permettant 
de tirer parti de l’expansion du numérique dans l’enseignement et la recherche 
(Rat für Informationsinfrastrukturen, 2016) et de faire converger le paysage 
très différencié et hétérogène des offres en les faisant reposer sur des bases 
communes. Rien qu’au moment où nous écrivons ces lignes, il existe plus de 
270 entrepôts de données de recherche, où des organismes allemands prennent 
part à leur fonctionnement (Pampel et al., 2016). La science étant une activité 
de dimension internationale, il importe cependant de porter le regard au-delà 
des frontières nationales.
Le projet GeRDI de la DFG et la Helmholtz Data Federation (HDF) sont entrés 
dans ce cycle en tant qu’acteurs de premier plan et se sont signalés par leur 
volonté d’œuvrer activement à la création du NFDI (Helmholtz-Gemeinschaft, 
2016 ; Zentralbibliothek für Wirtschaftswissenschaften, 2016). Ces deux acteurs 
soulignent l’importance de pouvoir s’interconnecter à l’EOSC, le réseau informa-
tique scientifique européen en nuage (European Open Science Cloud) dont le 
déploiement est encouragé par la Commission européenne (High Level Expert 
Group on the European Open Science Cloud, 2016). Un premier programme de 
soutien du ministère allemand pour l’enseignement et la recherche (Bundesmi-
35 Chiffres du 06.02.2017.
36 Voir CLARIN : http://www.clarin.eu (page consultée le 11 mars 2019).
37 Voir Global Biodiversity Information Facility : http://www.gbif.org (page 


















nisterium für Bildung und Forschung, BMBF) lancé au niveau national fédéral38 
et plusieurs activités de soutien au niveau des États-Régions témoignent certes 
de premiers engagements pour la réalisation de ce NFDI, bien que les signes 
d’une coordination globale restent encore peu visibles. C’est pour cette raison 
qu’encore récemment des voix comme celles de la Conférence des présidents 
des établissements d’enseignement supérieur en 2017 et celles de l’Initiative 
allemande pour l’information en réseau (Deutsche Initiative für Netzwerkinfor-
mation, DINI) en 2017, deux instances où Peter Schirmbacher s’est impliqué, 
se sont fait entendre pour appeler à un consensus entre les pouvoirs publics 
fédéraux et ceux des États-Régions.
Reste qu’il faut retenir que les synergies entre les institutions des infrastruc-
tures de la recherche et leurs offres en sont encore à leur début. À l’avenir, il 
importe de favoriser la standardisation des entrepôts de données de la recherche 
et d’harmoniser les orientations et préconisations données aux personnels de 
recherche. Dans ce domaine, un consensus entre les acteurs impliqués, que 
ce soit les agences de financement, les dispositifs d’infrastructure ou d’autres 
entités de service, revêt une grande importance. Sur ce point, il convient de 
renforcer la souveraineté de l’infrastructure de recherche publique. Pour cela, 
il est nécessaire, comme en appelle le RfII, que des mécanismes de soutien 
soient créés durablement en plus des infrastructures de données de la re-
cherche. Ce point est particulièrement important pour éviter des dépendances 
envers des infrastructures agissant sur le terrain commercial comme Figshare39 
ou Mendeley Data40. Pour cela, la HRK et la DINI soulignent que des moyens 
financiers de la part de l’État fédéral comme des Régions sont nécessaires 
(Hochschulrektorenkonferenz, 2016 ; Deutsche Initiative für Netzwerkinforma-
tion, 2017). S’il convient de débattre de cette question au niveau politique, la 
pratique témoigne d’ores et déjà de résultats positifs qui se sont matérialisés 
dans l’organisation autonome des communautés scientifiques : c’est ainsi que 
des offres importantes ont été créées, comme le wiki Forschungsdaten.org41 
ou le groupe de travail commun de DINI et du réseau de compétences Nestor 
grâce à l’action de Peter Schirmbacher. De plus, par ses travaux dans son 
champ disciplinaire à l’Université Humboldt de Berlin, Peter Schirmbacher a 
contribué à impulser l’initiative Gestion des données de recherche42, ce qui a 
eu aussi son influence sur d’autres organismes d’enseignement supérieur en 
Allemagne comme à l’étranger (Simukovic et al., 2012 ; Kindling et al., 2013). 
38 Voir Bekanntmachung : https://www.bmbf.de/foerderungen/
bekanntmachung-1233.html (page consultée le 11 mars 2019).
39 Voir Figshare : https://figshare.com (page consultée le 11 mars 2019).
40 Voir Mendeley Data : https://data.mendeley.com (page consultée le 11 mars 
2019).
41 Voir Forschungsdaten.org : http://www.forschungsdaten.org/ (page consultée 
le 11 mars 2019).
42 Voir Forschungsdatenmanagement : https://www.cms.hu-berlin.de/dataman 
















Il importe que cette contribution à la science se perpétue dans le sens de 
cette orientation de service, et ce en se professionnalisant davantage. Enfin, 
il faut notamment encore espérer que ce domaine important des Sciences 
de l’information en tant que discipline de recherche et d’enseignement qui 
a pris part dans une large mesure au développement et à la création d’offres 
d’infrastructures d’information adéquates à l’intérieur des établissements de 
recherche, à l’interconnexion des acteurs, au renforcement des communau-
tés, se poursuive encore à l’Université Humboldt de Berlin à l’issue de cette 
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