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Abstract
Advances in artificial intelligence technology, specifically machine learning, have cre-
ated opportunities in the material sciences to accelerate material discovery and gain
fundamental understanding of the interaction between certain the constituent ele-
ments of a material and the properties expressed by that material. Application of
machine learning to experimental materials discovery is slow due to the monetary and
temporal cost of experimental data, but parallel techniques such as continuous com-
positional gradients or high-throughput characterization setups are capable of gener-
ating larger amounts of data than the typical experimental process, and therefore are
suitable for combination with machine learning. A random forest machine learning
algorithm has been applied to two different materials discovery challenges - discovery
of new metallic glass forming ternary compositions and discovery of novel ammonia
decomposition catalysts - and has led to accelerated discovery of high-performing
materials.
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Chapter 1
Introduction
1.1 Overview
Artificial intelligence has been referred to both as the “fourth paradigm” of science
and the “fourth industrial revolution” in the materials sciences [1, 2]. Machine Learn-
ing (ML), a branch of artificial intelligence, is a collection of statistical techniques
that have been progressively developed since the 1950s and have attracted a growing
interest in a myriad of applications including image recognition, data mining, and,
specific to this thesis, materials discovery [3, 4, 5]. ML ultimately aims to mimic
human cognitive functions in predictive capacities [6]. Human intelligence, when en-
countering new situations, processes the situation in light of prior experiences. Even
in entirely new situations, human intuition often prompts a certain decision, despite
no concrete prior experience to base that decision on. This intuition is best cap-
tured in the idiom “go with your gut”, which infers that the human mind has the
capacity to make the correct decision based on assumptions and extrapolation of
other experiences. ML aims to mimic this intuition by training algorithms on “prior
experiences”, comprised of recorded data, and then levering this intuition to make
predictions on “future events” such as the performance of unknown materials in a
specific application.
Numerous algorithms have been developed in various fields to create this intuition
in machines [7, 8, 9, 10, 11]. Artificial neural nets were originally developed in the
field of biophysics as a means of modeling the brain functions of animals [12]. Random
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forests were developed to classify handwritten numbers from 0-9 [13]. Both of these
algorithms, along with many more not described here, were developed for different
applications at different stages of computer technology, and many have since been
adopted for application in the materials sciences. Much of the progress towards port-
ing these ML algorithms to material applications may be attributed to the Materials
Genome Initiative (MGI) [14]. This initiative does not mark the first use of ML in the
material sciences, but the establishment of a government-backed initiative ushered in
a paradigm shift towards computational solutions for materials discovery. The MGI is
the material science analog to the human genome project, which was an international
effort to map the human genome [15]. The ultimate goal of the MGI is to accelerate
the rate of material discovery by combining computational tools, experimental tools,
and standardized materials data cataloging. In doing so, large databases of experi-
mentally and computationally determined materials properties can be leveraged by
ML algorithms to predict new material composition with targeted properties.
Here, the details of a random forest-based ML framework coupled with high-
throughput experimentation (HTE) will be discussed and two case studies will be
presented. The first application will demonstrate the ability of the ML framework
to leverage elemental properties and thermophysical theories to accurate predict the
formation of metallic glasses, a kinetically stabilized material. The second application
will demonstrate the accuracy of the ML-HTE framework with small datasets by
exploring the predictive capability on ammonia decomposition catalysts.
1.2 Machine Learning Architecture
Generally, in materials systems, a ML framework is comprised of 3 components: a
set of target variables, a set of material features, and a machine learning algorithm
to uncover the connections between the two sets [16]. This architecture is illustrated
ML framework based on experimental data in Figure 1.1. The target variable in this
2
Figure 1.1: General machine learning architecture.
example is the measured experimental data. Connection exist between this measured
data and the corresponding material features, such that some features cause posi-
tive changes in the measured data and other features cause negative changes in the
measured values. With a sufficiently large dataset, these connections become more
difficult for human minds to grasp, but ML is designed to excel at this task. The ML
algorithm can then be used to predict the target values of new material compositions,
or the learned connections can be extracted from the algorithm and used to gain a
fundamental understanding of the material system.
The target variables are usually a measured property of the material. The property
of interest varies significantly depending on the material applications, but standard
examples include specific phase formation, material hardness, catalyst yield, or mate-
rial bandgap [17, 18, 19]. For computational datasets, these numbers are calculated
for a variety of materials to create the training dataset, and ML is used to learn
from these calculations and drastically speed up material discovery by bypassing the
computational cost of the calculations [20, 21]. For experimental datasets, acquiring
a sufficiently large dataset is more difficult, and using standard experimental tech-
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niques is impractical; however, by employing high-throughput experimental (HTE)
techniques, the rate of dataset creation can be significantly increased [22, 23]. These
combinatorial HTE techniques have been developed and used long before the advent
of ML, and consequently, many groups already have a substantial database that can
be utilized for ML [24, 25, 26]. Additionally, many of the computational results have
been organized into online repositories, such as AFLOWLIB and Materials Project
[27, 28].
The second component of a ML framework is the set of material features. These
features are anything that describes the material itself. The most commonly used
feature is the material composition, since this is a known number that describes the
sample and is often varied to determine compositional effects [29, 30]. Elemental
properties, such as electronegativity or atomic radius, are another set of features that
are frequently used in the feature set [31]. These features are assumed to be directly
linked to fundamental phenomena within the material, and thus they are used as
weak predictors to estimate the material behavior. As an example, the atomic radius
may be a valid predictor as to whether a certain phase will form, since it contributes
to the geometry of the material [32]. However, atomic radius alone would make a
poor predictor, and must be combined with other features in order to achieve any
degree of accuracy.
Using the individual elemental features is sufficient in mono-metallic samples.
However, in multi-elemental samples, the sole use of individual elemental features is
insufficient to capture the interactions between the elements [33]. Rather, statistical
manipulations of the elemental features are used to augment the training set and
provide additional information about elemental interaction. For example, Meredig et
al. use the composition weighted average for a number of properties, such as atomic
mass or electronegativity, where FeO would have the average atomic mass of 35.92 (0.5
* MFe + 0.5 * MO) [34]. They also use the maximum difference for some elemental
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properties, such as the atomic radii, where the value for FeO would be 80 (rFe-rO).
For more than 2 elements, the atomic radii difference is calculated by subtracting the
smallest radii from the largest radii. Other approaches have used a combination of
standard and weighted statistics to calculate these elemental features, which include
the weighted mean, weighted average deviation, maximum, minimum, and range of
the elemental properties [35]. Ma et al. used the skewedness and kurtosis of d-
band factors [36]. More complex operations, such as the absolute values of sums of
differences, have also been used [37]. Material synthesis parameters, such as amounts
of precursors or the specific synthesis method used, have been included as features
[38, 39]. For some material applications, environmental or reaction conditions are
included, such as a reaction temperature or the pH of a particular environment [40].
The predictors listed above all fall into the category broad descriptors. Another
category of descriptors, termed fine descriptors, can be used to provide extremely
accurate chemical information [41]. These fine features are often determined through
density functional theory or other computational techniques, and include such pa-
rameters as adsorption energy, bond distances, or molecular geometry [42, 43, 44].
Broad descriptors are better for general screening or materials discovery endeavors,
while fine descriptors are best suited for high-accuracy understanding of chemical
phenomena in a narrow design space [41]. Since the subject of this thesis is materials
discovery, fine descriptors will not be covered in depth here.
Heuristics are another type of feature often employed, and can include theories
ranging from simple to complex. Often, these theories are based in thermodynamics
or kinetics [45]. These heuristics often describe a particular composition space well,
but fail to accurate describe materials outside of that composition space. One classic
example of an applied heuristic is the Hume-Rothery rules, which predict whether
two materials will form a solid solution [46]. This heuristic can predict the structure
of binary compositions, but may not hold in multi-element scenarios, since more
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elements lead to more complex interactions [47]. Some ML algorithms, however, can
learn where these heuristics apply and where they fail during the model training stage,
and subsequently apply the heuristics when they are accurate to increase predictive
performance [48]. For other models that do not have innate feature evaluations,
feature selection is required.
Feature selection is the process of narrowing down the total number of features
present in the model by removing features that do not contribute significant informa-
tion to the ML model. Some algorithms, like the random forest algorithm, have innate
feature selection [49]. Other algorithms, like neural networks or k-nearest neighbors,
require downsampling of the feature space in order to achieve accurate predictions [50,
51]. Feature selection algorithms can be classified into numerous categories based on
the selection framework, evaluation criteria, search strategy, and the algorithm out-
put [52]. Choosing the optimal feature selection method depends entirely on the data
set being considered, the number of features included, the complexity of the data,
and the ML algorithm being employed. To evaluate feature selection performance,
the general strategy is to employ feature selection algorithms on a training data set,
and then use the reduced features on a test set [53]. The feature selection algorithm
which produces the lowest error in the test data set is considered optimal.
The third component of the ML framework is the particular ML algorithm. There
are a wide variety of algorithms available that all excel in various situations; however,
there is no single algorithm that will always have the best performance, according to
the “no free lunch” theorem [54]. Rather, the shape of the multi-dimensional feature
set and how that set maps to the target variables will determine which algorithm is
best suited for optimization [55]. Therefore, to determine which algorithm has the
best performance, multiple algorithms should be considered. There are, however,
heuristics which can narrow the range of algorithms considered for an application.
Artificial neural nets (ANN) are commonly employed in a wide range of applications,
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but typically require large datasets [56, 57]. ANN have historically been believed
to require upwards of 100,000 datapoints, but they have been shown to outperform
random forest (RF) algorithms with as few as 4500 datapoints in some cases [30]. RF
algorithms have superior performance with small datasets and present an interesting
trade-off with large datasets, where they are outperformed in accuracy but have a
significantly faster run speed [16]. The dependence of algorithm performance on the
dataset leads to difficulty in transferring algorithm heuristics from one problem to
another, and while these heuristics are helpful, the best approach towards algorithm
selection is to test multiple algorithms.
1.3 Metallic Glasses Formation Theories
Metallic glasses (MG) are metastable amorphous mixtures of metals that are kineti-
cally stabilized. These materials are metastable in that they are typically stabilized
through steric hindrance of a mismatch in the atomic size of the constituent elements
[58]. MG posses a disordered, amorphous nature similar to standard silicate glasses;
however, unlike silicate based glasses, metallic glasses retain properties of their con-
stituent metals and, with certain compositions, combine to create materials with
highly desirable properties [59, 60, 61]. For example, Fe and Co-based MG posses
soft or hard magnetism depending on the degree of noncrystallinity, Ni-based MG
have high strength and corrosion resistance, and Cu-based MG lead to high fracture
toughness and fatigue strength [62, 63]. Additionally, MG exhibit a glass transition,
where certain properties of the glass change with respect to temperature until the
glass transition temperature is reached [64]. At the glass transition temperature, the
atoms within the material acquire enough energy to overcome the steric hindrance
which holds them in the amorphous structure, and the entire material undergoes an
irreversible transition to a crystalline phase [65].
The first metallic glass reported in literature was reported by a research group
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at Caltech in 1959 [66]. This metallic glass was a binary alloy of Au and Si in a 3:1
ratio, such that the composition was Au75Si25. In order for this composition to form
a MG, the material had to be cooled at an extremely rapid rate, on the order of 106
K/s. From this point, multiple groups worked to form MG at lower cooling rates
and higher thicknesses. Cohen and Turnbull created a heuristic for glass-forming
tendency based on the material melting temperature [67]. By the late 70’s, Chen et
al. had produced a Pd-Cu-Si MG with a maximum casting diameter of 1 mm [68].
A few years later, Drehman et al. were able to produce Pd-Ni-P MG ingots with a
maximum casting diameter of 5 mm [69]. In 1992, Johnson et al. report the first MG
synthesized at a cooling rate as low as 1 K/s [70]. This MG, with the composition
Zr41.2Cu12.5Ni10Ti13.8Be22.5, was later commercialized and is known as Vitreloy 1 [61].
The greatest difficulty in the search for MG was predicting what compositions were
required for MG formation. Inoue established a general heuristic for glass formation
with 3 rules [71]:
1. The composition should include 3 or more elements.
2. The atomic size difference between the elements should be greater than 12%.
3. The heat of mixing between the constituent elements must be negative.
Binary compositions tend to form intermetallic compounds, but the inclusion of a
third element reduces the chance of intermetallic formation and stabilizes the amor-
phous structure. This is referred to as the “confusion principle”, since the increased
entropy from the additional elements help to stabilize the amorphous structure [72].
The atomic size difference helps to destabilize solid solution formation and hinder
atomic rearrangement during the rapid cooling of the material [73]. Negative heat of
mixing decreases atomic diffusivity, ultimately hindering atomic rearrangement [74].
These heuristics became the gold standard for MG composition discovery.
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Many early studies attempted to develop more concrete theories based in ther-
modynamics or geometric properties to predict the glass forming ability (GFA) of
various material compositions. Polk argued that GFA was directly related to the
alloy structure within a dense random packing of hard spheres [75]. Nagel and Tauc
proposed a GFA theory based on a nearly-free-electron model, where they treat the
metal as a nearly-free-electron gas and then apply features of liquid metals as con-
straints to the system [76]. Chen and Park based GFA in chemical factors, such
as electronegativity and bond strength [77]. Ramachandrarao proposed a theory in
which the highest GFA was found in mixtures of metals that resulted in the lowest
possible molar volumes [78]. Dubey and Ramachandrarao developed a model which
combined the driving force of nucleation with features extracted from the phase di-
agram of the materials [79]. Egami et al. claimed the atomic size difference was
the main contributing factor to GFA [73]. Whang developed a solid solution model
where the GFA was a function of the reduced liquidus temperature and the reduced
eutectic composition [80]. Many of these models were since contradicted or used to
complement other theories, but none were able to accurately predict GFA [81]
The failure of these older studies lies in the omission of an important factor for
glass formation: kinetics. Construction of time-temperature-transformation (TTT)
diagrams by Turnbell and others led to this important realization [82, 83, 84, 85]. The
TTT diagrams contain all of the information necessary to describe glass formation in a
system, but construction of the TTT diagram requires extensive experimentation and
attempts to predict the TTT diagram without experiments have not been successful
to date [86]. However, the realization of the kinetic contribution to GFA led to
a new set of heuristics for GFA theories. Every theory now must incorporate 1)
liquid phase stability, and 2) resistance to crystallization [87, 88]. The second term
encompasses the kinetic factor in the form of crystallization kinetics, i.e., how the
particular composition kinetically hinders the formation of crystals [89]. This new
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GFA theory heuristic led to many new theories for the prediction of GFA.
One popular parameter, established by Lu and Liu, was the γ parameter [90]. This
parameter is based on a proportionality relationship between the most influential
factors of the TTT diagram and some simpler factors, such as the crystallization
temperature, the glass transition temperature, and the liquidus temperature (γ ∝
Tx
Tg+Tl ). This particular theory was shown to be significantly more accurate than
previous theories [91, 92]. However, despite continual improvements to the model,
increased accuracy over previous models, and reduction of required information over
the TTT diagrams, the model still required experimentally determined parameters,
and thus was not fully predictive [93].
Some models that are more predictive are based on Miedema’s model for binary
mixing, in which a method for calculating the enthalpies of mixing for both the liquid
and solid state of the material were proposed [94, 95, 96, 96]. Based on these factors,
Xia et al. created the GFA factor γ∗ based on the ratio of the enthalpy of glass
formation to the difference between the enthalpy of glass formation and the enthalpy
of intermetallic formation [97]. This parameter captured the metastable nature of
amorphous materials using a methodology that was easily calculable and required no
measured variables. This approach was validated for multiple binary systems such as
Zr-Cu, Hf-Cu, and Nb-Ni, but failed when extended to non-binary systems [98, 99].
Fang et al. correlated the mean square of the electronegativity of the constituent
elements and the atomic size parameter, δ, with the supercooled liquid temperature
range for Mg-based MGs [100, 101]. These parameters were expanded by other groups
to include atomic volume factors and a dimensionless melting temperature parame-
ter, leading to increased accuracy in GFA predictions [102, 103, 104]. However, the
combination of these properties still did not predict well outside of the composition
regions they were originally tested within, and they did not exceed the performance
of the gamma parameter [105].
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Ma et al. developed a GFA predictor based on power law scaling and the short-to-
medium range ordering of amorphous materials [106]. They observed that crystalline
lattice always scaled linearly with the inverse atomic volume by a power of 1/3 [107,
108]. Based on this observation, they extended this relationship to MG systems by
re-evaluating the parameters with an experimental MG dataset comprised of x-ray
diffraction patterns. The modified power law equation fit their dataset of almost 40
MG compositions, although a majority of the compositions contained a high concen-
tration of Zr, resulting in a highly uniform dataset. Consequently, this power-law
scaling did not extend well to other compositions.
Yang et al. created a thermodynamic parameter, Ω, which they paired with the
existing atomic radius parameter, δ [109]. They defined Ω as
Ω = Tm∆Smix|∆Hmix|
where Tm is the weighted average melting temperature according to the rule of mix-
tures, ∆Smix is the entropy of mixing according to Boltzmann’s hypothesis, and
∆Hmix is the enthalpy of mixing for a multi-component system [110]. The combina-
tion of Ω and δ was shown to accurately classify MG from intermetallics and solid
solutions; however, it failed at edge cases for these material classifications.
Despite this plethora of attempts, no comprehensive equation has been developed
to accurately encompass the formation of MG. However, ML is a viable strategy to
predict MG formation, and unlike all previous theories which stand alone, ML can
incorporate the information from all of the thermodynamic and geometric theories
as features and use them to increase predictions. In Chapter 3, a ML algorithm
is developed using elemental properties, various physiochemical theories, and high-
quality data from HTE to accurately predict compositions where MG form.
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1.4 Machine Learning in Catalysis
Heterogeneous catalysis is utilized in roughly 80% of all industrial chemical processes
and contributes a significant portion to global GDP [111]. Consequently, catalyst
discovery and optimization is of great interest to increase process efficiency and de-
crease prices for intermediate and commodity chemicals [112]. The discovery and
optimization process has historically been pursued via an Edisonian trial-and-error
approach, which has been successful yet costly and slow [113, 114, 115]. More in-
telligent approaches, such a design of experiment (DOE), have increased the rate
of catalyst discovery by providing an experimental framework [116]. Research tech-
niques such as HTE have also contributed to an increased discovery rate [117, 118,
119, 120, 121, 122]. Advances in computation hardware have led to breakthroughs in
computational techniques such as density functional theory (DFT), which allow con-
struction and evaluation of a catalyst surface in-silico [123, 124, 125, 126, 127]. Each
of these techniques have expedited catalyst discovery over Edisonian approaches.
Another avenue for catalyst discovery that has gained popularity recently is ma-
chine learning (ML) [128]. Early developments for ML focused exclusively on artificial
neural networks (ANN) and genetic algorithms (GA), applying these algorithms to
experimental catalysis data [129]. Later developments occurred in computational
catalysis, where a combination of ANN, LASSO, and other algorithms were used to
expedite catalyst discovery and extract information from these DFT databases [130,
131, 132]. For example, ML has been used with theoretical computations to efficiently
identify the most likely reaction mechanisms for CO hydrogenation [133], discover
higher-selectivity catalysts for chiral reactions [134], learn atomistic potentials [135],
and predict catalyst properties [21, 136]. While there is a wealth of information in
ML for computational catalysis, this thesis will focus exclusively on developments in
experimental catalysis.
One of the earliest examples of ML in catalysis was in 1994 by Kito et al. [137].
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They used an ANN to predict the output distribution for ethylbenzene oxidative
hydrogenation from input variables such as catalyst surface area, weight of catalyst,
ionic radius, electronegativity, and standard heat of formation of oxides. They trained
their ANN on data from 18 promoted and unpromoted SnO2 catalysts, which was
able to predict the selectivity of the catalysts using a leave-one-out strategy with as
low as 1% selectivity mean absolute error. This study established the plausibility of
using ML algorithms trained on experimental data, but they did not demonstrate
how this approach can lead to discovery of new catalyst compositions.
Another early use of ANN is Sasaki et. al, who applied ANN to the prediction of
catalytic activity [138]. Sasaki et al. used the ANN to optimize reaction conditions
for NO decomposition over a single catalyst composition, Cu/ZSM-5. They tested
multiple cases with a combination of input variables including the Cu loading, reaction
temperature, O2 concentration, and NO concentration. Using the ANN, they were
able to construct surface plots of the variables and identify the conditions which
maximize NO decomposition; however, the authors only validate their algorithm with
a single data point, which is not sufficient to assess the full performance of the ANN
in this context.
A third early study was performed by Hou et al. [29]. They used an ANN to pre-
dict catalyst yield for the propane ammoxidation reaction. However, unlike previous
studies, this study attempts to explore multi-component catalysts over a wide range
of compositions, and therefore, they trained the ANN with only the catalyst composi-
tions as input. The methodology behind this study is sound, but the results presented
are extremely questionable. Their model achieves predicted conversion and selectiv-
ity errors below 0.0001 % for all catalysts in the training dataset. A model with
this kind of performance has likely memorized the performance of these compositions
rather than learned from them, and thus, is useless to predict compositions outside
of the training dataset. This is confirmed by their second round of testing, where the
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error spikes to over 40% selectivity for some catalysts. They conclude their study
with the claim that a new catalyst composition displaying superior acrylonitrile yield
was discovered, but they fail to report the composition of this new catalyst. Further-
more, the lack of an expected follow-up paper detailing the discovery of this novel,
high-performing catalyst, coupled with the memorization reported in their dataset,
makes the claims in this paper dubious at best.
Following these pioneering papers, two primary groups continued to explore ML
in experimental catalysis. The first group, led by Holena and Baerns, developed
and coupled GA with ANN in a number of studies focusing on discovery of new
catalyst compositions [119, 139, 140, 141, 142, 143, 144]. For most of their papers,
they utilized a dataset collected with HTE for oxidative dehydrogenation of ethane
(ODHE) to ethylene [145]. They initially developed an algorithm that combined GA
with evolutionary strategy (ES), using the GA to identify optimal elements within the
catalyst compositions and the ES to optimize the weight loading of each component
[139]. By tuning the underlying parameters, which included mutation rate, crossover
rate, and the number of catalyst components, they demonstrated their algorithm
would yield an optimal catalyst after 600-1000 experiments. In a later paper, they
demonstrated that the GA-ES strategy was able to identify synergistic effects and
quickly remove anti-synergistic elements from the catalyst gene pool [140]. They
also used an ANN trained on a similar dataset, the oxidative dehydrogenation of
propane [119], to predict the propene yield and demonstrate the power of Bayesian
regularization to increase the algorithm predictions by mitigating overtraining [141].
These advances allowed them to finally create a catalyst discovery framework by
combining the GA-ES approach with ANN [143]. The ANN was used to pre-screen
new catalyst generations, decreasing the number of generations required for the GA-
ES to converge on an optimal catalyst composition, which in turn reduces the required
number of experiments. After working with this GA-ES for over 5 years, Holena
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developed software to allow immediate, real-time generation of a GA optimized for
a particular problem [144]. This software was a major advance over generic GA
software, since it allowed all constraints of a problem to be implemented and updated
for each generation.
The second group that continued to explore ML in catalysis was led by Corma.
His group used ML for catalyst discovery and to optimize synthesis parameters for
increased catalytic performance [31, 38, 146, 147, 148, 149, 150, 151]. Corma used
ANN to predict catalyst performance for ODHE, where he utilized the same ODHE
dataset as the first study by Baerns and Holina [151]. Corma couples the ANN with
GA, using the ANN trained on prior GA generations to predict the performance
of the next generation. He demonstrated that the algorithm was able to predict
catalyst performance with a mean error of about 10%, which, while the error is
fairly large, supports the claim that the ANN is sufficient to act as a pre-screening
predictor for the GA. Corma later demonstrated the effectiveness of GA through
a catalyst optimization for low temperature light paraffin isomerization [38]. The
algorithm explored various combinations of supports and promoters on a 0.5 wt.% Pt
catalyst. After 3 generations of 24 catalysts each, an optimal catalyst formulation was
discovered and later validated through scale up to a pilot plant (although, no further
evidence of this catalyst’s successful scale up could be found through subsequent
articles or patents). Ultimately, Corma continued to develop this combined ANN-
GA approach for catalyst discovery [152, 153, 154, 150].
In addition to studies exploring ANN and GA applications, Corma also investi-
gated incorporation of catalyst characterization data into a ML framework. The data
incorporated was x-ray diffraction (XRD) data collected on mesoporous titanium sil-
icate catalysts for olefin epoxidation [148]. The XRD data was used in that study
to segment the data into 4 distinct groups: ordered MCM-41, disordered MCM-41,
orderd MCM-48, and amorphous Ti-silicate. Despite this classification, no definitive
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correlation between the catalyst activity and the phase formation could be estab-
lished. In a later study, Corma et al. incorporated this spectral data into a ML
framework [149]. In this comprehensive study, they used multiple dimensionality
reduction algorithms (principle component analysis and Kohonen neural networks)
to reduce the spectral descriptors into 2 ro 5 principle components. Following this,
they used classification algorithms (k-means and two-step clustering) to assign group
values to each of the data points. Finally, after reduction and classification, they eval-
uated the prediction performance of multiple regression and classification algorithms
(logistic regression, neural networks, and decision trees). The various combinations
of these algorithms were able to achieve between 50% and 100% accuracy, with a
Kohonen neural network followed by decision tree classification being the highest ac-
curacy combination at nearly 100%. These studies were interesting, as they were the
first to incorporate any spectral data into the ML framework; however, use of the
algorithm requires XRD measurement of the catalyst, and the algorithm is therefore
unable to predict performance for unmeasured catalysts.
Corma also worked with L. Baumes to develop a support vector machine (SVM)
framework for predicting catalyst performance [146]. They apply this methodology
to two different applications, gasoline isomerization and olefin epoxidation, and show
the SVM to be superior to both decision trees and ANN. They attribute the better
performance to features of the SVM algorithm such as variable kernel complexity and
the Lagrangian basis of the algorithm, both of which avoid overfitting.
While Baerns, Holina, and Corma were the primary pioneers of ML in catalysis,
many other groups also pursued ML applications. Cundari et al. coupled GA with
a optimal linear combination neural network to discovery a propane ammoxidation
catalyst with higher yield than similar catalysts reported at the time [155]. Umegaki
et al. optimize the synthesis conditions for Cu-Zn-Al-Sc methanol synthesis catalysts
using a GA coupled with a radial basis function network, which improved the per-
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formance over standard GA [156]. Huang et al. used a GA to discovery catalysts
for oxidative methane coupling and demonstrate the ability of ANN to map catalyst
composition to catalyst yield [157]. Caruthers et al. develop a GA-based “knowledge
engine”, which uses the GA to search for optimal kinetic parameters for experimental
data [158]. Multiple review articles detail GA and ES applications [159, 160] and
attempts to optimize GA and ES parameters for catalysis [161, 162, 163].
Despite the large interest in GA and ES, their proposed advantages do not out-
perform traditional DOE studies. In fact, despite claims to the contrary, GA is more
likely to require more experiments than a typical 2-step DOE, since multiple gen-
erations are required and the starting generation is typically randomized. Baerns
and Holina reported that 600-1000 experiments were required to reach the optimum.
They compare that number to a full factorial study, which is obviously going to re-
quire an unfeasible amount of experiments. An intelligent researcher, however, could
design a DOE study to quickly explore the full composition space in a few experi-
ments and determine which composition perform best. Similar to the performance of
this researcher, the GA has been shown to learn in early generations which elements
cause poor performance. The GA responds by eliminating those elements from sub-
sequent generations. After the initial “weeding-out” of poor performing elements, the
progression towards a local optimum is similar in both the DOE and GA-ES cases.
The claim that GA do not improve upon DOE are supported by the fact that, after
2006, very few papers have been published in heterogeneous catalysis that employ the
GA-ES techniques. The lack of continuity in use of this algorithm is an indication of
its lack of success.
More recent studies in experimental catalysis have focused on leveraging past
literature data to predict new catalysts. Zavyalova et al. used data from 343 refer-
ences on oxidative methane coupling (OMC) to determine optimal compositions for
C2 selectivity [164]. They considered composition, process parameters, and synthesis
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method as indicators of the catalyst performance, and used a combination of statistics
and ML to arrive at optimal catalyst heuristics, such as “should contain Mg or La”
and “Cl anion positively affects C2 yield”. This study, in isolation, is lackluster, but
it lead to a follow-up publication by Kondratenko et al. which used these heuristics
in combination with two models, the radial basis function (RBF) neural network and
a traditional quadratic response surface, to determine optimal OMC catalysts [165].
In this study, they show how the two different models preform with varying success
depending on which subset of the full OCM dataset is used. However, despite this
variation, the RBF model has higher accuracy more often than the quadratic response
surface model, and the RBF model is therefore declared to be more reliable for the
task of predicting from literature data. Nevertheless, the authors encounter great
difficulty in predicting from literature data due to the sparsity of the data, with cata-
lysts being tested at various conditions and synthesized in various ways. To mitigate
this diversity, the authors opted to ignore reaction and synthesis conditions and only
consider catalyst composition. It is the opinion of this thesis author that they would
have gotten equally irrelevant results had they ignored catalyst composition and only
considered the synthesis method. A comprehensive literature analysis would include
all available data pertinent to the catalyst performance.
In light of the history of ML in experimental heterogeneous catalysis, there are
some shortcomings that should be addressed. Some of the early studies using ANN,
such as the work by Kito et al., were the only studies in which ML was used in a
truly predictive sense. A majority of the work using ML was focused on GA and ES,
where it was used to pre-screen for the algorithm. Unfortunately, due to the nature of
GA-ES approaches, the ANN used in this case were trained on highly homogeneous
datasets, which can lead to significant bias and hinder the GA approach by curbing
the search towards a local optimum through biased pre-screening [143]. Therefore,
the popularity of GA-ES approaches hindered the development of ML algorithms
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for catalyst performance prediction. Additionally, many of these studies opted to
focus on the elemental composition alone, which ignores important information such
as how the elements might interact chemically, the reaction conditions, and how the
catalyst was synthesized. A truly predictive ML framework should include all of these
components, since they all impact catalyst performance in a significant way.
To address these shortcomings, a ML framework was created to incorporate more
information than previous studies. In Chapter 4, a random forest-based ML algorithm
is paired with HTE to create a framework for catalyst discovery. This framework was
used to discovery new catalysts for the ammonia decomposition reaction. This frame-
work uses weighted elemental properties of the catalyst, such as electronegativity or
atomic radius, to encode chemical information into the model. Additionally, synthesis
parameters such as the number of Cl ligands are included, which allows the model to
account for occurrences such as Cl poisoning. Reaction conditions such as tempera-
ture, space velocity, gas concentration, and pressure are included, since all of these
variables have the potential to greatly influence the final catalyst activity. This com-
prehensive ML framework was able to predict novel, unknown catalyst formulations
with high accuracy, and subsequently led to the discovery of catalyst compositions
that exceed the performance of current literature catalysts at similar conditions.
1.5 Objectives and Thesis Scope
The objective of this thesis is to improve material discovery through application of
ML algorithms. Chapter 2 details the methods employed for data collection and the
details regarding the ML algorithms used, such as background on the algorithms and
parameter optimization methods. Chapter 3 covers the use of a random forest algo-
rithm to discover new glass-forming ternary compositions. Chapter 4 covers the use of
a random forest algorithm to discover new catalysts for the ammonia decomposition
reaction. Finally, Chapter 5 concludes and addresses possible future work.
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Chapter 2
Methods
2.1 Machine Learning
Machine learning (ML) has gained much attention recently for its ability to accurately
predict material properties from data, without the need to apply any a priori knowl-
edge to the learning algorithm. There are two main categories of ML algorithms:
supervised learning and unsupervised learning.
Unsupervised ML algorithms classify data into categories based on feature simi-
larity. These algorithms typically require only a feature set to perform calculations,
although some algorithms require additional information such as the number of groups
(or clusters) to create. Unsupervised algorithms are frequently used in classification
problems, where the goal is to associate a particular material with a class of materi-
als. Evaluation of these algorithms requires operator input in the form of labels, such
that the true classification of each material is provided. This allows quantification
of the model performance and evaluation of confidence in subsequent model predic-
tions. Some examples of commonly used unsupervised ML algorithms are k-means
clustering, spectral clustering, self-organizing maps (an unsupervised implementation
of the neural network), principle component analysis (PCA), or non-negative matrix
factorization (NNMF).
Supervised ML algorithms, on the other hand, map a feature set onto user-
provided labels with the end goal of correctly predicting the labels from the feature
set. The data attributes, in the specific case of materials, are any features that de-
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scribe the material, which may include material composition, synthesis technique,
material size, or other factors. The user-provided labels are the conclusions drawn
from the user through expert analysis, and may include material phase or perfor-
mance metrics. Supervised ML algorithms are sub-categorized into regression and
classification algorithms. Regression algorithms are used to predict continuous vari-
ables, while classification algorithms are used to assign a category to the dataset. The
classification algorithms function similarly to the unsupervised algorithms; however,
the main difference is that supervised classification algorithms have access to the true
class labels of the material during the algorithm training step, while the unsupervised
algorithms create their own class labels based on feature similarity. Consequently, the
supervised algorithm tends to have higher classification accuracy, since the algorithm
is adjusted to ensure as accurate classification of the training data as possible. That
said, the supervised classification algorithm also allows for introduction of bias and
potential of human error through misclassification.
Due to the vast number of ML algorithms available, only the algorithms exten-
sively used in the current work will be discussed in detail. The primary algorithm used
is the random forest algorithm, so the bulk of the discussion will be on this algorithm.
Additional algorithms, which will be discussed in less detail, include nearest-neighbor
distances (NND), k-means clustering, k-medioids clustering, spectral clustering, hi-
erarchal clustering, density-based spatial clustering of applications with noise (DB-
SCAN), kernel ridge regression (KRR), support vector machines (SVM), neural nets
(NN), LASSO, ridge regression, Adaboost, and gradient tree boosting. Methods for
evaluating the accuracy of ML algorithms will be discussed, in addition to some data
preprocessing algorithms that were used in this work, including K-best feature selec-
tion and principle component analysis (PCA). Finally, the algorithm selection process
will be discussed in detail for the ammonia decomposition project.
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2.1.1 Random Decision Forests
Random decision forests are a supervised ensemble machine learning method for data
classification that was first proposed by Tin Kam Ho from Bell Laboratory [1]. Prior
to Ho, decision trees were a popular classification technique [2] but suffered from
training bias and model over-prediction from overtraining. In order to mitigate this,
Ho proposed the idea of decision forest, where the forest includes a number of decision
trees, each with their own biases, that vote towards which class a data point belongs.
By taking into account multiple trees, the problem of model bias is removed.
The basic unit of the RF algorithm is the decision tree, an example of which
is shown in Figure 2.1. Decision trees are built from a dataset through a process
known as binary recursive splitting, in which a split is made on a particular feature
at a particular value. Each individual location on the decision tree is called a node;
nodes which do not split are called leaf nodes while nodes which do split are called
internal nodes. At the beginning of the tree building processes, the random forest
algorithm has multiple features available which could be chosen to split first, and the
algorithm must choose which feature is best to split at this position. The algorithm
calculates the information entropy for a random subset of the full feature set (some
implementations consider the full feature set at every internal node, which leads to
a slower algorithm run time but increases the quality of feature split selection). The
exact implementation differs depending on whether the features are discrete (typically
in classification problems) or continuous (in regression problems).
For discrete variables, the information entropy of each feature is defined as
H(X) = −
n∑
i=1
P (xi)log2P (xi)
where H(X) is the information entropy of feature X, n is the number of samples
described by feature X, P (xi) is the probability mass function of xi, and xi is the
individual feature value for sample i. This equation calculates the base entropy for the
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Figure 2.1: Basic example of a decision tree
model. In order to select the best feature, the information gain must be determined.
The information gain is defined as
IG(X) = H(X)−
n∑
i=1
H(X|α)
where IG is the information gain of feature X, n is the number of categories in feature
X, and H(X|αi) is the information entropy when feature X is used and split along the
ith attribute of α. Using these equations, the feature X which maximizes information
gain along all possible divisions within said feature is selected as the feature to split.
The data is always split into two and only two groups, since a split into 3 or more
groups would result in an exponentially more complex problem computationally.
In the case of continuous variables, determination of the best feature becomes
more difficult. The information entropy along a continuous set of values is calculated
by
H(X) = −
∫
P (x)ln(P (x))dx
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where H(X) is the information entropy, also referred to as Shannon entropy, x is an
individual feature, and P (x) is the probability density function for feature x. However,
calculating the information gain using a method similar to the discrete case would
be too computationally complex, since there are infinite split locations, rather than
the finite “bins” or categories encountered in the discrete case. One work around,
which is used in the extremely randomized trees (ERT) algorithm, a sub-algorithm
of the RF, is to create a set number of equally spaced split locations and calculate
the information gain for only these discrete locations. This approach adds an extra
degree of randomization, as the split location is not the global optimum.
Another option, rather than attempting to discretized a continuous variable, is to
instead calculate the variance reduction of each feature [3]. The information variance
is defined as
IV (N) =
1
|S|2
∑
i∈S
∑
j∈S
1
2(xi−xj)
2−( 1|St|2
∑
i∈St
∑
j∈St
1
2(xi−xj)
2+ 1|Sf |2
∑
i∈Sf
∑
j∈Sf
1
2(xi−xj)
2)
where N is a particular node in the decision tree, S is the set of pre-split samples, St
is the set of samples for which the split along the continuous variable is true, and Sf
is the set of samples for which the split along the continuous variable is false, and x
is a particular feature. Using this equation, a feature can be selected and split at a
particular value without discretization.
The next consideration to consider for building a decision tree is the stopping
criteria. This criteria determines at what point the tree terminates the splitting
process, and there are multiple approaches for defining this criteria. One approach
is growing a full tree, where every leaf node contains a single sample. This approach
often leads to significant overfitting for the decision tree, since the algorithm ends up
“memorizing” the connections between features and target values rather than learning
from trends. Another approach is the threshold tree, which uses a residual sum of
squares (RSS) approach to optimize the tree. The RSS, calculated as∑Jj=1∑i∈Rj(yi−
yˆi)2, is the sum of the differences in each leaf node between the average value and
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each individual sample value. In the case of the full tree approach, the RSS would
be 0, since each leaf node contains only one sample, so the average value would be
the value of the sample. In this approach, a threshold RSS is established, and the
tree is constructed until that threshold is reached. This approach tends to perform
better than the full tree approach, but the threshold value requires careful tuning
in order to avoid overfitting or underfitting the data. Therefore, a third approach is
commonly used to avoid the need for threshold optimization. This third approach
is called cost complexity pruning. This approach initially grows the full tree, and
then systematically evaluates split in the tree from the bottom up. Splits that do not
significantly improve the accuracy of the predictions are removed, or pruned. This
approach has been shown to significantly reduce overfitting [4].
All of the implementations above are referred to as a top-down, greedy approach.
In other words, a decision tree algorithm does not search for a global optimum;
rather, the algorithm searches for the best binary split at each node (local optimum),
and uses the collection of local optima to make predictions. Isolated, this decision
tree approach suffers significantly from high variance. Small changes in the training
data can cause large differences in the tree architecture, and consequently, drastic
changes in the model predictions. On its own, the decision tree algorithm is not a
strong predictor, but the creation of many decision trees, each unique but accurately
reflecting the dataset as a whole, leads to highly accurate predictions and a much
more robust model [5, 6]. This is the philosophy behind the RF algorithm, which
creates an ensemble of decision trees, all of which contribute to the final predictions.
This is shown in Figure 2.2, where each decision tree predicts a different outcome and
the average prediction of each decision tree is used to formulate the final prediction.
Each of the decision trees in the RF are unique due to bootstrap aggregation
[5]. Bootstrap aggregation, also frequently called bagging, is the process of creating
a subset of the entire dataset through random selection of samples. In RF, the
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Figure 2.2: Example of the random forest algorithm ensemble approach. An ensem-
ble of decision trees are created an used to generate an overall prediction for the
algorithm.
bootstrapping process is controlled, with the following two criteria:
1. Every individual decision tree should be exposed to 66% of the full data set.
2. Every individual sample should appear in 66% of the decision trees in the RF
model, to avoid sample bias
This criteria ensures that every data point is equally represented within the model,
so that no sample bias can occur as a result of the model itself. Prior to bootstrap
aggregation, the dataset was divided into decision trees without data replacement, as
shown in Figure 2.3(top). This approach significantly limited the number of decision
trees that could be built, especially at smaller datasets, because the data pool was
limited. Bootstrap aggergation, however, allows for smaller datasets to generate
multitudes of unique trees, shown in Figure 2.3(bottom). This significantly increases
the predictive power of the ML model by reducing the model variance. This technique
also ensures that the model does not “memorize” the training data, since, for any
particular sample, 33% of the trees are trained without inclusion of that sample’s
data.
An example of a single decision tree generated by the ammonia decomposition
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Figure 2.3: Example of bootstrap aggregation (bagging). (Top) Decision tree gener-
ation in the random forest algorithm prior to bootstrap aggregation. (Bottom) Deci-
sion tree generation procedure after bootstrap aggregation, where data is included in
decision trees with replacement, allowing generation of more unique decision trees.
machine learning model is shown in Figure 2.4. In this depiction, the more orange
nodes indicate a higher average catalyst conversion. In this particular case, the
first split among the features, the 2nd ionization energy, creates a stark divide in
the dataset, where samples that do not meet the threshold have significantly less
ammonia conversion than the remainder of the decision tree. This is a demonstration
of reduction in information entropy , where this feature split at the selected location
divides the data into two clearly divided groups. This procedure can be seen again 3
nodes down towards the left of the decision tree, where most of the samples achieve
moderate conversion. It should also be noted here that the features that appear higher
in the decision tree are better at categorizing the data, and consequently, are more
important for determining which chemical trends impact the catalyst performance.
One nice feature of the RF algorithm is that it is a white box algorithm [7]. A white
box algorithm is one which is easily interpretable by humans, as opposed to a black
box algorithm which entirely muddles the connections between features and target
variables and cannot be easily extracted or interpreted. Since the RF algorithm must
calculate the information gain for each feature, it has inherent feature ranking. This
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Figure 2.4: Example decision tree for ammonia decomposition. The tree is displayed
with a heatmap overlay indicating catalyst ammonia conversion. Deeper orange in-
dicates higher average conversion, while white indicates lower average conversion.
feature ranking can guide researchers by indicating which features are providing the
most chemical or physical information, which in turn can lead to greater fundamental
understanding of the system being investigated. Individual decision trees can also
be extracted and visualized, allowing the researcher to understand exactly how the
algorithm is categorizing each sample and predicting its result. This provides a huge
advantage when evaluating model performance or estimating prediction accuracy.
Another major advantage of RF is the ability to estimate model certainty from
the algorithm itself. The standard approach to model uncertainty is to generate the
model multiple times and observe changes in the predicted values. Since most models
are deterministic, some sort of perturbation to the model is required to probe this
uncertainty. Typical approaches are to only provide subsets of the data or features
to the model, but this is inherently part of the RF algorithm due to bootstrap ag-
gregation. Therefore, every decision tree within the RF model can be considered as
a separate prediction and the uncertainty of the algorithm can be determined from
the variation in the predictions of the ensemble of decision trees.
2.1.2 Other Ensemble Algorithms
Ensemble ML algorithms, such as the RF and ERT algorithms discussed above, in-
volve the training of multiple sub-algorithms, the combination of which lead to the
final prediction result. In theory, an ensemble method could involve any ML algo-
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rithm or combination of algorithms, but the decision tree is the standard building
block since it is a quickly trained algorithm. Ensembles with other algorithms have
been shown to increase prediction accuracy, but typically result in a significantly
slower computational speed [8]. In addition to the RF and ERT algorithms, Ad-
aboost and Gradient Tree Boosting (GTB) algorithms were considered as possible
algorithms and are discussed below.
Adaboost
Adaboost was first developed by Freund and Schapire in 1996, where they first detail
the frequently cited horse-racing example to describe the idea of boosting in ML
[9]. Boosting is the process of using a collection of poor predictors to make a strong
prediction, and this concept is the basis on which ensemble methods are built. On its
own, a weak predictor or “rule-of-thumb” is typically accurate in a local region of a
parameter space and inconsistent upon extrapolation. This weak predictor cannot be
relied upon to reasonably predict the entire parameter space; however, if combined
with other weak predictors that overlap and cover certain portions of the parameter
space, a combined-predictor is generated which can better predict the parameter
space as a whole.
Adaboost works similarly to random forests, in that it creates a collection of
decision trees through sample and feature bagging. Unlike random forests, however,
Adaboost assigns a set of weights to each of the training samples. These weights
are all uniform values for the initially generated decision tree, but the weights are
modified as each new tree is made. These modifications are used as a penalty function
to specifically weight new decision trees towards samples that were predicted poorly
in the previous tree. Samples predicted well receive low penalties, while those which
predict poorly are given large penalties to ensure they contribute more to the next
generated decision tree.
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Gradient Tree Boosting
GTB algorithms are an extension of the RF algorithm which treats ensemble boosting
as a gradient decent problem. Rather than the typical approach of optimizing each
individual decision tree as a whole, the GTB algorithm attempts to optimize individ-
ual regions of each decision tree. GTB typically builds decision trees with fixed tree
sizes to force interaction between the weak learners provided to the model. The weak
learner with the steepest decent (largest slope) is the criteria used to select features
for the model, rather than the variance reduction approach used in RF.
2.1.3 Nearest-Neighbor Distance
NND is an unsupervised machine learning technique that originated as a solution to
the traveling salesman problem (TSP). In the TSP, a salesman must visit a number
of cities, n, while minimizing the total distance traveled on his tour and visiting
each city only once. In the NND solution, the algorithm constructs partial tours
for the salesman to travel, starting with a tour that includes only the starting city,
increasing the partial tour size to only the 1st nearest neighboring cities, then the 2nd
nearest neighboring cities, and so on [10]. A partial tour that in includes all cities
and minimizes the total distance traveled by the salesman is considered a solution to
the TSP [11].
The NND algorithm has great benefits when applied to the analysis of thin films.
A thin film with continuous properties, such as one with a composition gradient, can
be measured for material properties along a uniform grid. If this material is viewed
in multi-dimensional space, where it includes the measured property, the material
compositions, and other relevant variables, it will look very similar to the TSP, with
each grid location (cities) having a multi-dimensional distance that must be traveled.
The thin film points will also have a physical location and distance on the thin
film. By mapping the NND to the physical distance, the degree of change between
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each point on the thin film can be determined. This, in effect, could be viewed as
determining a multi-dimensional derivative, except no a-priori knowledge is required.
The NND will be greater at composition-dependent property boundaries, because the
change in the distance between the measured properties will be much greater. By
examining this degree of change, composition-dependent property boundaries can be
determined and the effect of various changes in composition can be deduced.
2.1.4 Ridge Regression
Ridge regression is a modified version of the ordinary least squares (OLS) algorithm,
which is a simplistic fitting model. The OLS algorithm aims to minimize the sum of
squares, such that
y = Xβ + 
where y is the response vector of size n, X is the feature vector of size n×m, and β and
 are both vectors of unknown parameters of size m and n, respectively. The algorithm
does not have a exact solution, and so solves for a β and  which best fit the entirety
of the dataset. The solution to this optimization is the sum of squared residuals, or
min∑ni=1(yi−xiβ)2, where yi is the ith sample’s target value, xi is the feature set of the
ith sample, and i is the scalar value of the ith sample. The ridge regression adds an
additional penalty function to the sum of squares, such that min∑ni=1(yi−xiβ)2+αβ2
where α is the complexity factor. Larger values of α result in a more robust model
by reducing feature collinearity. In models where variables are non-collinear, the
addition of the penalty function will have little effect, resulting essentially in the OLS
algorithm. However, if features are collinear, the ridge regression will outperform the
OLS algorithm by reducing the model variance, leading to more consistent predictions
and greater accuracy. Ridge regression is also sometimes referred to as Tikhonov
regularization, weight decay, or linear regularization.
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2.1.5 Kernel Ridge Regression
The Kernel Ridge Regression (KRR) algorithm is an additional modification over the
ridge regression. This algorithm pairs the regularization, or penalty function, applied
to the OLS algorithm with the kernel trick. The kernel trick is a mathematical
cheat that allows operation in high-dimensional space without the need to compute
the actual locations in said space [12, 13]. The KRR works similarly to the ridge
regression by training to minimize a regularized OLS (rOLS), but differs in how it
handles predicting new data. Rather than simply plug new data into the rOLS, the
KRR creates a similarity function, called a kernel, between existing samples and the
sample to be predicted. The mapped kernel is used to predict the new values, rather
than full calculation on the new samples. This method cuts back computational cost
significantly.
2.1.6 Support Vector Machines
Support vector machines (SVM) are another algorithm which make use of a kernel
function. The SVM algorithm functions as a multi-dimensional regression. The algo-
rithm creates a hyperplane or a set of hyperplanes from the training dataset, which
it then uses to either classify data (classification problem) or predict values (regres-
sion problem). SVM mathematics becomes complicated quickly, and can involve a
number of different loss functions applied to multiple dimensions. These complex
mathematics are summarized in an excellent primer found in [14], and being outside
of the scope of this thesis, will not be repeated here.
2.1.7 Neural Networks
Neural networks (NN) are, arguably, the most widely known machine learning algo-
rithm. As the name implies, this algorithm design is a direct analogy to the biological
function of the brain. Thinking, acting, and learning for humans proceeds through
50
the firing of neurons within the brain in specific patterns. These neurons are ar-
ranged into vast networks, and while the exact functioning of these networks remains
a scientific mystery, they serve as the inspiration and basis for constructing ANN
algorithms.
The most basic NN algorithm, the feedforward NN, is constructed in layers. The
first layer, termed the input layer, is what contains the feature space. For example,
in catalysis, the input layer might contain such information as reaction temperature,
composition (as binary composition indicators or continuous values such as weight
loadings), or synthesis technique. The goal of the ANN is to map the input layer
to the output layer. The output layer contains the target values, for example, the
catalyst conversion. The most simple ANN construction is shown in Figure 2.5. In
this example, the input layer is connected to the output layer by a series of weights,
or weight functions. The simplest case is a linear function, such than each weight is
a linear function of the form yi = wi × xi. Arguably, any function could be used to
determine weights between layers, which allows for many different ANN to be created.
Two of the most common functions are the sigmoidal function, which takes the form
S(x) = ex
ex+1 , and the hyperbolic tan function, which takes the form S(x) = tanh(x).
In the basic example in Figure 2.5, the input and output layers are directly con-
nected. This, however, is not common of ANN algorithms. Rather, these algorithms,
again mimicking biology, are constructed with multiple interconnected layers, such as
in Figure 2.6. These additional layers are referred to as hidden layers, and the indi-
vidual nodes are called perceptrons. The number of nodes in each hidden layer and
the total number of hidden layers are both parameters which require tuning during
model construction. When the model is trained, the input-output pairs are used to
optimize the weight functions connecting each node. For most ANN, every node in
one layer is connected by a weight function to every node in an adjacent layer. The
weight functions are initially randomized to provide a starting point and optimized
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Figure 2.5: The most basic construction of an artificial neural network.
Figure 2.6: Standard construction of an artificial neural network, with weighted hid-
den layers connecting the input layer to the output layer.
such that the model accurately self-predicts outputs based on the input features.
The feedforward NN trains the NN in a single direction, from input to output,
and creates a simple one-to-one mapping. A static set of inputs are passed to the
algorithm, which then performs calculations to generate an output of a fixed length.
However, the NN complexity can be expanded to increase performance towards par-
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ticular problems. For example, another type of NN is the recurrent neural network
(RNN). Rather than the static one-to-one mapping of the feedforward NN, the RNN
includes feedback loops. This feedback loops allow the algorithm to store informa-
tion, making them ideal for problems with temporal significance [15]. These feedback
loops provide a backwards propagation of error, more commonly referred to as back-
propagation, which use a gradient decent algorithm to minimize error from the last
layer to the first. Typically, a feedforward NN only has the ability to calculate er-
ror at the final output, since that is the only location where a comparison can be
made between true and predicted values. However, the RNN carries the error back
through the algorithm, and allows for an error calculation to be localized to each
node. More information on the mathematics behind the error propagation may be
found in reference [16].
Convolutional neural networks (CNN) are another type of NN commonly used.
The CNN is more popular in image analysis and language processing due to its
simplicity and effectiveness [17]. Unlike standard NN, in which each neuron is con-
nected to all neurons in the adjacent layers, the CNN develops a different structure
where neurons are not fully connected. Rather, the hidden layers convolve through
dot multiplication, rectifying functions, pooling layers, and other normalization func-
tions. These functions allow the CNN to process features with respect to their local
neighbors without regard to their position within the larger data space. This is espe-
cially useful for image processing, where identification of a particular object should
not be dependent on its location within the frame of the image.
2.1.8 LASSO Algorithm
The least absolute shrinkage and selection operator (LASSO) algorithm is a regres-
sion that combines the regularization component of ridge regression with a feature
selection operator. However, unlike ridge regression, LASSO uses a L1 regularization
53
technique, which accomplishes the same goal as L2 regularization but yields a differ-
ent shape for the constraining region. For feature selection, LASSO uses a convex
optimization which leads to significantly quicker convergence on a minimum value
for the cost function. The cost function consists of a sum of squares modified by a
penalty term:
min
n∑
i=1
(yi − xiβ)2 + α|β|
. The difference here from the ridge regression is that the penalty term is an absolute
value rather than squared term, which is where the modified constraint shape arises.
2.1.9 Clustering Methods
Clustering methods are unsupervised machine learning algorithms that automatically
classify data into clusters. They were originally developed for classification of per-
sonality traits [18], but have since been used for a variety of applications. There are
two main categories of clustering algorithms: partitioning algorithms and hierarchical
algorithms.
Partitioning algorithms classify observations into a user-specified number of clus-
ters (often denoted as k-clusters) by minimizing an objective function. These algo-
rithms typically perform two iterative steps, referred to as Lloyd’s algorithm: 1) Each
observation is assigned to a cluster, and 2) A new cluster center is calculated using
all observations assigned within each cluster [19, 20]. The process terminates when
the cluster centers no longer move, indicating that the cluster centers are in optimal
locations for the dataset. One disadvantage to partitioning algorithms is that they
require some knowledge of the dataset, as the user must specify not only the number
of clusters, k, but also provide relevant features for the algorithm to differentiate the
dataset. Inclusion of irrelevant or uncharacteristic features into a partitioning algo-
rithm may result in poor clustering performance. Therefore, datasets should always
be preprocessed to remove superfluous features.
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Hierarchal algorithms create a hierarchy of similarity within the dataset, ulti-
mately yielding a dendrogram. The hierarchy may be created with either a agglom-
erative approach (bottom-up) or a divisive approach (top-down). The agglomerative
approach groups each observation with the next most similar observation. These
groups form the lowest level of the hierarchy, and are then built upon by linking
these lowest level groups with similar lowest level groups. These links form the next
level, and this process continues until the final level, where two groups containing
all the data are linked together. [Discuss divisive approach] Hierarchal algorithms
require user input in the form of the termination condition, often referred to as Dmin.
The Dmin value is used to determine the point at which these hierarchies should be
divided.
K-means Clustering
One commonly used partitioning algorithm is k-means clustering, which uses the
mean of all observations in each cluster to determine the location of that cluster’s
center. The objective function for the k-means algorithm is the sum of the square
differences between each observation and it’s assigned cluster center, typically referred
to as the within cluster sum of squares (WCSS). Mathematically, the WCSS is given
by
WCSS =
k∑
i=1
∑
x∈Si
‖x− µi‖2
where k is the number of clusters, x is an observation, Si is the set of data points
within cluster i, and µi is the mean value of cluster i.
K-medioids Clustering
Another popular partitioning algorithm is k-medioids clustering. K-medioids uses the
same objective function as k-means clustering and calculates the cluster center using
a cluster mean approach, but rather than place the cluster center at the calculated
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mean, k-medioids selects the nearest observation to the calculated mean and sets the
observation location as the new cluster center. This makes k-medioids more robust
to noise and outliers than k-means, since the location of the cluster center is confined
and cannot be biased by erroneous data.
Spectral Clustering
Spectral clustering is a partitioning algorithm that dimensionally reduces the data
before performing k-means clustering. The dimensional reduction is performed by
constructing an affinity matrix, also referred to as a similarity matrix, where the ma-
trix is comprised of the squared Euclidean distance between each observation. This
matrix is solved as an eigenvalue problem, such as Lν = λν, and the lowest (or high-
est) eigenvalues are used to define the low-dimensional space. K-means clustering is
used in this low dimensional space to group observations together. Spectral clustering
differs from k-means and k-medioid clustering mainly in that it recognizes patterns
that are non-concave.
DBSCAN
Another popular clustering method that does not fall in the two main categories
is density-based spatial clustering of applications with noise (DBSCAN). DBSCAN
groups together points that have many nearest neighbors (closely packed), but unlike
previously discussed methods, DBSCAN also identifies outliers. Outliers are defined
as observations whose neighborhood, a given radius around the point, does not contain
a significant amount of data points. In other words, the density of the neighborhood
must exceed some threshold. This poses a potential problem for points on the edge
of a cluster, since edge points would have a significantly lower neighborhood density
than points inside of a cluster (core points). In order to include edge points in the
cluster, DBSCAN determines whether the edge point is reachable by another point
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that satisfies the density condition. By using this definition, edge points that do not
satisfy the neighborhood density requirements are still included if they are within the
neighborhood radius of another point that satisfies the density requirement. Isolated
noise will not satisfy this condition, and thus it will be labeled as noise. DBSCAN
excels over other clustering methods when identifying clusters of arbitrary shape.
2.1.10 Model Crossvalidation
Crossvalidation is the process of evaluating a ML model without the need to generate
new data. This evaluation methodology partitions the existing data into multiple
groups, often referred to as k-folds, where k is the number of groups. One common
crossvalidation strategy is the leave-one-out crossvalidation, shown in Figure 2.7. In
this crossvalidation methodology, every sample is its own group. This is sometimes
called an n-fold crossvalidation, where n is the number of samples. One sample is
held out from the dataset to be tested, and the remainder of the dataset is used as a
training set. The training set is used to generate a RF model (or it is used to train
whatever ML is being implemented), and that trained model is used to predict the
test sample that was held out. Once this prediction is made, another sample is held
out from the training set, and the remainder of the data is used to predict the sample
held out. This process is repeated until every single sample has been held out and
predicted from the remainder of the data. Using this process, a fair prediction of every
sample can be made, where the model does not have access to the true information
of the sample being predicted.
The leave-one-out crossvalidation has the advantage of being the most accurate
means of evaluating model predictions, but it is also horrendously slow, especially at
large dataset sizes. The slow speed is a result of needing to train a ML model for every
sample in the dataset, and the run time increases exponentially since every ML model
trained has more samples with increasing dataset size. Therefore, when datasets
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Figure 2.7: Cross validation example for an random forest machine learning algo-
rithm. This image depicts a leave-one-out cross validation, where the test group
contains only one sample.
become inhibitingly large, other crossvalidation strategies are employed. Typical
crossvalidation strategies are to use 3-fold, 5-fold, or 10-fold crossvalidation, where
the data is divided into 3, 5, or 10 groups respectively. In the case of a 3-fold
validation, the data is divided into groups A, B, and C, and then groups A and
B are used to predict all of the samples in group C. Then, B and C are used to
predict A, followed by A and C being used to predict B. This limits the ML model
generation to only 3 algorithms evaluations, each of which are trained on only 66% of
the dataset, resulting in a significantly faster run time compared to the leave-one-out
crossvalidation. However, because less data is available, the prediction accuracy is
lower for the 3-fold crossvalidation.
Crossvalidation is a powerful tool for examining model performance with limited
data, but these strategies must be used intelligently to avoid providing the model
biased information. For example, consider the case where a ML model is asked to
predict the performance of a Ru-Cu catalyst. A simple query such as this can have
drastically different results depending on the information accessible to the ML model.
If the ML model has no information on Ru-Cu catalysts, the prediction will be based
entirely on other catalyst formulations and trends they exhibit. However, lets say
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the training data includes an example of a 1 wt.% Ru and 1 wt.% Cu catalyst. This
catalyst is expected provide substantial information to the ML algorithm, since the
elements are identical to what is being predicted. The ML model will likely be more
accurate with inclusion of this information, regardless of the weight loadings of the
predicted material, because the model has information on the interaction between
Ru and Cu. A step further would be to predict a 1 wt.% Ru, 1 wt.% Cu catalyst
at 200 ◦Cwith a training set that contains an example of a 1 wt.% Ru, 1 wt.% Cu
catalyst tested at 250 ◦C. This model has the highest probability of predicting the
new catalyst accurately, because the catalyst composition is identical and the only
difference is a reaction parameter. To summarize, it is important when making model
predictions to be aware of what is included in each prediction, because it will effect
the accuracy of the predictions.
To ensure a strict evaluation of the ML model prediction, catalysts in these studies
were grouped by their secondary element regardless of weight loading. This grouping
was applied to the crossvalidation algorithm to ensure that when groups were created,
any particular group that contained one element contained all other catalysts of
that element. For example, in a 10 group crossvalidation (groups A-J), if group
A contains Mg as a secondary element, then no catalysts with Mg as a secondary
element are allowed in groups B-J. Secondary element grouping ensures that all MAE
calculated by crossvalidation result in the highest possible error, as if the model has
no information on the secondary element being evaluated.
2.1.11 Algorithm Metrics
To distinguish between algorithms, metrics must be established to determine their
performance. There are a variety of metrics for ML algorithms, broken into classifi-
cation metrics and regression metrics.
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Table 2.1: Confusion matrix example.
Measured
Predicted
Positive Negative
Positive True Positive False Positive
Negative False Negative True Negative
Classification Metrics
Calculation of classification metrics require a labeled dataset, such that these metrics
can compare the algorithm predictions to established truth. One of the basic metrics
for binary classification problems, such as the metallic glass discovery project in
Chapter 3, is to construct a confusion matrix, see Table 2.1. A confusion matrix
consists of the predicted classes for each sample on one axis and the true classes on
another axis. When the predicted class is positive and the measured class is positive,
the result is considered a true positive (TP). Likewise, when both the predicted and
measured class are negative, the result is considered a true negative (TN). When the
predicted class differs from the measured class, the result can either end up as a false
negative (FN) or a false positive (FP). A FN results when the predictor “misses” the
positive condition, and a FP occurs when the predictor incorrectly identifies a sample
as positive.
Since classification was only used in the metallic glass project, the general terms
of positive and negative will be replaced with glass and crystal. Therefore, a TP is
correct prediction of a glass, a TN is a correct prediction of a crystal, a FP arises
when the algorithm predicts a crystal to be glass, and a FN occurs when the algo-
rithm predicts a glass to be crystalline. From these 4 metrics, a plethora of factors
may be calculated. Recall is defined as TP
TP+FN , and accounts for the fraction of
all glass samples that were correctly detected. Selectivity is defined as TN
TN+FP , and
accounts for the fraction of all crystal samples that were correctly detected. The
precision is defined as TP
TP+FP , and accounts for the fraction of predicted glasses
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that were correct. The fall-out rate is defined as FP
FP+TN , and describes the fraction
of crystal samples that were incorrectly predicted as glass. This is also sometimes
known as the false alarm rate. The accuracy of the model predictions is defined
by TP+TN
TP+TN+FP+FN . Additional parameters to evaluate model performance may also
be used, such as the F1 score ( 2TP2TP+FP+FN ) or the Matthews correlation coefficient
( TP×TN−FP×FN√
(TP+FP )(TP+FN)(TN+FP )(TN+FN)
). The actual metric used often depends upon the
goal of the model. In some cases, the goal of a model is to maximize the accuracy,
in which case the accuracy would be used. However, some applications may require
a reduction of the number of FN or FP occurrences, in which case the model would
be optimized around the precision or recall parameters.
Another common means of evaluating a classification algorithm is construction
of a receiver operator characteristic (ROC) curve. The ROC curve is a plot of the
recall, also called the true positive rate, as a function of the fall-out, also called the
false positive rate. This plot depicts the trade off between TP and FP predictions. A
perfect classification would occur in the top left corner of the plot at the point (0,1).
A random guess occurs along the y=x line. The ROC curve allows visual analysis of
the model performance, and direct quantitative comparison between two models can
be performed by comparing the area under the curve (AUC).
Regression Metrics
Three regression metrics were considered for regression model evaluation: mean ab-
solute error (MAE), root mean squared error (RMSE), and the r2 score, also called
the coefficient of determination. The MAE is defined by
MAE = 1
n
n∑
i=1
|yi − yˆi|
, where n is the number of samples, yi is the true value of sample i, and yˆi is the
predicted value of sample i. MAE determines the average absolute magnitude of error
between the predicted and measured values for each sample, i. The RMSE is defined
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by
RMSE =
√√√√ 1
n
n∑
i=1
(yi − yˆi)2
. The mathematics between RMSE and MAE are similar, however, the squared term
in the RMSE creates some minor differences. Primarily, the fact that the error term
is squared prior to averaging results in the RMSE penalizing large errors more heavily
than the MAE. The r2 score is defined by
r2 = 1−
∑n
i=1(yi − yˆi)2∑n
i=1(yi − y¯)2
This score is a proportional scale that predicts how the model will perform on unseen
samples. The denominator, which is the explained variance, is used to scale the
numerator, the squared error of the model. This score is good for understanding
future use of this model, but since variance is different across datasets, this score is
a poor factor to use to compare performance across models.
In the regression studies described in this work, the MAE was chosen as the
ideal metric. MAE is easily interpretable compared to RMSE, since the MAE is a
calculation of the average model error, in % NH3 conversion, while RMSE does not
have units. Additionally, RMSE is affected by sample size, making comparison across
different stages of the ML evaluation process difficult.
2.1.12 Machine Learning Algorithm Selection
Selection of a viable ML algorithm was performed to determine the optimal regression
algorithm for ammonia decomposition catalyst predictions. Multiple algorithms were
considered, shown in Table 2.2. For each algorithm, a parameter gridsearch was per-
formed to identify the best combination of hyperparameters within the bounds shown.
There are two main search philosophies: gridsearch and random search. The random
search methodology randomly creates a hyperparameter set from a list of given input
hyperparameters, and tests a number of random sets specified by the user. The best
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set from the random selection is used as the optimal set. The other methodology,
gridsearch, iterates over all possible combinations of hyperparameters specified by
the user. The downside of the gridsearch methodology is time, as searching over such
a large parameter space, with a ML model generated at each hyperparameter set, is
computationally costly. For the small datasets used in the catalyst study, the grid-
search code executed for approximately 2 days, evaluating 224,264 hyperparameter
sets over 13 different ML algorithms.
Table 2.2: A list of all machine learning algorithms, with hyperparameter combina-
tions, that were examined to determine the optimal algorithm for this dataset.
Algorithm Hyperparameter Gridsearch Values Optimized Value
Kernel
Ridge
Regression
Alpha [0.9, 1, 1.1, 1.5] 1.5
Coef() [0, 1, 5] 0
Degree [2, 3, 5] 2
Support
Vector
Machine
Max_iter [200] 200
Kernel [’linear’, ’poly’, ’rbf’] Rbf
Gamma [1, 1e-1, 1e-2, ’auto’] 1
Epsilon [1e-1, 1e-2, 1e-3] 0.01
Degree [2, 3, 5] 2
Coef() [0, 1, 1e-1, 1e1, 1e2, 1e-2] 100.0
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Algorithm Hyperparameter Gridsearch Values Optimized Value
Neural
Net
Tol [1e-5, 1e-4, 1e-3] 1e-05
Solver [’lbfgs’] Lbfgs
Momentum [0.8, 0.9, 0.95, 0.99] 0.95
Max_iter [100, 200, 500] 500
Learning_rate_init [1e-4, 1e-3, 1e-2] 0.001
Learning_rate
[’constant’,’invscaling’,
’adaptive’]
Invscaling
Hidden_layer_sizes [1, 2, 3, 5, 10] 10
Early_stopping [True] True
Alpha [1e-5, 1e-4, 1e-3, 1e-2] 0.001
Activation
[’identity’,’logistic’,
’tanh’,’relu’]
Tanh
LASSO
Alpha [0.9, 1, 1.1, 1.5] 0.9
Fit_intercept [True, False] False
Max_iter [100, 200, 500, 1000] 100
Normalize [True, False] True
Ridge
Regressor
Alpha [0.9, 1, 1.1, 1.5] 1
Solver
[’auto’,’svd’,’cholesky’,’lsqr’,
’sparse_cg’,’sag’,’saga’]
sag
k-Nearest
Neighbor
Regressor
Weights [’uniform’, ’distance’] Uniform
P [1, 2, 3] 1
N_neighbors [2, 5, 7, 10] 7
Leaf_size [2, 5, 10, 30, 50] 2
Algorithm
[’auto’,’ball_tree’,
’kd_tree’,’brute’]
Ball_tree
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Algorithm Hyperparameter Gridsearch Values Optimized Value
Decision
Tree
Criterion [mse, mae] Mse
Max_depth [None, 2, 5] 2
Max_features [’auto’, ’sqrt’] Auto
Min_samples_split [2, 5, 0.1, 0.5] 5
Splitter [’best’, ’random’] Random
Extremely
Randomized
Trees
N_estimators [10, 25, 50, 100, 200, 400] 25
Min_samples_split [2, 5, 10] 5
Min_samples_leaf [1, 2, 3, 5] 2
Min_impurity_decrease [0, 0.1, 0.4] 0
Max_leaf_nodes [None, 5, 20, 50] 20
Max_features
[’auto’, ’sqrt’, ’log2’, 0.2,
0.1, 0.05, 0.01]
0.1
Max_depth [None, 3, 5, 10] None
Criterion [’mae’] MAE
Adaboost
Base Estimator
[’None’,
’tree.ExtraTreeRegressor()’]
None
Learning Rate [0.5, 1, 2] 2
Loss [linear, square, exponential] linear
N_estimators [10, 50, 200, 500] 50
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Algorithm Hyperparameter Gridsearch Values Optimized Value
Gradient
Tree
Boosting
Subsample [0.5, 1] 1
N_estimators [25, 100, 500] 100
Min_samples_split [2, 5, 10] 10
Min_samples_leaf [1, 2, 3, 5] 1
Min_impurity_decrease [0, 0.1, 0.4] 0
Max_leaf_nodes [None, 5, 20, 50] None
Max_features [’auto’, ’sqrt’] Sqrt
Max_depth [None, 3, 5, 10] None
Loss [’ls’, ’lad’, ’quantile’, ’huber’] Ls
Learning_rate [0.05, 0.1, 0.2] 0.1
Criterion [’friedman_mse’, ’mae’] friedman_mse
Random
Forest
N_estimators [10, 25, 50, 100, 200] 100
Min_samples_split [2, 5, 10] 10
Min_samples_leaf [1, 2, 3, 5] 1
Min_impurity_decrease [0, 0.1, 0.4] 0
Max_leaf_nodes [None, 5, 20, 50] 50
Max_features [’auto’, ’sqrt’] Auto
Max_depth [None, 3, 5, 10] 5
The initial selection of ML algorithm was done using a naive approach. Rather
than optimizing the algorithms, all algorithms were evaluated with their out-of-the-
box default parameters, as specified by scikit-learn. This initial algorithm comparison
was performed at the beginning of the ammonia decomposition project using only
3 samples. The naive algorithm comparison is shown in Figure 2.8. The best 3
performing algorithms for the small dataset were all ensembles of decision trees. One
possible reason this type of algorithm performed well is that tree ensemble algorithms
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Figure 2.8: Naive comparison of ML algorithms using out-of-the-box default hyper-
parameters.
are bound to the measured target values, or some average of those target values. In
contrast, many of the other algorithms are based on linear or polynomial relationships
between the features and target values, and thus they are capable of predicting outside
of the measured values. These predictions may, in fact, be more accurate for some
catalysts, but on the whole are likely erroneous when generated from only 3 data
points. The worst algorithm evaluated was the neural network. These algorithms are
known to require large amounts of data for accurate results, and while they can exceed
the performance of many other algorithms with many examples, they perform poorly
when data set sizes are small. These results provide a good baseline for comparing
algorithm performance and assessing the impact of algorithm optimization.
Next, using the same 3 sample dataset, the ML algorithms were optimized using
a gridsearch methodology and compared. The optimized algorithms are compared to
each other in Figure 2.9. Once optimized, the best and worst performing algorithms
changes significantly, highlighting the importance of algorithm optimization. First,
the best two algorithms after optimization are the LASSO and KRR algorithms. For
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the KRR algorithm, the optimization resulted in use of a 2nd degree polynomial to
fit dataset rather than the default 3rd degree polynomial. Additionally, a lower value
to the penalty function, alpha, was selected by the algorithm to better fit the data.
Interestingly, upon closer inspection, the model performance was entirely dependent
on alpha, and did not change with differing polynomial degrees or coefficients. This
is likely a consequence of having only 3 samples available within the training set. For
the LASSO algorithm, the optimal alpha value was increased from 1.0 to 1.5, and the
intercept in the linear equation was removed. These algorithms are both generalized
linear models, which seem to exhibit the best performance at very small sample sizes.
Interestingly, the performance of the ensemble decision tree methods does not improve
with the hyperparameter optimization. This lack of improvement is attributed to the
means that decision tree ensembles are constructed, where they are confined to only
predict averages of the current data set rather than being able to extrapolate. At this
point in the model development, more data significantly outweighs hyperparameter
tuning.
After collecting all of the data, a second full factor gridsearch was performed on all
the ML models considered in this study. This search included almost 100 samples in
the training set, giving a much better indication of how ML will perform with realistic
small dataset sizes. The resulting MAE can be seen in Figure 2.10. The best four
algorithms are all ensembles of decision trees, followed by a single decision tree algo-
rithm. From these results, decision tree ensembles have the best performance within
the catalyst data set. The KRR, which for 3 catalysts had the best performance,
is now the worst performing algorithm. This massive shift in the KRR is cause for
concern when using the algorithm, since, at least for this application, the predictive
accuracy of the model is subject to the data. Ultimately, the extremely randomized
trees (ERT) algorithm was chosen for the ammonia decomposition project. While
the random forest algorithm had slightly better performance here, the ERT is com-
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Figure 2.9: Comparison of ML algorithms using a full gridsearch to optimize hyper-
parameters for each algorithm. The training set consists of 3,1,12 RuCaK, RuMnK,
and RuInK (3 samples total).
putationally faster and, with additional feature selection to remove non-influential
features, the ERT is a better algorithm [21].
2.1.13 Random Forest Time Tests
In order to assess computational cost for increasing sample sizes and feature sizes,
a pseudo-dataset was created from randomly generated data points and evaluated
to determine the time required to train the ML model. Since these datasets are
generated with random values, the computation time is an upper bound, since no
real trends exist in the data and, consequently, the selection of the optimal value for
the algorithm to split the dataset is muddled. The various feature and sample size
combinations are reported with their respective times in Table 2.3. It was determined
that computation time scales more with the number of features than the number of
samples, by a factor of about 2. At sample and feature sizes below 100,000 points,
the computation time is almost negligible, with a maximum observed computation
time of about 4 seconds. However, when the sample and feature sizes were both set
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Figure 2.10: Comparison of ML algorithms using a full gridsearch to optimize hy-
perparameters for each algorithm. The training set consists of the entire dataset
collected for the study.
to 1 million each, the computation time reached 19,000 seconds or 5.3 hours.
2.1.14 Machine Learning Model Features
Selecting Features for Catalyst Discovery
There are two main philosophies when selecting features for a ML study. The first
is to select highly specific features to extract knowledge, and change parameters in a
highly controlled manner. This route is likely to lead to fundamental understanding
of a process, but at the cost of predictive power. The highly specific features typi-
cally require measurement or complex computation, and these values are not readily
accessible on unknown catalysts. A second strategy is to use readily available pa-
rameters, such as electronegativity or atomic radius, as features to the ML model.
This approach is less likely to result in fundamental understanding, but results in
an easy-to-calculate feature set. The ease of calculation makes the algorithm more
suited to predict the performance of new catalyst formulations, and therefore, this
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Table 2.3: Various algorithm computation times for different sample and feature sizes
on standard CPU. All sample and feature sets were generated using a random number
generator.
Trial nSamples nFeatures Time
1 10 1000 0.02 s
2 100 1000 0.026 s
3 1000 1000 0.038 s
4 10000 1000 0.173 s
5 100000 1000 1.176 s
6 1000000 1000 18.59 s
7 1000 10 0.0 s
8 1000 100 0.004 s
9 1000 1000 0.036 s
10 1000 10000 0.387 s
11 1000 100000 4.05 s
12 1000 1000000 38.64 s
13 1000000 1000000 19006.714 s
strategy is a better approach for an algorithm designed to discover new catalysts.
For the feature set, the mol fraction of each element was included. The mol
fraction is set to 0 when the element is not present in the material, and a positive
value when the element is included. The values provided to the ML model are the
nominal mol fraction, since it would be timely and costly to directly measure the
composition of the entire dataset. The weight loading was also considered in lieu of
the mol fraction, but mol fraction, unsurprisingly, was found to have a slightly lower
error than the weight loadings.
In addition to the mol fraction, a number of elemental properties were included.
These properties are easily accessible from the periodic table for each element present
in a catalyst composition. Since reaction conditions significantly impact catalyst per-
formance, temperature and space velocity are included in the feature set as well. The
temperature is a measured value, but it is an independent variable, and thus pre-
dictions for catalyst performance can be made at a specific temperature. The space
velocity is nominal but may fluctuate and is included in the feature set to account for
fluctuations. Additionally, there is literature evidence of chloride poisoning on am-
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Table 2.4: Elemental features used in the machine learning algorithm for catalyst
discovery.
Elemental Features
Atomic Number 1st Ionization Energy Number of Valence Electrons
Atomic Volume 2nd Ionization Energy Number of s-shell Valence Electrons
Atomic Weight 3rd Ionization Energy Number of p-shell Valence Electrons
Boiling Temperature 4th Ionization Energy Number of d-shell Valence Electrons
Conductivity 5th Ionization Energy Number of f-shell Valence Electrons
Covalent Radius 6th Ionization Energy Temperature
Density 7th Ionization Energy Space Velocity
Electron Affinity 8th Ionization Energy Precursor Chlorine Mols
Electronegativity Heat Capacity (Molar) Adjusted Work Function
Fusion Enthalpy Melting Temperature Heat Capacity (Mass)
Ground State Energy Polarizability
monia decomposition catalysts [22]. Since all catalyst precursors used are chlorides,
the total mols of chloride ligands from the precursors are included as a feature. When
making predictions, this value is calculable since the mol of chloride in the precursors
is known. All of these features are summarized in Table 2.4.
The catalyst features are influenced by the weight loading of the various metals
and supports. To account for the influence of element weight loading, statistics of
these properties are used rather than the properties themselves. The specific statistics
used in this model are the weighted mean and weighted mean absolute deviation, given
by the formulas below:
x¯ =
∑N
i wixi∑N
i wi
xˆ =
∑N
i wi(xi − x¯)∑N
i wi
where x¯ is the weighted mean, xˆ is the weighted mean absolute deviation, N is the
number of elements present in the catalyst, wi is the mol fraction of the individual
element, and xi is the value of the feature for the element. Statistical parameters
of minimum, maximum, and range were originally included in the model, but were
72
subsequently removed because inclusion of those statistics increased model runtime
without substantial increase to the prediction accuracy.
A second option would be to use the individual properties of each element as a
feature. This approach not only inflates the number of features, but also neglects the
interactions between said features. These interactions are better encoded through the
statistical approach. Additionally, using individual properties makes it impossible to
include catalysts with a different number of elements. A catalyst with 3 elemental
components would have 1.5 times the features of a catalyst with 2 elements. There-
fore, the statistical approach provides a better picture of the interaction between
the elements and allows the model to be extended to different numbers of elements,
making it the superior choice for feature design.
Feature Reduction Methodologies
Often, ML models are generated with a combination of strong and weak descriptors for
features. Some algorithms, such as the random forest, include innate feature selection
and are not hindered by weak features. However, other algorithms are heavily affected
by the inclusion of weak features, leading to a significant reduction in prediction
accuracy. The struggle for some algorithms to perform well with high numbers of
features is often called the “Curse of Dimensionality”. In order to accurately asses
these models, weak features need to be removed. There are a number of strategies
for performing this feature reduction, including variance reduction, univariate feature
selection, and recursive feature elimination.
Variance reduction is one of the simplest approaches to feature reduction. The
algorithm requires the user to specify a variance threshold, and all features whose
variance does not meet the threshold are removed. Mathematically, the variance is
defined as var(x) =
∫
(x− µ)2f(x)dx where x is the feature values, µ is the mean of
the feature values, and f(x) is the probability density function. Variables with similar
73
values will have a smaller variance, and consequently provide less information to the
ML model, since the model learns based on differences between the materials. The
default settings are to remove any features which do not change. This approach is not
the most effective means of removing features, since variance is magnitude dependent
and many problems have values with differing magnitudes.
Univariate feature selection, using the f_regression scoring function, computes
a f-score for each feature and uses the f-score to rank and remove features. These
algorithm require specification of the number of features to keep through either a
given number of a percentage of the initial feature set size. The f-score for a given
feature set, xi is given by
(xi − x¯i)(y − y¯)
σxi ∗ σy
where σ is the standard deviation. This selection captures more information for
supervised learning applications than the variance reduction, since it includes the
measured values in the calculation.
The recursive feature elimination algorithm uses a feature importance ranking to
prune the feature set by removing features with the lowest importance sequentially.
The model begins with the entire feature set, removes the lowest performing features,
and then retrains with the modified feature set. This process continues until the de-
sired number of features is reached. The recursive feature algorithm generates a plot
comparing number of features to the model cross-validation score, as shown in Figure
2.11. This plot was generated from the full dataset of the ammonia decomposition
project, and indicates that the optimal feature set contains, roughly, the first 20 fea-
tures. It can also be seen from this plot that the majority of information is contained
in the first 3-4 features, which brings the cross validation score up to -0.035.
While these automated algorithms are nice, all of them require the selection of an
arbitrary threshold. The recursive feature elimination has the advantage of a calcu-
lated score as a result of feature removal, which can aid in the threshold selection.
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Figure 2.11: Recursive feature selection cross-validation score per feature.
However, a different approach was taken to reduce features for the ammonia decompo-
sition project. A feature set was generated for the full set of catalysts using a random
number generator, such that each value was randomly determined for every catalyst.
These random variables were subsequently compared to the real variables in terms of
their feature importance, calculated via the extremely randomized trees algorithm.
Interestingly, using the greatest random variable as a threshold, the optimal number
of features was determined to be 21, very similar to the results of the recursive feature
elimination. More details about this reduction methodology are reported in Section
4.2.
2.2 Synchrotron X-Ray Diffraction
2.2.1 Synchetron XRD
X-ray diffraction (XRD) experiments were carried out on synthesized thin film sam-
ples of metallic glasses at the Stanford Linear Accelerator Center (SLAC) on beamline
1-5. A 12.7 keV x-ray beam was collimated to a beam size of 0.3 mm2 at a grazing
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incidence of 3◦, which was chosen to minimize the background diffraction signal from
the silicon substrate. These conditions resulted in a 3 mm spot size on the sample;
therefore, the sample was scanned with 3 mm spacing. The maximum variation in
composition over the beam is 2.94 at.% Co, 1.84 at.% Fe, and 3.36 at.% Zr. This
scanning grid resulted in a total of 441 XRD spectra being collected for each sample.
The XRD patterns were collected by a two-dimensional MarCCD detector (Rayonix
SX165) with an active diameter of 165 mm. The incident x-ray wavelength is 0.9762
nm. All diffraction values reported here are in Q space with units of Å−1.
Simultaneously, x-ray fluorescence measurements were carried out to validate the
predicted composition of the thin film samples. A Vortex (SNTUS-178-1113) fluo-
rescence detector was used to collect composition maps. The XRF measurements
were not calibrated to an absolute standard, so the compositions were determined by
relative ratios. Some elements, such as Zr, were unable to be detected. The main
goal of the XRF analysis was not to calculate exact compositions, but to provide
information about the sample orientation relative to the sputtering conditions. The
XRF data was provided to an in-house sputter deposition model, where it was used
to calculate rotational correction for the sputtered samples.
The 2-D XRD patterns collected by the 2-D MARCCD detector were first cleaned
using a mean filter to remove the zingers. By using a standard LaB6 material as
calibrate, we extracted the geometric parameters of the detector, including the sample
to detector distance, beam position relative to the detector, the tilting and rotation
angles ofthe detector. The geometric parameters were used to re-mesh the raw 2-D
XRD images into QâĂŞχ calibrated images and to average into 1-D spectra.
2.2.2 LaB6 Calibration
Calibration of the detector geometry was required in order to convert collected 2-D
area detector images into 1-D Q-Intensity plots. An example of a 2-D detector image
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Figure 2.12: Example 2-D area detector image (raw) from a LaB6 calibration stan-
dard.
of the calibration standard, LaB6, is shown in Figure 2.12. In this image, each of the
arcs is a crystalline peak. The x-y directions are the detector pixels, which are 2048
x 2048.
The detector geometry is shown in Figure 2.13. The incoming beam interacts
with the sample at a grazing incidence of roughly 3◦ to minimize Si diffraction. The
2-D area detector is positioned such that the beam center passes directly below the
detector, since direct interaction from a synchrotron-generated x-ray beam may cause
damage to the detector. The sample space geometry is given by x1, x2, and x3, where
the sample can be rotated along each of these coordinates. The detector exists in
a separate coordinate space denoted by d1, d2, and d3, where the detector can also
have rotation along each of these coordinates. Typically, the 2-D area detector is
rotated such that the top of the detector is close to the sample while the bottom
of the detector is facing away. With this tilt, the distance to the detector becomes
somewhat more difficult to calculate, since it is now dependent on which point is
chosen. For example, a point at the top of the detector would have a shorter distance
than a point at the bottom of the detector due to the tilt of the detector. Therefore,
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the distance is determined by the point of normal incidence (PONI) at the detector, as
shown by the 90◦ mark on the figure. The scattering beam hits at all points along the
detector, resulting in the diffraction arcs observed in this image, or diffraction points
(not observable on the LaB6 sample). A full optimization was performed to determine
the detector parameters, such that the resulting LaB6 Q-intensity plot matched the
expected values. Based on the calibration, the beam center was calculated to be at
the pixel position of 1035 in the x direction (axis d2) and 2312 in the y direction
(axis d1). With a pixel size of 2048, this puts the beam 264 pixels below the detector.
Each pixel is 0.08 mm in length and width, so the true distance below the 2-D area
detector is 21.27 mm. The distance to the PONI was calculated to be 2577.42 pixels,
or 20.77 cm. The detector rotation along the d1 axis is 4.72 radians, or 89.4◦. The
rotation along the d2 axis is 0.54 radians, or 329◦. A 2 dimensional representation of
this tilt is shown in Figure 2.14.
The optimized geometry parameters allow for a polar transformation into Q-χ
space. An example of this is shown for the LaB6 standard in Figure 2.15. Here,
the curvature of the diffraction peaks in the 2-D image are transformed into straight
lines. The polar transform converts Q from the “radius” measurement in the 2-D
image to being on an x-y plane in the Q-χ plot. Once the sample has been polar
transformed, the χ dimension can be compressed into intensity counts, leaving a Q-
intensity figure, shown in 2.16. These peak locations and the peak sharpness are the
target values for optimization, such that the difference between the known values and
the measured values are minimized. The rotational parameters in the detector and
sample geometry are iterated via an optimization algorithm to accomplish this end.
All x-ray diffraction scans were then converted to Q-intensity space using the ge-
ometry from the LaB6 optimization. A selection of XRD scans on various samples
are shown in Figure 2.17. The images shown here were selected, among others, to
validate the conversion process from 2-D area detector image to Q-intensity space.
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Figure 2.13: Geometric example with possible parameters for a 2-D area detector
setup similar to the 1-5 beamline at SLAC. Both the sample and 2-D area detector
have 3 rotational degrees of freedom, indicated by the x coordinates for the sample
space and the d coordinates for the detector space. The detector distance is measured
to the point of normal incidence (PONI), which is drawn from the sample to the
area detector plane and may or may not fall within the actual detector space. The
beam center is directed under the detector to avoid direct exposure to the incident
synchrotron beam.
Figure 2.14: 1-D example of the area detector setup indicating the detector tilt with
respect to the thin-film sample location.
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Figure 2.15: Q-χ space polar transform of the 2-D area detector image.
Figure 2.16: Q-Intensity compression of Q-χ space for the 2-D area detector image.
Q is in Å−1.
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Figure 2.17: X-ray diffraction 2D area images for a variety of sample types. Each of
these images was hand-labeled as either crystalline (sharp band), glass (broad band),
or as a border case (unable to distinguish by eye).
The title of each image includes a unique sample identifier, S#, followed by a po-
sitional index on the sample, and finally by a hand label of either glass, crystal, or
border. These hand labels were used to identify the accuracy of the transformation
by ensuring that the 1-D plot of Q-Intensity space was classified the same as the 2-D
area space.
The scan indexing is shown in Figure 2.18. Each scan corresponds with a partic-
ular x-y position, and consequently, a ternary composition. The XRD patterns are
shown in sample space in Figure 2.19. This plot allows easy identification of phase
boundaries with highly crystalline properties, such as the area in the bottom right of
the sample shown.
2.2.3 XRD Data Automatic Processing
The XRD collected from the synchrotron beamline needed to be processed to deter-
mine whether the samples scanned were crystalline or amorphous. This task is easy
enough for a human when there are a few hundred samples, but over the course of
a few weeks of beamtime, over 30,000 unique XRD patterns were generated. This
exceeds the reasonable capacity of any human efforts, especially since more data
would likely be generated, and therefore this task was automated. Background sub-
traction algorithms are fairly simple for crystalline systems, but amorphous XRD
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Figure 2.18: Scan index for XRD, where the scan starts at point 1 and continues until
point 441 is reached. This scan index is used to map sample space (x-y directions) to
ternary space (compositions). Additionally, the index map is used for neighbor-based
machine learning algorithms to determine which points are included as neighbors.
pattern pose an interesting challenge. Crystalline samples have sharp peaks that dif-
fer greatly from the background, making the sample background easy to distinguish.
Amorphous samples, however, have broad peaks that may “blend in” with the back-
ground to an algorithm, and consequently, the algorithm would erroneously subtract
out the amorphous peak with as background. As an added challenge, the thickness
of the sample was not consistent in x-y coordinates (and consequently, in concentra-
tion), and it often varied by about 10 nm across the entire sample. This small change
in thickness leads to a small but significant shift in the sample background. This
shift eliminates the ability to simply scan a reference background and subtract that
reference from every sample.
An example of the XRD spectra from a single sample are shown on a stacked
plot in Figure 2.20. The few spectra that fall below the rest are background scans
of the Si substrate. It is clear from these background spectra that a simple reference
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Figure 2.19: 1D x-ray diffraction patterns plotted in sample space. Visualization of
the samples in this manner can provide a clear picture of crystalline phase boundaries.
subtraction will not result in a good background subtraction. The blue sample with
sharp peaks is a scan of the sample stage. An orange spectrum can be seen to have
slight sample stage characterstics around 4.9 Å−1, meaning that the x-ray beam was
slightly off-sample during that scan. The remainder of the scans are evident of the
changing background, and this is only within a single sample.
For reference, another sample is shown in Figure 2.21. This sample has signif-
icantly more crystalline characteristics. Again, a spectrum containing the Si back-
ground may be seen at the lower intensity. For this particular sample, the Si back-
ground may be a viable candidate for background subtraction; however, the goal
of the background subtraction algorithm is to be generic and apply to all samples.
Therefore, the idea of using the Si background in the background subtraction al-
gorithm was abandoned and a more generic algorithm was developed. Background
83
Figure 2.20: Example sample library for Co-V-Zr with highly amorphous peaks near
3 Å−1. The spectrum with sharp peaks at 3 and 4 Å−1, shown in blue, is a XRD
scan of the sample stage. The low intensity spectra that approach an intensity of 600
counts are scans of the Si background.
Figure 2.21: Example sample library for the Co-Fe-Zr ternary with clear sharp crys-
talline peaks at 3 Å−1. The low intensity spectrum, shown in green, is a scan of the
Si background.
subtraction algorithms have been previously employed
A background subtraction algorithm was designed to account for the challenges of
amorphous thin film samples. Prior studies use a window function to downsample the
spectral data [23]. We chose a window size of 20, such that every 20th point is selected
and all other points are dropped. This is seen in Figures 2.22 through 2.25 as indicated
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by the orange points along the spectrum. Using this window function decreases the
computational cost of the algorithm and reduces the impact of crystalline peaks on
the background fit. With this reduced spectra, a Chebyshev polynomial equation
was used to fit the data. Chebyshev polynomials are commonly used for Rietveld
refinement in XRD spectra [24]. A Chebyshev function is recursive in nature and
defined by the following equations:
T0(x) = 1
T1(x) = x
Tn+1(x) = 2xTn(x)− Tn−1(x)
Third order polynomials were used for this background subtraction algorithm. An
additional cost function was added to the Chebyshev fitting to ensure that the back-
ground remained under the actual spectrum. This cost function offset any increases
in the fitting caused by crystalline peaks, which could shift the fitted baseline above
the actual spectrum. An additional term, 1/Q Å, was added to the cost function to
account for the background shape that results from small angle scattering behavior
in the low Q range. This penalty term causes the cost function to favor the low Q
range at the expense of the higher Q range.
The modifications made to the Chebyshev function resulted in multiple lacal min-
ima occuring. Standard solvers converged to a local minimum that was significantly
different from the global minimum, leading to poor fit. Therefore, a glabal mininmiza-
tion optimization algorithm was employed to better approach the global minimum fit.
The best algorithm found was the basinhopping algorithm from the scipy.optimize
package. Basinhopping is a simple stochastic global optimization technique that op-
erates on three steps:
1. Randomly perturbate along the x-axis
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Figure 2.22: Highly crystalline example for background subtraction algorithm. The
top shows the plotted background, while the bottom figure shows the spectrum after
background subtraction.
2. Find the nearest local optimum through cost minimization
3. Accept or reject the new minimum based on prior minimized cost values
Figure 2.22 shows the background subtraction algorithm performance on a highly
crystalline sample. Notably, the point included within the window function at 5 Å−1
does not increase the baseline due to the cost function employed. Additionally, the
broad peak centered around 3 Å−1 is not included in the background, as desired.
Figure 2.23 shows the background subtraction algorithm performance on a crys-
talline sample. Here, multiple crystalline points are included within the background
window but do not influence the background.
Figure 2.24 shows the background subtraction algorithm performance on an amor-
phous sample. This sample has a significantly large amorphous peak, which is easier
for most algorithms to detect as a peak than highly amorphous samples. The de-
viation at higher values of Q is due to the included 1/Q term in the cost function.
Without this term, both tails of the spectrum would deviate from the baseline. This
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Figure 2.23: Crystalline example for background subtraction algorithm. The top
shows the plotted background, while the bottom figure shows the spectrum after
background subtraction.
1/Q term ensures better fit at lower values of Q, which is the region of interest for
classifying the sample as crystalline or amorphous.
Figure 2.25 shows the background subtraction algorithm performance on a highly
amorphous sample. This sample has a small amorphous peak at 3 Å−1 with a shoulder
peak near 3.4 Å−1. In many background subtractions with strict cost minimization,
this shoulder peak would be classified as background and result in a significantly
different fit. The cost function also preserves a second shoulder peak at roughly 4
Å−1. The background and spectrum diverge after 4.2 Å−1 due to the 1/Q term, which
forces better fit at lower values of Q.
After background subtraction, it was desirable to identify the first sharp diffraction
peak (FSDP). The FSDP has been used in the past with the Scherrer equation to
estimate the domain size of ordered structures, and therefore, can be used to estimate
the crystallinity of the sample [25]. To use the Sherrer equation, the full-width at
half-maximum (FWHM) of the FSDP needs to be calculated. This value is indicated
graphically in Figure 2.26. The best fit for XRD spectra is a Voigt function, which
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Figure 2.24: Amorphous example for background subtraction algorithm. The top
shows the plotted background, while the bottom figure shows the spectrum after
background subtraction.
Figure 2.25: Highly amorphous example for background subtraction algorithm. The
top shows the plotted background, while the bottom figure shows the spectrum after
background subtraction.
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Figure 2.26: Example of the full-width at half-max (FWHM) value of the first sharp
diffraction peak extracted to classify samples as amorphous or crystalline.
is a convolution of both the Gaussian and the Lorentzian functions. Voigt profiles,
however, come with a high computational cost; consequently, it is common to estimate
the Voigt fit through a Gaussian-Lorentzian sum or Gaussian-Lorentzian product
function [26].
The Gaussian-Lorentzian sum was used here, which is described by the following
equations:
V (x) = (n)G(x) + (n− 1)L(x)
G(x) = Ae−(
(x−x¯)2
(wFWHM/2
√
2 ln(2))
)2
L(x) = A (0.5wFWHM)
2
(x− x¯)2 + (0.5wFWHM)2
where V(x) is the Gaussian-Lorentzian sum function, n is the fraction Gaussian be-
havior, A is the amplitude corresponding to the intensity of the peak, x¯ is the peak
center point, and wFWHM is the full-width half-maximum of the peak. Since wFWHM
is an optimized parameter within the equation, it is easily extractable from the fit. To
account for possible shoulders, the optimization algorithm was devised to add peaks
at the point of greatest error if certain cost functions were not met. A maximum
of 5 additional peaks could be added to a particular peak location, although cost
minimization criteria were typically met with 2 or 3 total peaks. An example fit is
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Figure 2.27: Example Voigt estimation using a Gaussian-Lorentzian sum function.
The blue line is the original spectrum. The green line is the sum of the fit. The teal
line is the main peak, with a peak added automatically by the algorithm near 2 Å−1
(shown as red) to account for the shoulder.
shown in Figure 2.27. The FSDP, shown in teal, is accurately fit, which will lead to
accurate extraction of the FWHM by the algorithm.
In this study, other values were extracted from the spectra and considered for their
effectiveness at indicating phase boundaries. Two more values were extracted from
the FSDP: the maximum intensity of the FSDP and the position of the FSDP in Q.
The crystal intensity, defined as Imax/Iave, where Imax is the maximum intensity of the
spectrum and Iave is the average intensity of the spectrum, was also examined. This
term functions as a simple indication of crystallinity, but suffers when high intensity
values are caused by shot noise. Shot noise has a greater effect on amorphous samples,
since the intensity of the highest real peak is likely to fall below the shot noise value.
The texture of the spectrum, which is a function of how the diffraction intensity
changes with χ, was also considered [27]. The spectral texture is calculated by
τj = (
∑q=qj
χi
Ii cos(χi)∑q=qj
χi
1 )/(
∑q=qj
χi
Ii∑q=qj
χi
1 )− 1
where τj is the texture at index j, qj is the Q-value at index j, Ii is the intensity at
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index i, and χi is the χ value at index i. Effectively, this formula iterates through all
Q-χ values and ratios the intensity at the value pair to the χ weighted intensity, such
that any changes in Q with respect to χ will cause the resulting texture to be highly
negative in value. A value of 0, conversely, indicates standard isotropic crystallinity.
Finally, a count of the total number of peaks was considered as a sample descriptor.
2.3 Magnetron Sputtering
2.3.1 Principles of Sputter Deposition
Sputter deposition is a physical vapor deposition technique used for the synthesis of
microelectronics, corrosion resistant coatings, and optical equipment. The technique
was originally industrialized as diode sputtering in the 1940s to create metallic mate-
rials [28] and was magnetically enhanced in the 1970s to increase the deposition rate
and reduce damage to the substrate [29, 30]. This magnetically enhanced sputter
deposition, called magnetron sputtering, is the technique currently used in industrial
processes.
Magnetron sputtering typically involves four main components: a cathode, an
anode, a magnetic array, and a chimney. To begin the sputtering process, a high-
voltage is supplied to the cathode, which is typically the target material. If the voltage
difference between the cathode and the anode is greater than the striking voltage of
the sputtering gas, the sputtering gas will ionize and produce a glow discharge. The
ionized sputtering gas loses an electron, thus having a positive charge. This causes
the sputtering ion to move towards the cathode. Sputter ions typically have kinetic
energies on the order of 100-1000 eV.
Once the sputtering ion collides with the target, the sputtering phenomenon oc-
curs. The collision of the sputtering ion with the target surface causes a collision-
cascade, where molecules in the target begin bumping into each other. Due to the
large amount of energy introduced into the target, one of the target surface atoms is
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often ejected from the surface into space to reduce the stress caused by the collision
of the sputtering ion with the surface. The ejected atom is considered as a sputtered
atom.
Once an atom is sputtered off from the target surface, it travels through space
until it interacts with another substance. It may interact with gas molecules in the
sputtering chamber, another sputtered ion, or it may interact with a substrate. If the
molecule interacts with the substrate, it may either deflect off the substrate, sputter
another atom off of the substrate (resputtering), or deposit onto the substrate [31].
There are a number of tunable parameters involved in a sputtering chamber. The
distance between the sputtering guns and the substrate can be adjusted to tune the
deposition rate and composition spread. The sputter guns may also be tilted to
create a similar effect. The voltage supplied to the sputter gun can be adjusted to
change the rate of sputtering, and thus the deposition rate. Adjusting the voltage
also has an effect on the energy of the particles as they leave the target material,
where higher voltages cause higher energy sputtered atoms. The gas pressure in
the chamber can be adjusted, which impacts both the amount of sputtering atoms
colliding with the surface and the probability of a sputtered atom colliding with gas
atoms in the chamber prior to deposition onto the substrate.
2.3.2 Metallic Glass Sputtering Methodology
All depositions in the current work were carried out in a 5-gun AJA Orion class
sputtering chamber. The chamber is equipped with in-situ gun-tilting capabilities and
the ability to sputter with either radio frequency (RF) or direct current (DC) power
supplies. The distance between the substrate and the sputter gun can be manually
adjusted. The chamber pressure was always on the order of 10−7 torr or lower for
all depositions. By applying a voltage to multiple guns simultaneously, elements
were co-deposited onto the substrate with continuous compositions. Compositions
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Table 2.5: Deposition parameters used for the low and high power regimes of Co-V-Zr,
Co-Fe-Zr, and Fe-V-Zr ternary systems.
System Power
Co
Power
(W)
Fe
Power
(W)
V
Power
(W)
Zr
Power
(W)
Dep
Time
(min)
Gun
Tilt
(mm)
Co-Fe-Zr High 55 52 - 159 32 14
Co-Fe-Zr High 35 80 - 38 80 14
Co-Fe-Zr High 78 30 - 37 93 14
Co-Fe-Zr Low 25 20 - 54 113 14
Co-Fe-Zr Low 50 20 - 26 164 14
Co-Fe-Zr Low 20 31 - 20 243 14
Co-V-Zr High 90 - 81 56 47 14
Co-V-Zr High 77 - 127 159 34 14
Co-V-Zr Low 27 - 26 20 250 14
Co-V-Zr Low 20 - 27 30 283 14
Fe-V-Zr High - 52 89 159 44 14
were initially calculated using an in-house developed sputtering model [32], and the
compositions were subsequently validated using a combination of x-ray fluorescence
and wave-dispersive spectroscopy (WDS). The model was determined to be accurate
within 2 at. %. All samples for this work were deposited onto 3-in Si wafers.
The following tables list the deposition parameters used to generate the samples.
In the Co-V-Zr and Co-Fe-Zr ternaries, the effects of deposition rate were investigated,
which is a direct consequence of the gun power. Therefore, two power regimes are
indicated for these samples: high or low. Both power regimes were sputtered to 100
nm. The parameters for those ternaries are shown in Table 2.5. For the Co-Cr-Ni-
Ti-Zr system, the ternaries are shown in Table 2.6. For the Fe-Nb-Ni-Si-Ti system,
the ternaries are shown in Table 2.7.
An example deposition plan generated by the model for a single Si wafer is shown
in Figure 2.28. Initially, the sputter model is calibrated for each individual target-gun
pair by iterating over multiple tilt angles and gun powers. These are all measured
by a quartz crystal monitor to determine the deposition rate at each condition. By
combining the calibrations of all targets and gun parameters, the sputter model simu-
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Table 2.6: Deposition parameters used for ternary systems from the Co-Cr-Ni-Ti-Zr
quintinary system.
System
Co
Power
(W)
Cr
Power
(W)
Ni
Power
(W)
Ti
Power
(W)
Zr
Power
(W)
Dep
Time
(min)
Tilt
(mm)
Co-Cr-Zr 120 50 - - 40 84 15
Co-Cr-Zr 50 100 - - 50 101 15
Co-Cr-Zr 40 40 - - 100 89 15
Co-Ti-Zr 35 - - 35 25 178 15
Co-Ti-Zr 20 - - 80 30 157 15
Co-Ti-Zr 20 - - 35 50 171 15
Cr-Ti-Zr - 40 - 80 30 148 15
Cr-Ti-Zr - 25 - 50 35 218 15
Cr-Ti-Zr - 20 - 50 60 171 15
Co-Cr-Ni 90 35 35 - - 178 15
Co-Cr-Ni 20 45 45 - - 198 15
Co-Cr-Ni 45 45 45 - - 173 15
Table 2.7: Deposition parameters used for ternary systems from the Fe-Nb-Ni-Si-Ti
quintinary system.
System
Fe
Power
(W)
Nb
Power
(W)
Ni
Power
(W)
Si
Power
(W)
Ti
Power
(W)
Dep
Time
(min)
Gun
Tilt
(mm)
Ni-Si-Ti - - 50 40 40 170 15
Ni-Si-Ti - - 23 60 30 228 15
Ni-Si-Ti - - 25 35 75 205 15
Ni-Nb-Ti - 45 40 - 70 167 15
Ni-Nb-Ti - 50 45 - 40 169 15
Ni-Nb-Ti - 30 30 - 100 201 15
Fe-Nb-Ti 60 30 - - 40 156 15
Fe-Nb-Ti 35 60 - - 40 159 15
Fe-Nb-Ti 30 30 - - 80 166 15
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Figure 2.28: Example of single sample deposition plan.
lates the interactions between the different guns being co-sputtered onto the Si wafer
surface and predicts the composition at each point along the wafer. These predictions
are converted into ternary space, as shown in the Figure.
To most efficiently map a ternary within the constraints of our chamber geometry,
3 individual Si wafers are required to be sputtered. Gun parameters were optimized
manually for all 3 wafers until the ternary was sufficiently mapped, as shown in Figure
2.29. While this does require multiple samples, which may introduce new sources
of error or inconsistencies, the generation of multiple samples creates overlapping
regions in the ternary space which help confirm the accuracy of the deposition through
redundancy.
The target configurations within the 5-gun chamber are shown in Figure 2.30.
2.3.3 X-ray Fluorescence Optimization of Sputter Model
X-ray fluorescence data was collected during the x-ray diffraction measurements at
SLAC for each sample. The XRF measurements were resolved to 441 individual
points. XRF was utilized to optimize the sputter model calculations by altering a
rotation parameter within the model. In the physical deposition setup, the sample
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Figure 2.29: Example of full ternary mapping using 3 samples.
Figure 2.30: Gun positions for multiple ternary systems within the 5 gun chamber.
wafer exists on a platform that can be rotated 360◦. The rotation of the sample
was aligned manually, but was prone to potential errors by a few degrees in either
direction. Using the XRF data, the sample rotation could be accounted for and
optimized. The optimization algorithm also searched for possible horizontal shifts in
the sample composition, in the event that the model predictions were shifted in the
x-y plane on the sample. An example of the XRF data collected is shown in Figure
2.31 for the Co-Fe-Zr ternary system. α and β florescence was collected for both Co
and Fe. Zr did not florescence at the incident x-ray energy. For each point, the ratio
of Co to Fe signal in the XRF was optimized to linearly correspond to the ratio of
the predicted Co and Fe compositions, such that
CoXRF
CoXRF + FeXRF
= Comodel
Comodel + Femodel
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Figure 2.31: Measured XRF values for Co-Fe-Zr
and
FeXRF
CoXRF + FeXRF
= Femodel
Comodel + Femodel
. Using this methodology, the remaining Zr concentration was inferred from the
optimized values.
An example of the optimization is shown in Figure 2.32 for the Co-V-Zr system.
Figure 2.32a shows the measured XRF ratio and Figure 2.32b shows the predicted
model ratio after a rotation of 14 degrees to optimize the model predictions to the
XRF fit. Figures 2.32c and 2.32g show the raw values from the measured XRF.
Figures 2.32d and Figure 2.32h show the compositions of the individual elements
predicted by the sputter model. Figure 2.32e shows the relative error between the
XRF and model predictions. Figure 2.32f shows the linear correlation between the
XRF and the model predictions. After optimization, there is a high degree of cor-
relation between these two values. Points shown in red were automatically detected
as outliers and excluded from the optimization. These points are measured values
that were not on-sample, see the bottom two rows of Figure 2.32a. Finally, Figure
2.32i shows the sample in ternary space prior to rotation, and Figure 2.32j shows the
sample in ternary space after rotation. From these images, it may be clearly seen that
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Figure 2.32: Optimization process for sputter model: a) XRF ratios, b) Sputter model
ratios, c) XRF Co signal, d) Sputter model predicted Co atomic percent, e) Error
between XRF and sputter model, f) Linear correlation of sputter model and XRF,
g) XRF V signal, h) Sputter model predicted V atomic percent, i) Original ternary
space, j) Optimized ternary space.
a minor rotation can have significant effects on the point location in ternary space.
2.3.4 Wave Dispersive Spectroscopy Validation of Sputter Model
Wavelength-dispersive spectroscopy (WDS) was carried out at the University of Mary-
land for external validation of the sputter model predictions. WDS is similar to
energy-dispersive spectroscopy (EDS), but unlike EDS, WDS counts only the x-rays
of a single wavelength at a time rather than a broad spectrum. Because WDS is selec-
tive to a single wavelength, it typically has a much higher resolution than EDS, and
thus is more accurate when determining the chemical composition of a few species.
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Figure 2.33: Image of mask used on 3-inch thin film sample for WDS measurements.
For these experiments, we sent two samples from the Co-V-Zr ternary system to be
analyzed for the Co, V, and Zr concentrations. The WDS samples were scanned with
a point density of 177 points using a sample mask for the 3-inch wafers, as shown in
Figure 2.33.
The difference between the WDS concentrations and the sputter model predicted
concentrations are shown in Figures 2.34-2.36 for the high-Zr region and in Figures
2.38-2.40 for the high-V region. In Figure 2.34, the maximum devation from the
Co signal occurs at lower V concentrations. This region corresponds to the area of
highest error in the Zr signal, which also occurs at low V concentrations, shown in
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Figure 2.34: Difference between WDS measurements and XRF-optimized sputter
model predictions for Co in the high Co region of the ternary.
Figure 2.36. The sputter model predictions for V concentrations were within 1 at. %
for V, on average, as seen in Figure 2.35.
Overall, the summary of these individual elemental errors may be seen in Figure
2.37. For this sample, the sputter model predictions align very well with the actual
compositional values of the individual points scanned.
In Figure 2.38, the average error in Co concentration was less than 1 at.%. This
low error is a result of Co being the lowest concentration species here and is consistent
with the V error reported in the previous sample, where V was the species with the
lowest concentration. V and Zr concentrations in this sample had an average error
of 2.5 at.%, as seen in Figures 2.39 and 2.40. The highest V error occured at high V
concentrations, while the highest Zr error occurred at high Co concentrations.
Overall, the accuracy of the sputter model was confirmed to be within 5 at.%
maximum error across all sample concentrations, and the model has an average error
prediction of 2 at.%. Per element, the sputter model software compositions were
confirmed via WDS and found to have an average error of 0.59 at.% Co, 1.72 at.%
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Figure 2.35: Difference between WDS measurements and XRF-optimized sputter
model predictions for V in the high Co region of the ternary.
Figure 2.36: Difference between WDS measurements and XRF-optimized sputter
model predictions for Zr in the high Co region of the ternary.
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Figure 2.37: Ternary compositional difference between WDS measurements (red) and
sputter model predicted compositions (black).
Figure 2.38: Difference between WDS measurements and XRF-optimized sputter
model predictions for Co in the high V region of the ternary.
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Figure 2.39: Difference between WDS measurements and XRF-optimized sputter
model predictions for V in the high V region of the ternary.
Figure 2.40: Difference between WDS measurements and XRF-optimized sputter
model predictions for Zr in the high V region of the ternary.
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V, and 1.61 at.% Zr.
2.4 Catalyst Synthesis
Catalysts were synthesized using the incipient wetness impregnation technique and
supported on Catalox brand SBA-200 γ-Al2O3 (192 ± 20 m2/g). The support was
dried at 120◦Cfor 2 hours before impregnation. KCH3COO was purchased from
Fischer Scientific and used without further modification. Anhydrous RuCl3, and
anhydrous MgCl2, CaCl2, ScCl3, TiCl4, CuCl2, NiCl2, CrCl2, WCl6, HfCl4, ZnCl2,
BiCl3, PdCl2, MoCl5, YCl3, MnCl2, InCl3, OsCl4, PtCl2, AuCl3, NbCl5, FeCl3, and
RhCl3 were purchased from Sigma Aldrich and used without further modification.
An appropriate amount of RuCl3, MClx and KCH3COO to obtain 3:1:12, 2:2:12
or 1:3:12 weight ratios of Ru:M:K were dissolved in DI water and stirred at room
temperature for 10 minutes. The resulting solution was then added to the dried
support until incipient wetness was achieved. After incipient wetness was reached,
the impregnated support was dried at 120◦Cfor 45 minutes. This process was repeated
until the entire solution was impregnated onto the support. After impregnation, the
catalysts were ground with a mortar and pestle, heated to 200◦Cfor 2 hours, and
subsequently calcined in air at 550◦Cfor 3 hours.
The actual weight loadings of RuYK catalysts tested in the single reactor were an-
alyzed using inductively-coupled plasma optimal emission spectrometry (ICP-OES).
Catalysts were digested in HCl at 115◦Cfor 6 hours. The actual weight loadings of Ru
were found to be 0.3-0.5 wt% lower than the nominal loadings. The weight loadings
of Y and K were found to be within 5% of the nominal weight loadings.
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2.5 Catalyst Reactors
2.5.1 High Throughput Reactor Experiments
Catalytic testing was carried out in a 16-channel parallel reactor system. The tem-
perature of each reactor channel bed was measured using K-type thermocouples and
controlled using a Labview program written in house. The gas eﬄuent of the reactor
system was analyzed using a Bruker Equinox 55 FT-IR spectrometer coupled with
a 128 x 128 pixel mercury cadmium telluride focal plane array [33, 34]. In order to
quantify the eﬄuent stream, various known concentrations of NH3 were flown through
the empty reactor channels and their IR spectra were acquired for each reactor chan-
nel. The integrated peak intensity was used to correlate the IR signal with NH3
concentration. GRAMS AI spectroscopy software was used to generate calibration
curves and to quantify NH3 concentration in the outlet.
Catalytic activity was evaluated using 200 mg of catalyst in each reactor chan-
nel and subjected 100 sccm of 1%NH3 in balance Ar (UHP grade) at atmospheric
pressure. The actual flowrate for each channel was measured before catalyst evalua-
tion. Before activity measurements, catalysts were heated to 450◦Cunder Ar and then
subjected to a 10% H2 reduction for one hour. Activity measurements were taken
in 50◦Cincrements from 250◦Cto 450◦C. The outlet NH3 concentration was measured
using the calibration curves described above and quantified using the NH3 vibrational
band centered about 1625 cm−1. This band was used for quantification since its cor-
responding doublet centered about 3414 cm−1 is only weakly visible, and the strong
bands at 951cm−1 and 958cm−1 are often convoluted with the OH stretching vibra-
tions from atmospheric water. Calibration files were applied to each reactor channel
in order to quantify the NH3 concentration in the outlet through the relationship
established by BeerâĂŹs Law. Conversion was measured using the formula
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x = 100xi − xo
xi
where x is the NH3 conversion, xi is the inlet concentration of ammonia, and xo
is the outlet concentration of NH3. During all measurements, one randomly selected
channel of the reactor system was kept empty in order to validate the FT-IR cali-
bration curves. Data at 400◦Cand 450◦Cwere not reported in this study, because a
majority of catalysts achieved near maximum conversion in 1% NH3 and therefore,
were not directly comparable to one another.
2.5.2 Standard Reactor Experiments
500 mg of catalyst were loaded into a single reactor and subjected to 100% NH3
for low temperature ammonia decomposition activity. The catalyst bed temperature
was measured using a K-type thermocouple. Before reactions, catalysts were heated
to 450◦Cin Ar and then subjected to a 50 % H2 reduction for one hour. Catalytic
NH3 conversion was then measured in 50◦Cincrements from 250◦Cto 400◦C. The
space velocity was kept constant for each reaction at 5200 ml NH3 h−1 g-cat−1. NH3
conversion using 500 mg of γ-Al2O3 was first measured under these conditions and
found to be negligible at all temperatures. The product stream was analyzed using
a Shimadzu 2014 gas chromatogram (GC) equipped with a thermal conductivity
detector (TCD). UHP grade Ar was used as a carrier gas and as a reference for
the TCD. The GC is equipped with a Mol Sieve 5A plot column for H2 and N2
separation. The concentration of H2 and N2 in the product stream were used to
calculate the NH3 conversion at each temperature and were always found to be in
stoichiometric proportions. Multiple measurements were taken at each temperature
and the average conversion is reported.
The Ru-normalized rate was calculated using the following formula:
3
2QNH3
ρNH3
MNH3
XNH3
wRumcatMRu
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where QNH3 is the flow rate of ammonia, ρNH3 is the density of ammonia, MNH3
is the molar mass of ammonia, XNH3 is the measured ammonia conversion, wRu is
the weight loading of ruthenium on the catalyst, mcat is the mass of catalyst loaded
into the reactor, and MRu is the molar mass of ruthenium. This value is reported as
“TOF” in other literature [35].
2.6 Raman Spectroscopy
Raman spectroscopy experiments were carried out using a Horiba XploraPLUS Ra-
man microscope. The microscope is equipped with both a 638nm, 30 mW diode laser
and a 473nm, 25 mW solid state laser. The spectrometer was calibrated using an
internal polystyrene calibration standard at all laser and grating settings. A grating
spacing of 1200 gr/mm was used for the 638 nm wavelength, while a grating of 1800
gr/mm was used for the 473 nm wavelength. All spectra were collected on a 1024x256
pixel thermoelectric air cooled Horiba Scientific CCD detector. The laser was colli-
mated using a 20x LWD lens (NA=0.40, WD=12 mm). All scans were performed at
1% laser power to a maximum exposure of 15,000 counts or a timeout of 200 seconds.
Spectra were collected in parallel using a motorized stage. Samples were placed
onto a grid and scanned sequentially, using an automated Labspec6 autofocus rou-
tine between each sample to ensure maximum signal, see Figure 2.41. Spectra were
processed using a 5-degree polynomial background subtraction in Labspec6 soft-
ware. Following background subtraction, the data were smoothed using a 3rd order
Savitzky-Golay filter [36] with a window size of 21, and finally normalized using L2
normalization, also known as the Euclidean norm.
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Figure 2.41: Parallel Raman spectroscopy using a motorized stage and grid layout.
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Chapter 3
Machine Learning Guided High-Throughput
Synthesis of Metallic Glasses
3.1 Scope and Objectives
Metallic glasses (MGs) are amorphous mixtures of metals that possess many unique
properties, including high strength, high elasticity, tunable magnetic properties, low
elastic moduli, and high resistance to corrosion [1, 2, 3]. These properties have
attracted interest due to tremendous application potential in fields such as biomedical,
microelectronic, and structural materials, to name a few [4, 5, 6, 7]. Recent studies
have shown that some MGs are non-toxic to the human body and demonstrated
their usage as an implant by leveraging MG’s high plasticity near the glass transition
temperature [8, 9]. Others have shown MG’s promising use as micro- and nano-scale
structural materials [10]. By exploiting the reversible transition between supercooled
liquid and glass, MGs have been molded into gears, rods, and other structural shapes
at micron and nanometer scales [11]. They have also been used as anti-corrosion
coating materials for automotive, aerospace, and marine applications [12]. All of these
exciting properties and applications support the growing need for further exploration
and discovery of new MGs.
While MGs have many promising properties, their metastable nature, multi-
element compositions, and high dependence on processing conditions have made dis-
covery of new MGs difficult[13]. A majority of the MGs known today were discov-
ered using an Edisonian approach where iterations in composition were guided by
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heuristics[14]. In an effort to improve upon these heuristics, many groups developed
additional means of predicting glass forming ability (GFA) at various compositions.
Many of these theories are based on experimentally determined properties of MGs,
such as the reduced glass transition temperature (ratio of glass transition tempera-
ture to liquidus temperature) or the supercooled liquid range (difference between the
onset of crystallization temperature and the glass transition temperature) [15, 16].
Since these theories rely on experimental measurements that are only available after
the glass has been synthesized, they cannot be used to make predictions on the GFA
of unexplored composition regions.
More recent attempts to solve the inability to predict GFA of new compositions
has focused on developing theories based on inherent properties rather than prop-
erties that are experimentally determined. Yang et al. developed a theory based
on thermodynamics which uses the enthalpy of mixing, entropy of mixing, melting
temperature of the multi-component alloy, and the effect of atomic size differences
to predict whether a composition will form a solid solution, intermetallics, or MGs
[17]. Laws et al. developed a theory to predict GFA based on efficient local packing
of elements and structural defects that decrease GFA [18]. These theories are helpful
in predicting new glass forming compositions; however, the underlying assumptions
of these theories are only valid in a small composition region, limiting their applica-
tion. For example, all the theories mentioned become less accurate as the number of
elements in an alloy increases [18]. Mixing rules used in thermodynamic theories do
not apply to far-from-equilibrium conditions[19]. Additionally, many of these theo-
ries were developed using very limited datasets, sometimes with only 40 or 50 MG
compositions [17]. These drawbacks present a need for better predictive methods to
further the exploration and discovery of new MGs.
In order to successfully predict new MG compositions, a method needs sufficient
capability to build relationships between the material composition and the material
114
GFA. Machine learning (ML) is a recently popularized technique that can quantify
those unknown connections, and unlike previous methods of predicting GFA, ML
makes no assumptions[20, 21]. ML quantifies connections between a training set (ex-
perimental data) and an attribute set (elemental properties, predictive theories, and
heuristics), and then uses these learned connections to make predictions in a new
composition space. The advantage of ML over previous methods is that ML is able
to incorporate the previous methods as attributes, and then determine the extent
to which each previous method should impact the predicted composition GFA [22].
Since the algorithm can determine whether each theory is applicable at a particular
composition, the ML algorithm is not constrained to experimental regions. Addition-
ally, ML becomes more accurate as the training set increases in size, so, unlike the
theories that only use material composition to make predictions, ML will increase in
accuracy as more experiments are performed[23].
Here, we developed multiple algorithms to process data and guide discovery of
MG. Section 3.2 details the development of a data processing algorithm to generate
usable data from synchrotron x-ray diffraction data in real time. This algorithm was
used to process one sample and identify promising attributes for classification of MG
formation and determination of the GFA. Section 3.3 details the development of a
machine learning algorithm to predict high GFA regions in combinatorial thin film
samples. This algorithm was trained on a combination of literature and experimental
data, and it was able to accurately predict amorphous regions in unknown composition
spaces.
3.2 Segmentation Algorithms for X-ray Diffraction of Metallic
Glasses
High-throughput x-ray diffraction (XRD) with synchrotron light sources generate
large amounts of data. This large scale data production warrants the development of
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automated tools for data analysis. For combinatorial samples, such as thin-films, it
is desirable to design tools that can identify phase boundaries within a composition
regime. For example, in metal alloy systems, an algorithm to identify formation of
metallic glasses or high-entropy alloys is desirable, since both material systems are
emerging technologies with beneficial material properties [24, 25, 26, 27]. Identi-
fication of where these materials form within a combinatorial sample will increase
the rate of material discovery, especially if these identifications can be performed in
real time. Real time analysis ensures that ample scans are performed for quantifying
phase-forming composition regions, and can be supplied to real time algorithms which
intelligently choose the next scan location to maximize knowledge gain [21, 28].
3.2.1 Simple Segmentation Techniques
For evaluation of multiple segmentation techniques, a Co-Fe-Zr ternary system was
considered. This system was measured at SLAC beamline 1-5. The techniques used
to extract each segmentation value are discussed in detail in Section 2.2. Figure 3.1
shows the sum of squares for calculation of the sample texture based on changes
in Q with respect to χ in the 2-D area diffraction image. As seen, for metallic
glass samples, texture analysis provides very little information. A phase boundary
is indicated an greater than 85 at.% Zr, where the sample is less textured. This
segmentation technique is not sufficient for metallic glass characterization.
Figure 3.2 shows the crystal intensity of the sample, calculated as the maximum
peak intensity divided by the average intensity over the entire spectrum. This seg-
mentation indicates phase boundaries at greater than 80 at.% Zr and at less than 10
at.% Zr. This classification is in agreement with the texture analysis for the high-Zr
concentration region, but it provides additional information on the lower Zr region.
Therefore, this is a viable characterization technique for metallic glasses.
Figure 3.3 is the full-width at half-maximum (FWHM) of the first sharp diffraction
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Figure 3.1: Attribute mapping of Co-Fe-Zr ternary: Square sum of textures. Repro-
duced from [23] with permission from Cambridge University Press.
Figure 3.2: Attribute mapping of Co-Fe-Zr ternary: Crystal intensity. Reproduced
from [23] with permission from Cambridge University Press.
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Figure 3.3: Attribute mapping of Co-Fe-Zr ternary: Full width half maximum of
first sharp diffraction peak. Reproduced from [23] with permission from Cambridge
University Press.
peak (FSDP). This segmentation technique is in agreement with the previous two
techniques discussed. It identifies significant phase boundaries at greater than 80
at.% Zr and less than 10 at.% Zr. However, unlike prior techniques, the FWHM of
FSDP also indicates a phase gradient with respect to Zr concentration, where the
highest amorphous characteristics are near equimolar compositions. This gradient
is consistent with the measured data, and provides greater information than the
previous two techniques by including the gradient.
Figure 3.4 is the peak intensity of the FSDP. This segmentation technique indi-
cates similar information to the crystal intensity factor; however, the quality of the
information provided by the FSDP intensity is lower than the crystal intensity. This
technique provides no new information over previous techniques.
Figure 3.5 shows the number of peaks in each spectrum. This segmentation tech-
nique provides similar information to the crystal intensity and the FSDP intensity,
but it still provides less information than the crystal intensity. Additionally, this
classification is not sufficient to create smooth distinctions between regions due to
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Figure 3.4: Attribute mapping of Co-Fe-Zr ternary: Peak intensity of first sharp
diffraction peak. Reproduced from [23] with permission from Cambridge University
Press.
instability in the peak classification. For example, at low Zr and high Co concentra-
tions, the number of peaks is greater than 4, but oscillates between 5 and 9 with no
discernible pattern. Therefore, this segmentation technique is not recommended for
metallic glass samples.
Figure 3.6 shows the position of the FSDP in each spectrum. This segmenta-
tion technique provides unique information with respect to the previously discussed
techniques. There is a clear peak position dependence on the Zr concentration, such
that the peak position shifts to lower Q as the Zr concentration is increased. This
observation is consistent with the observation from the FWHM of FSDP, where the
FWHM varied with the Zr concentration. However, the peak position of the FSDP
more clearly demonstrates this Zr dependance, since it is a consistent gradient across
the entire ternary. Therefore, of the 6 simple segmentation attributes considered, a
combination of the FWHM of FSDP and the peak position of FSDP is recommended
to acquire the greatest amount of system knowledge.
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Figure 3.5: Attribute mapping of Co-Fe-Zr ternary: Number of peaks detected in the
spectrum. Reproduced from [23] with permission from Cambridge University Press.
Figure 3.6: Attribute mapping of Co-Fe-Zr ternary: Peak position of the first sharp
diffraction peak. Reproduced from [23] with permission from Cambridge University
Press.
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3.2.2 Nearest Neighbor Segmentation
The nearest neighbor distance (NND) algorithm calculates the distance between a
spectrum and its nearest neighbors. When the point of interest is of the same phase
as its neighbors, the calculated distance will be small. However, if either the point of
interest or one of the neighbors is of a different phase, with different peaks expressed
in the spectrum, then the NND algorithm will calculate a larger distance for the point
of interest.
Multiple algorithms are available for use to calculate the distance between spec-
trum. The cosine dissimilarity matrix was chosen to calculate these distances, since
the cosine dissimilarity matrix is robust in the presence of changes in peak height and
peak shifting [29]. More details surrounding the cosine dissimilarity matrix and other
options for the NND algorithm are discussed in Section 2.1. The distance calculation
was performed for both the 1 dimensional Q-intensity plots and the 2 dimensional
images in Q-χ space. The 2-D NND is shown in Figure 3.7, and the 1-D NND is
shown in Figure 3.8. Both plots demonstrate similar information to the simple seg-
mentation algorithms: a phase boundary at greater than 80 at.% Zr and less than 10
at.% Zr. The 2-D map has a greater gradient in these regions than the 1-D map, but
does not necessarily contain more information.
The lack of information in the 2-D NND algorithm as compared to the 1-D NND
algorithm was surprising, since it was expected that the uncompressed image would
contain additional information. Therefore, we explored these algorithm results in
greater detail to explore the differences between the 2-D and 1-D NND results. Figure
3.9 shows the distributions of neighbor distances for both the 2-D and 1-D datasets.
Both datasets are significantly right skewed, which is a result of most of the data
points exhibiting a single phase with minor changes from neighboring data. However,
the 2-D data has a bimodal feature at lower nearest-neighbor distances, where two
modes are observed at -8.2 and -7.8. In contrast, a single mode is observed in 1-D
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Figure 3.7: Attribute mapping of Co-Fe-Zr ternary: 2 dimensional nearest neighbor
algorithm. Reproduced from [23] with permission from Cambridge University Press.
Figure 3.8: Attribute mapping of Co-Fe-Zr ternary: 1 dimensional nearest neighbor
algorithm. Reproduced from [23] with permission from Cambridge University Press.
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Figure 3.9: Attribute mapping of Co-Fe-Zr ternary: Information distribution for
nearest neighbor algorithm in (a) 1-D information histogram (b) 2-D information
histogram. Reproduced from [23] with permission from Cambridge University Press.
at -10.2 nearest-neighbor distance. The bimodal distribution in 2-D is ascribed to
the inclusion of texture variation in the NND calculation. An additional difference
occurs at higher NND values (>-5 NND). Here, there are more counts in the 2-D
dataset than the 1-D dataset, which is likely a result of the crystalline structure in
the Zr-rich region. Unfortunately, there is very little texture variation in this ternary,
which hinders the ability to assess the impact of 2-D data on the NND classification.
3.2.3 Clustering Algorithm Segmentation
In addition to the NND approach, 4 common clustering algorithms were evaluated for
their ability to distinguish phase boundaries within the Co-Fe-Zr ternary system. The
clustering algorithms selected were agglomerative clustering, k-medioids clustering,
density-based spatial clustering of applications with noise (DBSCAN), and spectral
clustering. Details on the workings of these algorithms may be found in Section 2.1.
There has been much research on advanced phase mapping algorithms for crystalline
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Figure 3.10: Clustering results for Co-Fe-Zr ternary: Agglomerative Clustering Al-
gorithm (n_clusters = 6). Reproduced from [23] with permission from Cambridge
University Press.
systems [30, 31]; however, amorphous systems such as MG contain few sharp peaks
and may be much more challenging for clustering algorithms to identify.
Figure 3.10 shows the results of agglomerative clustering. This clustering algo-
rithm correctly identified clusters in sections of Zr concentrations. The algorithm
correctly identified a phase within the Zr rich region, but that cluster extends past
the phase boundary around 80 at.% Zr to concentrations as low as 60 at.% Zr. Ar-
guably, according to the FWHM of the FSDP, there is a soft boundary located at this
region. Therefore, it appears that the agglomerative clustering algorithm combines
the hard boundary at >80 at.% Zr and the soft boundary at >60 at.% Zr as a single
phase. Expert analysis reveals this to be an incorrect classification (see below). The
agglomerative algorithm does correctly identify the boundary at less than 10 at.% Zr,
however, it classifies this area as two separate phases, one with high Co concentration
and one with a low Co concentration.
Figure 3.11 shows the results of k-medioid clustering. This clustering algorithm
correctly identified clusters in sections of Zr concentrations, although it attributes
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Figure 3.11: Clustering results forCo-Fe-Zr ternary: K-medioids clustering algorithm
(n_clusters = 7). Reproduced from [23] with permission from Cambridge University
Press.
greater influence to Co and Fe than the other clustering algorithms. Additionally, the
equimolar region is a separate cluster to the surrounding regions at similar Zr at.%.
This algorithm accurately identifies the phase boundary at high Zr concentrations.
Similar to the agglomerative clustering algorithm, it treats the low Zr concentration
as different clusters depending on the Co and Fe concentrations.
Figure 3.12 shows the results of DBSCAN. This algorithm correctly identifies a
phase boundary at both high and low Zr concentrations, and classifies the remainder
of the ternary as a single cluster. This aligns well with the observed amorphous-
crystalline classification of the ternary, but it does not account well for the gradient
as Zr concentration is changed. Additionally, DBSCAN has several small clusters in
the Fe-rich region that do not reflect the measured data.
Figure 3.13 shows the results of the spectral clustering algorithm. This algorithm
predicts very similar to the agglomerative clustering algorithm; however, unlike ag-
glomerative clustering, the spectral clustering algorithm accurate identifies the phase
boundary at 80 at.% Zr. Similar to the other algorithms, spectral clustering identifies
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Figure 3.12: Clustering results for Co-Fe-Zr ternary: DBSCAN algorithm (eps =
0.0009, min_sample = 5). Reproduced from [23] with permission from Cambridge
University Press.
two different clusters at low Zr concentrations based on the Co concentration. Based
on a 1-to-1 mapping of the clustering results to the FWHM at FSDP, the spectral
clustering algorithm has the best performance.
3.2.4 Expert Analysis
In keeping with the results from the segmentation approaches, the Co-Fe-Zr ternary
has been divided into 5 sections, with the divisions mainly distinguishing between Zr
concentrations. To validate the phase mapping and resulting classifications, 5 points
have been selected, one from each region, for comparison. These points are indicated
by stars in Figure 3.14a and correspond to Zr concentrations of 10, 30, 50, 70, and
85 at.% with a constant Co:Fe ration of 1.5. The individual spectra at each point are
shown in Figure 3.14b. At low Zr at.%, sharp diffraction peaks indicate the presence
of crystalline phases. The Co-Fe binary contains a single BCC phase with a FSDP
of 3.1 Å−1. A small peak at 3.5 Å−1 is caused by the Si substrate. At moderate Zr
concentrations between 30 and 50 at.%, the FSDP broadens significantly, indicating
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Figure 3.13: Clustering results for Co-Fe-Zr ternary: Spectral clustering algorithm
(n_clusters = 6). Reproduced from [23] with permission from Cambridge University
Press.
glass formation at these concentrations. As the Zr is increased to 70 at.%, the FSDP
begin to sharpen. This peak is still broader than standard crystalline peaks, and
may be classified as partially crystalline. The peak sharpening here may explain why
the agglomerative clustering grouped this region with the phase boundary at high
Zr concentrations. Finally, at 85 at.% Zr, a large crystalline peak forms at 2.5 Å−1.
This also corresponds to a BCC Zr phase, which is known to be stabilized by both
Fe and Co [32].
In summary, it has been shown that segmentation approaches for automatic phase
detection of thin film samples is an excellent means of on-the-fly phase detection for
beamlines. The nearest neighbor algorithm in 2 dimensions is capable of using the
raw 2-D XRD images from the area detector without any preprocessing and identify
changes in phase across the material. This processing technique allows information
to be rapidly delivered to the user at near instantaneous speed, which increases the
rate of knowledge acquisition and, subsequently, the rate of materials discovery.
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Figure 3.14: Expert analysis of Co-Fe-Zr ternary system (a) The Co-Fe-Zr is seg-
mented into 5 groups as suggested by the segmentation algorithms. The starts rep-
resent points selected from each region for closer examination. (b) Q-Intensity plot
of the selected spectra. Reproduced from [23] with permission from Cambridge Uni-
versity Press.
3.3 Iterative Machine Learning through Addition of
High-Throughput Data
Data extracted from the Landolt-Börnstein handbook for metallic glasses was used
as an initial training set for the ML model [33]. The handbook contains roughly 7000
compositional data points, 5000 of which were classified as amorphous and another
2000 classified either partially crystalline or crystalline. For the purposes of our
algorithm, we classified all partially crystalline materials as crystalline.
The ML algorithm used was The Materials Agnostic Platform for Informatics
and Exploration (Magpie), a Java-based application which automatically computes
attributes and searches for new materials. This platform uses a random forest al-
gorithm to make predictions and has been shown effective in multiple materials ap-
plications [34]. The algorithm, using the Landolt-Börnstein handbook, was used to
predict the glass forming ability of many ternary composition systems. The search
space for ternary MGs was constrained to materials that were inexpensive, easy to
acquire, and safe for synthesis via deposition sputtering. These constraints led to the
following possible elements: B, Mg, Al, Ca, Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Zn, Ge,
Sr, Zr, Nb, Mo, In, Sn, Si, Ba, and Ta. The ML algorithm predicted every ternary
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combination of these elements (2024 total ternaries) at 2 at.% spacing, for a total of
2.68 million unique alloy predictions. All alloys with poor predicted GFA (average
GFA less than 80%) were removed from our search, which reduced the number of MG
candidates to 15944 alloys in 149 different ternaries. From these, two ternaries were
chosen that displayed high GFA, had experimental data in the Landolt-Börnstein
handbook, and contained a combination of elements that could result in interesting
material properties: Co-V-Zr and Co-Fe-Zr.
A series of depositions were performed using a quartz crystal monitor to determine
the deposition rate at of each individual element at various powers and gun tilts.
The combination of these calibration depositions were used by an in-house developed
sputter deposition model to predict the composition and sample thickness at every
point along a 3 inch wafer. Using this model, all samples were set to be deposited
to a average thickness of 100 nm. The parameters, such as gun power and gun tilt,
were adjusted to minimize the number of samples required to map a compositional
ternary. For the geometry of the deposition chamber used, 3 samples were required
to achieve a maximized gradient across the ternary.
It is well known that metallic glass forming materials are highly synthesis depen-
dent [35, 36]. Therefore, we chose two deposition rate regimes to probe the effects
of synthesis parameters on the glass forming ability. The deposition rate is a direct
consequence of the gun power and gun tilt, where the power more drastically impacts
the rate. The high deposition rate regime was >0.25 Å/s and the low deposition rate
regieme was <0.08 Å/s. The following sections are divided into individual ternary
composition regimes. The Co-Fe-Zr and Co-V-Zr were both in the initial generation,
referred to as generation 1. Subsequently, Co-Ti-Zr, Co-Cr-Zr, Fe-Nb-Ti, and Ni-Si-
Ti were predicted using a combination of the Landolt-Börnstein handbook and the
data collected in generation 1. Incorporation of the new data from generation 1 was
not straightforward. Each ternary provided nearly 1500 new unique observations, the
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combination of which amounts to half the total observations in the Landolt-Börnstein
handbook, but condensed into just 2 composition spaces. This creates a significant
asymmetry in the dataset that needs to be accounted for and balanced. In order to do
this, the data included into the ML training set from generation 1 was downsampled.
The ternary system in the Landolt-Börnstein handbook with the highest density is
Mg-Ti-Al, with 65 data points. This number was used as a maximum sample size,
and 65 data points were randomly selected from both ternary systems. To account
for these random selections, future models were run at least 5 times with different
random selections from the generation 1 ternaries, and the average of all 5 models
are reported for generation 2 predictions.
3.3.1 Co-Fe-Zr
The Co-Fe-Zr ternary was predicted by the ML model based on the Landolt-Börnstein
handbook data, and the predictions are shown in Figure 3.15. The Co-Fe-Zr ternary
contains 36 experimental data points, indicated by the red stars on the predictions.
Most of the experimental data falls on the 10% Zr, with varying concentrations of Co
and Fe. The remainder of the data fall along binary compositions of either Co-Zr or
Fe-Zr. A majority of the ternary is predicted to have a high glass forming probability
(GFP), with low GFP regions only predicted as concentrations approach the Co-Fe
binary or monometallic Zr.
Data collected via high-throughput (HT) synthesis and x-ray diffraction (XRD)
characterization for the Co-Fe-Zr system is shown in Figure 3.16 for the high atomic
deposition rate condition and Figure 3.17 for the low atomic deposition rate condi-
tion. The colorscale is the full width half max (FWHM) of the first sharp diffraction
peak (FSDP), which has been used previously in the literature as an indication of
the crystallinity of the sample [37]. Higher (yellow) values of the FWHM of the
FSDP indicate a more amorphous sample. Interestingly, there is very little difference
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Figure 3.15: Predicted glass forming probability for Co-Fe-Zr using the Landolt-
Börnstein handbook as a training set.
between the high and low deposition rate samples. Both samples exhibit a phase
boundary that roughly runs along the 10% Zr line. A second phase boundary occurs
around >70% Zr. Between these phase boundaries, the degree of crystallinity varies
between a FWHM of 0.45 and 0.80 Å−1. The highest glass-forming region occurs as
the compositions approach equimolar in both regimes; however, the glass-formation is
primarily a function of the Zr%. This is observed in both samples, where the gradient
is perpendicular to the Zr lines.
The variation of FWHM as a function of Zr is interesting. Phase diagrams indicate
the formation of a Zr2Co11 along the 10% Zr line. Below 10% Zr, the most likely
phase formation is a Co-Fe phase, which is likely the cause of drastic increase in
crystallinity below this Zr concentration. As the concentrations approach equimolar,
the formation of a C15 ZrX2 Lave phase is likely. Since Fe and Co are similar in both
size and electronic properties, these atoms likely form a Zr(Co, Fe)2 phase where Co
and Fe are easily replaceable. The similarity of the molecules accounts for why there
is such a large region of amorphous behavior. At higher Zr% ( 70%), the formation of
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Figure 3.16: Co-Fe-Zr XRD results at a deposition rate greater than 0.25 Å/s.
Figure 3.17: Co-Fe-Zr XRD results at a deposition rate less than 0.08 Å/s.
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a Zr2Co phase is likely. This phase is attributed to the sudden increase in crystallinity
at higher Zr%.
The model predictions were updated after the initial Co-Fe-Zr and Co-V-Zr sam-
ples were tested. To explore the effects of the additional HT data on the ML model,
the predictions were reassessed after addition of the new data. For the Co-Fe-Zr
generation 2 predictions, Co-V-Zr data was added to the Landolt-Börnstein hand-
book dataset. None of the Co-Fe-Zr data was included, since this would significantly
improve the accuracy of the ML model by allowing it to predict itself, which is a
pointless endeavor. The generation 2 predictions are shown in Figure 3.18. The ad-
ditional Co-V-Zr HT data included in the model has caused significant changes in
the predictions, such that the model now predicts only the equimolar region, con-
tained within the duck-shaped area, as being high glass forming. The addition of
the high-quality HT data to the Landolt-Börnstein handbook data results in a much
more stringent ML model, where the predicted glass forming regions are more likely
to to be true positives at the cost of significantly more true negatives. This trade-off
ensures that the model better navigates the researcher to glass forming regions, but
increases the change of missing some compositions which have a lower probability of
producing an amorphous material.
3.3.2 Co-V-Zr
The Co-V-Zr ternary was predicted by the ML model based on the Landolt-Börnstein
handbook data, and the predictions are shown in Figure 3.19. A majority of the ex-
perimental data, indicated by the red stars, are clustered in the high-Co regime of
the ternary, where Co > 60% and Zr and V vary between 0 and 20%. The remainder
of the data points fall along the Co-Zr binary, similar to the Co-Fe-Zr system. Us-
ing these experimental points coupled with the remainder of the Landolt-Börnstein
dataset, the model predicts a high glass forming region at >40% V with Co and Zr
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Figure 3.18: Predicted glass forming probability for Co-Fe-Zr using the combination of
the Landolt-Börnstein handbook and the downsampled Co-V-Zr dataset as a training
set.
concentrations greater than 10%. A weaker glass forming region exists between 40%
and 20% V, followed by a significant drop in GFP below 20% V.
XRD data for the Co-V-Zr systems in both the high deposition rate and low
deposition rate regimes are shown in Figures 3.20 and 3.21, respectively. In the
high power regime, the equimolar concentration has significantly more amorphous
characteristic than the surrounding regions. Unlike the Co-Fe-Zr system, there are
no significant phase boundaries or drastic changes aside from the equimolar region.
In the low power regime, the glass forming ability extends into the equimolar region
and, between 10-20% V, there is a significant amorphous between 20% and 60% Co.
Unlike in the Co-Fe-Zr system, V and Co do not have similar sizes and electronic
properties, and therefore are unlikely to substitute for each other in a Lave phase.
The expected phase at the equimolar region is expected to be ZrCo2, again a Lave
phase. It is expected that the Lave phase stabilizes the metastable glass phase and
prevents onset of crystallization. Specifically, relative to surrounding phases, the Lave
phase has a significantly higher melting point.
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Figure 3.19: Predicted glass forming probability for Co-V-Zr using the Landolt-
Börnstein handbook as a training set.
Figure 3.20: Co-V-Zr XRD results at a deposition rate greater than 0.25 Å/s.
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Figure 3.21: Co-V-Zr XRD results at a deposition rate less than 0.08 Å/s.
Inclusion of the Co-Fe-Zr downsampled data leads to the updated predictions
shown in Figure 3.22. Again, inclusion of high-quality HT data significantly improve
the accuracy of the ML predictions, leading to predictions of a much narrower glass
forming region, but with a high degree of accuracy.
3.3.3 Updated Model Predictions
After collection of the XRD data for the Co-Fe-Zr and Co-V-Zr samples, the data
was processed and added to the ML model. Predictions made with the additional
data are denoted as generation 2. The data from Landolt-Börnstein handbook was
in the form of binary classification - i.e. either the material was a glass (1, or true)
or the material was crystalline (0, or false). Unlike the Landolt-Börnstein handbook,
the data collected via XRD and processed to extract the FWHM of the FSDP is on a
continuous, rather than binary, scale. Values for the FWHM range from 0.3 Å−1 up
to 0.9 Å−1. In order to discretized these values, a threshold needs to be established
as a pass-fail criterion. We define the FWHM of the FSDP for amorphous silica
(0.57 Å−1) as the threshold, such that samples with a FWHM of FSDP greater than
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Figure 3.22: Predicted glass forming probability for Co-V-Zr using the combination of
the Landolt-Börnstein handbook and the downsampled Co-Fe-Zr dataset as a training
set.
0.57 Å−1 are classified as glass, while samples with a sharper FSDP is classified as
crystalline [38]. Applying this criterion to the samples provides a binary classification
that can be provided to the ML model similar to the Landolt-Börnstein handbook. It
should be noted that using a FWHM threshold of 0.57 Å−1 is more strict compared
to most literature values. The typical threshold value for the FWHM of MGs is
around 0.5Å−1 [39, 40], although some groups have reported as low as 0.32Å−1 [41,
42]. Our model, therefore, is more likely to predict true positives due to the strict
threshold provided to the HT model. Generation 2 of the model was used to predict
two similar ternaries, Co-Ti-Zr and Co-Cr-Zr, and two ternaries that differ greatly
from the current Co-X-Zr pattern, Fe-Nb-Ti and Ni-Si-Ti.
3.3.4 Co-Cr-Zr
The Co-Cr-Zr ternary was predicted by the ML model based on the Landolt-Börnstein
handbook alone, shown in Figure 3.23. Another prediction was made using the ad-
dition of high quality HT data, downsampled to about 70 data points per ternary,
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Figure 3.23: Predicted glass forming probability for Co-Cr-Zr using the Landolt-
Börnstein handbook as a training set.
combined with the data from the Landolt-Börnstein handbook, which is shown in
Figure 3.24. As seen, the generation 1 prediction indicated high probability of glass
formation between 10% Zr and 60% Zr at below 60% Cr. This is fairly consistent with
other Co-X-Zr systems which, for generation 1, had a high GFP in a large region near
equimolar composition. With the addition of the HT data, however, the predictions
become much more restrictive. The only high GFP region exists between 10 and 20%
Cr and 30 to 50% Zr, with balance Co.
XRD data for the Co-Cr-Zr ternary is shown in Figure 3.25. Similar to the Co-Fe-
Zr system, there is a significant phase change along the 10% Zr line, and a crystallinity
gradient as the Zr concentration changes. This is especially interesting considering
that Cr is closer in size to V than it is to Fe. The Co-Cr-Zr ternary has the highest
glass forming region between about 30 and 50 % Zr and between 10 and 30 % Cr.
This region overlaps well with the updated predictions from the generation 2 ML
algorithm. Even the moderately glassy regions from these predictions are correct,
which predicted the region between 30 and 60 % Zr to have the highest GFP. This
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Figure 3.24: Predicted glass forming probability for Co-Cr-Zr using the Landolt-
Börnstein handbook and the data from generation 1 HT experiments as a training
set.
region is observed to be the most amorphous in the experimental data.
3.3.5 Co-Ti-Zr
The Co-Ti-Zr ternary was predicted by the ML model based on the Landolt-Börnstein
handbook alone, shown in Figure 3.26. Another prediction was made using the ad-
dition of high quality HT data, downsampled to about 70 data points per ternary,
combined with the data from the Landolt-Börnstein handbook, which is shown in
Figure 3.27. The generation 1 predictions show a moderately glassy region from
about 10 to 60% Zr. This ternary, of all the generation 1 predictions in the Co-X-Zr
composition spaces shown here, is predicted to have the lowest GFP. With the gen-
eration 2 update, the GFP becomes much higher between 40 and 60% Co and 40 to
80% Ti.
XRD data for the Co-Ti-Zr ternary is shown in Figure 3.28. There is a strong
phase boundary that begins above 40% Zr and also follows along the 20% Co line.
Below 40% Zr and above 20% Co, there is a large, highly amorphous region that
139
Figure 3.25: Co-Cr-Zr XRD results using the FWHM of FSDP (in Å−1) as the color
map. Yellow indicates more amorphous.
Figure 3.26: Predicted glass forming probability for Co-Ti-Zr using the Landolt-
Börnstein handbook as a training set.
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Figure 3.27: Predicted glass forming probability for Co-Ti-Zr using the Landolt-
Börnstein handbook and the data from generation 1 HT experiments as a training
set.
extents until the Co is over 60%. Between 60 and 80 % Co, there is still a high
degree of amorphous behavior, but it gradually decreases as the Co % increases. The
generation 1 predictions are decently accurate at predicting the Co-Ti-Zr behavior,
but contain erroneous predictions as the model does not predict the phase boundary
at 40% Zr. The generation 2 predictions, however, seem to gain some insight into the
phase boundary. The band between 40% and 60% Co corresponds well with the high
glassy region in the Co-Ti-Zr ternary data. The generation 2 predictions do miss out
on the highly glassy region between 20% and 50% Co and high Ti concentrations,
but it is able to accurately predict behavior at low Ti concentrations from the other
Co-X-Zr systems.
3.3.6 Fe-Nb-Ti
Unlike previous ternaries, Fe-Nb-Ti exists outside of the Co-X-Zr structure and pro-
vides a picture of how well the ML model predicts using the HT data outside of the
prior composition regime. It does, however, overlap slightly with the Co-Fe-Zr sys-
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Figure 3.28: Co-Ti-Zr XRD results using the FWHM of FSDP (in Å−1) as the color
map. Yellow indicates more amorphous.
tem, since one of the elements is present in this dataset. The Fe-Nb-Ti ternary was
predicted by the ML model based on the Landolt-Börnstein handbook alone, shown
in Figure 3.29. Another prediction was made using the addition of high quality HT
data, downsampled to about 70 data points per ternary, combined with the data from
the Landolt-Börnstein handbook, which is shown in Figure 3.30. The generation 1
predictions indicate high GFP in most of the composition space, excluding the regions
of less than 10% Fe or less than 5% Nb. The generation 2 predictions, however, are
more restrictive. The highest GFP for generation 2 exists between 20 and 40% Nb
and Fe concentrations greater than 20%.
XRD data for the Fe-Nb-Ti ternary is shown in Figure 3.31. This ternary system
has very little glass formation, and the scale bar for the color map has been adjusted in
response so that there is better contrast in the system (maximum FWHM of FSDP has
been changed from 0.80 in prior plots to 0.60 in this plot). The most amorphous region
exists between 40% and 70% Fe. Compared to the experimental data, the generation
1 data is completely erroneous, indicating that the Landolt-Börnstein handbook did
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Figure 3.29: Predicted glass forming probability for Fe-Nb-Ti using the Landolt-
Börnstein handbook as a training set.
Figure 3.30: Predicted glass forming probability for Fe-Nb-Ti using the Landolt-
Börnstein handbook and the data from generation 1 HT experiments as a training
set.
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/Figure 3.31: Fe-Nb-Ti XRD results using the FWHM of FSDP (in Å−1) as the color
map. Yellow indicates more amorphous.
not contain enough information for this prediction. The updated predictions from
generation 2 have much better alignment with the experimental data, although they
still contain glass predictions that are clearly crystalline in the experimental data.
While the results are not as accurate as desired, this is a prime example of how the
ML model can learn from the HT data and would guide experments in this ternary
space to glass forming compositions.
3.3.7 Ni-Si-Ti
The Ni-Si-Ti ternary exists outside of the Co-X-Zr ternary regime previously inves-
tigated, and it has no overlapping elements with the high quality HT data in the
ML model. This system exists as another example for how the ML model will per-
form outside of the consistent composition space. The Ni-Si-Ti ternary was predicted
by the ML model based on the Landolt-Börnstein handbook alone, shown in Fig-
ure 3.32. Another prediction was made using the addition of high quality HT data,
downsampled to about 70 data points per ternary, combined with the data from the
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Figure 3.32: Predicted glass forming probability for Ni-Si-Ti using the Landolt-
Börnstein handbook as a training set.
Landolt-Börnstein handbook, which is shown in Figure 3.33. Interestingly, both the
generation 1 and generation 2 predictions have identical shapes, but the addition of
the HT data causes a massive decrease in the predicted GFP.
XRD data for the Ni-Si-Ti ternary is shown in Figure 3.34. This ternary has
significantly higher FWHM at FSDP, and the color map scale has been adjusted
(maximum of 1.0 as opposed to 0.8 in the Co-X-Zr samples). There is a definite phase
boundary at Ni concentrations greater than 70%. Below that, there is a strong glass
behavior dependance on the Si concentration. As the amount of Si in the sample
increases, the FWHM at FSDP also increases. It appears both generation 1 and
generation 2 predictions were not able to capture the behavior of this system; however,
both models do seem to account for the phase boundary at high Ni concentrations.
3.3.8 Model Evaluation
The model was evaluated at all generations using a receiver operator characteristic
(ROC) curve. In this analysis, the third generation includes the Landolt-Börnstein
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Figure 3.33: Predicted glass forming probability for Ni-Si-Ti using the Landolt-
Börnstein handbook and the data from generation 1 HT experiments as a training
set.
Figure 3.34: Ni-Si-Ti XRD results using the FWHM of FSDP (in Å−1) as the color
map. Yellow indicates more amorphous.
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Figure 3.35: ROC curve for generation 1-3 of the ML model, shown with the equiv-
alent of a 50-50 guess in dashed orange. From [43]. Reprinted with permission from
AAAS.
handbook, the original Co-V-Zr and Co-Fe-Zr data, and the 4 additional ternaries
described above. As seen, the inclusion of high quality HT data resulted in significant
improvement from the 1st generation to the 2nd generation. With the inclusion of
the additional data for the third generation, the model did not see such significant
improvement. The true-positive rate did increase at low false-positive rate with the
additional data, which indicates model improvement, but not at the same rate ex-
pected from the first increase. The inclusion of more Co-X-Zr data was not expected
to change the model significantly, but inclusion of the other two systems was expected
to increase the model performance more due to inclusion of unique information.
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3.3.9 Physiochemical Theories
Multiple physiochemical theories (PCT) have been created in an attempt to predict
metallic glass formation. These theories are locally accurate, but they do not cap-
ture the full characteristics of all ternary systems and therefore cannot accurately
predict outside of a narrow composition space. A few of these PCT were considered
and included into the ML model to predict glass formation. The ML is capable of
determining when the PCT apply and where they are erroneous, thus allowing the
combination of multiple PCT to improve the predictions of the model as a whole.
One PCT considered was the high-entropy solid-solution formation theory pro-
posed by Yang and Zhang [17]. This theory is based primarily on the entropy and
enthalpy of mixing between two metals. The entropy of mixing for a multicomponent
system is typically defined as
∆Hmix =
n∑
i=1,i 6=j
Ωijcicj
where Ωij is the solution interaction parameter between elements i and j, and ci and cj
are the respective atomic percentages of the respective elements. The Ωij parameter
is defined as the product of 4∆HmixAB , where ∆HmixAB is the binary enthalpy of mixing
as defined by the Miedema macroscopic model for binary alloys [44]. The enthalpy
of mixing is defined as
∆Smix = −R
n∑
i=1
cilnci
where ci is the mole percent of element i. Based on these two parameters, Yang and
Zhang define a parameter, Ω, defined as
Ω = Tm∆Smix∆Hmix
where the additional term Tm is the composition-weighted average melting tempera-
ture. The Ω term is used to detemine the formation of solid solutions, where values
of Ω greater than 1 form a solid solution. When Ω is less than one, the mixing en-
thalpy is the predominant term and is more likely to form intermetallics and phase
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segregate prior to the formation of a solid solution. In addition to Ω, a second term,
δ, is introduced to account for differences in atomic size. The δ term is calculated by
the following formula:
δ =
√√√√ n∑
i=1
ci(1− ri
r¯
)2
where ci is the atomic percentage of component i, ri is the atomic radius of com-
ponent i, and r¯ is the average atomic radius of all components weighted by atomic
composition. Based on these two parameters and experimental data, Yang and Zhang
define the formation of bulk metallic glasses (BMG) as being below 1 Ω and having
a δ value between 5 and 18%. In their study, 27 BMGs were found to be within this
boundary, while 2 BMGs had values of Ω approaching 2. Two non-BMG materials,
both classified as intermetallics, were found to exist inside this specified region, and
an additional intermetallic material was reported with an Ω value of 0.8 and a δ
slightly less than 5%. This criteria was included in the ML model as a feature to
provide additional information on BMG formation.
The individual components calculated in ternary space for predictions using this
PCT are shown in Figure 3.36 for the Co-V-Zr system. Of these parameters, Ω and
δ are the two which are used to ultimately determine glass or crystal classification,
and the remaining parameters are components used to calculate Ω and δ. The Ω
values indicate that compositions above 20% Co, roughly, are most likely to form
MGs. Samples with lower V concentrations have lower values of Ω, and consequently,
a higher glass forming probability. This is a direct consequence of the enthalpy of
mixing, which is significantly higher in absolute value at low V concentrations, such
that the mixing enthalpy term dominates and leads to higher glass formation. One
proposed mechanism for this formation is that mixing entropy may directly effect the
formation of chemically ordered clusters, which are known to relate to glass formation
[45]. The atomic size difference term, δ, increases gradually with decreasing V, such
that the highest value of δ occurs near 50% Co-50% Zr, and δ decreases as the
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Figure 3.36: Yang et al. physiochemical theory components in ternary space for the
Co-V-Zr system. Omega and delta are calculated values as defined by [17]. The
enthalpy of mixing, entropy of mixing, and melting temperature are all precursor
values to the calculation of omega.
composition deviates from this composition space.
An example calculation showing the Co-V-Zr ternary diagram (right) also plotted
in Ω − δ space (left) is shown in Figure 3.37. As seen, a majority of the points
experimentally determined to be glass (yellow) fall below 1 on the Ω scale, as observed
by Yang and Zhang. However, unlike the study, the range in which glasses form in the
δ scale is much more narrow, between 8.5 and 11.5%. This narrower range indicates
the possibility that not all ternary compositions are governed by the original rule
set proposed in the PCT, but that through active learning during the training of
the ML algorithm, the model will be able to utilize these parameters and create a
unique rule set for each ternary system. This flexibility of the ML algorithm allows
for greater accuracy than the original PCT, and it allows the PCT to extend outside
of the original parameter space.
A second PCT theory considered is based on the efficient packing of atoms, based
on work by Laws et al. [18]. This theory uses a hard sphere approximation to
determine the geometry of the atoms in the material. The first coordination shell
of every atom is considered and optimized within the composition space to create
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Figure 3.37: Visual mapping of the Co-V-Zr ternary (right) into the Ω− δ (left) from
the PCT proposed by Yang and Zhang. A threshold has been applied to the data,
using the FWHM value of amorphous silica, such that points shown in yellow are ex-
perimentally determined to be glass, while points shown in purple are experimentally
determined to be crystal. The red box on the Ω− δ plot indicates a value below 1 on
the Ω scale.
the most efficient packing geometry. The model provides a packing score at each
composition space, which in turn may be used to determine the likelyhood that a
particular species forms a MG. An example prediction for the Co-V-Zr ternary system
may be seen in Figure 3.38. This PCT predicts high probability of glass formation
near the equimolar compositions, but particularly along the 40 to 50% Zr line. This
prediction differs dramatically from the theory proposed by Yang and Zhang, and
there is no feasible, easily computable means to combine these two theories into a
comprehensive theory. However, the use of ML allows the predictions from both
theories to be input simultaneously and used to generate a final prediction for new
ternary systems.
A third PCT considered for inclusion in the ML model was the power-law scaling
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Figure 3.38: Geometric packing theory predictions for Co-V-Zr. Here, purple indi-
cates high probability of glass formation, while yellow indicates low GFP. From [43].
Reprinted with permission from AAAS.
model developed by Ma et al. [40]. This theory makes a modification of an oft used
power relation between the atomic volume and the FSDP for crystalline species. The
standard model proposed a power of 1/3 to scale 1/q1, the inverse of the first sharp
diffraction peak, with the atomic volume, va. However, when this scaling relationship
is applied to metallic glasses, the equation becomes
q1v
0.433±0.007
a = 9.3± 0.2
where the power, rather than 1/3, is 0.433±0.007 for MGs. For this study, the
MGs considered fit linearly using this relationship with a high degree of accuracy.
When applied to the ternaries collected from our study, the linear fit did not hold.
Moreover, there was no clear distinction between data points which were classified
as crystal and those which were classified as glass. The power law predictions are
shown in ternary space in Figure 3.39 for the Co-V-Zr system. As seen, the power
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Figure 3.39: Power law theory predictions for Co-V-Zr ternary system.
law seems to accurately predict the equimolar region of the ternary space, but it also
erroneously predicts both the high Co region (>70%) and the high Zr region (>60%).
In summary, the coupling of materials properties, HT screening, and ML has
led to the discovery of novel MG-forming ternary compositions. Inclusion of HT
data into the ML model increased the accuracy of the GFA predictions significantly.
Physiochemical theories were added to the model and shown to increase accuracy of
the GFA predictions.
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Chapter 4
Machine Learning Guided High-Throughput
Discovery of Ammonia Decomposition Catalysts
4.1 Scope and Objectives
Heterogeneous catalysis involves complex interactions between adsorbed materials
and a catalyst surface, which gives rise to a multitude of variables that may affect
the performance of the catalyst, such as composition, surface structure, adsorption
strength, reaction temperature, and pressure, to name a few [1, 2, 3, 4, 5]. These
methodologies are often investigated in depth using characterization techniques such
as x-ray diffraction (crystal structure), Raman spectroscopy (surface species), in-
frared spectroscopy (surface species), or electron microscopy (morphology) [6, 7, 8].
However, in the effort to discover new catalysts, it is typically ideal to search over a
large and diverse composition space, which makes in-depth characterization infeasi-
ble. Still, these complex interactions play a major role in catalyst performance, so
many techniques have been developed to attempt to capture these techniques at the
screening level. For example, design of experiments (DOE) was developed in con-
junction with high-throughput experimentation (HTE) to uncover trends in datasets
via statistical interpretation [9, 10, 11, 12]. Genetic algorithms and evolutionary ap-
proaches were designed to encode composition effects on catalyst performance and use
those encodings to optimize catalyst composition [13, 14]. Machine learning (ML) has
been used to predict catalyst performance from a collection of descriptors, typically
composition paired with other properties [15, 16].
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Here, a ML framework is developed that exceeds previous discovery models for het-
erogeneous catalysis. This framework pairs high-throughput experimentation (HTE)
with ML to generate catalyst datasets. These datasets are paired with elemental fea-
tures of catalysts, such as electronegativity or ionization energy, to accurately predict
catalyst conversion towards ammonia decomposition. This framework led to discov-
ery of high-performing novel catalyst compositions which exceed the best catalysts
reported in literature, reported in Section 4.2. Improvements to the ML framework
were made by incorporating experimental spectroscopy into the framework, provid-
ing surface information through Raman spectroscopy and bulk catalyst information
through x-ray diffraction (XRD), see Section 4.3.
4.2 Machine Learning with Small Catalyst Datasets
There are many possible design approaches at the beginning stages of a machine
learning paradigm. One popular approach is to compile results reported in the liter-
ature into a database, as was done in Chapter 3. This approach has also been used
in heterogeneous catalysis to generate composition-based heuristics [17, 18]. While
this approach is the easiest way to generate a starting dataset, it has a number of
potential drawbacks. First, summary of the literature will yield a database with only
positive results. Machine learning algorithms learn trends in datasets that separate
good catalysts from bad catalysts, so a training set of only good catalysts will result
in a significantly weaker ML algorithm. Even if care is taken to include bad data
points, the number of successful results will inevitably outweigh the bad results and
bias the predictions. Second, catalyst performance is very complex and determined
by a number of factors including synthesis and reaction parameters. Different groups
report varying amounts of information, and a data compilation from literature will
inevitably result in gaps within the dataset. For example, some groups may not
report the gas flow rate for the reaction conditions or the calcination time of the
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catalyst. These gaps either need to be filled (typically with a 0 or -1 value), or the
data with gaps must be removed. The prior options will lead to issues when training
the ML model, since most algorithms expect a continuous data range and treat 0/-1
as the true values rather than a flag. The latter option will lead to a small initial
dataset, which defeats the purpose of the literature search in the first place. Third, a
collection of literature data will inevitably contain both true and false results, since
even irreproducible studies still get published. The user, then, is required to either
filter through the data manually and make subjective judgments on the veracity of
the data, or the user must accept that some data within the dataset is invalid. The
plethora of problems associated with a literature summary database warrant pursuit
of other options for database creation.
Therefore, it is pertinent to generate a database ex nihilo. Generation of a
database, rather than compilation from outside sources, allows for greater consis-
tency within the data; in other words, there is greater confidence in the data and
all parameters are known and reported consistently. For this project, 66 ammonia
decomposition catalysts were generated to comprise the ML database. The catalysts
were secondary-element-substituted K-promoted Ru-based catalysts at three weight
loadings: 3,1,12 RuMK, 2,2,12 RuMK, and 1,3,12 RuMK, where 3,1,12 denotes 3 wt%
Ru, 1 wt% M and 12 wt% K and M denotes the secondary metal. This formulation
was chosen based on previous work which optimized the composition of an ammo-
nia decomposition catalyst, where the optimal catalyst was 4,12 RuK supported an
γ-alumina [19]. 33 metals were initially considered for the study, as indicated by the
green shaded elements in Figure 4.1.
Three catalyst formulations were selected from the initial composition space to
serve as the first training set for the machine learning model. Initially, only the 3,1,12
RuMK catalyst formulations were considered to isolate the secondary element as the
only variable. Of the possible elements, Ca, Mn, and In were chosen as the initial
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Figure 4.1: Selection of elements for consideration in the ML dataset. Blue shading
indicates the elements are present in every catalyst. Green shading indicates the
elements were selected for inclusion into a single catalyst.
training set. This selection, which includes an alkaline earth metal, a mid-transition
metal, and a post-transition metal, was believed to maximize the difference in catalyst
features across the periodic table and be an optimal selection for the ML algorithm.
These three catalysts were synthesized and evaluated, see Figure 4.2. The 3,1,12
RuCaK catalyst was the highest performing catalyst at all three temperatures, while
the RuMnK and RuInK had varied performance at each temperature. For example,
RuMnK was better than RuInK at 300◦Cand 350◦Cbut worse at 250◦C. The data for
these three catalysts were compiled into a training set for use by the ML model.
The ML, trained on a training set comprised of 3 catalysts, was used to predict
the ammonia conversion for the remaining elements selected for this study. These
predictions were made at three reaction temperatures and are shown in Figure 4.3.
The predictions at 250◦Care slightly stratified, where one catalyst (3,1,12 RuSrK)
clearly exceeds all other catalysts in predicted performance. A small group of better
performing catalysts exists near 20% predicted conversion, but the bulk of catalysts
are predicted to have a similar conversion centered around 16%. Conversion pre-
dictions at 300◦Cshow the best stratification, where four catalysts are predicted to
be better performing than the remaining catalysts by at least 10% conversion. The
3,1,12 RuSrK catalyst is still predicted to be the best, and it is followed by RuMgK,
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Figure 4.2: Reaction data for 3,1,12 RuMK catalysts (M=secondary element) for the
initial training set of the ML model.
RuScK, and RuYK. At 350◦C, the conversion predictions have the worst stratifica-
tion. Three catalysts are predicted to perform poorly (RuBiK, RuPbK, RuSnK). The
remainder of the catalysts fall into two groups, one with predicted conversion greater
than 80% and another with predicted conversion less than 80%.
Using the predictions from the ML model and the 3-catalyst training set, a subset
of the initial composition space was selected. The best four predicted catalyst com-
positions were selected (RuSrK, RuMgK, RuSrK, and RuYK) followed by a pseudo-
random selection of the remaining catalyst compositions, which included the following
secondary elements: Cu, Mn, Ni, Cr, W, Hf, Zn, Bi, Pd, Mo, Rh, Os, Pt, Au, Nb, and
Fe. Ideally, the model should include both positive and negative results to accurately
learn trends in the dataset. Therefore, the selection was performed pseudo-randomly,
where each of the remaining elements had an equal chance to be selected, but the
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Figure 4.3: Predicted ammonia conversion for all 3,1,12 RuMK catalysts, where M is
the secondary metal, using the 3,1,12 RuCaK, 3,1,12 RuMnK, and 3,1,12 RuInK cat-
alysts tested at 250◦C, 300◦C, and 350◦Cas a training set. The gray border indicates
the number of metal-substituted catalyst formulations at each predicted conversion
value.
selection was rejected if one of the worst performing catalysts was not included in
the selection. The final catalyst selection, along with the measured conversion of
the selected catalysts, can be seen in Figure 4.4. Qualitatively, the catalyst predic-
tions appear to rank the catalysts correctly, where the best four predicted catalysts
also have the highest measured conversion. However, some catalysts at 350◦Cdeviate
significantly from the predictions. For example, RuPdK performs much better than
predicted, while RuNbK has significantly worse performance. The ML model ap-
pears to have learned enough trends from the 3-catalyst training set to rank the
performance of the catalysts, but it does not have enough information to accurately
predict the correct ammonia conversion.
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Figure 4.4: Comparison of the predicted conversion (top left) of each secondary metal
to the measured conversion (bottom right) at all 3 reaction temperatures. The scale
bar indicates ammonia conversion. The gray triangles in the bottom right indicate
that secondary element was not selected for measurement. The elements are sorted
by the predicted conversion at 300◦C.
A more quantitative examination of the model performance is shown in Figure
4.5. At 250◦Cand 300◦C, the best 4 catalyst compositions can be seen at higher
predicted and measured conversions (>40% measured conversion and >70% measured
conversion at the respective temperatures). The mean absolute error (MAE) of the
model trained on the 3-catalyst training set is 18% conversion. There are no studies
in heterogeneous catalysis that report a MAE for comparison, but small datasets are
typically known to approach a scaled error of 0.15 in other fields [20], which would
correspond to a 15% conversion error in this study, since values for conversion are on
a 0 to 1 scale.
To provide a better reference value for the MAE, a pseudo-model was trained
where both the training data and the feature values were assigned by a random
number generator. This random model used 100 features with randomly assigned
values between 0 and 1 for each pseudo-catalyst. The pseudo-model was trained and
evaluated 100 times and yielded an average MAE of 27% conversion. Therefore, an
MAE at or above 27% conversion is considered to have no useful information.
In Figure 4.5, there are a number of catalysts which have significantly higher error
than the rest. Most noticeably, the cluster of catalysts with low measured conversion
at 350◦Ccontribute greatly to the inaccuracy of the model. These catalysts contain
the secondary elements Cu, Mo, Pt, Bi, Fe, Re, and Nb. One probable explanation
for the poor predictions of these secondary elements is the unbalanced training set.
As seen earlier in Figure 4.2, at 350◦Cboth the RuCaK and the RuMnK catalysts had
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Figure 4.5: ML predictions compared to measured conversion for 3,1,12 RuMK cat-
alysts trained on the 3-catalyst training set. The parity line indicates a perfect
prediction, the blue band indicates catalyst within 10% error, and the yellow band
indicates catalysts within 20% error.
excellent measured ammonia conversion greater than 90%. Additionally, the RuInK
catalyst had a measured ammonia conversion of 51%. The high performance of all
these catalysts inevitably leads to a bias towards higher predicted values. Since a
majority of the outliers are transition metals and most similar to RuMnK, the high
predicted values are unsurprising. The higher predicted values for RuBiK are, on
the other hand, more surprising, given that RuInK had a lower prediction value. In,
however, has a vastly different electronic configuration ([Kr]4d105s25p) compared to
Bi ([Hg]6p3), which could be the reason that the trends learned by the ML algorithm
did not influence the Bi prediction.
The qualitative accuracy of the model in correctly ranking catalyst performance
was surprising, especially considering it was only trained on 3 catalysts. The original
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selection of these 3 catalysts was deliberate to maximize the feature difference, but
the algorithm success may not be derived from that particular choice. Therefore, it
was desirable to test whether the initial selection was a direct cause of the algorithm’s
successful predictions. To test this, an algorithm was designed to iterate through all
possible combinations of three catalyst from the 3,1,12 RuMK dataset (M=secondary
element). The three selected catalysts were compiled into a dataset and subsequently
used to train a ML model and predict the other measured catalysts. To evaluate the
ability of the model to correctly rank catalysts, multiple criteria were evaluated. To
evaluate the model’s ability to correctly rank catalysts, a tally system was used where
either the highest predicted secondary elements was tallied or the top 5 secondary
elements were tallied. After iterating through all possible catalyst combinations, the
tallies were summed to determine which catalysts were frequently predicted to be high
performing. In all, 1771 different models comprised of unique 3-catalyst training sets
were evaluated.
Figure 4.6 shows the results when only the highest predicted catalyst was tallied.
The most frequently predicted secondary elements was Ca, which was not one of
the top predicted catalysts in the original model because it was part of the initial
training set comprised of RuCaK, RuMnK, and RuInK, and therefore, the algorithm
was forbidden to predict it at all. However, as shown in Figure 4.2, RuCaK had
high conversion at all temperatures, and thus the algorithm correctly predicts it as a
good catalyst. The next 3 catalysts, containing the secondary elements Mg, Sr, and
Sc, are identical to the original model predictions. The other element predicted by
the original training set, Y, is ranked 6th. The results indicate that, while there are
clearly bad choices for an initial training set that would lead to erroneous results, the
majority of 3-catalyst training sets lead to accurate predictions.
Figure 4.7 shows the results when the best 5 predicted catalyst were tallied. In-
cluding the top 5 catalysts, rather than just the best catalyst, yields similar results,
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Figure 4.6: Percentage of tallied count for the highest predicted catalyst for all pos-
sible 3-catalyst dataset combinations of secondary elements. In total, 1771 training
sets were evaluated.
where the best 5 catalysts experimentally are also the most likely to be predicted
if a 3-catalyst training set were randomly selected. The top predicted catalyst is
Mg, which appears almost 50% of the time in the predicted datasets. The next 4
catalysts with the highest percentages are RuCaK, RuScK, RuSrK, and RuYK, 3 of
which were catalysts that were predicted by the ML model as high performing. The
other catalyst formulation, RuCaK, was not predicted to be high performing by the
3-catalyst training set because it was part of the initial training set, and therefore,
the algorithm was forbidden to predict it. However, as shown in Figure 4.2, RuCaK
had high conversion at all temperatures. Finally, RuMnK is predicted to be high
perforing, followed by a significant drop in the percentage appearance in the top 5
catalysts from 30% to about 20%. Therefore, the ML model is able to learn trends
from these small datasets that apply across the parameter space as a whole. From
these learned trends, the ML model is able to rank the catalysts correctly.
Within the entire 1771 possible 3 catalyst training sets, 429 combinations (24%)
do not correctly predict the Y, Sc, Sr, or Mg to be in the top 5 catalyst compositions.
Many of these combinations had the selected secondary elements clustered together,
such as ScSrY or BiInPd, both of which predicted Ca to be the worst secondary
element. Conversely, there were 427 catalyst combinations that accurately predict at
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Figure 4.7: Percentage of tallied count for the 5 highest predicted catalysts for all pos-
sible 3-catalyst dataset combinations of secondary elements. In total, 1771 training
sets were evaluated.
least 4 of the best 5 secondary elements correctly. These catalyst combinations were
much less clustered, such as CaPtBi or SrPtZn. Additionally, there were 19 catalyst
compositions that predicted all secondary 5 elements correctly. Interesting, a major-
ity of these compositions contained Hf, such as HfMoRe or HfNiW. The remainder
of catalyst combinations predicted between 1 and 3 of the best secondary elements
correctly. Therefore, a random selection of 3 elements would have a 75% probabil-
ity of correctly leading to the discovery of a high performing catalyst composition.
This probability can be further increased by intelligent selection of a training set, or
inclusion of even more catalysts into the initial training set.
It has been demonstrated that the ML algorithm is able to extract trends across a
single parameter, the secondary element, and make reasonable predictions based on
these learned trends. Next, the ML was evaluated while changing a second parameter,
the weight loadings. Using the same secondary elements as selected previously, ad-
ditional catalysts were synthesized and evaluated at 2,2,12 and 1,3,12 RuMK. Thus,
this study evaluates the ability of the ML model to learn across both secondary el-
ements and 3 different weight loadings. All of these catalyst formulations described
above were evaluated using a high-throughput 16-channel reactor, allowing for rapid
acquisition of the ammonia conversion for each catalyst. The reaction data, grouped
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Figure 4.8: Reaction data collected in high-throughput reactor at 250◦C, 1% NH3,
and 30,000 hr−1
by secondary element, may been seen at various reaction temperatures in Figures 4.8
to 4.11. At 250◦C, most of the catalysts had poor performance, although the 3,1,12
RuScK catalyst achieved over 50% conversion, which is incredible performance at that
temperature. At 300◦C, some catalysts increase significantly in their performance,
while others remain at low conversion. Of note, 1,3,12 RuHfK and 1,3,12 RuYK
both achieved over 80% conversion with only 1% weight loading of Ru present. At
350◦C, the worst catalyst compositions still achieve very low conversion, but some
compositions increase to over 90% ammonia conversion from their performance at
300◦C. Finally, at 400◦C, most catalyst have near 100% ammonia conversion, and
therefore, due to the homogeneity of the dataset at this temperature, the data here
was not included into the machine learning algorithm. From the measured data, it
is interesting to note that the differences in catalyst performance are most noticable
at 300◦C, which is the same temperature where the ML model predicted the highest
degree of stratification, see Figure 4.3.
First, the performance of the ML to predict the 2,2,12 and 1,3,12 RuMK com-
positions was evaluated. All 3,1,12 RuMK catalysts (22 catalysts total) were used
as a training set to predict these new compositions. The resulting predictions are
shown in Figure 4.12A. The MAE of this model was calculated to be 22% conver-
sion. Notably, a vast majority of the data points fall below the parity line, indicating
a major tendency towards overprediction by the ML model. These overpredictions
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Figure 4.9: Reaction data collected in high-throughput reactor at 300◦C, 1% NH3,
and 30,000 hr−1
Figure 4.10: Reaction data collected in high-throughput reactor at 350◦C, 1% NH3,
and 30,000 hr−1
Figure 4.11: Reaction data collected in high-throughput reactor at 400◦C, 1% NH3,
and 30,000 hr−1
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Figure 4.12: (A) Machine learning predictions compared to measured conversion for
2,2,12 and 1,3,12 RuMK catalysts trained on the 17-catalyst training set, which only
contains data from 3,1,12 RuMK catalysts, where M is the secondary element sub-
stituted for Ru. (B) Machine learning predictions compared to measured conversion
for 2,2,12 and 1,3,12 RuMK catalysts trained on the 23-catalyst training set, which
includes all 3,1,12 RuMK catalysts and RuCaK, RuMnK, and RuInK at 2,2,12 and
1,3,12 weight loadings. The inner blue band indicates a 10% error range and the
outer yellow band indicates 20% error.
are a direct consequence of the training set, which contains information about the
secondary elements but no information about changes in weight loading, since all
the catalysts in the training set contain 3% Ru and 1% secondary metal (12% K is
constant across all catalysts). Therefore, the ML model is incapable of predicting
catalyst performance in a new parameter space in which it has no information.
These results are unsurprising but important, since a common misconception
about ML is that it has the ability to make accurate predictions blindly. Even human
ability to make accurate predictions is confined to the knowledge of that particular
human. For example, a biologist with no knowledge of catalysis would not be ex-
pected to accurately predict whether Ru or Ni is a better ammonia decomposition
catalyst without first gaining knowledge on the subject matter. Only after acquiring
the correct knowledge would that biologist be expected to provide an accurate an-
swer. Similarly, the ML model must “acquire” knowledge on a particular parameter
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in order to accurately predict its effects.
Therefore, in order to provide adequate information to the ML model, 6 additional
catalysts were added at 2,2,12 and 1,3,12 RuMK compositions: RuCaK, RuMnK, and
RuInK. These 6 catalysts provide a small amount of information on how changes in
Ru and the secondary element effect the catalyst performance, but this additional
information has a drastic effect on the ML performance and accuracy as a whole. By
adding just 6 catalysts to the 3,1,12 RuMK dataset (total of 28 catalysts), the MAE is
decreased to 13% conversion and the predictions shift significantly towards the parity
line, see Figure 4.12B. This shift demonstrates the ability of ML algorithms to learn
from the addition of small datasets in new parameter spaces and accurately predict
within those new parameter spaces using the additional knowledge provide by the
data set.
Originally, 6 additional catalysts were added to be consistent with the initial 3-
catalyst training set; however, it is desired to know how many additional catalysts
is optimal, or at least sufficient, to achieve accurate predictions in a new parameter
space. Therefore, to explore this question, the number of secondary elements were
varied from 0 (only the 3,1,12 RuMK dataset consisting of 18 catalysts) to 15. These
catalysts were added in pairs, such that for every additional secondary element, both
the 2,2,12 and 1,3,12 RuMK catalyst compositions for that element were selected.
For each number of additional secondary elements, a random selection of that many
elements from the full dataset were chosen and compiled with the 3,1,12 RuMK data
to form the training set. This process was performed 20 times at each number of
secondary elements. The results are shown in Figure 4.13. The MAE of the model
decreases continually as catalysts are added up to 5 additional secondary elements.
After 5 additional secondary element pairs, the additional MAE decrease per added
pair becomes smaller. The entire parameter space consists of 66 catalyst composi-
tions; therefore, it can be speculated that roughly 15% of a new parameter space
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Figure 4.13: 2,2,12 and 1,3,12 RuMK catalysts were added sequentially to the full
3,1,12 RuMK dataset to determine the optimal number of catalyst for improved ML
performance. 20 random combinations of secondary elements were chosen at each
point. The average MAE of the ML models trained on all 20 combinations are
reported along with the standard deviation.
should be accounted for in order to optimally decrease the MAE of a ML model.
More testing of this heuristic would be required to validate it, however.
After establishing the model’s ability to learn from modifications in the training
set, the model performance itself was evaluated with the intent of extracting scientific
understanding from the trends learned by the ML model. First, in order to ensure
the model is truly using the catalyst features provided, the model was evaluated with
several different modifications to the feature set. First, the real catalyst features were
replaced with a feature set comprised of randomly generated numbers. There are cases
reported in the literature where machine learning algorithms are overdetermined, such
that the algorithm is able to make connections regardless of the feature values [21].
The results for the randomly generated feature set are shown in Figure 4.14. The
model MAE using randomly generated features is 26% conversion, which sets an
upper threshold for the MAE. Any models trained which have an MAE equal to or
greater than 26% conversion can be considered overdetermined, and therefore, not
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Figure 4.14: Machine learning model predictions using a feature set generated by a
random number generator.
making use of the real chemical information provided to the model.
Figure 4.15 utilizes the same randomly generated feature set as Figure 4.14, how-
ever, the reaction temperature and mole fraction loadings of the catalysts were added.
Inclusion of these features is intended to mimic the feature sets reported in the litera-
ture for machine learning on heterogeneous catalysis [22, 15]. This approach increases
the model MAE to 20% conversion, but still fails to capture major trends in the data.
Over 40% of the data has greater than 20% error in conversion. Therefore, this his-
toric feature set is evidently lacking in predictive accuracy and could be significantly
improved.
Finally, the full feature set used in our ML studies was added to the randomly
generated feature set and used to predict the ammonia conversion for the catalysts,
shown in 4.16. Here, the inclusion of features containing real chemical information
reduced the MAE to 14% conversion. This large decrease in error gives confidence
that the model is using this encoded chemical data to influence its predictions. Not
only did the MAE decrease, but the model was able to capture over 70% of the dataset
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Figure 4.15: Machine learning model predictions using a feature set generated by a
random number generator in addition to the reaction temperature and the elemental
mole fractions for each catalyst
within a 20% error for predicted conversion.
The training of a model with both real and randomly generated features allows
for easy exploration of the feature set. Random forest algorithms have innate feature
ranking based on the information entropy of the individual feature, and therefore
can determine which features are important and which are unused or irrelevant to
the model predictions. This innate feature ranking was extracted from the model
trained on the full feature set and 160 additional randomly generated features. It was
expected that the real, chemically encoded information would outrank the randomly
generated features in importance; however, that was not the case for all variables.
Figure 4.17 shows a histogram of feature importance, where the real and randomly
generated features are separated into different groups. A majority of the random
features are located in the lowest bin, with a feature importance between 0 and
0.0025. All but two of the randomly generated features are contained within the
first 3 bins. Any real features which have similar feature importance to randomly
generated features are assumed to contain no useful chemical information to the
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Figure 4.16: Machine learning model predictions using a feature set generated by a
random number generator in addition to the full catalyst feature set, as described in
the methods chapter.
model, since those features contribution is equivalent to random noise. Therefore,
we create a threshold at a feature importance of 0.008 to remove real features which
do not contribute real information to the model. The MAE of the model using the
remaining 15 real features is unchanged from the using the full feature set, indicating
no loss of information. It is therefore reasonable to conclude that the removed features
were irrelevant to the model predictions.
The remaining 15 features that contribute meaningful chemical information to the
model are shown in Figure 4.18. The most important feature is, unsurprisingly, the
reaction temperature, which contributes about 40% of the information used to the
predicted ammonia conversion. The importance of temperature is easily observed in
the data and any literature surrounding ammonia decomposition, but even though
this is not a novel finding, it does serve as confirmation that the ML model has learned
correctly here. The second most important feature was found to be the number of d-
shell valence electrons. This feature is more than twice as significant as the remaining
features, with a information contribution of almost 20%. The d-band for transition
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Figure 4.17: Histogram of the model feature importance using the full feature set
(real variables) and 160 features created using a random number generator (random
variables). The feature importance is inherently calculated in the random forest
algorithm by determining the information entropy of the individual features, which
is directly proportional to the amount of information those features contribute to the
ML model.
metals has been previously shown to correlate directly with the nitrogen binding
energy and is frequently used as a scaling relation for predicting catalyst activity [23].
Physically, higher d-states lead to higher energy antibonding states, which in turn
leads to stronger metal-adsorbate interactions, i.e. stronger nitrogen binding energies
[24]. This d-band theory for metal-adsorbate interactions has been developed over a
number of years, but the ML model was able to understand the trend and utilize it for
predictions with no prior information other than the catalyst database created for this
project. Other factors, such as electronegativity, the covalent radius, or Miedema’s
work function, also have literature analogues and theories [25, 26, 27]. It is clear that,
while the ML does not provide a physical explanation for these features, it is learning
important trends that correlate to conclusions drawn in the literature.
The successful predictions of new materials were exciting, but the screening condi-
tions did not allow proper comparison to catalysts reported in the literature. There-
fore, the best catalyst known in the literature, called “state-of-the-art” in one review
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Figure 4.18: The feature importance of the 15 most important features that remain
after applying a 0.008 feature importance threshold to the initial dataset. The re-
ported feature importances here are normalized to the 15 features, but contribute
60% total feature importance to the full model.
of ammonia decomposition catalysts, was chosen as a baseline comparison for bench-
marking the novel catalyst formulations [28]. The reaction conditions this catalyst
was tested at were mimicked for multiple catalyst formulations discovered through
the ML framework. Figure 4.19 shows comparison of the best two Y-based catalyst
formulations, while Table 4.1 details the results of multiple other catalyst formu-
lations, both from our study and from the literature [29]. From the figure, it is
immediately evident that our catalysts exhibit superior conversion at lower reaction
temperatures when compared to the best catalysts in the literature. As the reaction
temperature approaches 400◦C(still considered low temperature for the ammonia de-
composition reaction), the novel Y-based catalysts exhibit similar conversion to the
literature catalysts, as both catalysts have reached the thermodynamic maximum of
98% conversion at this temperature. However, the Y-based catalysts are achieving
this conversion with 3% and 1% Ru weight loadings, as opposed to the 7% Ru weight
loading of the best reported literature catalyst. A popular value for comparison of
catalysts in the ammonia decomposition literature is the Ru-normalized reaction rate,
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Figure 4.19: A comparison of 2 Y-based catalyst formulations discovered through
this ML framework to the best catalyst in the literature, a 7% Ru catalyst promoted
by 20% Cs and supported on carbon nanotubes [28]. The catalysts were tested at
identical reaction conditions to the literature catalyst: 5200mLNH3g−1cath−1 and 100%
NH3.
which is typically reported as the apparent rate of reaction or the “TOF” in other
studies [29, 28]. For the best literature catalysts, the best reported ru-normalized
reaction is 337.9 molH2 mol−1Ru h−1. The 3,1,12 RuYK, RuMgK, RuSrK, and RuScK
catalysts discovered through our ML framework all achieve over 800 molH2 mol−1Ru
h−1. Moreover, the best catalyst discovered, 1,3,12 RuYK, achieves over 2700 molH2
mol−1Ru h−1, which is nearly an order of magnitude higher than the best catalysts in
the literature.
In summary, a ML framework for the discovery of new catalyst compositions has
been developed using a random forest-based ML model. This framework was able to
accurately predict top performing catalysts from extremely small datasets containing
as few as 3 catalysts. Iterative expansion of the parameter space to contain more
dimensions was shown to be feasible, where accurate predictions were maintained by
including small amounts of data within the new parameter space. Finally, discovered
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Table 4.1: Comparison of catalysts discovered through the ML-HTE framework to
best catalyst formulations reported in the literature. These catalysts are compared
at similar conditions (NH3 concentration and GHSV), and the NH3 conversion is
reported at 2 different temperatures in addition to the Ru-normalized rate. Cata-
lysts indicated by “a” in the reference column were discovered through the ML-HTE
framework.
Catalyst NH3Conv.
NH3
Conv. NH3 % GHSV
Ru-normalized
rate @ 350◦C Ref.
(300◦C) (400◦C) mLNH3
gcat·h
molH2
molRu·h
3,1,12 RuYK/Al2O3 43% 94% 100 5200 826.4 a
3,1,12 RuMgK/Al2O3 44% 98% 100 5200 919.8 a
3,1,12 RuSrK/Al2O3 46% 98% 100 5200 879.3 a
3,1,12 RuScK/Al2O3 46% 97% 100 5200 885.4 a
1,3,12 RuYK/Al2O3 47% 97% 100 5200 2702.3 a
7,20 RuCs/CNT 28% 92% N/A 5200 337.9 [28]
3,4 RuCs/CNT 3% 33% N/A 5200 112.6 [28]
7,7 RuNa/CNT 10% 100% 30 6000 316.7 [29]
7,7 RuNa/CeO2 NR 5% 100% 30 6000 165.6 [29]
7 Ru/CeO2 NR 8% 71% 30 6000 122.4 [29]
catalysts were compared to the “state-of-the-art” catalysts described in the literature
and shown to be superior in performance at reduced Ru weight loadings, as low as
14% lower wt%.
4.3 Augmenting Learning through Spectroscopic Data
In the previous section, it was demonstrated that elemental properties such as elec-
tronegativity or the number of d-shell electrons can be used to predict catalyst conver-
sion for NH3 decomposition. However, despite the excellent performance, there still
exists a disconnect between these calculated features and the actual properties of the
catalyst. Therefore, to bridge this gap, spectroscopic data will be incorporated into
the ML model to encode bulk and surface properties of the catalyst. X-ray diffrac-
tion data will be included for bulk data and Raman spectroscopy will be included to
account for surface properties.
It is desirable to maintain a predictive ML model. Incorporation of spectroscopic
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data as features alongside the elemental properties will eliminate the ability of the
model to be truly predictive, since the spectral data will then be required as input
prior to making a prediction. A model designed in this way would require synthesis
and characterization of the catalyst in order to predict its performance, which is
unhelpful in accelerating the rate of catalyst discovery. Therefore, a different ML
model approach has been created in order to encode the spectroscopic data and
maintain pre-synthesis predictions for the catalysts. First, for this approach, the
spectral data must be dimensionally reduced into a few values, which will be called
spectral fingerprints. There are several methods for performing this reduction, such
as principle component analysis (PCA), linear discriminant analysis (LDA), or neural
network autoencoders. Once the dimensions are reduced, the spectral fingerprints can
be used as an intermediary value between the elemental properties and the conversion.
Here, two models will be developed: one which predicts the catalyst conversion from
the spectral fingerprints, and another which predicts the spectral fingerprints from
the elemental properties of the catalyst. In this way, the spectroscopy data can be
encoded into the ML framework and influence the predictions of unknown catalysts.
While the general framework for improving catalyst predictions has been described
above, there are a number of steps required to prove that this approach is viable.
First, there must be some relation between the collected spectra and the catalyst
conversion. This can be proven by showing a ML algorithm’s performance using only
spectral data to predict the conversion. Second, it must be shown that the elemental
properties are sufficient to predict the spectral fingerprints. Finally, with those to
points proven, the full algorithm may be demonstrated.
Initially, to investigate the correlation between the spectral data and the ammo-
nia conversion of the catalyst, the spectral data was provided directly to the ML
algorithm. This strategy is expected to yield poor results, since minor changes in the
spectra such as peak shift or intensity differences may cause the algorithm to inter-
182
Figure 4.20: Random forest ML model trained only on 638nm Raman spectroscopy,
473nm Raman spectroscopy, and XRD diffraction data.
pret the spectra incorrectly. For example, a peak at a wavelength of 500 cm−1 would
be considered equivalent to a peak at 501 cm−1 to a human, but a ML algorithm not
designed specifically for spectral data will treat the 500−1 and 501−1 as two separate
features rather than a single peak. Across multiple spectra, this may lead to two dif-
ferent classifications (peak at 500−1 and peak at 501−1) where only one classification
exists. If the peak can shift more intervals that 1−1, then even more artificial classi-
fications are possible. Nevertheless, providing the data directly to the ML algorithm
in this manner provides a good baseline for the model performance. The predictions
from a random forest ML model, trained only on Raman spectroscopy (638nm and
473nm) and XRD data, is shown against the measured values in Figure 4.20. The
MAE using only the spectral data as model features was found to be 0.234.
4.3.1 Principle Component Analysis
To correct for the ML inability to distinguish near peak intensities, PCA was used to
reduce the dimensionality of the XRD and Raman spectroscopy data. Prior to the
PCA, the data was preprocessed with a 5-degree polynomial background subtraction,
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Figure 4.21: ML prediction using the principle component analysis of Raman spec-
troscopy and XRD data as features.
followed by noise smoothing through a Savitzky-Golay filter [30], and finally each
spectra was normalized to a maximum intensity of 1. PCA was performed on the
processed spectra, where the number of principle components was selected based on
an explained variance criteria of 0.99. This variance criteria selects the minimum
number of principle components that can explain the 99% of the variance in the
dataset. For this dataset, the PCA algorithm resulted in 22 principle components for
the 638nm Raman spectroscopy data, 20 principle components for the 473nm Raman
spectroscopy data, and 26 principle components for the XRD data. The principle
components were provided to the ML algorithm to predict the ammonia conversion
of all catalysts using a 10-fold cross-validation strategy, and the results are shown
in Figure 4.21. The PCA resulted in a negligible change in prediction accuracy as
compared to the raw spectral data, indicating that the decomposition of the spectra
into principle components did not result in a loss of information. However, the lack
of improvement in the accuracy of the model reveals that the information contained
in the spectra may not provide enough information initially for an accurate ammonia
conversion prediction.
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Figure 4.22: The first two principle components for all 3 spectral categories included
in this study: 638nm Raman spectroscopy, 473nm Raman spectroscopy, and XRD.
Subsequent investigation into the principle components was conducted to deter-
mine why the components were insufficient to predict ammonia conversion. To visu-
alize the PCA, the catalysts were divided into categories based upon their measured
conversion. Catalysts were labeled “good” if they achieved greater than 50% conver-
sion, while catalysts were labeled “bad” if they had a measured conversions of less
than 50%. The first two principle components, which contain a majority of the spec-
tral information, are plotted in Figure 4.22, where green indicates good catalysts and
red indicates bad catalysts. For all 3 spectral categories, there is no distinguishable
trend between the good and bad catalysts in the PCA results. This indicates that
the first two principle components of the PCA do not provide enough information to
the ML model to predict the catalyst conversion.
It is possible that the first principle component is used by the ML model to dis-
tinguish unimportant features from each other, such as the presence of an oxide or
structure which has no direct bearing on the catalyst’s ability to convert ammonia.
Therefore, a larger exploration of the correlation between principle components and
catalyst activity was performed, as shown in Figure 4.23. From this plot, it is evident
that there is no single principle component which can be used to easily classify the
catalyst performance between good and bad. Rather, there appear to be a small
number of catalysts which contain a principle component or set of principle compo-
nents that distinguish it from the majority of the other catalysts. This appears to
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Figure 4.23: Pairplot showing correlation among the top 10 principle components
from the spectral data. The diagonal shows the distribution of the individual com-
ponent, and the remainder of the plot shows correlation to other components. The
catalysts are divided into 2 categories: “good” if the ammonia conversion is greater
than 50% and “bad” if the ammonia conversion is less than 50%.
be a case where ensemble-based algorithms such as the random forest model would
exceed, since the data contains a collection of weak learners, so it is interesting that
the random forest approach did not lead to more accurate results. Given the failure
of the random forest models, a second model will be considered.
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4.3.2 Multilayer Perceptrons
A simple neural network was used to predict ammonia conversion from the spectral
data. The neural network architecture consisted of 3 initial neural networks, one
for each of the three spectral data types (638nm, 473nm, and XRD). The outputs
from each of these 3 initial neural networks were concatenated together into a final
neural network which predicts the catalyst conversion, as shown in Figure 4.24. The
initial neural networks were optimized over a variety of hyperparameters, including
varying the layer depth from 1 to 10, varying the nodes per layer between 1 and 1000
nodes at various increments, varying the dropout rate between layers from 0.2 to 0.5,
and varying the optimizer algorithm. It was found that the ideal configuration for
this dataset included a single layer 64 nodes, a dropout rate of 0.4, and the Adam
optimizer with a learning rate of 0.001. The final network was also optimized and
found to have optimal performance when two layers of 50 nodes were used. For all
layers, the activation function used was the rectified linear unit (ReLu).
Using the architecture described above, the model was able to achieve a maximum
validation MAE of 0.21. The validation procedure was calculated by separating the
data into two groups: one training group containing 75% of the data and another
test group containing 25% of the data. The training group was used to train the
model, and the testing group was used as a subsequent validation. The results of
this procedure are shown in Figure 4.25. This high MAE indicates that the spectral
features are not capable of predicting the ammonia conversion directly. This indi-
cates that the combination of bulk and surface features detected through XRD and
Raman spectroscopy at ambient conditions are not primary influences of the catalyst
ammonia conversion.
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Figure 4.24: ANN architecture for incorporation of spectroscopic data form 638 nm
and 473 nm Raman spectroscopy and x-ray diffraction data.
Figure 4.25: Training group and testing group MAE over 200 epochs of the neural
network training.
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Figure 4.26: Artificial neural network model mapping catalyst features to spectral
fingerprints (reduced via PCA) and subsequent mapping of spectral fingerprints to
catalyst conversion.
4.3.3 Full Spectroscopic Model
Finally, the full spectroscopic framework was developed. This framework is comprised
of two models. The first model takes as input elemental properties and predicts
spectral fingerprints, which are a dimensional reduction of the spectroscopic data via
PCA. This allows the spectral fingerprints to be predicted for any catalyst, whether
measured or unmeasured. The second model receives as input the spectral fingerprints
and predicts the catalyst conversion. Unlike the previous implementations, this model
takes into account both the spectral features and the elemental features, but it does
not make the ML model dependent on the acquisition of spectral features. Rather, the
spectral features are first mapped to the elemental features, and then subsequently
mapped to the catalyst conversion. An example of the architecture is shown in Figure
4.26. Both neural networks are trained separately on the datasets. After training,
the model can be used to fully predict novel catalyst compositions without need of
measured spectral data.
Prior to training, the data was divided randomly into training and testing sets
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Figure 4.27: Distribution of training and testing sets for initial evaluation of the ANN
ML model incorporating spectroscopy.
for evaluation of the model. The distribution of data is shown in Figure 4.27. The
division of data was performed using the train_test_split method from sklearn with
a test size of 25%, which results in 75% of the data being used to train the model
and a separate 25% of the data is used to evaluate the model. The training data is
biased towards low conversion, though this is primarily due to the low temperature
data at 250◦C, which had significantly lower conversion than the other temperatures.
More important is the test distribution, which should, ideally, reflect the training
distribution but also contain a balance between high and low conversion catalysts.
As seen, there are a few high performing catalysts included in the test set, but it
also contains a significantly higher number of low performing catalysts, similar to the
training dataset.
With the dataset described above, the ML model was trained to predict principle
components of the spectroscopic data from the elemental features. Minor optimiza-
tion was performed on the ML model due to the computational complexity, and
the final model resulted in two densely connected hidden layers of 200 nodes each
between the input (elemental features) and output (spectral principle components).
The training and testing MAE over 500 epochs of training is shown in Figure 4.28.
As seen in the figure, the training and testing MAE are fairly similar, and the model
is able to achieve an excellent test set MAE of 0.051. The predicted values are plotted
against the actual principle components in Figure 4.29. It is clear from this figure
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Figure 4.28: Train-test per epoch of spectral fingerprints predicted from elemental
features.
Figure 4.29: Predicted spectral fingerprints from the ANN ML model trained on
elemental features compared to the true value of the spectral fingerprint.
that the principle components of the spectral data from the test set are predicted with
high accuracy, and only a small fraction of principle components exist as outliers in
this model. Therefore, we may conclude that the model is able to predict spectral
fingerprints from the elemental features with high accuracy.
Next, the second phase of the spectral ML framework was evaluated, where the
spectral principle components were used to predict the catalyst conversion. Here, mi-
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nor optimization of the model resulted in two densely connected hidden layers with
1000 nodes each. Additionally, two dropout layers with 20% dropout were found
to be optimal. All available optimizes in Tensorflow were tested with learning rates
varying between 1 and 0.0001. The optimal optimizer was found to be Adam with a
learning rate of 0.001. The MAE of the training and testing sets were evaluated over
1000 epochs and are shown in Figure 4.30. The MAE of the testing set decreases
gradually as the epochs are increased, and appears to level out near a final MAE
of 0.18. Predictions are shown against the measured data in Figure 4.31. The re-
sults here are poor in comparison to other models. This MAE is significantly lower
than the previously reported MAE for the random forest model trained on elemental
features (MAE of 0.11); however, that MAE was trained on a leave one out cross-
validation model. Therefore, to accurately compare the spectral fingerprint model to
the previous implementation, a LOOCV was performed, see Figure 4.32. The MAE
of this full model was found to be 0.143. This MAE is still lower than the random
forest implementation, but it has begun to approach the accuracy of the random
forest model. It is well known that the random forest performs better in the small
data regime (>4500 samples) [31], while the current dataset contains less than 100
samples. It is expected, therefore, that a spectral ANN framework such as the one
proposed here would exceed the performance of the random forest model as the size
of the dataset increased.
In summary, the encoding of experimentally collected spectroscopic data was en-
coded into the ML framework. The data was encoded in the form of spectral fin-
gerprints through PCA. The spectral fingerprints were unable to accurately predict
catalyst conversion in isolation, but they did cause a significant improvement in the
random forest model accuracy when used along side elemental features. An ANN
model was developed to encode the spectral fingerprints within a 2-step ML model,
which achieved similar accuracy to the random forest model. Despite the lack of im-
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Figure 4.30: Train-test per epoch of catalyst conversion predicted from spectral fin-
gerprints.
Figure 4.31: Evaluation of spectral framework model using training and testing
datasets.
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Figure 4.32: Evaluation of spectral framework model using a leave-one-out cross-
validation strategy.
provement, ANN models are known to perform better than random forests at larger
dataset sizes and, therefore, it is expected that the ANN will exceed performance of
the random forest model as more data is collected.
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Chapter 5
Conclusions and Future Work
5.1 Conclusions
It has been demonstrated here that ML is widely applicable to material systems and
exists as a viable strategy for material discovery. Discovery of new materials through
techniques such as high-throughput experimentation greatly accelerates the rate of
material discovery, but additional guidance by machine learning has been shown to
increase the rate of discovery by allowing extrapolation of material properties and
performance outside of the parameter space defined by the data.
Through ML, new ternary metallic glass forming compositions were discovered
through application of a random forest model to prior literature data. The ML model
predictions were further improved by inclusion of high-throughput experimental data,
which allowed the model to detect phase boundaries in unknown composition regions.
The use of physiochemical theories incorporated into the ML model increased the
model predictions, even though those theories are known to have poor performance
when extrapolating from the composition space in which they were designed. Addi-
tionally, data processing algorithms were explored using segmentation methodologies
for rapid on-the-fly processing of synchrotron XRD data.
Novel catalyst formulations were discovered through application of a random for-
est model to experimental catalytic data. This ML model was shown to have an
exceptional ability to predict high-performing catalysts even at very small dataset
sizes. A ML-HTE framework was developed for the systematic expansion of small
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datasets in such a way as to maximize ML performance while minimizing the number
of experiments. This framework was demonstrated to be highly effective when substi-
tuting secondary elements in Ru-based ammonia decompositions and when modifying
the weight loadings of these catalysts. Spectroscopic data was added to the ML model
to improve performance and was found to contain information which increased pre-
diction accuracy alongside elemental features.
5.2 Future Work
The wealth of information generated by HT studies, coupled with ML guidance,
provides many opportunities for expanding upon prior work. This section will explore
suggested future work for each of the major projects discussed in this thesis. Section
5.2.1 details suggested future work for ML on metallic glasses. Section 5.2.2 details
suggested future work for ML on catalysts.
5.2.1 Future Machine Learning on Metallic Glasses
The following are suggested experiments and machine learning explorations for the
metallic glass project described in Chapter 3:
• The segmentation strategy should be paired with an intelligent scanning method-
ology for rapid phase identification in samples. Current strategy is a full grid-
scan of the sample, which is both time consuming and wasteful if the goal is to
identify phase boundaries. Rather, nearest neighbor segmentation on raw data
could guide the ML algorithm to generate intelligent scanning location, deter-
mined to increase the confidence of the model’s phase predictions. A method-
ology such as this would lead to higher sample throughput during beamtime,
reducing costs and increasing material discovery rates.
• Additional physiochemical theories should be explored and added to the model.
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This is expected to increase model accuracy, and may lead to validation of the
PCT in new composition regimes.
• The thermal stability of the MG studied in this work were not fully evaluated.
Annealing studies in the presence of air should be explored to determine how
stable these MG compositions are, followed by re-evaluation through XRD.
Other techniques could possibly be substituted to determine phase stability,
such as Raman spectroscopy.
• Quaternary compositions within the Co-Fe-Zr-V system should be explored,
since a wealth of information at the edges (ternary compositions) of this qua-
ternary have been collected. It is expected that the ML should be able to
accurately extrapolate from the measured XRD data, and that the addition of
more elements should lead to higher GFA.
5.2.2 Future Machine Learning on Catalysts
The following are suggested experiments and machine learning explorations for the
catalyst project described in Chapter 4:
• Greater exploration of artificial neural networks should be applied to the en-
conding of experimental spectroscopy into the ML model. Specifically, convo-
lutional neural networks have been shown in literature to be especially useful
for ML on images and may have excellent performance on spectroscopic data.
Analysis of this kind would require a high-end GPU for handling of the multi-
tude of computations.
• Application of this machine learning framework to more variables would create a
larger dataset and demonstrate the generalizability of the model. Modifications
in ammonia concentration and flow rate would allow predictions at a plethora of
reaction conditions. Alteration of the weight loadings of Ru and the secondary
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metal (such as 1,1,12 RuMK or 3,3,12 RuMK) would create more information
of how Ru and the secondary element interact. Modification of the promotional
material (K) to other common promoters (Cs, Rb, Ba, etc.) would explore
promotional effects on the catalyst performance, which should be coupled with
modifications in promoter weight loading.
• Application of the ML framework to a separate reaction would serve to generate
the generalizability of the model. Other simple reactions, such as CO oxidation,
would provide this validation and likely be successful with small datasets. More
complicated reactions, such as Fisher-Tropsch, would possibly require larger
datasets to predict catalyst conversion accurately, since more measured values
are typically of interest for the reaction (conversion and selectivity towards
different carbon species). Of interest would be the most influential features
determined by the random forest algorithm, which is expected to differ from
the ammonia decomposition reaction.
• Prediction of low temperature, non-Ru catalysts would be of great interest,
as these materials could significantly decrease the cost of ammonia decomposi-
tion. Since monometallics have been explored in a near-exhaustive manner, this
study would focus on bimetallic or ternary combinations of elements, with and
without promotional materials. Generation of an initial testing set could be
explored using a k-means representative strategy, where all possible catalysts
compositions are used to generate features, and catalysts are subsequently di-
vided into groups based on feature similarity. Then, for each group of catalysts,
a representative is selected for synthesis and testing. These catalysts comprise
the initial dataset and predictions are generated for the remainder of catalyst
compositions. Alternatively, genetic algorithms and evolutionary strategy could
be employed at this point to lead to an ideal catalyst composition.
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• Using autoencoders in place of PCA may lead to better performance from spec-
troscopic fingerprints. An autoencoder algorithm could be used to reduce the
spectroscopy dimensionality.
• More complex statistical encoding of elemental and electronic properties could
be used to increase model accuracy over simple mean and mean absolute devi-
ation.
• Combinations of properties (linear and non-linear) could be explored from the
reduced feature set.
• Features relating to the oxides of the metals included in the materials should be
included in the ML model, including the formation energies associated with such
oxides. Multiple oxides may prove important, so a mean and maximum oxide
formation energy may prove to be an efficient strategy for handling multiple
oxides. Additional statistical parameters may be necessary to fully capture the
multitude of oxides.
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