In this paper we analyze the packet loss process in a single server queueing system with a nite bu er capacity. The model we use addresses the packet loss probabilities for packets within a block of consecutive sequence of packets. In contrast to other work which used an independence assumption to compute the loss probabilities of packets within a block, we present an analytical approach that yields e cient recursions for the computation of the distribution of the number of lost packets within a block of packets of xed or variable size for several arrival models and a several number of sessions. Numerical examples are provided to compare the distribution obtained from our analysis with the distribution obtained by using the independence assumption. The results give insight to the following areas related to high-speed networks: (i) Forward error correction schemes become less e cient due to the bursty nature of the packet loss processes. (ii) Real time tra c such as voice and video might be more sensitive to network congestion than was previously assumed. (iii) The retransmission probability of ATM messages has been over-estimated by the use of independence assumption.
Introduction
Fast packet switching (or its variants like ATM) are now broadly accepted as the universal technique for constructing high-speed multi-media communication networks ( 2, 4, 10, 16] ). Due to the high throughput demands and the mixed tra c environment, these networks usually employ simpli ed and universal congestion control mechanisms which are based on call bandwidth reservation, input rate enforcement and packet discard at the intermediate nodes. Simple open loop congestion control mechanisms which use knowledge of the extrinsic parameters associated with the connection and control the source by forcing it to conform with these parameters, has been suggested for these networks. The leaky bucket scheme proposed in 16] and the schemes used in PARIS 4] and in 1] are examples of such mechanisms. Packet discarding is unavoidable during temporary overload situations due to bu er over ow. Packets may be lost also due to bit errors. However, current highspeed networks which use ber-optic transmission links can achieve very low bit-error rates (10 ?14 error rates can be achieved over long-distance bers) which makes it negligible compared to loss due to congestion. Therefore, in this paper we shall concentrate on the study of packet loss processes due to bu er over ow.
Understanding the packet loss behavior is crucial for the proper design of the real time (e.g. voice and video) coding and playback mechanisms and the methods of congestion control and error recovery for data. It is also essential for sizing the various bu ers at the transmission links and switching elements. Individual packet loss probabilities (where in our terms a packet is the integral transmitted quantity) are usually not su cient for proper understanding of the system behavior. In general, packets are more likely to be rejected because of bu er over ow as their rate of arrival to the bu er increases. Also, if a packet has been rejected, then it is more likely that consecutive packets will also be rejected 1 . Consequently, it is clear that there is a strong correlation between consecutive packet losses, and therefore losses are bursty. It is well known that the bursty nature of the packet loss process can e ectively reduce the service quality, especially for sources which are sensitive to long bursts of losses (such as voice, video and some error recovery techniques employed for data). It is less known that some sources may actually bene t from the bursty nature of the loss process. For instance, sources that transmit messages that are composed of several packets may need less retransmissions of messages when the loss process is bursty. The goal of this paper is the study of packet loss processes in systems that can accommodate a nite number of packets.
An important design issue in high speed networks is the scheme of packet loss recovery. Forward packet recovery schemes for high-speed networks have been investigated recently for both data and video services, see, e.g. 10, 14, 15] . In these schemes, it has been proposed to group data packets into blocks of predetermined size, and add to each block a number of parity packets which contain redundant information. The number of parity packets, and their construction, determine the maximum number of lost packets in a block that can be tolerated. Below this number, all missing packets can be recovered using the redundant information. For such recovery schemes, it is desirable to derive the probability distribution of the number of packets that may be lost within a block. As will be demonstrated later, such forward error recovery schemes become much less e cient as the packet loss process becomes more bursty.
Another application in which it is important to know the probability distribution of the number of packets lost within a block is related to the Asynchronous Transfer Mode (ATM) emerging standard 2]. In ATM, the current status of the proposed error recovery scheme calls for error recovery of lost cells (ATM packets) using a retransmission at the message (or block) level (above the adaptation layer). This is due to the fact that individual cells of a message are not numbered. This strategy increases the e ective loss probability (or retransmission probability) for messages as compared to networks which keep the error recovery units to be the same as the transmission units (i.e., PARIS 4] ). This is because any cell loss within the message results in a retransmission of the entire message 3]. On the other hand, the correlation of loss (or no-loss) among the cells of the same message plays a positive role in such a scheme. We shall show that evaluating the message retransmission probability using an independence loss assumption is quite pessimistic.
The model we use in this paper for ascertaining the correlation in the packet loss process consists of a source that generates packets and sends them through a single server with a nite number of bu ers, which represents the network. We analyze the packet loss process. In particular, we introduce an e cient recursion to obtain the distribution of the number of lost packets in a block of arrivals of a given size for di erent arrival models and di erent number of sessions. Earlier studies that considered similar problems 10, 14, 15] used an independence assumption, i.e., the assumption that the event of packet loss is independent from packet to packet, and the loss probability of every packet is the same (i.i.d. losses). This assumption can lead to erroneous conclusions, as was rst observed in 15] by comparing these results to those obtained from simulations. In this paper we compare the distribution obtained from our analysis with that obtained from the independence assumption. Numerical examples are provided to show that the distribution we compute may be worse compared to the distribution computed from the independence assumption for applications such as forward error correction or better for applications such as straight message retransmission.
The paper is structured as follows: In Section 2 we focus on continuous time systems and a xed block size (counted in packets). The continuous time model is suitable for the analysis of variable size packet systems. We rst present the analysis of a single session with Poisson arrivals, and discuss the numerical results for some examples. Then we proceed to the analysis of a binary Markov (bursty) arrival process. In addition, we extend the above results to the case of multiple session multiplexing and obtain the distribution of the number of packets lost in a given block of arrivals that belong to a particular session. In Section 3 we analyze the single session model of Section 2 for the case of variable block size. Section 4 addresses the discrete time system which better describes an ATM based system. Numerical results are also obtained for this case.
Note that the order by which we present the results does not necessarily re ect their relative practical signi cance. It was mainly chosen in order to facilitate the technical presentation and in order to improve the understanding.
Continuous Time Systems: Fixed Block Size
In this section we consider systems with variable length packets whose transmission time is exponentially distributed with parameter . The packets are stored in a queue that can accommodate up to M packets and are served (transmitted) according to the First-in-First-out (FIFO) rule. If a packet arrives to a system that contains M packets, it is lost. The packets are grouped into xed size blocks, namely, every n consecutive packets form a block and we are interested in the probability distribution of the number of lost packets within a block in steady-state. We consider systems with a single arrival stream (single session) and with several arrival streams (multiple sessions). For both systems we investigate the loss probability distribution for Poisson tra c and for bursty tra c.
A Single Session

Poisson Tra c
Here we assume that packets arrive at the system according to a Poisson process with rate . The average load is de ned as = = . We recall that the stationary probability of having i packets in the system at an arrival epoch (and also at an arbitrary epoch), (i), 0 i M, is given by (see, e.g., 11] pp. 104),
Our purpose in this section is to compute the probabilities P(j; n); n 1; 0 j n; of j losses in a block of n consecutive packets. We carry the computation by conditioning on the number of packets seen in the system by the rst packet of the block when it arrives. To that end we de ne P a i (j; n); i = 0; 1; :::; M; n 1; 0 j n; to be the probability of j losses in a block of n packets, given that there are i packets in the system just before the arrival epoch of the rst packet in the block. Since the rst packet in a block is arbitrary, we have that P(j; n) = M X i=0 (i)P a i (j; n) (2) To complete the computation we need to compute the probabilities P a i (j; n); i = 0; 1; :::; M; n 1; 0 j n; . To that end we will introduce recurrence relations. To de ne the recursion we need the quantity Q i (k); i = 0; 1; :::; M; 0 k i; which is the probability that k packets out of i leave the system (are transmitted) during an inter-arrival period. Note that this probability is equivalent to the probability of k Poisson arrivals with rate during a period exponentially distributed with rate , with the restriction that no more than i arrivals occur during a period. We have (see, e.g. 
For n 2, we have the following recursive equations:
The explanation of (6) is clear. When the rst packet of a block arrives and sees i (0 i M ? 1) packets in the system, it is not lost. To have j lost packets out of the block of size n, j packets must be lost out of the n?1 packets starting from the next arrival epoch that will see i+1?k packets if k (0 k i + 1) packets are served between the arrival epochs of the rst packet and the subsequent packet. When the rst packet arrives and sees M packets in the system, it is lost, so we have already counted one loss. Hence, to have j losses out of the block of size n, j ? 1 packets must be lost out of the n ? 1 packets starting from the next arrival epoch that will see M ? k packets if k (0 k M) packets are served between the arrival epochs of the rst packet and the subsequent packet.
Using the initial conditions (4)- (5) one can compute the probabilities P a i (j; n) for any n 1, recursively, using (6) . The number of simple operations (additions and multiplications) needed for this computation is of the order O(M 2 n 2 ).
An alternative recursion for the computation of P(j; n) can be obtained as follows. Let P ar i (j; n), 0 i M; n 1; 0 j n; be the probability of j losses in a block of n consecutive packets that arrive to the system after an arbitrary time instant, given that there are i packets in the system at that time instant. Since the rst packet in a block is arbitrary, eq. (2) holds where P ar i (j; n) replaces P a i (j; n). We proceed to obtain a recursion for the computation of P ar i (j; n). For 0 i M ? 1, the recursion is initiated with the same relation as (4) . For i = M, we have P ar M (j; 1) = ( =( + ) j = 1 =( + ) j = 0 ; j 2
P ar 0 (j; n) = P ar 1 (j; n ? 1) P ar i (j; n) = + P ar i+1 (j; n ? 1) + + P ar i?1 (j; n) 1 i M ? 1
P ar M (j; n) = + P ar M (j ? 1; n ? 1) + + P ar M?1 (j; n)
The explanation of (8) is as follows. In the M=M=1 system, given that the system is not empty, the probability of an arrival of a packet to the system before a departure of a packet from the system is given by =( + ), and the probability of a departure before an arrival is given by =( + ).
Conditioning on the the next event (arrival or departure), the recursions in (8) are obtained.
The procedure for the calculation of P ar i (j; n) from (8) proceeds as follows. First, the probabilities P ar i (j; 1); 0 i M; are computed from the initial conditions. In step k; k = 1; 2; :::; n; the probabilities P ar i (j; k) are computed recursively for each i in increasing order from eq. (8) . Note that, in each step k, the number of simple operations needed for the computation of P ar i (j; k); 0 i M, is O(M) and the overall number of simple operations in this procedure is of the order O(Mn 2 ).
Hence, this recursion is more e cient than the one of (6).
The probabilities P(j; n) (0 j n), are given in Table 1 for a system with M = 20 packets, block of size n = 10 and for di erent average loads = 0:8; 1; 1:5. For comparison purposes we also give in the table the quantity P ind (j; n) (n 1; 0 j n); which represents the probability of j losses in a block of n packets under an independence assumption. The commonly used independence assumption assumes that each packet of the block of size n nds the system full (and hence is lost) with probability p = (M) independently of other packets. With this assumption the number of lost packets in a block of size n; n 1; is a random variable, binomially distributed, with parameters n; p. That is, P ind (j; n) = n j ! p j (1 ? p) n?j 0 j n (9) Table 1 gives a clear indication that the independence assumption may yield overly optimistic results. Furthermore, an interesting phenomenon can be noticed from the rst row of Table 1 . Correlation exists not only for packet loss but also for the no-loss process. That is, without forward error correction, the probability of block loss under the independence assumption is higher than the exact probability of block loss, and hence we may not need to implement forward error correction scheme in order to achieve a pre-speci ed (low) block loss probability.
= 0:8 = 1:0 = 1:5 j P(j; n) P ind (j; n) P(j; n) P ind (j; n) P(j; n) P ind (j; n) Table 1 : Probability of packet loss with M = 20 and n = 10.
We conclude this sub-section by introducing an additional important measure of packet loss for real-time packet sessions -the average number of consecutively lost packets, referred to as the session average packet gap, see 6] . Consider an arbitrary packet arriving to the system and de ne the random variable X to be the number of consecutive lost packets. We use the expectation of X as a measure for the average packet gap. From the de nition of the probability P(n; n), we have that ProbfX ng = P(n; n); n 1. Therefore,
ProbfX ng = 1 X n=1 P(n; n) (10) From equations (6) we have that P a M (n; n) = Q M (0)P a M (n ? 1; n ? 1) = = (Q M (0)) n?1 P a Consequently, using (3) and (5) we have that P a M (n; n) = =(1 + )] n?1 . Using (2) we conclude that
Therefore, from equations (10) and (11) we have E X] = (1 + ) (M), and E X] increases in .
Bursty Tra c
In this section the source is modeled as an Interrupted Poisson Process (IPP). This model is widely used in the literature to represent bursty and correlated cell arrivals, where a source may stay for relatively long durations in active (ON) and silent (OFF) periods 19]. We de ne the \active periods" and the \silent periods" of the source as the time periods during which the source generates packets or is idle, respectively. We assume that packets are generated by the source during active periods according to a Poisson process with rate . The duration of the active periods and the silent periods are assumed to be two independent sets of independent and identically distributed random variables exponentially distributed with (positive) parameters and , respectively.
In the following we derive the probability P(j; n) of loosing j packets out of a block of length n for the bursty tra c model. The approach we use is the same as that in subsection 2.1.1. We rst determine the probability that an arrival will see i packets in the system and the probability of k out of i packet transmissions during an inter-arrival period. Then we use eq. (4)-(5) and (6) to obtain P(j; n). Let N(t) (N(t) = 1; :::; M), be the number of packets in the system at time t and s(t) (s(t) 2 fON; OFFg); be the state of the source at time t. The vector (N(t); s(t)) is a nite-state Markov process. Let (N; s) = lim t!1 (N(t); s(t)) be the state of the system in the steady-state regime, and denote its probability by (N; s). The state diagram of the system in steady-state is plotted in Fig.   1 . From this gure we obtain the following equations: ( 1fi 6 = 0g + ) (i; OFF) = (i; ON) + (i + 1; OFF) 0 i M (12) (i ? 1; ON) = (i; ON) + (i; OFF) 1 i M (13) where in equation (12) Denote by (ijON) the probability of i packets in the system given that the source is active. The interested reader is referred to 5] for the proof of this proposition.
The computation of the probability distribution P(j; n); n 1; 0 j n; in this case continues in the same way as in the Poisson tra c model with the probability distributions (ijON) and Q ON i (k) replacing the corresponding distributions (i) and Q i (k) in equations (2) and (6), respectively.
Multiple Sessions
Here we assume that packets arrive to the system from S independent sources, that is, the interarrival times and the transmission times of packets from each source are mutually independent. The arrival rate from source s; s = 1; 2; :::; S; is assumed to be Poisson with rate s . The overall arrival process to the system is then Poisson with rate = P S s=1 s . For the system with Poisson rate and exponential transmission rate , the probabilities (i) and Q i (k) for i = 0; 1; :::; M; 0 k i, are given in equations (1) and (3), respectively.
Denote by P s;a i (j; n) and P s;a i (j; n); i = 0; 1; :::; M; s = 1; 2; :::; S; n 1; 0 j n; the probabilities of j losses in a block of n packets originated from source s, given that there are i packets in the system just before the arrival of the rst packet in the block, and just before the arrival of a packet from any other source (denoted by s), respectively. Denote by P s (j; n); s = 1; 2; :::; S; n 1; 0 j n; the probability of j losses in a block of n packets originated from source s. Since the rst packet in a block is arbitrary, we have that P s (j; n) = M X i=0 (i)P s;a i (j; n) (15) We turn now to compute the probabilities P s;a i (j; n); i = 0; 1; :::; M; n 1; 0 j n; for any source s; s = 1; 2; :::; S. For n = 1, equations (4) and (5) The procedure for the computation of P s;a i (j; n) proceeds as follows. First, the probabilities P s;a i (j; 1); i = 0; 1; :::; M; are computed from the initial conditions (equations (4)- (5)). In step k; k = 1; 2; :::; n?1; the probabilities P s;a i (j; k); 0 i M; are computed rst from eq. (17) Table 2 : Probability of packet loss with M = 20; n = 10 and = 0:8.
The probabilities P s (j; n) (0 j n); are given in Table 2 for a system with M = 20 packets, block size n = 10, overall average load = 0:8 ( = = ) and for di erent average loads s = 0:1; 0:4; 0:7 ( s = s = ). For comparison purposes we also include in the table the quantity P s ind (j; n) (0 j n); which represents the probability of j losses in a block of n packets originated from source s under an independence assumption (see, equation (9)). From Table 2 , it is clear that the di erences between the distributions P s (j; n) and P s ind (j; n); 0 j n; depend on the average load s . To further explore these di erences, we de ne the distance between these probability distributions as the well known divergence 12], D(P s jjP s ind ) = n X j=0 P(j; n) Ln P(j; n) P ind (j; n) n 1
The divergence is plotted in Fig. 2 From Fig. 2 , the probability distribution P s (j; n) is close to the probability distribution P s ind (j; n) as s decreases, for constant average load . That is, the correlation between lost packets from source s decreases as the rate of source s decreases, for a given arrival rate to the system.
Continuous Time Systems: Variable Block Size
In this section we consider systems with variable length blocks, namely, packets that arrive to the system belong to blocks of length which is independent and geometrically distributed with parameter q. Variable block size (or message size) is typical in data applications where the block can be a document, an e-mail message, or an arbitrary le. This model also assumes a variable size packet which may correspond to some natural partition of the message (i.e. sections of a document, paragraphs of the e-mail message etc.). We con ne ourselves in this section to the analysis of a single session system with Poisson arrival rate and transmission time exponentially distributed with rate . The extension of the analysis to multiple session system and for a bursty tra c model is similar to the extensions in Section 2 and is not presented here.
Denote by P b (j); j 0; the probability of j losses in a block in steady-state, and denote by P b;a i (j); i = 0; 1; :::; M; j 0; the probability of j losses in a block following and including an arrival which nds i packets in the system. We have that,
where the stationary probabilities (i) (0 i M); are given in (1).
To complete the computation we need to compute the probabilities P b;a i (j); j 0. De ne q = 1?q, then for each j; j 0; these probabilities are computed from the following set of equations Numerical Examples: In some networks such as the Asynchronous Transfer Mode (ATM) standard 2], a large data unit is partitioned to smaller pieces which are sent separately. The use of small transmission units translates into smaller bu ers at the intermediate nodes and thus decreases memory requirements (we will ignore the extra overhead imposed by duplicating the headers in each packet). However, since packets (cells) are not individually numbered, the proposed error recovery scheme calls for error recovery at the message (block) level, i.e., any packet (cell) loss within the message results in a retransmission of the entire message. This in turn, increases the loss probability of messages 3]. Other networks use larger packets (i.e., packet message) but keep the error recovery units to be the same as the transmission units (i.e., at the packet level). This increases memory requirements due to the larger packets, but reduces loss probability by using a more e cient error recovery scheme.
For systems which use error recovery at the block level, the loss probability of a block is given In Table 3 we compute the loss probability of a block in the VBBL system and in the VPPL system as a function of the parameter q, for a system that can accommodate M = 128 packets and for di erent average loads = 0:8; 1; 1:5 ( = = ). From Table 3 we see that for = 0:8, the VBBL model outperforms the VPPL system for all values of q, that is the loss probability of a block in the VBBL model is strictly less than it is in the VPPL system and the di erence is signi cant. For = 1:5, the VPPL system outperforms the VBBL model for all values of q. For = 1, the VBBL model outperforms the VPPL system for small values of q (q 0:2) and the VPPL system outperforms the VBBL model for large values of q (q 0:3). Yet, the di erences in the two latter cases are small.
Discrete Time Systems
In this section we consider a discrete time model which better describes an ATM based system. In what follows we describe the queueing model and notations used throughout the section. Consider a discrete time queuing system in which the time axis is divided into intervals of equal size, referred to as slots. The slots correspond to the transmission time of a packet, and all packets are assumed to be of the same xed size. The packets are stored in bu ers that can accommodate up to M packets, and are served (transmitted) according to the FIFO rule. Packets arrive randomly to the system from a single source. The arrival process is assumed to be independent and identically distributed from slot to slot. We further assume that at most one packet may arrive instantaneously to the system, and that packets join the system at a First-in-First-join order if there is an empty bu er in the system, otherwise the packet is lost. Let b be the random variable representing the number of packets that arrive during a slot and de ne b i =Prfb = ig (i 0). As in the continuous time model, the packets are grouped into xed size blocks, namely, every n consecutive packets form a block, and we are interested in the probability distribution of the number of lost packets within a block in steady-state. We consider systems with a single arrival stream (single session), where the multiple session system and the bursty tra c model can be analyzed by the same arguments used in the analysis of the continuous time models (Section 2).
The system behavior is modeled as a nite-state discrete-time Markov chain, in which the state is the number of packets in the system just before the beginning of a slot. The stationary probability of having i packets in the system at the beginning of an arbitrary slot, (i); 0 i M; can be computed recursively from the following set of M linear equations: Our purpose in this section is to compute the probabilities P(j; n); n 1; 0 j n; of j losses in a block of n packets. We carry the computation by conditioning on the number of packets seen in the system by the rst packet in the block when it arrives. To that end we de ne P a i (j; n); 0 i M; n 1; 0 j n; to be the probability of j losses in a block of n, given that at the beginning of the slot in which the rst packet in the block arrives there are i packets in the system. Consider an arbitrary packet arriving to the system (this packet will be called the tagged packet). Since the arrivals are independent and identically distributed from slot to slot, the probability distribution of the number of packets in the system at the beginning of the slot in which this packet arrives is the same as (i). This follows from a discrete time version of the well known PASTA theorem, see 9] . Since the rst packet in a block is arbitrary, the probability P(j; n) equals to the probability of j packet losses in the block of n packets following the tagged packet and including it, and is given by, P(j; n) = M X i=0 (i)P a i (j; n) (25) To complete the computation we need to compute the probabilities P a i (j; n); 0 i M; n 1; 0 j n. In what follows we shall introduce a recursion for the computation of these probabilities.
Note that, the tagged packet is more likely to arrive within a large superpacket (we call all the packets arriving in a slot a superpacket). In any slot, a superpacket does not arrive with probability b 0 , and arrives with probability 1 ? b 0 (i.e., a Bernoulli arrival process). We are interested in the number of packets arriving before and after (including) the tagged packet, which we denote by the random 
To introduce the recursion for the computation of the probability P a i (j; n), we de ne P d i (j; n); 0 i M; n 1; 0 j n; to be the probability of j losses in a block of n, starting at the beginning of a slot in which there are i packets in the system. Now we are ready to introduce the computation when the probabilities P d (j; n) (0 j n); are known. For j = 0, we have, where an empty sum vanishes and n + =max(0; n). We also de ne P(j; n) = P a i (j; n) =0; n 0 or j > n; P d i (j; n) =0; n < 0 or j > n and P i (0; 0) =1. The joint probabilities of the random variables b b and b a in equations (27) and (28) The explanation of (27) The explanation of (31) is clear and similar to the explanation of (27) and (28).
The probabilities P d i (j; n); 0 i M; n 1; 0 j n; can be computed recursively in the parameter n from (31). In the rst step, these probabilities are computed for n = 1 using the initial conditions in equations (29)-(30). In step k; 2 k n, the probabilities P d i (j; k) for any 0 j k; are computed for each i = 0; 1; :::; M; in increasing order. The number of simple operations (additions and multiplications) needed in this procedure is of the order O(n 3 + M 2 n). The memory required for storing these probabilities throughout the procedure is n(n + 3)(M + 1)=2.
Once the probabilities P d i (j; k); 0 i M; 1 k n; 0 j k, have been obtained, the probabilities P(j; n); 0 j n, can be obtained directly from eq. (25) and (27)-(28).
Numerical Example: For the decoding scheme proposed in 15], a lost packet can be recovered if and only if it is the only lost packet in its block. This is done by adding one parity packet to every block of size (n ? 1) packets, which increases the packet arrival rate to the system to (1 + 1 n?1 ).
The average number of packets lost in a block after decoding is given by ED = P n j=2 jP(j; n), and the packet loss rate after decoding, P dec is given by P dec = ED=n. In Table 4 below, we compare the loss probability of a packet within a block of size n (before and after decoding), as given in reference 15] using the independence assumption and as computed in this Section; for a system that can accommodate M = 20, arrival rate = 0:8, and for n = 71; 20; 11; 9; 7. It can be seen from Table 4 that the exact probability P dec is many orders of magnitude higher than P dec under the independence assumption as obtained in 15] , and is close to P dec as obtained from simulations there. Also the packet loss ratio without decoding is only approximated in 15]. The packet loss ratio for the above system without decoding was also computed for average arrival rate of = 0:8 and block sizes of n = 70; 19; 10; 8; 6 and it is equal to 6:0347 10 ?5 . Note, that there is no instance where decoding reduces the loss probability. That is, the increase in the loss probability due to the increase in the packet arrival rate, caused by adding one parity packet to each block of size n ? 1, overlap the decrease in loss probability due to the forward error correction scheme.
Discussion
In this paper we analyzed the distribution of the number of lost packets in xed and variable size blocks of arrivals. We considered single and multiple session systems with Poisson and Bursty tra c models for each session.
The numerical results of the xed-size single session system show that the use of an independence assumption for the rejection of packets from the system can lead to erroneous (many orders of magnitude lower than the exact results) evaluation of the above distribution. One has to be careful regarding the ability to cope with packet losses for real time applications such as voice and video since losses tend to concentrate in relatively short time intervals. It is known that applications like voice and video can tolerate a fair percentage of packet loss with no signi cant impact on the perceived quality. However, most tests and simulations were performed under independence loss assumption which tends to spread the losses uniformly 10]. For example, the results of Table 1 demonstrate that for a queue size of length M = 20, even under modest utilization (0:8) there are more blocks (of length n = 10) that contain at least 2 losses ( P n j=2 P(j; n) = 6:11 10 ?3 ) than there are blocks with a single packet loss (P(1; n) = 3:86 10 ?3 ) where the rate of loss is only around 0.01 (an average of 0.1 lost packets per block). This can signi cantly impact the performance of smoothing and predictive playback algorithms. For similar reasons, (and using the same example) the independence assumption can also lead to wrong conclusions regarding the bene ts of techniques such as forward error correction and makes them look far more useful than they really are. Such schemes have been proposed for both data and video communication. Note also that forward error correction increases the arrival rate of packets to the system due to the addition of parity packets, and hence increases the rejection probability of packets from the system as shown in Section 4.
For the xed-size block, continuous-time single session system, we have obtained that the probability of no packet loss in a block (P(0; n)) under the independence assumption can be substantially lower than the actual probability of no loss. These results demonstrate that bu er sizing under the independence assumption will be very pessimistic and the usefulness of a forward error correction scheme is even less attractive. For a xed-size block, continuous-time multiple session system, we have shown that the correlation between lost packets of the same session s decreases as the rate of session s decreases, for a given arrival rate to the system. However, even for relatively low rate sessions (such as 0.1 of the link capacity) the results are still quite far from the independence assumption approximation. In what follows we describe possible extensions of our model. The analysis of the packet loss process for the single session system as developed in subsection 2.1 can be extended to the corresponding G=M=1=M model in a straightforward manner. The di erences would be in the computation of the steady-state probabilities of the number of packets in the system at an arrival epoch (which is more complicated for a general arrival process), and of the number of packets served during an inter-arrival period (which is easily computed for exponential service time).
The analysis of the corresponding single session M=G=1=M model can be done by developing the recursion at departure epochs rather than at arrival epochs. Then, the analysis can follow in a similar manner to the single session system case in discrete time. The steady-state distribution of the number of packets in the system at arrival epochs is computed in 8]. Also, the multiple session M=G=1=M system can be analyzed correspondingly.
The same method used in this paper in order to obtain the distribution of the number of lost packets in a block can be applied to obtain the distribution of the number of lost packets in a block of consecutive slots, in the discrete-time model, or in a continuous interval of time, in the continuoustime model.
We have omitted these extensions from the paper in order to avoid cumbersome calculations which do not add much to the understanding.
