Recent experimental studies elucidating the importance of noise in gene regulation 
I. INTRODUCTION
Successful completion of the various genome projects has led to the realization that effective models for predicting cellular behavior must take into account the network interactions that dynamically mediate gene regulation. Since behavior arising from these complex interactions is difficult to predict without quantitative models, there is a need for experimentally validated computational modeling approaches that can be used to understand the complexities of gene regulation. Such model approaches will be invaluable in the generation of logically consistent hypotheses and will provide a framework for the systematic comparison of data across multiple experiments.
There is strong experimental evidence that the level of expression from the same gene varies significantly from one cell to another within a genetically-identical colony [6] , [7] , [1] , [2] , [8] , [3] , [4] . March 30, 2004 DRAFT Such variations are routinely observed in the cells of organisms ranging in complexity from bacteria to mammals. Theoretically, with mRNA numbers that are often less than ten, the stochastic nature of the underlying biochemical reactions must lead to large fluctuations. While the importance of fluctuations in this context was stressed over thirty years ago [9] , the recent experimental evidence has revived interest in the utilization of stochastic simulation techniques to model gene regulatory networks [10] , [11] , [12] , [4] , [13] .
When fluctuations arise from the small number of reactant molecules, the stochastic simulation algorithm developed by Gillespie is considered the "gold standard" for modeling [14] , [15] . The advantage of this algorithm is that it generates an ensemble of trajectories with correct statistics for a set of biochemical reactions. However, both the original algorithm and later developments have focused on systems with fixed volumes, and have not systematically considered the effect of volume changes on the simulation routine [16] , [17] , [18] . Here we extend the Gillespie simulation routine to account for the deterministic time dependence of rate constants arising from cellular growth and division. Although our results are general for simulations involving time-dependent rate constants, we focus on the derivation of an algorithm for cellular systems with changing volume. Using an analytically tractable model system, we compare our generalized algorithm with a standard Gillespie approach, and find that the proposed modifications are significant when all stochastically simulated reactions have rates slower or comparable to the cellular growth rate.
II. BACKGROUND
When the average cellular size is small (e.g. a bacterium), it is commonly assumed that the cell acts as a well-mixed bioreactor. While there are specific gene regulatory processes where spatial compartmentalization is the first-order consideration, there is no evidence to date that such spatial effects dominate in a generic sense in small cells. Small numbers of molecules naturally lead to large fluctuations of the reactant species in a typical set of biochemical reactions. In such cases, the most complete description of the stochastic system is given by the corresponding chemical Master Equation (see, for example
Ref. [19] ).
Consider a well-stirred mixture of N chemical species (X 1 , ..X N ) = Y which may react through µ = 1..M elementary reaction channels R µ within a volume V . Here, X i is the number of molecules of type i in the system. For each reaction channel R µ assume that there exists a scalar rate constant c µ such
is the probability that a random combination of molecules from channel R µ selected at the moment t will react in the interval [t, t + dt). Let h µ (Y ) be the total number of possible distinct 
The specific form of the coefficients of the Master Equation (1) follows from the types of elementary reactions which occur in the system. For example, for second order reactions, A + B c − → AB, the rate constant c should be inversely proportional to the volume of the system. This stems from the fact that the probability of a binary collision in a volume V is inversely proportional to V . When the volume changes deterministically it leads to the notion of time-dependent rate c(t) = c /V (t), where now c is a "true" constant, formally corresponding to the rate measured at a reference volume V = 1. For a third-order reaction, the time-dependent rate will have the form c(t) = c /V 2 (t), and so on for higher orders.
The Master Equation framework becomes unmanageable even for a moderate number of possible states of the system. An alternative to solving for the probability of obtaining a given state is the stochastic simulation approach devised by Gillespie [15] . This approach entails the generation of an ensemble of sample trajectories of the system with statistics which asymptotically converges to the solution of the corresponding Master Equation.
In the Gillespie algorithm, the state of the system is updated by determining (i) the time to the next reaction, and (ii) which reaction will occur next. The first question is addressed by considering the distribution of the time intervals τ until the next reaction,
where a µ = c µ h µ is called the propensity of the channel R µ . The choice of the next reaction is made based upon the discrete distribution,
The aim of this paper is to formulate modifications to the Gillespie algorithm which are necessary to correctly simulate cellular systems with volume growth and division. 
2) Compute propensities a
3) Generate uniform random numbers u 1 , u 2 ∈ [0, 1). 
This algorithm provides a systematic method for obtaining a sample of trajectories that are consistent with the underlying Master Equation. Crucially, working directly with the Master Equation is not typically feasible, and this method provides a practical alternative for generating the evolution of the probability distribution described by the Master Equation 1 .
When the chemical rates are known functions of time, then the simple and seemingly intuitive way to augment the Gillespie algorithm is to assume that the propensities in Eqs. (2), (3) are (known) functions of time [10] , [20] . However, this approach leads to an approximate rather than an exact stochastic algorithm.
In the next section, we systematically derive an exact Gillespie-type algorithm which incorporates cellular growth and division.
III. MODIFIED GILLESPIE ALGORITHM FOR REACTIONS IN VARIABLE VOLUME
We now consider the necessary modifications to the Gillespie algorithm to account for cellular growth and division. Suppose the volume V (t) contains a mixture of X i , i = 1..N species which may interact through the reaction channels R µ , µ = 1..M . Next assume that a subset of these channels is characterized by the time-dependent propensities a s (t) = a s /V (t), s = 1..S, while the propensities of the remaining channels do not depend on time, denote those a q , q = S + 1..M . We normalize time so that the volume of the cell doubles in a unit time interval, after which the cell divides. While the process of cell division
is not deterministic, in order to illustrate our approach we will make the simplifying assumption that the cell division time is constant, and that at division all molecules are evenly divided among the daughter cells.
Following Gillespie [15] we introduce the following probabilities, 1 In this work, we consider the so-called Direct Gillespie algorithm. Another exact stochastic algorithm introduced by Gillespie [14] is the First Reaction method. In this method putative times are computed for every reaction channel and the reaction with the smallest putative time is carried out. Since the probability distributions used to perform updates of chemical system are the same the modifications described in this paper are also relevant for the First Reaction method.
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• P (τ, µ|Y, t)dτ -probability that, given the state Y = (X 1 , . . . , X N ) at time t, the next reaction will occur in the infinitesimal time interval (t + τ, t + τ + dτ ), and it will be reaction R µ
• a µ (t)dt -probability that, given the state Y = (X 1 , . . . , X N ) at time t, reaction R µ will occur within the interval (t, t + dt).
We compute P (τ, µ|Y, t)dτ as a product of the probabilities that no reaction will occur within (t, t+τ )
times the probability that R µ will occur within the subsequent interval (t + τ, t + τ + dτ )
is the probability that no reaction will occur during dτ , hence
Using the initial condition P 0 (τ = 0|Y, t) = 1, we solve the differential equation (5) to find
Next we combine Eqs.(4,6),
Now we specify the dependence of a s on time explicitly, assuming that
Performing the integration in Eq. (7) we find,
with
It is easy to compute the probability of any reaction to occur between time t and t + T . Integrating Eq.
(8) over time and summing over all channels, we find,
The limit of this equation when T → ∞ yields the probability that any reaction will occur after time t.
This probability is 1 when at least one time-independent channel is present (A q = 0). However if A q = 0, this probability is less than one because there is a finite probability exp[−A s /c] that no reaction will ever occur due to the exponentially decaying propensity of all of the reactions.
When all channels are time-independent, S = 0 Eq. (8) is reduced to the standard formula derived by
Gillespie [15] ,
where the summation over µ now includes all channels. We note that the same result is recovered in the formal limit c → 0 and lim c→0 f c (τ ) = τ , which corresponds to time-independent volume.
We should note that in fact the cell volume grows exponentially only until it doubles from its original value V 0 = 1, after which the cell divides and the volume is reset to V 0 . So we may only use formula (7) for times t + τ < t n , the next cell division time, (or equivalently, for {t} + τ < 1, where {t} = t mod 1).
In order to implement the Gillespie algorithm we must determine (i) the time of the next reaction, and
(ii) which reaction occurs.
Next reaction time.
It is convenient to distinguish three possible scenarios, depending on the presence of time-dependent channels.
Case (1),
Here we have both types of reactions and use Eq. (8) . To find the time of the next reaction, t + τ , we use the inversion method [21] . According to this method, in order to map the uniform random number (URN) u 1 ∈ [0, 1) to a number from a distribution with a given probability density function (PDF), one has to obtain a cumulative distribution from this PDF, draw a URN, set the cumulative distribution function equal to this number, and invert the equation. Using Eq. (8), and summing P (τ, µ|Y, t) over all channels and integrating over time up to τ = τ , we find the cumulative distribution function,
The time interval until the next reaction is given by the solution of the transcendental equation
is also a URN),
which may be expressed using a Lambert function
If the time of the next reaction t + τ with τ obtained from Eq. (15) is less than the time of the next cell division t n , the time is advanced to t + τ and one of the reactions is selected (see below). However, the time of the next reaction calculated using τ from Eq.(15) may exceed the time of the next cell division. In this case we simply advance time to the next cell division time t n , divide the volume and the numbers of proteins by two (more generally, this division may be non-even and chosen from a binomial distribution or partitioned in accordance with some empirically determined distribution), and select τ again.
Case (2), A q = 0, A s = 0. In this case only time-dependent channels are present and we use Eq. (8) with a q = 0, q = S + 1..M . As a result we obtain
This case is special because there is a finite possibility that no reaction will happen in the interval
Formally, Eq. (16) has no solution τ for Figure 1 ). In this case, as in the case when the solution τ exists but {t + τ } > 1, no reaction is implemented but time is advanced to the time of the next cell division (t n ), and the volume and number of proteins are reset.
Case (3)
, A q = 0, A s = 0. This is the standard situation covered by the Gillespie algorithm, and the time to the next reaction is given by
Which reaction to choose. This step is similar to the standard Gillespie algorithm. The only difference comes from the fact that in the interval [t, t + τ ], the time-dependent propensities change due to cell growth, and thus one has to choose which reaction will occur based on the propensities at time t + τ .
Using a second URN u 2 we find the channel ν = µ
To summarize, the modified Direct Gillespie algorithm contains the following steps:
3) Generate uniform random numbers u 1 , u 2 . 6) Find the channel of the next reaction µ using Eq. (18) 7) Update time t → t + τ , and adjust x i in accordance with the particular reaction R µ . Proceed to step 2.
4) Check if
We now discuss when our exact time-dependent Gillespie (ETG) algorithm is expected to yield results that differ from an "adiabatic" generalization of the standard Gillespie routine, which we will denote the Adiabatic Time-dependent Gillespie (ATG) approach. This adiabatic approach arises from using the standard Gillespie algorithm with time-dependent rate constants that are updated after each reaction event using the current (at the moment of the reaction) value of the cellular volume. As we show below, this approach is quite accurate when the volume changes slowly as compared with the timescale of the fastest chemical reaction. As an illustration, consider the simple case with a single time-dependent channel, and compare the distributions for the time interval until the next reaction,
In both cases the distribution functions decay exponentially at a rate which is a linear function of a(t).
When a(t) 1, in both cases the mean value of τ is much smaller than one. Additionally, cτ may be neglected as compared with the much larger term f c (τ )a(t) = a(t)(τ + O(τ 2 )) ≈ a(t)τ . Therefore,
for large a and small τ , the distributions (19), (20) are nearly the same, and the two algorithms should yield similar results. On the other hand, when a(t) is small, the probability that a reaction will occur during the cell doubling time approaches a/(2 ln 2) according to the ETG algorithm, whereas it is a according to the ATG algorithm. Thus, the difference between these two algorithms for small a can be significant. Since in the context of gene regulation, protein multimerization and DNA binding are many orders of magnitude faster than the timescale of cellular growth, the ATG algorithm is reliable when all of the reactions are simulated with a Gillespie scheme. However, in realistic settings it may be necessary to utilize hybrid techniques [22] , [16] , whereby the fast reactions are simulated with deterministic or Langevin equations, and the slow reactions simulated with Gillespie. In these situations, if the average time between random "Gillespie events" is comparable with the cell division time, then a generalization of the Gillespie algorithm is essential. states S 0 and S 1 . The transition S 0 → S 1 occurs when a regulator protein is bound to the gene's promoter, and so this transition probability is inversely proportional to the cell volume V . Upon division of the cell, both its volume and the number of all proteins are halved. For simplicity, we assume that the number of regulator proteins quickly reaches a steady-state, which is maintained throughout the cell cycle. We neglect the fast relaxation of the number of regulator proteins, and assume that an effective propensity for the transition S 0 → S 1 is inversely proportional to the volume at any instance of time. The propensity of the reverse process S 1 → S 0 is assumed independent of the cell volume. The transcription of gene S leads to the production of the protein X at a rate α 0 when its promoter is in state S 0 , and α 1 when it is in state S 1 (for definiteness, we assume α 0 < α 1 ). The biochemical reactions describing this model system are summarized in Table 1 .
We assume that the volume of the cell grows exponentially during the cell cycle, V (t) = exp[ln 2 t] (without loss of generality we assume V (0) = 1). At times t = n, the volume V is halved V → V /2,
and the number of proteins is halved, X → X/2. In the case of constant volume, this single-gene 
2 is the variance of the number of proteins. In the case of constant volume, these moments reach a steady-state [23] , but when cell grows and divides, the moments asymptotically approach an oscillatory regime as one might expect (see below Figure 2 ). Table V. In this simple example, the fast reactions 3 − 5 are computationally expensive in the Gillespie algorithm, since the average time step between these reactions is very small compared with the cell division time. In order to make progress on realistic problems involving many such fast reactions, a more natural approach is a hybrid simulation technique [16] , [22] , where the dynamics of the fast subset is modelled either deterministically or using Langevin equations, while the slow reactions are modelled with the Gillespie technique. We adopt this approach and simulate the dynamics of the proteins X using a Langevin equatioṅ
where w(t) is a Gaussian white noise process. This equation was integrated using the Euler-Murayama method [24] .
The differences between the use of the standard and modified Gillespie algorithms for the slow reaction are evident in the distributions of residence times, p 0 (t r ), and of phases of transitions from S 0 to S 1 within the cell doubling interval, p(θ) (here θ = {t}). Since the propensity of the inverse reaction is independent of volume, the residence time distribution for the bound state is simply described by Poisson statistics.
For small k 1 , step 2 of the algorithm typically yields a negative result since the randomly selected time t + τ exceeds the next cell division time. In this case time is advanced to the next cell division time, and
another draw is performed. Therefore, most of the transitions from S 0 to S 1 will occur after a draw at cell division (after V is reset to one). Then it is easy to see from (19) , (20) that the phase distributions for the two versions of Gillespie algorithm are
Accordingly, the distribution of residence times at small k 1 is mostly determined by the number of unit time intervals during which the transition S 0 → S 1 does not occur. The probability of the transition to not occur per unit time is exp(−k 1 ) for the ATG algorithm and exp(−k 1 /2 ln 2) for the ETG algorithm, thus for long times the same distribution scales as
In Figure 2 we compare the time dependencies of ensemble-averaged probability of that the promoter is in state S 1 (a,d), and protein concentration x /v (b,c,e,f) obtained numerically using exact and adiabatic Gillespie algorithms with theoretical curves generated using the Master Equation (ME), see Appendix.
In the same plots we depict single realizations of s and x. As seen for the plots, the exact Gillespie algorithm yields results that are virtually indistinguishable from the theoretical curves. For comparison, (22), (23) for small k 1 .
V. DISCUSSION
In this work, we have derived a generalization of the Gillespie algorithm to account for cellular growth and division, and compared this algorithm with an adiabatic Gillespie routine where the volume is simply updated as time progresses. While the adiabatic routine was shown to be quite accurate if any of the chemical reactions are fast compared with the growth rate, it is typically not feasible in realistic settings to simulate all reactions with a pure Gillespie-type routine. We therefore focused our comparison on a hybrid simulation technique [22] , [16] , whereby the fast reactions were simulated with Langevin equations, and the slow reactions simulated with Gillespie method. In these simulations, the average time between random events may be significant as compared with the cell division time, and here we were able to demonstrate the necessity of using our generalization of the Gillespie algorithm. Importantly, the generalized algorithm does not significantly increase the computational expense, so this derived method is preferred regardless of accuracy considerations.
Our method specifies how a periodic deterministic event, namely cell division, can be incorporated into the Gillespie routine. While in order to illustrate our approach, we considered deterministic volume growth and division, future work could focus on additional sources of noise, such as a stochastic growth rate, fluctuations arising from unequal partitioning of molecules at cell division, or variations in the DNA replication time before division. As experiments begin to discriminate between the sources of noise in the cellular environment [3] , simulation routines that correctly incorporate individual noise sources will be increasingly useful.
APPENDIX: MOMENT EQUATIONS FOR THE SINGLE GENE -NO FEEDBACK SYSTEM
Similar to [23] , we introduce the time-dependent probability p s x to have promoter in state s = [0, 1]
and x proteins. The evolution of this probability between cell division times is described by the two master equationsṗ
At cell division time t n , the volume V is halved, and also the number of the proteins in the cell, so
From Eqs. (24), (25) we can derive the equations for the partial moments of the distribution of the number of proteins, defined as
The zeroth moments s 0,1 = x 0 0,1 give the marginal probabilities of the promoter to be in states 0, 1,
respectively. The equations for s 0,1 reaḋ
The equations for the first moments reaḋ
and for the second moments,
(31)
Here at cell division times the values of x 0,1 and x 2 0,1 have to be reset, x 0,1 (t n +) = x 0,1 (t n −)/2 and x 2 0,1 (t n +) = x 2 0,1
The asymptotic solution for s 0 at large time t can be written in the form
The mean values of s 0,1 can be approximated with good accuracy by the formulas
March 30, 2004 DRAFT For small decay rate k x 1, the mean value of the number of proteins x = x 0 + x 1 can be found from (29) assuming that the number of proteins doubles during the cell division time. For small decay rates is simply leads to
Similarly, we can obtain the mean variance of the number of proteins at large t, x 2 − x 2 (it has to increase 4 times between consecutive cell divisions).
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