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Abstract
In this paper, we obtained rich solutions for the discrete complex cubic Ginzburg–Landau equation by means of the extended
tanh-function approach. These solutions include chirpless bright soliton, chirpless dark soliton, triangular function solutions and
some solutions with alternating phases, and so on. Meanwhile, the range of parameters where some exact solution exists is given.
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1. Introduction
Discrete solitons in nonlinear lattices have been the focus of considerable attention in diverse branches of
science [1]. Discrete solitons have been demonstrated to exist in a wide range of physical systems, e.g. atomic
chains [2] (discrete lattices) with on-site cubic nonlinearities, molecular crystals [3], biophysical systems [4], electrical
lattices [5] and Bose–Einstein condensates [6]. Recently, the existence of discrete solitons in photonic structures
(in arrays of coupled nonlinear optical wave guides [7] and in a nonlinear photonic crystal structure [8]) was
announced and has attracted considerable attention in the scientific community. Photonic crystals, which are artificial
microstructures having photonic bandgaps, can be used to precisely control the propagation of optical pulses and
beams. Furthermore, Ablowitz et al. [9] developed a fully discrete perturbation theory and show that slowly moving
discrete solitons are “chirp”. When using discrete waveguides and photonic crystals, “discrete solitons” appear
naturally and have a number of interesting properties. Many scientists believe that the discrete solitons can have
an important role in this technology.
Discrete Ginzburg–Landau (DGL) models have also been considered in the literature [10–12]. These DGL
lattices are quite often used to describe a number of physical systems such as Taylor and frustrated vortices in
hydrodynamics [10] and semiconductor laser arrays in optics [11]. In these latter studies, the DGL model has been
predominantly used in connection with spatiotemporal chaos, instabilities, and turbulence [12]. Most studies related to
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discrete solitons are directed at conservative systems, i.e., those that preserve energy. However, dissipative systems are
more common in nature, so further studies on discrete dissipative systems are certainly required. Ravoux et al. [13]
studied the discrete analog of the complex cubic Ginzburg–Landau equation having pattern formation phenomena
in mind. In particular, they studied plane wave instability in such systems. Soto-Crespo et al. [14] studied the
discrete complex cubic Ginzburg–Landau (DCCGL) equation having several exact solutions. We consider a discrete
equation set (a model of a dissipative system), viz., the following discrete complex cubic Ginzburg–Landau (DCCGL)
equation [15]
i
dψn
dt
+
(
D
2
− iβ
)
(ψn+1 − 2ψn + ψn−1)+ (1− i)|ψn|2(ψn+1 + ψn−1)− iγψn = 0, (1)
whereψn is complex variable defined for all integer values of the site index n.ψn+1−2ψn+ψn−1 plainly approximates
a second derivative term for a continuous system, and thus D is the coefficient of the diffraction term. γ, , β are the
linear dissipation, cubic nonlinear amplification and filter coefficients, respectively. In the limit of β =  = γ = 0,
Eq. (1) is reduced to the integrable discrete nonlinear Schrodinger equation (AL model) [16]. The continuous limit of
Eq. (1) is the complex Ginzburg–Landau equation (CGLE) [17]
i
dψ
dt
+
(
D
2
− iβ
)
ψxx + (1− i)|ψ |2ψ − iγψ = 0, (2)
which has many applications in describing non-equilibrium systems, phase transitions, and wave propagation
phenomena. When β =  = γ = 0, Eq. (2) is reduced to the NLS equation.
With the development of symbolic computation, many direct and effective methods are presented to solve nonlinear
differential–difference equations (NDDEs). For instance, Baldwin et al. [18] derived the kink-type solutions of many
spatially discrete nonlinear models in terms of tanh function. Recently, Dai et al. [19] obtained the kink-type solutions
of the discrete sine-Gordon equation by means of the hyperbolic function approach. More recently, the Jacobian
elliptic function method is generalized to solve differential–difference equations [20]. Moreover, the solutions of
the integrable discrete nonlinear Schro¨dinger equation (AL model) are derived using the extended Jacobian elliptic
function method [21]. However, these methods [19–21] with much complicated calculations cannot give us an unified
formulation to construct exact solutions. Thus one is devoted to finding the suitable and simple methods, which are
extensively and successfully applied in many nonlinear partial differential equations to obtain exact solutions in a
uniform way, to solve differential–difference equations. Nevertheless, these methods are hardly generalized to solve
differential–difference equations because of the difficulty to search iterative relations between lattice indices, for
example, the relations from indices n to n± 1. Fortunately, by careful analysis, we present the extended tanh-function
method for differential–difference equations and successfully find the iterative relations between lattice indices. The
virtue of this proposed method is that, without much complicated calculations, we circumvent integration to directly
get many exact solutions in a uniform way. Another feature of this method is that it provides us a guideline to classify
the various types of the solution according to the parameter δ [the meaning of δ see (6) and (7) in Section 2]. Applying
this method, we investigate the discrete complex cubic Ginzburg–Landau (DCCGL) equation (1) and obtain chirpless
bright soliton, chirpless dark soliton, triangular function solutions and some solutions with alternating phases.
2. Extended tanh-function method for NDDEs
In this section, we would like to outline the extended tanh-function method for NDDEs step-by-step.
Consider a system of M polynomial DDEs
4(un+p1(x), . . . ,un+pk(x), . . . ,u′n+p1(x), . . . ,u′n+pk(x), . . . ,u
(r)
n+p1(x), . . . ,u
(r)
n+pk(x)) = 0, (3)
where the dependent variable un has M components ui,n , the continuous variable x has N components xi , the discrete
variable n has Q components n j , the k shift vectors pi , and u
(r)(x) denotes the collection of mixed derivative terms
of order r .
According to the tanh-function method [18,19], the main steps of the extended tanh-function method for NDDEs
are outlined as follows.
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Step 1: When we seek the travelling wave solutions of Eq. (3), the first step is to introduce the wave transformation
un+ps(x) = Un+ps(ξn), ξn =
∑Q
i=1 dini +
∑N
j=1 c j x j + ζ for any s (s = 1, . . . , k), where the coefficients
c1, c2, . . . , cN , d1, d2, . . . , dQ and the phase ζ are all constants. In this way, Eq. (3) becomes
4(Un+p1(ξn), . . . ,Un+pk(ξn), . . . ,U′n+p1(ξn), . . . ,U′n+pk(ξn), . . . ,U
(r)
n+p1(ξn), . . . ,U
(r)
n+pk(ξn)) = 0. (4)
Step 2: We propose the following series expansion as a solution of Eq. (4):
Un(ξn) = a0 +
l∑
j=1
[a jφ jn(ξn)+ b jφ j−1n (ξn)
√
δ + φ2n(ξn)], (5)
where φn(ξn) satisfies the following Riccatti equation:
dφn(ξn)
dξn
= δ + φ2n(ξn), (6)
where δ is an arbitrary constant.
It is known that Eq. (6) possesses the solutions
φn(ξn) =
{−√−δ tanh(√−δξn), −√−δ coth(√−δξn), δ < 0,√
δ tan(
√
δξn), −
√
δ cot(
√
δξn). δ > 0.
(7)
At present, one should note the identities
tanh(x + y) = tanh(x)+ tanh(y)
1+ tanh(x) tanh(y) , coth(x + y) =
coth(x)+ tanh(y)
1+ coth(x) tanh(y) , (8)
and
tan(x + y) = tan(x)+ tan(y)
1− tan(x) tan(y) , cot(x + y) =
cot(x)− tan(y)
1+ cot(x) tan(y) . (9)
One can obviously rewrite the expressions (8) and (9) in an uniform formula by using expression (7)
φn(ξn + y) = φn(ξn)+ µ
√
µδ f (
√
µδy)
1− 1√
µδ
φn(ξn) f (
√
µδy)
, (10)
where µ = ±1 and
f =
{
tanh(
√−δy), µ = −1,
tan(
√
δy), µ = 1. (11)
Thus
Un(ξn+ps) = a0 +
l∑
j=1
a j
φn(ξn)+ µ√µδ f (√µδϕs)
1− 1√
µδ
φn(ξn) f (
√
µδϕs)
 j
+ b j
φn(ξn)+ µ√µδ f (√µδϕs)
1− 1√
µδ
φn(ξn) f (
√
µδϕs)
 j−1
√√√√√δ2 +
φn(ξn)+ µ√µδ f (√µδϕs)
1− 1√
µδ
φn(ξn) f (
√
µδϕs)
2
 , (12)
where
ϕs = ps1d1 + ps2d2 + · · · + psQdQ, (13)
and ps j is the j th component of shift vector ps .
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Step 3: Determine the degree l of the polynomial solutions (5). We are interested in balancing terms φn(ξn), then
the leading terms of Un(ξn+ps), (ps 6= 0) will not affect the balance since Un(ξn+ps) can be interpreted as being of
degree zero in φn(ξn). So we can easily get the degree l in the ansa¨tzs (5) and (12) by balancing the highest nonlinear
terms and the highest-order derivative term in Un(ξn) as in the continuous case.
Step 4: Substituting the ansa¨tzs (5) and (12) into Eq. (4), then setting the coefficients of all independent terms to
zero, we will get a series of algebraic equations. From the highly nonlinear and parameterized algebraic equations, the
constants a0, a j , b j ( j = 1, 2, . . . , l) are explicitly determined by using of Maple and Wu’s elimination method [22].
Step 5: Substitute the values solved in Step 4 with Eq. (7) into expression (5), one can find the solutions of Eq. (3).
To assure the correctness of the solutions, it is necessary to substitute them into the original equation.
3. Some special solutions
In this section, we apply the method developed in Section 2 to Eq. (1). In this case, u = ψ, x = x1 = t,n = n1 = n
and p1 = p1 = −1,p2 = p2 = 0,p3 = p3 = 1, d1 = d, c1 = c. To extend the above method to Eq. (1), we consider
the transformations
ψn = eiθnUn(ξn), θn = pn + qt + ζ2, ξn = dn + ct + ζ1, (14)
and
ψn+1 = eiθneipUn+1(ξn), ψn−1 = eiθne−ipUn−1(ξn). (15)
Using the relation e±ip = cos(p)± i sin(p), and separating the real and imaginary parts of Eq. (1), one gets
cU ′n − cos (p)
(
β + Un2
)
(Un+1 +Un−1)+ sin (p)
(
D
2
+Un2
)
(Un+1 −Un−1)+ (2β − γ )Un = 0, (16)
cos (p)
(
D
2
+Un2
)
(Un+1 +Un−1)+ sin (p)
(
β + Un2
)
(Un+1 −Un−1)− (q + D)Un = 0, (17)
where Un ≡ Un(n, t),Un+1 ≡ Un+1(n, t),Un−1 ≡ Un−1(n, t).We expand the solution of Eqs. (15) and (16) in the
form of Eqs. (5) and (12). Balancing the highest nonlinear terms and the highest-order derivative term in Eq. (15), we
determined l = 1. One gets
Un(ξn) = a0 + a1φn(ξn)+ b1
√
δ + φ2n(ξn), (18)
where a0, a1, b1, d, c, p and q are constants to be determined later. Substituting expression (17) along with (6)
and (12) into Eqs. (15) and (16) and using the rule (10); clearing the denominator and setting the coefficients of
independent terms to zero, gives a set of algebraic equations in a0, a1, b1, d, c, p and q. To avoid tediousness, we
omit the over-determined, highly nonlinear and parameterized algebraic equations. With the aid of Maple 8, we obtain
four sets of solutions corresponding to δ < 0 and δ > 0, respectively.
Case 1 δ < 0, µ = −1
p = 0, c = 0, a0 = 0, b1 = 0, q = −γ

, d = 1√−δ arctanh
√
γ
2β
,
a1 = −
√
γ
2δ
, D = 2β

, (19)
p = pi, c = 0, a0 = 0, b1 = 0, q = −γ

, d = 1√−δ arctanh
√
2− γ
2β
,
a1 = −
√
4β − γ
2δ
, D = 2β

, (20)
p = 0, c = 0, a0 = 0, a1 = 0, q = −γ

, d = 1√−δ arccosh
(
1− γ
2β
)
,
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b1 =
√
4βγ − γ 2
4δβ
, D = 2β

, (21)
p = pi, c = 0, a0 = 0, a1 = 0, q = −γ

, d = 1√−δ arccosh
(
γ
2β
− 1
)
,
b1 =
√
4βγ − γ 2
4δβ
, D = 2β

. (22)
Case 2 δ > 0, µ = 1
p = 0, c = 0, a0 = 0, b1 = 0, q = −γ

, d = 1√
δ
arctan
√
− γ
2β
,
a1 =
√
γ
2δ
, D = 2β

, (23)
p = pi, c = 0, a0 = 0, b1 = 0, q = −γ

, d = 1√
δ
arctan
√
γ
2β
− 2,
a1 =
√
4β − γ
2δ
, D = 2β

, (24)
p = 0, c = 0, a0 = 0, a1 = 0, q = −γ

, d = 1√
δ
arccos
(
1− γ
2β
)
,
b1 =
√
γ 2 − 4βγ
4δβ
, D = 2β

, (25)
p = pi, c = 0, a0 = 0, a1 = 0, q = −γ

, d = 1√−δ arccos
(
γ
2β
− 1
)
,
b1 =
√
γ 2 − 4βγ
4δβ
, D = 2β

. (26)
According to Eqs. (13), (17) and (18)–(25), we obtain the following rich solutions of Eq. (1):
3.1. Soliton solutions
1. Dark soliton solution
ψn =
√
− γ
2
tanh
[
n arctanh
(√
γ
2β
)
+ ζ1
]
exp
(
−iγ

t + iζ2
)
, (27)
where ζ1 and ζ2 are arbitrary constants (The following solutions have the same case.). ζ1 shows translational invariance
along the lattice. When ζ1 is zero, the center of the soliton coincides with a lattice site. In this case, the solution
is symmetric. When ζ1 is not zero, the soliton center is located between the lattice sites. Then the soliton shape
is asymmetric. In this sense, the parameter ζ1 produces a continuous family of solitons with variable shape. This
translational invariance is known to appear for integrable models like the AL system. This result shows that the
translational invariance is restored in the case of this dissipative system. The parameters γ and  must have opposite
signs for this solution to exist. Moreover, γ and β must have the same sign and satisfy 0 < γ/β < 2.
2. Alternating phase dark soliton solution
ψn = (−1)n
√
γ − 4β
2
tanh
[
n arctanh
(√
2− γ
2β
)
+ ζ1
]
exp
(
−iγ

t + iζ2
)
. (28)
This solution requires 2 < γ/β < 4 and that  and γ − 4β have the same sign. This type of soliton solution which
does not have a continuous analog has each site being completely out-of-phase with each of its neighbors. That is, it
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Fig. 1. (a) The dark soliton solution (26) with parameters γ = 1, β = 2,  = − 12 , ζ1 = ζ2 = 0 at time t = 0, (b) the alternating phase dark soliton
solution (27) with parameters γ = −7, β = −2,  = 12 , ζ1 = ζ2 = 0 at time t = 0.
Fig. 2. (a) The bright soliton solution (28) with parameters γ = −2, β = 1,  = 3, ζ1 = ζ2 = 0 at time t = 0, (b) the alternating phase bright
soliton solution (29) with parameters γ = −3, β = − 12 ,  = − 32 , ζ1 = ζ2 = 0 at time t = 0.
is an alternating phase dark soliton solution, whose allowed range of parameters differs from the dark soliton solution
(26). The properties of the solutions (26) and (27) are shown in Fig. 1(a) and (b).
3. Bright soliton solution
ψn =
√
γ 2 − 4βγ
4β
sech
[
n arccosh
(
1− γ
2β
)
+ ζ1
]
exp
(
−iγ

t + iζ2
)
, (29)
which requires γ /β < 0, and thus γ / < 0.
4. Alternating phase bright soliton solution
ψn = (−1)n
√
γ 2 − 4βγ
4β
sech
[
n arccosh
(
γ
2β
− 1
)
+ ζ1
]
exp
(
−iγ

t + iζ2
)
, (30)
which requires γ /β > 4, and therefore γ / > 0. This type of soliton solution allowed range of parameters differs
from the bright soliton solution (28). The properties of the solutions (28) and (29) are shown in Fig. 2(a) and (b).
3.2. Triangular function solutions
1. Oscillatory tan solution
ψn =
√
γ
2
tan
[
n arctan
(√
− γ
2β
)
+ ζ1
]
exp
(
−iγ

t + iζ2
)
, (31)
which gives a quasi-periodic oscillation (it does not actually repeat, unless the period of the solution becomes
commensurate with the period of the chain). This solution requires that the parameters γ and  must have the
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same sign for this solution to exist. Moreover, γ should have the opposite sign to β. Unlike a solution in terms
of tan-function having singularities in the continuous models, solution (30) can avoid singularities by properly
choosing the equation parameters and translation parameters ζ1, although the singularity may occur as well when
the solution becomes infinite at the site of the chain. This remarkable character attributes to the discreteness. An
example is  = γ2 , β = − γ2 tan2(pi/5) , ζ1 = ζ2 = 0, t = 0 in Eq. (30), which gives ψn = tan( npi5 ) (n ∈ Z) =
(. . . , 3.08,−3.08,−0.73, 0, 0.73, 3.08,−3.08, . . .) and the period is 5.
2. Alternating phase tan oscillatory solution
ψn = (−1)n
√
4β − γ
2
tan
[
n arctan
(√
γ
2β
− 2
)
+ ζ1
]
exp
(
−iγ

t + iζ2
)
, (32)
which is an irregular oscillation. This solution requires γ /β > 4, moreover,  and 4β − γ have the
same sign. Selecting particular parameters, it can be periodic. An example is 2 = 4β − γ, γ2β =
2 + tan2(pi/5), ζ1 = ζ2 = 0, t = 0 in Eq. (31), which gives ψn = (−1)n tan( npi5 ) (n ∈ Z) =
(. . . , 0, 0.73,−3.08,−3.08, 0.73, 0,−0.73, 3.08, 3.08,−0.73, 0, . . .) and the period is 10.
3. Oscillatory sec solution
ψn =
√
γ 2 − 4βγ
4β
sec
[
n arccos
(
1− γ
2β
)
+ ζ1
]
exp
(
−iγ

t + iζ2
)
, (33)
which requires 0 < γ/β < 4, and thus  and γ have opposite signs.
4. Alternating phase sec oscillatory solution
ψn = (−1)n
√
γ 2 − 4βγ
4β
sec
[
n arccos
(
γ
2β
− 1
)
+ ζ1
]
exp
(
−iγ

t + iζ2
)
, (34)
which requires 0 < γ/β < 4, and therefore γ / < 0. By analysis, we find that oscillatory sec solution and alternating
phase sec oscillatory solution have the same properties to oscillatory tan solution and alternating phase tan oscillatory
solution, respectively. Here we omit the discussion of these two solutions.
3.3. Other solutions
From Eq. (13), (17) and (18)–(25), we can also derive the following solutions:
ψn = (−1)n
√
γ − 4β
2
coth
[
n arctanh
(√
2− γ
2β
)
+ ζ1
]
exp
(
−iγ

t + iζ2
)
, (35)
ψn = (−1)n
√
γ − 4β
2
coth
[
n arctanh
(√
2− γ
2β
)
+ ζ1
]
exp
(
−iγ

t + iζ2
)
, (36)
ψn =
√
γ 2 − 4βγ
4β
csch
[
n arccosh
(
1− γ
2β
)
+ ζ1
]
exp
(
−iγ

t + iζ2
)
, (37)
ψn = (−1)n
√
γ 2 − 4βγ
4β
csch
[
n arccosh
(
γ
2β
− 1
)
+ ζ1
]
exp
(
−iγ

t + iζ2
)
, (38)
ψn = −
√
γ
2
cot
[
n arctan
(√
− γ
2β
)
+ ζ1
]
exp
(
−iγ

t + iζ2
)
, (39)
ψn = −(−1)n
√
4β − γ
2
cot
[
n arctan
(√
γ
2β
− 2
)
+ ζ1
]
exp
(
−iγ

t + iζ2
)
, (40)
ψn =
√
γ 2 − 4βγ
4β
csc
[
n arccos
(
1− γ
2β
)
+ ζ1
]
exp
(
−iγ

t + iζ2
)
, (41)
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ψn = (−1)n
√
γ 2 − 4βγ
4β
csc
[
n arccos
(
γ
2β
− 1
)
+ ζ1
]
exp
(
−iγ

t + iζ2
)
. (42)
4. Summary and discussion
In conclusion, we have utilized the extended tanh-function approach to construct various solutions for the discrete
complex cubic Ginzburg–Landau equation with the constraint on the equation parameters D = 2β

in a uniform way.
Meanwhile, we have also found the range of parameters where some exact solutions exist. Among these solutions,
solutions with alternating phases do not have continuous analogs. Moreover, in the lattice, the points of singularity
of tan-type and sec-type solutions can be ‘between sites’ and thus the singularities can be avoided. The width and
amplitude of soliton solutions are fixed, due to the double balance in the dissipative system (1). All soliton solutions
obtained in this paper are chirpless, which differs from the exact solutions obtained for the continuous CGLE, where
the solutions do have a chirp. All the solutions obtained in this paper have been properly verified by direct substitution
in the original equation. Although these solutions are only a small part of the large variety of possible solutions for
Eq. (1), they might serve as seeding solutions for a class of localized structures which exist in this system. We hope
that they will be useful in further perturbative and numerical analysis of various solutions to the DCCGL equation.
The method presented in this paper is only an initial work, more work will be done. More applications of this
method to other nonlinear differential–difference systems deserve further investigation.
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