We examine the existence of stock market contagion effects among three groups of countries: the Euro-periphery countries
Introduction
The recent global financial crisis began as a crisis of the subprime mortgage loans in the United States of America in 2007. Since then, multiple waves of financial distress have hit the global financial markets. Since the beginning of 2010 the Euro area faces a severe financial crisis. What started off as a sovereign debt crisis from Greece soon transmitted to Portugal, Ireland, Cyprus and, at least partially, to Spain and Italy. Pretty soon it became clear for Europe that beneath the sovereign debt crisis surface there also existed a severe banking crisis. The evolution of this crisis and the transmission of financial distress from one country to another, with multiple asset classes being hurt (stock markets, bond yields, CDS spreads), make the case of financial contagion more pertinent than ever 1 .
A number of researchers investigate the recent eurozone financial crisis and its contagion effects. Contagion effects are found by studies that deal mainly with announcements of sovereign debt rating changes. For example, Afonso, Furceri, and Gomes (2012) use an event study approach, Arezki, Candelon, and Sy (2011) use a VAR framework with dummies to capture the effect of news announcements, and Missio and Watzka (2011) find contagion effects using dynamic conditional correlation models (DCC). Apart from rating change announcements, Jiang, Konstantinidi, and Skiadopoulos (2012) use VAR models and find that news announcements affect but do not completely explain the magnitude of implied volatility spillovers. They interpret the inability of news and other events to fully explain the implied volatility spillovers as evidence of contagion. Mink and De Haan (2012) use an event study approach and find that news about Greece does not provoke abnormal returns on bank stock prices in 2010, while news about a Greek bailout does. Metiu (2012) employs a simultaneous equations model and examines the tails of bond yield distributions, an approach derived from the Extreme Value Theory and Value-at-Risk theories, and finds structural shift contagion effects for the crisis periods. Other papers, however, do not find contagion effects for the sovereign bond and the credit default swaps markets. See, for example, Caporin, Pelizzon, Ravazzolo, and Rigobon (2013) and Bhanot, Burns, Hunter, and Williams (2012) .
In this paper, we investigate the transmission of the european financial crisis for three groups of countries: Two groups of eurozone countries, one for the Euro-core eurozone countries (Germany, France, Netherlands, Belgium, Finland) and one for the Euro-periphery eurozone countries (Portugal, Ireland, Italy, Greece, Spain) , and finally a group for European Union (EU) but not euro countries (Sweden, UK, Poland, Czech Republic, Denmark) . The main focus of our study is stock market spillovers between these groups. The correlations framework has been widely used by previous authors in related studies but there is no consensus in the research literature as to how to best define contagion when using that framework. As Bekaert et al. (2005) point out: "What is clear is that contagion is not simply revealed by increased correlation of market returns during a crisis period". Forbes and Rigobon (2001) claim that heteroskedasticity biases correlation tests for contagion 2 .
To avoid these problems we follow the approach of Bae, Karolyi, and Stulz (2003) who examine the coincidence of extreme return shocks across countries within a group and across groups. A number of authors have used this methodology. See, for example, Markwat, Kole, and van Dijk (2009) , Lucey and 1 The contagion literature is extensive. See, for example Allen and Gale (2000) , Rigobon (2002) , Kaminsky, Reinhart, and Vegh (2003) , Pericoli and Sbracia (2003) , Bekaert, Harvey, and Ng (2005) , Forbes and Rigobon (2001) , Aït-Sahalia, Cacho-Diaz, and Laeven (2010) , Dungey, Fry, González-Hermosillo, and Martin (2005) , Corsetti, Pericoli, and Sbracia (2005) .
2 By applying a correction they find no contagion for the 1997 Asian crisis. On the other hand, Corsetti et al. (2005) claim that the variance restrictions imposed by Forbes and Rigobon (2001) are "arbitrary and unrealistic". They find evidence for at least five countries facing contagion effects during the Hong Kong stock market crisis of 1997. Sevic (2010) , Christiansen and Ranaldo (2009) , Gropp, Duca, and Vesala (2009) . Another advantage of moving in line with multinomial logistic analysis as proposed by Bae et al. (2003) is that we can use control variables (covariates) in order to justify the characteristics of extreme returns. Furthermore, this approach allows us to study the crisis transmission across groups and also within groups.
Since it is well accepted that the most vulnerable eurozone countries -the Euro-periphery group-were the most badly hit by the Euro-crisis, our main interest is to study for the crisis transmission from the Euro-periphery group to the other two groups (Euro-periphery vs. Euro-core, Euro-periphery vs.
Non-euro) 3 , 4 . We find that the Euro-periphery countries act as a source of contagion for the other Euro-periphery countries but also for the Euro-core and the Non-euro country groups.
The original source of the markets' reactions and hence of the crisis spill-over must be traced to relevant information about the unfolding crisis. Previous researchers, as noted above, examine the impact of various official news announcements such as sovereign debt rating changes. Nevertheless, such specific news items give at best a partial and at worst a biased view of the impact of information on market prices since they do not reflect all available news and in many cases they are anticipated by market participants. The second objective of this paper, therefore, is to shed light on the impact of two main information sources on market prices and crisis transmission; the News Flow imbedded in newspaper articles and newswires, and investors' attention about the crisis captured by their Web search activities. The study of News Flow has attracted the researchers' interest rather recently with the advent of Data Mining and Sentiment Analysis techniques. Tetlock (2007) studies the interactions between a daily popular Wall Street Journal column and the Dow Jones returns by creating a media pessimism index using textual analysis based on the General Inquirer's Harvard IV-4 dictionary. Loughran and McDonald (2011) create their own dictionary with words that are better suited for a financial context, and associate the 10-K filing returns to the media tone, employing once more textual analysis based on their dictionary. One of the first works on the Web Attention was by Varian and Choi (2009) who used the Google Trends Search Volume Index (SVI) to forecast economic indicators, such as car sales and unemployment claims 5 . Since then related work has started to appear in the finance literature. Da, Engelberg, and Gao (2011) examine the determinants of the SVI for stocks in the Russell 3000 and associate it with the returns in the index and the performance of IPO stocks. Da, Engelberg, and Gao (2010) use queries that may concern households, such as "recession", "unemployment", "bankruptcy" and create an investor sentiment index which they associate with the US market. Vlastakis and Markellos (2012) examine the effect of the SVI on the realized volatility (weekly sum of daily squared returns) of the 30 largest stocks traded in the NYSE and NASDAQ.
Finally, Dzielinski (2012) study the S&P 500 returns along with the SVI results for the "economy" query.
We find that during the Euro-crisis a higher volume of Web search queries about the Euro-periphery crisis as measured via the Google Trends SVI is associated with higher probabilities of extreme bottom returns for all three country groups, while the probabilities of extreme top returns are not affected.
As far as the News Flow is concerned, Pre-crisis no significant connection can be found between the 3 Another study that uses this approach is Thomadakis (2012), but our main difference is that he considers the Eurozone countries as one group, thus not studying the within eurozone dynamics of the various subgroups, and he studies the interactions mainly with the USA, for the industrials sectors of the stock exchanges.
4 One critique mentioned (e.g. by Ahlgren and Antell (2010) ) is that Bae et al. (2003) arbitrarily pick the top and the bottom 5% from the sample of returns to examine the joint occurrence of extreme returns. This critique has indeed some merit but a choice of cutoff points is a necessary decision in order to proceed with this methodology and to study the tails of the marginal return distributions in order to see what happens in the presence of extreme returns. The results of our study were found to be robust in the change of the percentiles.
5 Google Trends can be found at: http://www.google.com/trends/explore#cmpt=q Euro-periphery News Pessimism and Relevance factors and market returns. This however changes during the Euro-crisis period, with a higher Euro-periphery News Pessimism or Relevance being associated with higher probabilities of extreme bottom returns. Once more, in most of the cases the probabilities of extreme top returns are left unaffected by the News Flow factors.
The remainder of this paper is organized as follows. Section 2 presents the data. Section 3 presents the basic model and we explain how we study the crisis transmission within and across groups. Section 4 concerns the News Flow and the Web Attention, and Section 5 provides a set of robustness and alternative specifications. Section 6 is a conclusion.
The Data
The main area of study for this paper is the European Union area. Caporin et al. (2013) , Bhanot et al. (2012), and Metiu (2012) . Table 1 shows the summary statistics and correlation matrices of the percentage returns of the major stock market indices (Panel A and Panel B) 7 . We split our sample in three subperiods (Pre-crisis, US-crisis Euro-crisis) to be able to make comparisons between normal and abnormal times in the financial markets:
• the Pre-crisis period (from 1 January 2004 till 26 February 2007)
• the US-crisis period (27 February 2007, the date on which the Federal Home Loan Mortgage Corporation (Freddie Mac) announced that it will no longer buy the most risky subprime mortgages and mortgage-related securities, till the 7th of December, 2009) 8 .
• the Euro-crisis period (8 December 2009, the day the Greek debt was downgraded by Fitch from A-to BBB+, with a negative outlook), till the end of our sample period (13 March 2013).
Insert Table 1 here For the Pre-crisis period all groups of countries had positive mean returns, consistent with the overall optimism in the financial markets. The best performing markets were firstly the Non-euro countries (+0.101%) followed by the Euro-periphery countries (+0.089%). Regarding the standard deviation we see that we have rather low values for all country groups as this was a period of relative calmness for the financial markets. During the US-crisis period all country groups had a negative mean return. The Euro-periphery countries were the most badly hit with a mean return of -0.074%, followed by the Euro-core countries which had a mean return of -0.049%, then the Non-euro with a -0.024%. Compared to the Pre-crisis period, the standard deviations have more than doubled, almost tripled for the Euro-periphery and the Euro-core groups. The descriptive statistics for the Euro-crisis period show that once more the Euro-periphery countries were the most severely affected from the financial crisis (−0.017%). The other two groups have positive mean returns for this period, indicating that they were able to better cope with the crisis. The standard deviations were lower than in the US-crisis period but still higher than the Pre-crisis period, especially for the Euro-periphery group.
As far as the correlations are concerned the main remark is that they increased between the Pre-crisis and the crisis periods. The correlation between the Non-euro and the Euro-periphery group grew from the Pre-crisis value of 0.429 to 0.677 in the US-crisis period, then went down to 0.520 at the Euro-crisis period. The correlation between the Euro-periphery and the Euro-core followed a similar pattern, increasing from 0.579 Pre-crisis to 0.729 in the US-crisis, then declined to 0.646 in the Eurocrisis period, still much higher than the Pre-crisis period. The correlation between the Non-euro and the Euro-core group increased from 0.522 Pre-crisis to 0.727 in the US-crisis period, remaining at the elevated level of 0.734 in the Euro-crisis. Thus, for both crisis periods (US and Euro-crisis) the correlations are higher than what they were in the Pre-crisis period, and the most hit group is found to be the Euro-periphery group having negative mean returns in both crisis periods.
Extreme Returns

The Base Model
According to Bae et al. (2003) an extreme return, or exceedance, is one that lies below (or above) the lowest (or the highest) quantile of the marginal return distribution respectively. The counts of joint occurrences of extreme returns within a group on a particular day are referred to as coexceedances.
The original approach studies the coexceedances for the entire test period, taking as thresholds for extreme returns the 5th and the 95th percentiles. In our case, since we are mostly interested in the dynamics in the Pre-crisis and the Euro-crisis periods, we choose as thresholds the 10th and the 90th percentiles in order to have a sufficient number of observations, as in Boyson, Stahel, and Stulz (2010) (our findings are robust to the 5th and 95th percentiles). For each country we consider returns below the 10th percentile as extreme bottom returns and those above the 90th percentile as extreme top returns for this country.
This procedure is followed for all countries in all groups. Top extreme returns are treated separately from bottom extreme returns. Bottom and top coexceedances are reported in Table 2 . For each country we calculate the days for which it had an extreme (bottom or top) return separately. Then, the coexceedance count for each group and day is given as the sum of the exceedances for all countries that belong to that group for that specific day.
Insert Table 2 here
The left side of The methodology of Bae et al. (2003) can be applied to study two types of spill-over effects: within groups and across groups. In this paper we mainly focus on effects across groups.
Examining the presence of contagion effects
In order to capture contagion across countries within a group we consider a polychotomous variable, like Bae et al. (2003) . In the theory of multinomial logistic regression models, if P i is the probability of an event category i out of m possible categories, a multinomial distribution can be defined by
where x is the vector of covariates and β i the vector of coefficients associated with the covariates.
The function G(β i x) many times takes the form of an exponential function exp(β i x), in which case Equation 1 represents a multinomial logistic (or multinomial logit) model. Such models are estimated using maximum likelihood, with the log-likelihood function for a sample of n observations given by
where I ij is a binary variable that equals one if the ith observation falls in the jth category, and zero otherwise. Goodness-of-fit in these models is measured using the pseudo − R 2 approach of McFadden (1974) where the unrestricted (full model) likelihood, L Ω , and restricted (constants only) likelihood, L ω , functions are compared:
To capture the range of possible outcomes, and yet have a concrete model, we have a total of six categories: 0, 1, 2, 3, 4, and 5 coexceedances. For a model that has only constants, m-1, or five parameters, need to be estimated. But for every covariate added to the model, such as the daily exchange rate change, five additional parameters need to be estimated, one for each outcome. The top and the bottom coexceedances are estimated separately for extreme returns. Finally, we compute the probability of a coexceedance of a specific level, P i , by evaluating the covariates at their unconditional values,
where x j * is the unconditional mean value of x j .
The coefficients that are given by a multinomial logistic regression compare the probability of a given outcome with the base outcome (in our case the outcome 0 is the base outcome -i.e. the outcome where no country has an extreme return). As mentioned in Greene (2003) , the coefficients of such a model are not easy to interpret. This is why in these models it is necessary to differentiate 1 in order to obtain the partial effects of the covariates on the probabilities
In multinomial logistic regressions the coefficients correspond to probabilities. Thus, these partial effects give us the marginal change in probability for a unit change in the independent covariate. In such models we are interested in seeing whether these marginal effects are statistically significant or not. These marginal effects may even have different signs than the corresponding coefficients, since the derivative
can have a different sign than the coefficient β jk . 9
In our case, we have a variable Y t that counts the number of coexceedances and takes the value i when extreme returns (top or bottom) occur for the same day in i stock market indices on day t. This variable is calculated separately for the Euro-core, the Euro-periphery, and the Non-euro groups. Then, in the multinomial logistic regression Equation 4 P i is equal to P (Y t = i|x t ) where
..k is the coexceedance variable that is created for the Non-euro, and for each of the country groups we defined (Euro-periphery vs. Euro-core etc.). So, we have k=5 for all three country groups, where x t is a vector of explanatory variables (covariates), on day t. In Equation 4, the argument of the exponential part (representing the logistic function) is a function of the covariates (x t ) and the coefficients(the betas). This function is a linear expression of the arguments. Let's call it g i (t). We will use this function (which will take different forms) to study both the "within" and "across" groups contagion effects.
Contagion within groups
In this section, we study the three country groups to determine whether there exist contagion effects within them. Each of these groups has it's own set of covariates. In line with Bae et al. (2003) and Gropp et al. (2009) , as independent variables incorporated in g i (t) we have the intercept, the 9 To elaborate a little further on why it is crucial that marginal effects are calculated for such models, it is known that the coefficients of a multinomial logistic are obtained from comparing the probability of a given outcome with the base outcome. In our case, the outcome is 0, in other words, no coexceedances in the group. Thus, the estimated coefficient for covariate x13 for outcome 3, which is β13 and is the coefficient for the 1st covariate, calculated for the 3rd outcome, measures the probability of having an outcome equal to 3 (3 coexceedances in the group), instead of an outcome 0 (no coexceedances in the group), for a unit change in the covariate x13. But in reality, there is also the possibility of having the outcome 2 instead of 0 for a unit change in covariate x13. This is exactly why we need the marginal effects, to calculate the probabilities associated with a unitary covariate change in adjacent categories, and not taking as an alternative only the base outcome (0 in our study). This happens because the coefficients of a multinomial logistic regression model exhibit what is known as the "log odds ratio" property:
conditional volatility of the group index at time t (h t ) 10 , the exchange rate change (per US dollars) in the group (e t ), the average short term (ST) interest rate level in the group (i t ) as a proxy for the interbank short term liquidity risk 11 , and the average long term (LT) spread change (b t ) vis-à-vis
Germany as a proxy for the sovereign risk 12 .
We include exchange rate changes following Bae et al. (2003) who find that when currencies fall on average (which means that e it rises) extreme returns are more common. Thus, the logistic regression
) of equation 1 has the following form for g i (x t ):
where i=0, 1, 2, 3, 4, 5 for each country group, the coexceedance count for the group. Equation 7 represents the inter-group contagion formula for the three groups examined. For each group we calculate the equally weighted average group values, on a daily basis, of the conditional volatility (h it ), the exchange rate change (e it ), the short term (ST) interest rates levels (i it ), and the Long Term (LT) spread change vis-à-vis Germany (b it ).
We estimate these models for each group, and for three time periods: It is worth noting that the coexceedances are calculated separately for each of the three periods.
In other words, in each of the three periods the bottom and top extreme values correspond to the respective 10% and 90% threshold points of each period. Since we are mostly interested in the European countries, we focus on the Euro-crisis period and compare it to the Pre-crisis period. We first present in Table 3 the detailed findings for the Euro-periphery group for bottom coexceedances and for the entire period.
Insert Table 3 here
The probability that no Euro-periphery country has a bottom tail return is equal to 77.49%. This is calculated as the fraction of the number of 0 coexceedances divided by the total days 1859 2399 = 0.774. The coefficient β 01 corresponds to the event Y=1, in other words the event where only one Europeriphery country has an extreme return (an exceedance) on that day, and the probability of this event is calculated as
. This probability is found to be equal to 10.3%. If currencies in the group fall on average (in which case e it rises), the probability of extreme returns increases, since the signs of the exchange rate marginal effects are positive, and statistically significant at the 5% level for the first exceedance, and at the 1% level for the two, three, four and five bottom coexceedances.
In their study Bae et al. (2003) measured returns in dollars and the fact that they came up with very similar results made them wonder whether the stock return contagion they measured was actually 10 The conditional volatility is estimated using an EGARCH(1,1) model to the equally-weighted group indexes. 11 Short term interest rates are available in Datastream (3-month Interbank interest rates). 12 Spreads are calculated as the difference between the yield of the 10 year government bond of country i's debt and the yield of the 10 year German government bond foreign exchange contagion. Thus, they also estimated their models in local currencies, but the results were similar to the dollar returns. But we estimate our models in local currencies from the beginning, so we do not face such an issue. The results for ST interest rates are mixed since two marginal effects are statistically significant, for the outcomes of one and five bottom coexceedances in the group, but with contradictory signs. Regarding the LT spread change in the group vis-à-vis Germany, we find positive and statistically significant marginal effects. For all coexceedances outcomes except for the second, the marginal effects are significant at the 1% level. The positive sign of the coefficient indicates that a 1% increase in the average Euro-periphery LT spread increases the probability of extreme bottom returns in the group. A change of 1% in the average LT spread of the Euro-periphery group, increases the probability of one bottom extreme return by 0.197%. To simplify the presentation in Table 4 we show a summary for the within groups results, for the entire period, the Pre-crisis and the Euro-crisis periods separately. The number of "+" (or "-") indicate the number of statistically significant (in the 1% or 5% levels) and positive (or negative) marginal effects.
Insert Table 4 here Pre-crisis the effect of covariates on the probability of extreme returns is rather weak, while the role of covariates increases significantly in the crisis period in most of the cases. The results are even stronger when we take the extreme returns over the entire period which notably includes the US-crisis as well. The effect of volatility is somehow smaller in the Euro-crisis period compared to the Pre-crisis period, for the bottom tail. Exchange rates are not significant for the bottom coexceedances of the Non-euro group in the Pre-crisis period, with zero significant marginal effects, while they became significant in four of the five cases in the Euro-crisis period. Exchange rates have a positive coefficient for the bottom tail, and a negative coefficient for the top tail. This means that higher exchange rates (i.e. weaker currencies) lead to a higher probability of extreme bottom returns and a lower probability of extreme top returns. Average ST interest rates are not significant in most of the cases, while average LT spread changes become more significant in the Euro-crisis period, especially for the Euro-core and the Euro-periphery group as far as the bottom tails are concerned, and the Non-euro and Euro-core groups for the top tail returns. For the bottom tail, higher average group spread changes (i.e. an increase in the average group sovereign risk) lead to higher probabilities of extreme group bottom returns, while they decrease the probability of extreme top returns.
In summary, the findings so far indicate a much tighter co-movement of stock market returns within the three European country groups and a much tighter relationship of the fundamental factors (covariates) affecting the extreme stock market movements within each group during the Euro-crisis period compared to the Pre-crisis period.
Contagion across groups
Next we test for across groups effects. This deals with the question of whether the number of coexceedances in one group (e.g. the Euro-periphery group) can help predict the number of coexceedances in other groups (the Euro-core and the Non-euro groups). According to Bae et al. (2003) , if a fraction of coexceedances in one group is unexplained by its own covariates, but can be explained by coexceedances in another area, this can be interpreted as evidence of contagion across groups 13 .
To examine this question, we reestimate the models of Table 4 for all country groups respectively, adding a covariate related to coexceedances (Y * jt ) from another group. Our primary interest is to study for contagion effects from the Euro-periphery group to the Non-euro and the Euro-core groups. In this case the equations for the across groups examination take the following shape:
For example, to examine if the Euro-periphery group provokes contagion effects in the Euro-core group the dependent variable is the number of coexceedances in the Euro-core group and the first three covariates of the right hand side concern the Euro-core group, while the last covariate is related to the coexceedances of the Euro-periphery group on that day. The null hypothesis of no contagion effects can be rejected in case the coefficient of Y * jt is found to be statistically significant. Table 5 provides the summary results for the across groups effects, for the three time periods we examine (the entire period, the Pre-crisis and the Euro-crisis periods) separately.
Insert Table 5 here
The evidence supports the hypothesis that there exist important effects from the Euro-periphery to the other two groups. Bottom (or top) coexceedances in the Euro-periphery group have a significant (and positive) impact on the coexceedances of the Euro-core and Non-Euro groups in most of the cases.
In other words an increase in bottom (or top) coexceedances for the Euro-periphery group increases the probabilities of bottom (or top) coexceedances in the other groups as well. The results are stronger for the entire sample period (which also includes the US-crisis) but they are not perceptively different between the Pre-crisis and the Euro-crisis periods.
The findings indicate that extreme returns in the Euro-periphery group are indeed associated with extreme returns in the other two European groups but this relationship, interestingly and perhaps contrary to popular belief, does not seem to have intensified during the Euro-crisis period. Surprisingly, both for the Non-euro and the Euro-core bottom coexceedances, the average marginal effects (when taking into account only the significant outcomes) are lower in the Euro-crisis compared to the Precrisis (0.038 vs 0.060 for the Non-euro and 0.024 vs 0.041 for the Euro-core). Of course, the absolute size of the contagion effects is stronger since the same 10% and 90% cutoff values are higher during the Euro-crisis period 14 .
13 In general, the definition of contagion is far from being simple and commonly accepted. Pericoli and Sbracia (2003) provide five of the most widely accepted definitions of financial contagion. According to one of their definitions "Contagion is a significant increase in the probability of a crisis in one country, conditional on a crisis occurring in another country.". According to another of their definitions, "Contagion occurs when cross-country comovements of asset prices cannot be explained by fundamentals". Hence, these definitions are consistent with Bae et al. (2003) .
14 The 10% and 90% quantiles refer to deeper cutoff points before the crisis and in the crisis period. The average 10% Pre-crisis and Euro-crisis cutoff percentage returns have the following values: -0.957% vs -1.261% for the Non-euro, -0.741% vs -1.902 for the Euro-periphery, -0.830% vs -1.450% for the Euro-core group. In other words, there may exist a weaker contagion mechanism during the crisis, but the contagion effects became much deeper as far as the percentages of the extreme returns are concerned for the different groups. The Times are the main European news papers for the financial markets. We include both content from the print and the online editions (where available) from all our seven sources. For each country the relevant stories are obtained by a query searching for news that include the name of the country plus one of the following terms each time: crisis, debt, economy, deficit, default. For example, for Greece the news were retrieved by searching for news stories containing any of the terms:
Information Flow and Extreme Returns
• "greek crisis"
• "greek debt"
• "greek economy"
• "greek deficit"
• "greek default"
The same applies to all five Euro-periphery countries. The importance of these search terms in the period examined is obvious and follows closely the search terms used in Google Trends (see below):
A news item that contains the term Greek crisis is certainly related to the crisis in Greece. "Greek debt" is relevant since the european crisis is also a debt crisis. The search term "greek economy" is included in order to capture the stories about the nations' economies. The "greek deficit" component is included since a lot of discussion is made around the deficits of the countries and the deficit is obviously one of the main factors to assess the financial performance of a nation. Finally, the "greek default" component captures the sovereign default risk debate, since the fear of countries defaulting elevated at various time points during the crisis. These five search terms were also found to be the most relevant key words used in Google searches. The news sources and the total number of news items appear in Table 6: 15 Dow Jones Factiva can be found in http://www.dowjones.com/factiva/index.asp Insert Table 6 here We see from Table 6 that Pre-crisis most news are about Italy and Spain, but in the Euro-crisis period the most news concern Greece. The most news overall are obtained from the newswires (Dow Jones and Thomson Reuters -48382 and 28189 out of a total 110800 items). One can easily notice that the amount of news surrounding each country increased dramatically from the Pre-crisis to the Euro-crisis periods. For example, there were a total of 899 articles regarding Greece in the Pre-crisis period, and this number jumped to 66959 for the Euro-crisis period.
As a next step, using textual analysis, based on the Loughran and McDonald (2011) dictionary 16 , we calculate a "pessimism factor" as in Garcia (2013) : for each day, the positive media content is
calculated as the percentage of positive words over the total number of words in each article. The symbol g it stands for the number of positive words in article i on day t, and w it measures the total number of words in article i on day t. We do the same for the negative words, calculating the percentage of negative words over all articles on day t, and then summing once more for the whole day, obtaining the negative media content as
, with b it denoting the negative words in article i of day t. Thus, we obtain the "News Pessimism factor" on day t as the difference between the negative and the positive media measures, in other words:
News Pessimism factor:
The "News Pessimism factor" is calculated for every Euro-periphery country, for every day. Then, the
Euro-periphery "News Pessimism factor" (EPNP) is calculated as the average of the Euro-periphery
News Pessimism factors on every day:
where P it is the "News Pessimism factor" for country i of the Euro-periphery countries (i takes values 1 to 5, one for each of the Euro-periphery countries).
A second metric we use is the "News Relevance factor" (R t ): This is the total number of articles written in a day regarding one of the queries we are interested in:
with I it being a binary variable taking the value of 1 if article i belongs in the set of articles corresponding to each country's query for day t, and 0 if article i does not belong in the set of articles for this country. In a similar rein we then estimate a Euro-periphery News Relevance factor.
Finally, we attempt a connection between the financial data and the investor attention as mea- Web Search Volume Index: SV I it = k, k = 0, ..., 100
SV I it is a scaled time series taking a discrete value (0 to 100) for time t (0 meaning the query was not searched at all on time t, and a 100 when it was most searched for in the given time frame), based on the number of searches made via the Google Search Engine for a specific query and time period.
Depending on the popularity of the query, Google Trends provides a time series of monthly (least searched), weekly, or daily (most searched) frequency. If a query is not searched enough for Google's threshold, no results are returned for this period 19 . Since we are mainly interested in the Euro-crisis period, and especially the Euro-periphery countries, we decided to proceed with the same sets of key search terms that we used in our News Flow analysis before, each one corresponding to a country 20 , 21 .
The graphical illustrations of the Information Flow factors during the Euro-crisis period along with the bottom coexceedances for the Euro-periphery group appear in the following Figure: Insert Figure 1 here It is visually evident that there exists a correlation between the bottom coexceedances of the Europerphery group and the three Information Flow factors during the Euro-crisis. "Spikes" of bottom coexceedances (or "bottom coexceedances clustering") notably in the periods April-June 2010 and May-December 2011 seem to be related to the evolution of the Information Flow factors.
The summary statistics for the Information Flows for the Pre-crisis and the Euro-crisis subperiods appear in Table 7 :
Insert Table 7 here
We notice that the Information Flow factors significantly increase from the Pre-crisis to the Eurocrisis period. More specifically, the mean value of the News Pessimism factor increased from 0.127%
19 The maximum time period for which daily data can be obtained by Google Trends is three months for each query. And every Google Trends time series returned is scaled with the maximum value for the specified timeperiod. For this reason, we scaled all three months time intervals for each country with a common scaling factor which was the day with the most searches in the entire time period, thus obtaining a homogenized scaling for the entire period.
20 For each query, for example "Greek crisis", Google Trends provides 5 related search terms and their popularity. The choice of the 5 terms used in Google Trends and the News Flow was partially influenced by this popularity. Moreover the syntax of the Google queries was modified slightly also in function of their popularity. For example we used "Greece crisis" instead of "Greek crisis", because "Greece crisis" was much more searched for. Of course the two queries are referring to the same entities and thus it is safe to claim the two queries are equivalent.
21 No daily data were available for these search queries for the Pre-crisis period, thus the SVI analysis is done only for the Euro-crisis period.
Pre-crisis to the value of 0.394% in the Euro-crisis period. As far as the News Relevance factor is concerned, it increased from an average of 1.285 Euro-periphery articles per day during the Precrisis period to an average of 22.046 articles per day during the Euro-crisis period. Regarding the correlations, there exist significant changes when comparing the two subperiods. The News Pessimism factor-News Relevance factor correlation increased from 0.695 in the Pre-crisis to 0.939 in the Eurocrisis period. The correlations between the News Pessimism, the News Relevance factors and the group stock markets Pre-crisis were small but positive before the crisis, but during the Euro-crisis period they become negative and much larger in magnitude. In other words, during the Euro-crisis a higher Euro-periphery News Pessimism and News Relevance is associated with lower stock returns for all three country groups (because of the negative sign). The correlations between the News Pessimism and the stock returns is higher (in absolute values) than the correlations with the News Relevance, which indicates that the News Pessimism provides a better fit for stock returns. The SVI is also negatively correlated with all three group stock indexes during the Euro-crisis period.
In this context, the model we previously employed is altered so that the dependent variable is the number of bottom (or top) coexceedances for one of the three country groups while the independent variable is the estimated News Relevance (or News Pessimism or Web SVI) factors for the Europeriphery group. Notice that in this model we do not employ the other financial covariates as in Equation 8, because, as explained above, a priori they are all affected simultaneously by the same information flow which in our case is proxied by these factors 22 . The results for the three periods and for the three information flow metrics appear in Table 8 .
Insert Table 8 here The main findings of Table 8 are that Pre-crisis the effect of the Euro-periphery News Pessimism factor was virtually inexistent, but entering the Euro-crisis period, fourteen out of fifteen marginal effects affecting the probabilities of bottom coexceedances for our groups become significant. Thus, the media content becomes significant in the crisis period. We need to notice that the marginal effects are positive, which means that a higher News Pessimism in the media is associated with higher probabilities of extreme bottom returns in the groups' stock markets. Thus, the Euro-periphery News Pessimism factor does not only affect the probabilities of extreme bottom returns for the Euro-periphery group, but also for the Non-euro and the Euro-core groups. The effect on the probabilities of top returns is insignificant for most of the cases. Only in one out of five outcomes of top coexceedances for the core group (for the entire period) and in three outcomes of the periphery group do we find significant marginal effects (for the entire period).
As far as the News Relevance factor is concerned (which measures the volume of relevant news for the Euro-periphery group), the picture is more or less the same as with the News Pessimism factor, albeit the results are weaker. This can be attributed to the reasonable phenomenon of having more noise in a variable which measures the aggregate count of news, versus the more sophisticated News Pessimism variable which captures (via textual analysis) the actual pessimistic tone in the media content itself. This comparison favors the use of more sophisticated text analysis techniques such the one we use, which is based on the works of Loughran and McDonald (2011) and Garcia (2013) . Once more, the marginal effects are positive, in other words higher values of the News Relevance factor (i.e. 22 As a robustness check, we estimated the fundamental variables models along with the Information Flows variables. The results are weaker but we still get a number of significant coefficients for the Information Flows variables. more news items related to our queries) are associated with higher probabilities of extreme returns.
Finally, the Web Search Volume Index factor (based on the volume of Google Searches, for which daily data exist only for the Euro-crisis period), exhibits significant and positive marginal effects for twelve out of fifteen bottom coexceedances. In other words, more Web Attention for the Europeriphery during the Euro-crisis is associated with higher probabilities of extreme returns for all three groups we studied. These results bring some useful implications for investors and policymakers: The quantity of news, the tone of news and the Web Attention are closely related with the probabilities of extreme returns (especially in times of crisis). We find that these effects are not only contained within the borders of the specific group that the news or the Web Attention metrics capture, but they also spread out across groups. For all three groups the probabilities of extreme bottom returns are affected in a positive way (e.g. more pessimistic news about the periphery are associated with higher probabilities of extreme returns for the other groups). Based on these results, one can argue in favor of "contagion" or "transmission" or "propagation" of News Pessimism and of Web Attention within and across groups during crisis times. Thus it might be useful for investors and policymakers to be aware of these dynamics and effects when making investment or policy decisions.
Until now we have established a contemporaneous association between Information Flows and the probabilities of extreme bottom returns during the Euro-crisis. But a question that naturally follows is how are these Information Flows associated among themselves and with stock market returns over time? Does investors' attention (Web Attention) precede extreme movements in the markets or are investors more interested after extreme market events? Moreover, does News Relevance and News Pessimism follow or precede the movements in the markets? And, lastly, does News Relevance and News Pessimism follow or precede the Web Attention factor? To study these questions, we perform a series of pairwise Granger causality tests (Granger (1969) ) for each of the Euro-periphery Information Flows factors and two measures of stock performance: the average group stock market returns and, separately, the bottom coexceedances. We calculate a series of Vector Autoregression (VAR) models and keep the optimal lag numbers by the Akaike information criterion (AIC, Akaike (1974) ). A p-th order vector autoregression, or VAR(p), with exogenous variables x model can be written as
where y t is a vector of K variables, each modeled as function of p lags of those variables and possibly a set of exogenous variables x t . It is assumed that E(u t ) = 0, E(u t u s ) = 0, ∀ t = s.
For two stationary (i.e. without unit roots) variables X and Y, the Granger causality test is defined on the following equation:
In such a setting, X Granger causes Y if any of β s are found to be statistically significant. All of our time series were found to be stationary using the Augmented Dickey-Fuller (Dickey and Fuller (1979) ) and the Phillips-Perron (Phillips and Perron (1988) ) unit-root tests. The Granger-causality results appear in Table 9 :
Insert Table 9 here During the Pre-crisis period the Euro-periphery News Pessimism factor is found to be causing movements for the Euro-periphery News Relevance, the stock markets and the Bottom Coexceedances of the three groups. On the other hand in the Euro-crisis period the causality becomes two-sided. In other words the News Pessimism causes movements in the stock markets and the bottom coexceedances, but also the markets seem to be causing News Pessimism in the media. The causality relationships in the Euro-crisis period are much stronger than for the Pre-crisis period, and once more we see that the News Pessimism factor gives more significant results than the News Relevance factor. The Web Search Volume Index (SVI) is found to be causing movements in the stock markets, without the opposite causality effect being present (with the exception of the Non-Euro Bottom Coexceedances). Thus, the Web Attention seems to be preceding the subsequent movements in the stock markets. The causality relationship between the News Pessimism and the SVI is two sided, i.e. it is not possible to claim whether the Web Attention precedes or lags the News Pessimism in the news articles.
Robustness and alternative specifications
To verify the robustness of our results, as a first robustness check, instead of 10% and 90% extreme returns cutoffs, we used the 5% and 95% percentages. The results are robust in this change.
Furthermore as a second robustness check, instead of the raw returns, we calculated extreme returns on the standardized residuals of a GARCH(1,1) model, accounting for the time-varying volatility effects, since in periods of high volatility, extreme returns are more probable. In order to calculate the volatility, we move in line with Christiansen and Ranaldo (2009) , estimating a AR(1)-GARCH(1,1) model for each group's average returns:
where t N (0, σ 2 t ) and the variance follows a GARCH(1,1) process:
The volatilities are then obtained as the estimatedσ t from the AR(1)-GARCH(1,1) model. We notice that for the coexceedances filtered by a GARCH, the effect of volatility is not significant (for the raw returns coexceedances all volatility coefficients were found to be positive and statistically significantin other words an increase in volatility increases the probability of extreme bottom returns).
As far as the Google Trends SVI robustness checks are concerned, apart from the mean SVI, we also calculated the scaled SVI for the Euro-periphery using the most searched query as a common scaling factor for all country SVI time series. The results were found to be robust.
Conclusion
We examine the existence of stock market contagion effects among three groups of countries: the Euro-periphery countries (Portugal, Ireland, Italy, Greece, Spain), the Euro-core countries (Germany, France, the Netherlands, Finland, Belgium), and the major European Union -but not euro-countries (Sweden, UK, Poland, Czech Republic, Denmark), using daily stock market data from January 2004 till March 2013. Our analysis is split in two parts: the first part concerns extreme stock index returns, controlling for various fundamentals derived from financial market data (volatility, exchange rate change, short interest rates, long term spread change). We find contagion effects within the Euro-periphery group and from the Euro-periphery group to the Non-euro and the Euro-core groups for both the Pre-crisis and the Euro-crisis periods. The financial contagion transmission mechanism does not appear to have changed as a result of the crisis, although the magnitude of extreme returns has increased in the crisis period.
The second part is related to the relationship between extreme stock returns and three "Information Flow metrics" estimated for the Euro-periphery group which as commonly accepted is at the origin of the Euro-crisis; the News Pessimism factor, the News Relevance factor and the Web Search Volume Index. We report evidence that the Euro-periphery information flow metrics significantly affect the probabilities of extreme returns in the three groups. The effect in the vast majority of cases is asymmetric, with the Euro-periphery SVI and News Pessimism factor affecting positively the probabilities of extreme bottom returns for the three groups. In other words a higher SVI (i.e. more Web Attention in times of crisis) and a higher News Pessimism factor (i.e. more bad news) are associated with more extreme bottom returns. The implications of the overall findings are quite significant for investors who may want to diversify their portfolios and should be aware of the stock indices movement dynamics and of how extreme shocks propagate from one group of countries to the others, affecting their portfolios' overall risk. Furthermore, it would be useful for policy makers in order to assess policy decision making in times of extreme shocks (such as crisis times). Due to the high complexity of financial markets and the extremely high level of available information from the press and the web, agents can incorporate information extracted from textual analysis of news items and trends on the web that may be associated with the market movements. Last but not least, Granger-causality tests reveal a two-sided causality effect between the News Pessimism and the stock market extreme returns, while the Web Search Volume Index (SVI) is found to Granger-cause movements in the stock markets and bottom coexceedances in the three country groups.
Future research could move in the direction of higher frequency (intraday) financial markets dynamics. In addition, more sophisticated data mining and textual analysis techniques can be employed to further improve the quality of the Information Flow metrics. Note: European countries are split in three groups: the Euro-periphery countries (Portugal, Ireland, Italy, Greece, Spain), the Euro-core countries (Germany, France, Finland, the Netherlands, Belgium) and the European Union -non Euro-countries (Poland, Czech Republic, Sweden, UK, Denmark). Country group log returns and standard deviations are calculated on the equally weighted mean portfolio of the country stock market daily returns for each group. Note: Exceedances for daily stock index top (bottom) log returns are the ones belonging to the highest (lowest) 10% of all daily returns. The coexceedances are defined as the joint occurrence of exceedances (extreme returns -bottom or top) across different country indexes on the same day. For example, out of a total sample of 2399 trading days, there are 104 occurrences of bottom coexceedances for the Euro-periphery countries with 2 countries only, and in 23 of those days Greece is the one of the two countries with bottom coexceedances. Note: Columns (1) to (5) correspond to bottom coexceedances outcomes 1 to 5. In other words, column (1) presents the marginal effects in the case of one bottom coexceedance for the Euro-periphery group, and columns (2),(3),(4),(5) correspond to two, three, four and five bottom coexceedances for this group. The value of 0.197 for the Euro-periphery LT spread changes (column 1) means that an increase of 1 percent in the average Euro-periphery long term spread (vis-à-vis Germany) increases the probability of one Euro-periphery having extreme bottom stock returns (i.e. one bottom Euro-periphery exceedance) by 0.197%, while the value of 0.024 for the average exchange rate change (column 1) means that a one percent increase in the average Euro-periphery exchange rate increases the probability of one bottom Euro-periphery exceedance by 0.024%. (***) : significance at 1% level (**) : significance at 5% level (*) : significance at 10% level Note: The number of "+" (or "-") indicate the number of statistically significant (in the 1% or 5% levels) and positive (or negative) marginal effects. For example, for the bottom tail returns and the entire period sample, all five volatility marginal effects are significant and positive for the Non-euro group (this is why we have five plus symbols at the Non-Euro column), indicating that an increase in volatility increases the probability of extreme bottom returns in all five bottom coexceedances outcomes. For the top tail returns, the number of statistically significant marginal effects are five for the average exchange rate change in the Non-euro group, meaning that an increase in the average group's exchange rates (i.e. weaker group currencies on average) leads to lower probabilities of top Non-euro coexceedances (for all five possible outcomes). Note: The number of "+" (or "-") indicate the number of statistically significant (in the 1% or 5% levels) and positive (or negative) marginal effects. For example, for the bottom tail returns and the entire period sample, three out of five volatility marginal effects are significant and positive for the Non-euro group, indicating that an increase in volatility increases the probability of bottom Non-euro coexceedances in three out of five outcomes. For the top tail returns, the number of statistically significant marginal effects are four for the average exchange rate change, and have a negative sign in all four cases, meaning that an increase in the average group's exchange rates (i.e. weaker group currencies on average) lead to lower probabilities of extreme top returns in four out of five top Non-euro coexceedances outcomes. Note: Pessimism = Euro-periphery News Pessimism factor, Relevance = Euro-periphery News Relevance factor, SVI = Euro-periphery Web Search Volume Index Note: The number of "+" (or "-") indicate the number of statistically significant (in the 1% or 5% levels) and positive (or negative) marginal effects. In other words, for the bottom tail returns and the entire period sample, three out of five periphery News Pessimism marginal effects were found to be significant and positive for the Non-euro group, indicating that an increase of one unit in the periphery News Pessimism factor increases the probability of extreme bottom returns for the Non-euro group in three out of five bottom Non-euro coexceedances outcomes. 
