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CHAPTER 1 GENERAL INTRODUCTION 
In surveys of a population, some of the units contacted may not respond to all of the items being 
asked. This can be especially problematic in longitudinal studies which measure the same subjects at 
several different points in time. It is not uncommon for individuals to be unavailable at one or more 
points in time, and even if available, an individual may fail to respond to one or more items, .\nother 
common occurrence in longitudinal studies is the existence of drop-outs. .A. drop>-out is a subject 
withdraws from a study and never returns. Missing responses mean less efficient estimates because 
of the reduced size of the data set. Moreover, standard complete-data methods can generally not be 
used to analyze the data. There are a number of crude approaches to solving missing data problems, 
including restricting attention to complete cases or filling in the missing responses with the mean of 
e.xisting data. Biases may be introduced with these approaches if the respondents are systematically 
different from the nonrespondents. These biases are difficult to eliminate because the precise reasons 
for nonresponse are usually not known. 
This thesis addresses statistical techniques for drawing inferences in structural equation models 
(SEM) with missing data and the related computational algorithms. There are two features of SE.VI 
that deserve special mention. First. SEM usually hypothesize the existence of latent variables (missing 
for everyone by assumption) in addition to having unintentional missing values. Second, many of the 
sociology and psychology studies that rely on SEM use composite variables that are constructed by 
combining the responses to a number of survey items. Composite variables are more reliable than item 
responses in measuring important constructs and also are more likely to have distributions that are 
approximately Gaussian. However, if one of the item responses that define a composite variable is 
missing then most common software treats the composite variable as missing. In that case important 
information is ignored, namely the other items that define the composite variable. 
We consider three approaches to inference with missing data: I) likelihood-based inference, using 
the EM algorithm (Dempster et al.. 1977) to find maximum likelihood estimates and then providing 
the associated large-sample normal inference. 2) Bayesian inference using data augmentation (Tanner 
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and Wong. 1987) and Gibbs sampling (Genian and Geman. 198-4). and '.)) inference based on multiple 
imputation of the missing values (Rubin. 1987). We demonstrate these approaches on an application 
concerned with adolescent development for which only 295 out of the 4-51 families participating in the 
study have complete records. W'e also conduct a simulation study to e.\plore the performance of these 
three approaches. Finally, tve e.xplore whether it is possible to improve the efficiency of statistical 
inference by making use of item responses in addition to composite variables. 
Chapter 2 reviews some important preliminaries. We review Rubin's (1976) definitions of missing 
data mechanisms. Standard approaches for performing statistical analysis when there are missing data, 
including restricting the analysis to complete cases, are also reviewed. This chapter also includes general 
discussion on SEM and a review of the literature on inference in SEM with missing data. 
Chapter 3 discusses likelihood-based inference for incomplete multivariate normal data with latent 
variables, especially SEM. By likelihood-based inference, we find maximum likelihood (ML) estima­
tion and related asymptotic normality theory. There are a variety of computational approaches for 
finding meiximum likelihood estimate (MLE). .\mong these, we consider the Newton-Raphson and EM 
algorithms. The Newton-Raphson algorithm requires computation of the second derivative matrix of 
the loglikelihood which is a complicated function of the parameters for SEM. The E.M algorithm is 
an iterative mode-finding method especially useful for models for which it is hard to maximize the 
likelihood directly but easy to work with the conditional distribution of augmented variables. The 
Newton-Raphson algorithm is more efficient in general but it can be difficult to apply with missing 
data. The EM algorithm is easier to work with, especially for problems with mi.ssing values. 
Chapter 4 describes Bayesian inference for SEM with missing data under normality. In the Bayesian 
approach, we treat all unknown values as parameters, including the missing values and the latent 
variables in SEM. The Bayesian approach to inference finds the posterior distribution of all parameters. 
The Bayesian approach does not rely on asymptotic theory, however it can be difficult to determine 
the nature of the posterior distribution in complex models. We describe a Markov chain .Monte Carlo 
(MCMC) approach to simulating from the posterior distribution for SEM. The basic idea of .MCMC 
is to create a Markov process whose stationary distribution is the desired posterior distribution of 
parameters and run a simulation of the process long enough that the distribution of draws from the 
simulation is close to the stationary distribution. The posterior distribution can then be summarized 
using numerical summaries of the simulations. 
Chapter 5 discusses the multiple imputation approach for missing data problems. Imputation refers 
to the values used to fill in the missing values to construct a completed data set. Then we can apply 
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complete-data methods of analysis to the completed data set. .A. key issue is the specification of the 
imputation model. Some basic imputation ideas, e.g.. using the mean value of each variable computed 
from the complete cases are not appropriate. Imputation models should be as general as possible so that 
the imputed data can be used for a variety of statistical analysis. If we omit covariates from the model 
defining imputations for example, an indicator of se.\. then the imputation model is assuming that the 
distribution of data is the same for both males and females and this will bicis subsequent analyses that 
use sex. Multiple imputation (Rubin. 1978) is a procedure for reflecting variability due to the process 
of imputing missing values. Several sets of imputations are generated under a single imputation model 
and the resulting complete-data inferences combined to obtain a single inference. We describe a general 
imputation approach based on the multivariate normal distribution. 
Chapter 6 demonstrates our three approaches to inference using data from the Iowa Youth and 
Family Project (lYFP). The lYFP is a longitudinal study (4 visits through 1992) of 451 Iowa families 
concerned with family well-being. We focus on a single study that used some of the FYFP variables. We 
also carry out simulations to further compare the three approaches. Simulation allows us to compare 
the three approaches using data for which we know true parameter values and the values of the missing 
data. 
In Chapter 7 we consider the relationship between composite variables, which are frequently used 
in SEM. and the item responses that are used to define the composites. Composite variables are used 
because it is believed that they more reliably measure particular traits or concepts. It is also true that 
composite variables are likely to more closely approximate the normal distribution assumed for SEM. 
However it is possible that item responses can be used to obtain impro%'ed inferences for the parameters 
of the composite variable model, especially when we have missing data. We use lYFP data to explore 
the potential of this approach. We also carry out simulations to assess the potential benefit of item 
response analyses. Finally we summarize the work and present possible extensions in Chapter 8. 
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CHAPTER 2 PRELIMINARY INFORMATION CONCERNING 
MISSING DATA AND STRUCTURAL EQUATION MODELS 
2.1 Notation, terminology, and assumptions 
We consider a multivariate data set with independently and identically distributed observations given 
the parameter vector 9. Let V denote the n x p matrix of complete data with the n rows representing 
observational units and p columns representing variables recorded for those units. Let Y] denote the Jth 
row vector of V. i = 1.2. • • •. n. By the iid assumption, the probability density of the complete data is 
a  
p ( Y \ e )  =  
1=1 
where p{Yi\6) is the probability density for the /th row. We allow for the possibility that some elements 
of the complete data set Y are not observed. Denote the observed part of V by Yobs - and the missing 
part by Y'mis, so that Y' = V'm.-,). Let Y'obs.i be the row vector containing the observed elements of 
Y'i, and V'mis.i be for the row vector of missing variables for the ith case. Let / denote the n x p matrix 
of observed data indicators with each element of / equal to 1 if the corresponding component of Y' is 
observed and 0 if it is missing. We assume / is completely observed. The joint distribution of (V. /). 
given parameters (O.o). can be written as 
p(Y-J \0 .o)  =  p{Y\e)p{[ \Y- .o) ,  
where 0 is the vector of parameters describing the conditional distribution of / given the complete data 
set Y. The distribution of the observed data is obtained by integrating over the distribution of the 
missing data: 
p{Y'ob3. I\O.0) = J  p{Y^ob,.ymis\6)p(I\yob,-ym:3-0)dY„i,. (2 .1)  
Rubin (1976) defines three missing data mechanisms. .Missing data are said to be missing completely 
at random (MCAR) if the distribution of the missing data indicators does not depend on the data. 
P { ^ \ ^  o b s  -  ^  m i s  '  ^ )  —  (2 .2)  
o 
An example would be random deletions during rlie data entry process occurring with probability o. 
n  p  
pinYob^ .Ym.s .O)  =  .  
.=1j=l 
Under the MCAR cissumption the observed sample is just a random sample of the original sample. It 
seems unlikely that MCAR is a reasonable assumption for missing data in real situations. 
Missing data are said to be missing at random (MAR) if the distribution of the missing data 
mechanism does not depend on the missing values. 
P( 065 •  ^  r n i 5  •  —  P { ^ \ ^ o b s ' 0 ) .  
In other words, the fact that a value is missing does not depend on the value that would have been 
observed. For example, suppose that a person does not answer a question about his/her income, 
but supplies their age. If the probability that income is recorded varies according to the age of the 
respondent but does not vary according to the income of the respondent within an age group, then it 
is MAR. Under MAR or MCAR. the joint distribution of and I from (2.1) can be simplified. 
p { ^  o b s  *  —  p { ^ \ ^ o b s ' ^ )  J '  p { ^  o b s  ^  ^  m i s \ ^ ) ^ ^  m i s  
= p( t \yob , -o)p(Yob, \d) .  
This means that under MAR or MCAR. inference for 8 relies only on observed data (and I), and the 
missing values are said to be ignorable. 
Missing data are said to be nonignorably (NI) missing if the distribution of the observed data 
indicator depends on unobserved characteristics of the individuals under study. When the missing 
data are nonignorable. there exists response bias in the sense that a respondent and nonrespondent 
with exactly the same values for fully observed variables may have systematically different values for 
the partially unobserved variables. If, in our income example, the probability that income is recorded 
varies with income, then income would be NI missing. For example, it seems possible that people with 
extremely high or low incomes are less likely to report their income. 
In practical problems, it is rare for MCAR to be plausible. In fact, it is difficult to construct 
plausible scenarios for MCAR other than when the missing data occur by accident. Evidence against 
the MCAR assumption can be obtained from a follow-up study of nonrespondents merely by showing 
a difference of the means for the initial respondents and those responding to follow-up. or even just 
by identifying a covariate which appears to be associated with missingness. It can be considerably 
more difficult, perhaps impossible, to distinguish between M.A.R and .\'I. There is no direct evidence 
(i 
in the data to contradict the assumption of MAR. Suppose we have units with bivariate responses 
V = (>'i. >2). with V'l is fully observed and >2 subject to nonresponse. Consider a group of units where 
each unit has the same value of V'l. The MAR assumption implies that the unobserved values of Vo are 
described by the distribution p(V'2|V'i), the same conditional distribution that applies to fully observed 
cases. Since no Y'n values are observed for nonrespondents. it is not possible to assess this assumption 
without additional e.xternal assumptions such as symmetry, or supplementary information from follow-
up surveys on nonrespondents as in Glynn et al. (1993). In many problems, it is impossible to find 
e.xternal sources of information that will allow one to distinguish between .NT missing data and MAR 
missing data. Since NT and M.A.R are difficult to distinguish, it is natural to wonder how one should 
proceed. 
One argument for proceeding under MAR is that if this assumption is not made, one is forced to 
build special nonignorable models that describe how nonrespondents differ from respondents (Rubin. 
1977) and any such models are untestable with the data at hand. It is natural to start with .VI.\R and 
then explore the sensitivity of our conclusions to various NT models. It is quite common to begin with 
simplifying assumptions, such as normality and linearity, and ask whether inferences will be changed 
substantially as the assumptions are modified. There are a number of examples where statistical analysis 
with MAR assumption produced results that were later validated. Rubin et al. (1995) analyze data from 
a pre-plebiscite survey in Slovenia under both the MAR Eissumption and various nonignorable model 
assumptions. They found very precise estimates of the ultimate prebiscite outcome under the .VIAR 
assumption and the added work involved in creating a plausible nonignorable model was not rewarded 
with more accurate inferences. The MAR assumption has been found to work quite well as long as a 
great deal of covariate information is available (David et al., 1986). Belin et at. (1993) show that even 
when initial analysis suggests nonignorability of the missing data, analyses under the .MAR assumption 
with appropriate covariates can provide accurate predictions of missing respondents' data verified from 
follow-up information. The .VIAR assumption is not likely to be adequate if the proportion of missing 
data is too high, covariate information is not enough, or if there is obvious evidence of nonignorable 
missing data. 
2.2 The likelihood function and the MAR assumption 
Suppose we have a probability model for the complete data >' = (V'oAj. Ymis) with density p(Y\6) .  
and one for the observed data indicator I with density p(/|o). The actual observed data consist of the 
values of (>065. /)• The distribution of the observed data is obtained by integrating Ymis out of the joint 
I 
density of (>oa, . Ymt.,} and / as was done in the previous section. 
p { Y , k s . I \ 0 . o )  =  J  p ( y o b , . y n . , , . { \ 0 . o ) d Y ^ „ .  (2.:3) 
The likelihood of 6 and o is any function of 6 and o proportional to the density in {'2.3): 
L{6 .o \Yohs ,  n  *  P(> abs  • i \ e .0 ) .  (2.4) 
In many practical problems, the parameters 0 and o are distinct in the traditional sense that the joint 
parameter space of 6 and o is the Cartesian product of the parameter space of 9 and the parameter 
space of 0. and in the Bayesian sense that 6 and 0 are a priori independent. From (2.1) we have under 
MAR or MCAR that 
P( V 'o65. O )  = p(/|Vo6i.O)p( V '„6..|^)-
Therefore if the missing data mechanism is ignorable (MAR or MCAR) and 9 and o are distinct, 
likelihood-based inference (Bayesian inference) for 6 based on L(9. 0\Yobs. /) will be the same as likelihood-
based inference (Bayesian inference) for 9 from L(9 |Vo6j). -A. key point is that inference for 9 ignoring 
the observed data indicator I do not require .MCAR but only the weaker assumption MAR. 
2.3 Standard approaches for missing data analysis and their problems 
There are a variety of traditional methods for statistical analysis when there are missing data. 
These tend to be applied frequently because of the simplicity of the methods and because they are 
included in existing software (e.g.. SAS). Marini et al. (1980) and Little and Rubin (1987. 1989) 
discuss the traditional approaches for incomplete data analysis. Complete case analysis refers to the 
practice of discarding any case with missing values, and then performing a statistical analysis on the 
remaining, complete cases. An obvious disadvantage of this approach is the potential loss of information 
in discarding incomplete cases. The loss in sample size can be considerable if the dimension of the data 
is large. An even more crucial concern is the potential bias of omitting observations with missing values. 
Under the MCAR assumption, the complete cases are effectively a random subsample of the original 
sample, and discarding incomplete cases does not introduce bias. But if the missing data mechanism 
is not MCAR, then the respondents are not a random subsample of the original sample, and this 
approach will not yield results similar to what would have been obtained had the original sample been 
completely observed. Commonly, the completely recorded cases do in fact differ in important ways from 
the original sample. For example, in longitudinal studies, individuals who fail to complete the study 
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are often different from those who remain in the study. In such situations, complete case analysis can 
lead to seriously biased results. 
A second approach is to analyze all Ccises that contain the variables required for a specific task. This 
is known as available case analysis. As an example, to estimate the correlation of two variables one 
would use all Ccises for which information is available on both variables. When the missing data are 
MCAR, this approach can yield consistent estimates. However even when the missing data are .\IC.A.R. 
there can be problems in any given sample because different quantities are estimated using different 
data, available case analysis can lead to a non-positive definite correlation matrix. .\s with complete 
case analysis, when the missing data are not MCAR, this approach may introduce considerable bias. 
A third approach is to fill in or impute missing values. The simplest form of imputation is uncon­
ditional mean imputation in which missing values are imputed by the unconditional sample mean for 
that variable. Estimates of means using this approach are the same as for available case analysis. The 
estimated means are unbiased under MCAR, but even under MCAR, this approach underestimates 
the variability of a variable because it ignores the variability of the missing values. An improved form 
of imputation is to substitute means that are conditioned on the values of variable that are recorded 
for the incomplete cases. .\ common choice is regression imputation. For example, consider the case 
where we have variables V'l and >•> with V'l completely observed and Vo incompletely observed. The 
missing values for Vo would be imputed by the mean of the conditional distribution of ^2 given V'l. 
Regression imputation is a plausible method when most of the variation of incompletely observed vari­
ables is explained by the regressors that are completely observed. Regression imputation also leads to 
underestimates variances although the extent of underestimation is less than that obtained when using 
the unconditional mean imputation method. 
To reflect the variability of missing values, we can introduce a stochastic element to the imputation, 
perhaps by imputing a value from the predictive distribution rather than a mean. .An example would 
be stochastic regression imputation. A missing value of >2 is replaced by Vo = Vt -f e. where Vt is the 
prediction from the regression of Vo on Ki, and e is a random variable having the Gaussian distribution 
with mean zero and variance o--, where the variance can be estimated by the variance of residuals from a 
set of randomly selected complete cases. Another approach to filling in missing values that is popular in 
large surveys, is to sort the sample into subgroups based on completed observed variables, and to replace 
the missing values with the values from a randomly chosen unit in the same subgroup. This is known as 
hot deck imputation. Extensive discu-ssions of the hot deck approach are given in Madow et al. (1983). 
David et al. (1986) and Heitjan and Landis (1994). Although this approach preserves the variability 
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within subgroups, one must address the trade-off between obtaining more precise estimates (low bias) 
by using a large number of subgroups defined by a large number of variables, and reducing the sampling 
variability by using a small number of more heavily populated subgroups. The variances obtained by 
using stochastic imputation are less biased than those from mean imputation, but nevertheless remain 
too optimistic. solution to this problem is to draw more than one value from the same predictive 
distribution of the missing values and then repeat the complete data analysis with several different 
completed data sets. This idea, known as multiple imputation (Rubin. 1987). is considered in Chapter 
5. 
2.4 Structural equation models (SEM) 
Structural equation models are used to describe relationships among observed variables and latent 
variables. They have been found to be extremely useful in assessing multivariate behavioral data. The 
latent variables are unobserved or unmeasured variables, they can often be thought of as subject matter 
variables measured without measurement error. The observed variables, or indicators are assumed to 
measure the unobserved latent variables, with random measurement error. 
The general SEM consist of two pieces: the latent variable model and the confirmatory factor model. 
We will describe them separately and then tie them together for inference Later. The latent variable 
model describes the relationships among the latent variables. We can distinguish between endogenous 
and exogenous latent variables. Endogenous variables are determined by variables within the model 
and exogenous variables are variables whose value is determined outside of the model. The general 
matrix representation for the latent variable model for the jth individual is: 
7, = S77, + r^, + C. 
~ .V(0,c^) 
0 ~ :V(0.«). (2.5) 
where r/,- is the m x 1 endogenous latent variable, is the r x I exogenous latent variable, and is the 
m X I error variable assumed to be uncorrelated with the exogenous variables Latent variables for 
different individuals are assumed to be independent of each other. The B matrix is the mxm coefficient 
matrix for the endogenous latent variables and it is assumed that (I — B) is nonsingular (Bollen. 1989). 
The main diagonal of B is always taken to be zero which means 77, appears only on the left-hand side 
of the j'th equation. The F matrix is the m x r coefficient matrix for the exogenous latent variables. 
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The 4> matrix is the r  x  r  variance-covariance matrix of the exogenous latent variables. The matrix 
is the m X m variance-covariance matrix of the error variables Ci. 
The confirmatory factor model represents the link between latent variables and observed variables. 
We may have a single observed variable for each latent variable or perhaps two or more observed 
variables for some of the latent variables. The general matri.x representation of the confirmatory factor 
model is: 
vf = 
ef ~ .V(O.S) 
~ .V(0 . / t ) .  (2.6) 
where Vi is a L x p vector of observed variables, /i is a 1 x p mean vector, Z, is a 1 x i/ vector of latent 
variables, .V is the 7 x p coefficient matrix or factor loading matrix, and f, is a 1 x p error vector, which 
is uncorrelated with the latent variable Z,, and H is the p x p variance-covariance matrix of errors 
of measurement. The elements A,j of A show the magnitude of the expected change in the observed 
variable for one unit change in the latent variable. The marginal distribution of the observed variables 
y is: 
~ .V(^^, A^/iA-f S). 
We consider approaches to ML estimate of the parameters in the confirmatory factor model in Chapter 
3. Note that the confirmatory factor model and the latent variable model can be linked together through 
the latent variables. The vector Z, in (2.6) contains the endogenous and e.xogenous latent variables, 
Z, = Under certain conditions (See Chapter 3). the MLE of parameters in the latent variable 
model can be obtained by finding the MLE of parameters in the confirmatory factor model and then 
solving a system of equations to get the MLE of parameters in the latent variable model. SEM can 
consist of one or both of the two components. If there is no measurement error (S = 0, .V = I) then 
the observed variables are equal to the latent variables and we may use only the latent variable model. 
.\lternatively, the confirmatory factor model is often used without a latent variable, for example to 
explore the factor structure of a questionnaire. 
.•\.n important issue associated with the use of SEM is determining whether a given model is identified. 
To determine if a model is identified, we focus on whether it is possible to identify each parameter from 
the elements of the population variance-covariance matrix. The identification issue is relevant to both 
the confirmatory factor model and the latent variable model. For example, in the confirmatory factor 
11 
model, it is possible to construct unidentified models in which multiplesets of A. E. and R give the same 
l'ar(V',) = R.\ + ^ . Identification is not a problem of small sample size, the unidentified parameters 
remain unidentified no matter how big the sample. Due to the large number of parameters in SEM. 
model identification is typically not possible without placing restrictions on the model parameters. 
VVe first consider identification in the latent variable model. We can think of the identification 
question in the latent variable model as being whether the parameters B. T. <J>. and can be found 
from R. There is no single set of conditions that is both necessary and sufficient for identification. 
There are a number of rules that identify either necessary or sufficient conditions. An example of a rule 
specifying a necessary condition is the t-rule. the number of nonredundant elements in the variance-
covariance matrix the (p + l)p/'2 elements os R in the latent variable model must be greater than 
the number of parameters contained in the SEM variance-covariance matrix (o. F.'I'). This necessary 
condition is useful since it allows us to easily discover unidentified models. But this condition does not 
guarantee identification. Examples of rules providing sufficient conditions for the latent variable model 
are the null B rule and the recursive rule. The null B rule implies that no endogenous variable affects 
any other endogenous variable, i.e., S = 0. If i5 = 0, then the parameters o. f. and can be written 
as  func t ions  of  the  ident i f ied  var iance-covar iance  mat r ix  R.  
<t» 
r<^ r<&r^ + 
and therefore these parameters are identified. The recursive rule requires that the B matrix be lower 
triangular, and the ^ matrix be diagonal. Under the recursive rule, there are no reciprocal causation or 
feedback relationships among the latent variables, and the error in one equation is not correlated with 
the errors in the other equations. 
The issue of model identification for the confirmatory factor model is similar to that for the latent 
variable model. In the confirmatory factor model, identification requires that the parameters A. /i, and 
S be identified from the observed (p(p + l)/2 element) variance-covariance matrix. It is common to 
identify the model by assuming uncorrected errors of measurements (ofF-diagonal elements of S equal to 
zero) and assuming that each observed variable measures a single latent variable (only a single nonzero 
A,j coefficient in each row of .\). Identification further requires scaling of the latent variables. There 
are typically no inherent units for measuring the latent variables used in social science research, e.g.. 
anxiety, hostility, or warm behavior. There are two ways to produce a scale for the latent variables: 
setting the latent variable's variance to one (i.e.. make R a correlation matrix), or scaling it to one of 
m = r^i + C. 
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the observed variables (setting a single A,j in each row equal to 1). Scaling not only helps with model 
identification, but also allows for easier interpretation of the latent variables. 
In this thesis, we focus on the confirmatory factor model and assume a recursive latent variable 
model. This means that if the confirmatory factor model is identified then the latent variable model 
will also be identified. 
2.5 Literature on missing data in SEM 
The key to estimation in SEM is that the variance-covariance matrix implied by the model should be 
close to the observed variance-covariance matrix. Let 5 denote the sample variance-covariance matrix, 
and V(6) denote the variance-covariance matrix implied by the SEM. For the confirmatory factor model. 
V(0)  = R\  + E.  Parameter  es t imates  a re  obta ined  by  minimiz ing  the  va lue  of  a  f i t t ing  func t ion  F 
(Bollen. 1989). The fitting function F is continuous with values greater than or equal to zero, where 
F(S. V(d)) = 0 if and only if 5 = V(9). Three common fitting functions are maximum likelihood (ML), 
unweighted least squares (ULS). and generalized least squares (GLS). 
The ULS fitting function is F j j l s  = ^ t r  { ( S  —  V { 9 ) ) - ) .  It leads to consistent estimates of model 
parameters and does not make any distributional assumptions. This fitting function is not scale invari­
ant, so the value of Fvis and the resulting parameter estimates will differ when the correlation matri.v 
is used instead of the covariance matrix. 
The GLS fitting function is F g l s  = { { S  —  V'(0)H''~^)-). where W  is a positive definite weight 
matrix. The unweighted function is a special case of Fqls with = I. \ common choice for ir 
is S .  The difference between F g l s  and F v l s  is that F g l s  has different weights for each element of 
the residual matrix {S — V(9))- The GLS estimate requires no assumption about the distribution of 
the observed variables, but seems to perform best when the distributions of the observed variables are 
without e.xcessive kurtosis. Joreskog (1972) describes the use of GLS estimates in factor analysis. Lee 
(1986) describes how to apply the GLS approach with incomplete data. He considers p-dimensional 
observa t ion  Vl ,  i=  1,2 , -  - .n  d is t r ibu ted  as  jV(0 ,S)  under  the  model .  The  sample  i s  d iv ided  in to  m 
subsamples. with the jth subsample containing Nj cases so that each subsample has a distinct pattern 
of present and missing variables. If Yi is in the jth subsample then ^'<,65.1 is a pj x 1 random vector 
whose distribution is N(0, KjV(6)f\J). where Kj is the pj x p matrix obtained by removing from 
p X p identity matrix the rows corresponding to the missing elements of in the jth group. Estimates 
are obtained by minimizing the GLS function G(0) = {((Sj — ^j)\Vj)'). where Sj is 
the sample covariance matrix obtained from units in the jth subpopulation. Ej = A'jEA'J. and lij 
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is the weight matrix. Lee uses a Gauss-.N'ewton algorithm (Lee and .lennrich. 1979) to perform the 
minimization. 
The most widely used fitting function, and the only one considered in detail here, is the maximum 
likelihood function. F.v/t = log\V(0) \ + /r(5l'(0)~') — /o5|5| — p. where p is the dimension of each row 
orf v. This method is based on the assumption that the observed variables have a multivariate normal 
distribution. .VILE are asymptotically unbiased, consistent, and asymptotically efficient so that among 
consistent estimators none hcis a smaller asymptotic variance (assuming the normal distribution). The 
distribution of the ML estimates is asymptotically normal. F\ii is a modified form of the loglikelihood 
function, modified by Joreskog (1966) so that F\fi satisfies the properties of the fitting function {F\{l = 
0 when S = L). Finkbeiner (1979) considers ML estimation under multivariate normal distribution 
assumption when the data are incomplete. He minimizes the loglikelihood function of the incomplete 
data 
^  j2i \ logh ' iV{e)Kj -1 + (v; -  ^ fKT (KiV(O)hf  ) - 'Ki (Y i  -  /i)). (2.7) 
1=1 
where Y ]  is p x I vector independently distributed by N { f i ,  V''(0)). Note we follow Finkbeiner in taking 
Vi as p X 1 here even though Vi is 1 x p in the remainer of the thesis. The number of observed elements 
of Vi is Pi. so Wi is Pi X p. Note that A',- for the /th observation serves the same purpose as in Lee's 
(1986) algorithm. Finkbeiner minimizes (2.7) using the Newton-Raphson algorithm, which requires first 
and second derivatives. .Vluthen et al. (1987). .A.llison (1987). and Rovine (1984) show that Finkbeiner's 
.MLE for SEM with missing data can be obtained by dividing the sample into subsamples cis in Lee 
( 1 9 8 6 ) .  T h e y  m a x i m i z e  t h e  f u n c t i o n  — w h e r e  . V ,  i s  
the number of cases in the /th group. 
The methods of Finkbeiner and Lee require first and second derivatives of the likelihood at each 
iteration. For complex patterns of incomplete data, the second derivative matrix tends to be a com­
plicated function of the vector of model parameters, 0. In addition, the size of this matrix is large 
when 0 has high dimension. This makes analytical differentiation difficult. Numerical approximation 
of the derivatives is possible but this can be quite costly in computational efficiency. An alternative 
strategy for computing MLE with incomplete data that has been found useful in a variety of set­
tings is the EM (Expectation and Maximization) algorithm of Dempster et al. (1977) which does not 
require first or second derivative calculations and is simple both conceptually and computationally. 
The  E-s tep  f inds  the  condi t iona l  expec ta t ion  of  the  comple te  da ta  (^ ' .  and  Z)  log l ike l ihood.  / (^ l^ ' .  Z) .  
given the observed data. Y'obs- and the current estimated parameters. In the other words we com­
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pute f  f  /(0|>". Z)p( V'm,, . Z|>ot,j. 0 - 0^ ' ^ )dY 'mis( iZ .  The M-step finds new estimates of the parameters 
by maximizing this conditional expected complete data loglikeiihood. The EM algorithm is a general 
purpose, iterative method for computing VILE with missing data. It has been used in many settings: 
Laird et al. (1987). Jennrich and Schluchter (1986). and Laird and Ware (1982) for random effects 
models. Laird (1988) for longitudinal studies, and Rubin and Thayer (1982. 1983) for the complete 
data factor analysis model with diagonal error variance matri.ic. We extend Rubin and Thayer's model 
to accommodate latent variable models with missing data and non-diagonal error variance matrices. 
One disadvantage of the EM algorithm is that the speed of convergence is very slow especially when 
the ratio of missing data is high. There are a number of modification that has been proposed to speed 
up the convergence of the EM algorithm. Recently a software that can handle missing data in SEM 
comes out (Arbuckle, 1997). 
We also explore the use of Bayesian and multiple imputation approaches. These have not been 
applied to SEM before. The statistical literature for these approaches is reviewed separately in the 
appropriate sections. 
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CHAPTER 3 LIKELIHOOD-BASED INFERENCE FOR STRUCTURAL 
EQUATION MODELS WITH INCOMPLETE DATA 
3.1 Maximum likelihood estimation 
The multivariate normal distribution is a common assumption in many multivariate data analyses. 
Inference for the parameters of SEM can be obtained with or without the assumption of normality. 
In this thesis, we assume normality holds and consider a number of approaches to inference in the 
presence of missing data. Here we review the basic statistical theory associated with maximum likelihood 
estimation and computational approaches for finding the MLE in SEM. We then describe the EM 
algorithm for finding the MLE with incomplete data. 
The MLE can be found by differentiating the loglikelihood, 1(6) .  with respect to 9. setting this 
derivative equal to zero, solving for 9 and then checking if the solution is maximum. The MLE has 
several important asymptotic properties (Lehman, 1983). First, the .MLE is asymptotically unbiased. 
Second, the .VILE is consistent. Third, it is asymptotically efficient, so that among consistent estimators, 
none has a smaller asymptotic variance. Fourth, the distribution of the MLE. 9, can be approximated 
by a normal distribution as the sample size increases. 
d ^ N ( 9 A - E ( ^ m ) } - ' ) .  
The last property allows for large sample confidence intervals and tests concerning the parameters, 6. 
Throughout the thesis, we refer to maximum likelihood estimation and the associated large-sample nor­
mal approximation as likelihood-based inference. The results may not be accurate with small samples. 
We consider Bayesian inference which does not require the assumption of a large sample, in Chapter 4. 
There are a variety of computational approaches for finding the MLE. We review two major cleisses of 
algorithms. 
1(5 
3.1.1 Newton-Raphson algorithm 
The Newton-Raphson algorithm is an iterative approach to maximization based on successive 
quadratic Taylor series approximations of the loglikelihood function. If the first and second deriva­
tives of l[0) are available, a quadratic approximation to l{6) can be obtained by taking the first three 
terms of the Taylor series expansion about the current point 
l [6)  % -h ^{9  -  (3.1) 
The ma.ximum of the function on the right-habd side of (3.1) can be obtained by taking the derivative 
with respect to 9 and setting the derivative equal to zero, 
/(0(")'-|-/(0<")"(0-0<") = 0. 
Assuming 1(0)" is a negative definite matrix (it should be in a neighborhood of the MLE), then the 
starting point, 
9 =  -  (/ (6 l ' " )" ) - ' / (0<") ' .  
is a maximum of the quadratic approximation. We take 0''+'' = 6 and then repeat the algorithm 
beginning with a quadratic approximation (3.1) about 
The advantage of this algorithm is that convergence is very fast once the iterations are close to a 
local maximum. But it is not guaranteed to converge from all starting values, particularly in regions 
where —I" is not positive definite. In that case, we have to start the algorithm with a new starting point 
or modify the algorithm by using steepest ascent or other steps guaranteed to move closer to a local 
maximum. .Another disadvantage is that N'ewton-Ranphson requires the first and second derivatives 
at each iteration. There are problems in computing these matrices analytically particularly if the 
number of parameters is large. The derivatives can be approximated numerically using finite differences. 
•Alternatively, modified algorithms have been developed, i.e., quasi-Newton methods that require only 
first derivative but don't converge as quickly (Gill et al., I98I). 
3.1.2 The EM algorithm 
The EM algorithm (Dempster et al., 1977) is a general iterative algorithm for .VIL estimation in 
incomplete data problems. It has been used in many complete-data problems as well as when it is 
advantageous to augment the observed data with unobserved random variables. Example includes latent 
variable models, variance components estimation, finite mixture models, and iteratively reweighted least 
17 
squares. The EM algorithm can be described informally as a method that replaces missing values (or 
unobserved random variables) by estimates given initial parameter estimates, and then obtains improved 
estimates of the model parameters from the resulting estimated complete data set. Of course improved 
parameter estimates may suggest improved estimates of the missing data values so the process should be 
iterated. In reality, we do not actually estimate each of the individual missing values, rather we compute 
the expected value of the complete data loglikelihood. This is made clear in the formal description of 
the EM algorithm that follows. 
The distribution of the complete data V can be factored as: 
p(Y\e)  =  p(y;6 , ,  =p(v;6 i |0)p(VmM|v;6 , .0 ) .  
where Ymis includes missing data and/or unobserved random variables introduced in a problem. Thus 
the loglikelihood can be written as 
/(0|y-) = /(0|v;6,, = mYob,)+iog (3.2) 
where l id \Y)  =  tog  L[6 \Y)  and piYmis lYots .O)  is the conditional density of Ymis  given Yob,  and 0.  The 
EM algorithm finds the MLE, 0. that maximizes the observed (incomplete) data loglikelihood /(0|Vo6j) 
by iteratively maximizing the expectation of the complete data loglikelihood /(^IV). We show how this 
occurs by first calculating the expectation of both sides of (3.2) over the distribution of Ymis given Yobs 
and a current estimate of 6. 0''', 
i (9 \Yobs)  =  Q{e\e^ '^ )  -  H(e\9^ '^ ) .  
where 
Q(0|0( '>)= J  l{0 \Y)p(Ymis \Yobs .e^ ' ^ )dYrm, ,  
and 
i/(0|0(')) = J  p(yw,.-,|v;65,^<") log  p(Ymis \Yob, ,0)dYmis .  
Then note that 
by Jensen"s inequality (Rao, 1965), so —H(9\0'''^) is minimized at 0 If we can find 9 such that 
Q(0|0(')) > Q(6l("|6l("), then 
mYobs) = Q(6\9^'^)- H(9\9^'^) 
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and the observed data loglikelihood is increased. This is the idea in a generalized EM (GEM) algorithm, 
i.e.. at each iteration we find a value of 9 that makes Q(0|0''') larger than ) and set = 6. 
The EM algorithm is the special case in which we choose 9 to maximize rather than merely increase 
Each iteration of the EM algorithm can be thought of as comprising two steps, the expectation (E-
step) and the maximization step (M-step). The E-step finds the expected complete data loglikelihood 
assuming 6 equal to Q(0|0*''). The E-step is easy to implement for exponential family models, 
since the expected value of the loglikelihood /(0|V') depends on the missing data only through the 
sufficient statistics. The M-step is just ordinary complete data ML estimation using the expectation of 
the complete data sufficient statistics calculated in the E-step. The M-step is also easy to implement 
for many problems, including exponential family models because the MLE depends directly on the 
sufficient statistics in exponential family models. 
Once we have MLE of the parameters, we can obtain approximate asymptotic standard errors for the 
estimates. It is not usually possible to compute the expected Fisher information with incomplete data. 
Instead we can use the inverse of the negative of the matrix of second derivatives of 1{9\Y) evaluated at 
the MLE. 9. In practice, we compute the second derivative using a finite difference approximation. Note 
that the Newton-Raphson algorithm requires a second derivative matrix at each iteration whereas the 
EM algorithm would only require a single such calculation to obtain standard errors. The Supplemented 
EM of Meng and Rubin (1991) numerically evaluates the asymptotic variance-covariance matrix using 
E-step and M-step rather than by evaluating second derivative matrix. 
It turns out that the efficiency of the EM algorithm depends on the amount of missing information. 
We briefly describe how this is measured (Little and Rubin, 1987). The observed information matrix. 
I(0\Yobs)., is obtained by differentiating the loglikelihood function l{9\Yob,) twice with respect to d and 
switching the sign. From (3.2) we find 
mYobs) = I{e\Y.t,,Ymi,) + (3.3) 
where I (6 \Yobs ,  V'mi,) is the complete data observed information, and '°g p(>n...|V.i>..») jg infor­
mation about 9 contained in the missing data. Ymis- Taking expectations in (3.3) over the distribution 
of y mij given Yob, and 9 gives 
/ (0 |V;6 , )  =  -D-°Q[9\e)  - f -  D-°H[9\9) .  
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where 
D-°Q(9\e)  =  j[^^-^^^]p(Y ,r . .AYob, .e )dYr^„ 
Then —D-°Q(9\0)  is called the complete data information and — D-°H(d\0)  is called the missing infor­
mation. 
The EM algorithm is especially useful for likelihood-based inference with incomplete data when 
'(^|io6j) is difficult to ma.ximize whereas maximizing the complete data loglikelihood. /(0|y'), is easy. 
It can also be useful in many situations in which there are no actual missing data but the problem can 
be reformed as missing data problem via data augmentation. We demonstrate this for SEM in the next 
section. 
There are several important properties of the EM algorithm (Dempster et al. 1977: \Vu. 1983). 
First, each iteration increases /(0|V'o6j) as demonstrated earlier. This can help us identify a computer 
program that is not working properly. Second, the rate of convergence of the EM algorithm is linear 
rather than quadratic and closely related to the ratio of the missing information to the complete 
information. Third, if /(^|V') is bounded, the sequence of /(0'''|Vo65) values converges to a stationary 
value of l(0\Y„b,). Fourth, if the sequence 0''' converges, it converges to a local maximizer or saddle 
point of /(0|V o6j). Fifth, for exponential family models, no derivatives of the loglikelihood function are 
needed. When the loglikelihood is concave and unimodal. tne EM algorithm will converge to the unique 
MLE, but otherwise it may converge to a local ma.ximum or saddle point. To find all local maxima, we 
should run the EM algorithm several times from different starting points. Of course, this is true for all 
maximization algorithms, .\lthough EM converges more slowly than \ewton-Raphson. the stability of 
EM and the relative simplicity of its implementation make it popular in a variety of problems. 
Extensions of the EM algorithm have increased the range of problems to which the EM algorithm 
can be applied or improved the speed of convergence. We briefly describe some of the ideas here. Louis 
(1982) obtains useful expressions for computing the missing information and shows a method useful in 
speeding up the convergence of the EM algorithm using Aitken acceleration. Jamshidian and Jennrich 
(1993) combine the EM algorithm with conjugate gradient methods. The ECM (Expectation and 
Conditional Ma.ximization) of .Meng and Rubin (1991) is based on partitioning the parameter set and 
replacing the M-step with a series of conditional maximization steps. It is useful when the .Vl-step can 
not be done easily and has greatly increased the range of problems to which the EM algorithm can be 
applied. In fact, we use an EC.VI algorithm for the SEM model. The ECME of Liu and Rubin (1994) is an 
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extension of ECM that replaces some of the steps performing conditional maximization of complete data 
loglikelihood with the maximization of the observed data loglikelihood. The EC.VIE can be especially 
helpful at increasing the rate of convergence relative to ECM since the actual observed data loglikelihood 
/(^l^'obj) is being increased following some E-steps rather than the expected value of the complete data 
loglikelihood. ). The AECM (Alternating Expectation Conditional Maximization) of Meng and 
van Dyk (1997) allows the data augmentation scheme to vary within and between iterations features of 
the ECM algorithm. 
3.1.3 The EM algorithm for the confirmatory factor model with complete data 
The EM algorithm can be used for ML estimation in SEM with complete data if we view the SEM 
as a multivariate normal model with missing data, where the latent variables are treated as missing 
data. Let V be the n x p complete data matrix and Z be the n x q unobserved latent variable matri.x, 
q < p. The rows of (Y'.Z) are assumed to be independently and identically distributed. The marginal 
distribution of Z is normal with zero mean vector and variance-covariance matrix R. For identification 
purposes, we fix the diagonal elements of /? to be I so that R is a correlation matrix. The conditional 
distribution of the /th row of V" given Z, is normal with mean /i + Z, A and structured variance-covariance 
matrix S. It is generally the case that some elements of H and A are a priori set to zero as part of the 
definition of the model. 
The parameters to be estimated are /x. A, S. and R.  The mean vector p.  is not generally of primary 
interest. With complete data, the MLE for p is the sample mean. V", and thus we can center the data 
and focus on the remaining parameters. The marginal distribution of each row of V is normal with 
mean vector p and variance-covariance matrix. R\ + S. If there are no missing data, the resulting 
loglikelihood to be maximized is 
/(E,A,/?|V') = _^/05|A^flA + S|-if^(V;-r)(A^flA + i:)-'(y;-V-)^. (3.4) 
1=1 
In practice, the estimates that maximize the loglikelihood (3.4) can not be found in closed form al­
though they can be determined numerically. If Z were observed, then the distribution of Vau^ = (^'. Z) 
conditional on the parameters of the SEM could be written as 
p{Yaug\^ . . yR)  =  p(Y .Z\^ . \ .R)  
=  p(Y\Z . \ .E)p(Z\R) .  
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Note that V and Z are jointly normal which facilitates some of the required calculations. The augmented 
complete data loglikelihood is then 
l(^..\.R\Yaua]=i(^.\.R\y-Z) (3.0) 
3c  - ^ log \E\  -  i^ f r ( (y ;  - / i  -  Z,A)^(V;  -  /I  -  Zi \ )E- ' ) -  ^ loa \R\  -  Z,R- ' ) .  
(=l i=l 
In the E-step of the EM algorithm, we calculate the expectation of the complete data loglikelihood 
in  (3 .5)  over  the  d is t r ibu t ion  of  the  unobserved  Z condi t iona l  on  Y and  cur ren t  es t imates  of  (A.  E ,  R) .  
This is equivalent to computing the expected values of the complete data sufficient statistics 
ZjVi. and Y^Yi. In the M-step, we determine parameter estimates to maximize the aug­
mented complete data loglikelihood after substituting the expectation of the complete data sufficient 
statistics computed in the E-step. We describe these two steps in more detail for the confirmatory 
factor model in the next section. 
The major advantage of the EM algorithm for the confirmatory factor model and SEM is that each 
iteration is computationally easy. The E.VI algorithm converges to a (local) maximum of the likelihood 
starting from any point in the parameter space. This is because there is a continuous path in the 
parameter space from the starting point to the stopping point along which the likelihood monotonically 
increases. This property is important when searching for multiple modes of the loglikelihood, as can 
occur in the confirmatory factor model. Rubin and Thayer (1982) ran the EM algorithm with three 
different starting points and they found three different local maxima. They argued that there are no 
reason to believe that these are the only maxima for their problem and therefore question the use of 
standard asymptotic normality results. Rubin and Thayer (1983) argued that the EM algorithm may 
be useful for exploring nonnormal likelihoods. If EM converges to the same place from a variety of 
starting values, then one can have confidence that the likelihood is unimodal. 
3.2 EM algorithm for confirmatory factor model with missing data 
The EM algorithm for the confirmatory factor model with missing data can be obtained by easily 
extending from that for the complete data case. The difference is that we consider both latent variables 
Z and missing elements of Y as missing data. The description of the previous section remains valid 
with two changes. First, the pi vector and its corresponding sufficient statistics need to be incorporated 
in the algorithm. Second, we write Y = (Yobi.Ymis) in describing the algorithm to account for the 
missing values. 
T1 
We rewrite the augmented complete data loglikelihood ((3.5) in the complete Ccise) and the actual 
observed data loglikelihood ((3.4) in the complete case) taking these modification into account. 
/(/i. L. .V. /?|i;„,) = E. A. R \ y .  Z )  (3.6) 
X - i^<r((y; - M - Z , X ) ^ - ' )  -  - r^^ t r (Z j  Z ,R- ' ]  
" 1=1 "1=1 
and 
/(/i.s,.v,/?|v;6,) (3.7) 
.  n  a  
^ -2 + E)<,6,,.| - 5]«r((v;<„,. - - //„6,,.)(A^/?A + E);,',,). 
1 = 1 i=l 
where { \^RA+ l!)o6j.i is the submatrix of (A^/?A+ and piobs.i the subvector of p corresponding 
to the observed elements of the data vector Vi. In the E-step of the EM algorithm, we compute the 
expectation of the complete data loglikelihood in (3.6) over the distribution of the unobserved Z and 
missing data Ymis conditional on Yob, and current estimates of (fx. A. R). We next describe the E-
and M-steps in detail for the confirmatory factor model. 
3.2.1 Implementation of the E-step 
Computing the expectation of the complete data loglikelihood in (3.6) requires that we find the 
expectation of the following sufficient statistics, 
Sy  = ^ '  
l"=l 
5 .  =  ± Z .  
i = l  
S y y  =  ^  Y i ^ ' Y i  
i=l 
i=l 
n  
Szz  =  ^Z lZi .  (3.8) 
1=1 
Under the assumptions we have made, (V,. Z,) are jointly normal given 9  =  ( f i .  H. A, R ) .  
It is convenient to express the distribution of )] as the joint distribution of the observed and missing 
part of that vector. 
>X.. \ / (.v^/?.\ + ::).o... (A^/?A + i;)„^.. \\ 
VX,.. / VV / V (A^«A + i:U... ( \ ' 'R \  +  ^ ) ,n ,u .  I )  
where the subindices (oo .  i ) ,  (mm.  i ) .  {om.  i ) .  and [mo.  /) are used to identify the submatrices of + 
H corresponding to the variance matrices of observed variables and missing variables and the covariance 
matrix of the observed and missing variables for the /th observation. The conditional expectations of 
the complete data sufficient statistics in (3.8) given 0''' = (/i'''. S''', .V'''. and Vo6j are then easily 
obtained using properties of the multivariate normal distribution. We use the superscript E to denote 
the E-step results. 
= E(5v 
n 
1 = 1 
*=i 
(5f)^ = E[Sz \Yob , . e^ ' ^ )  
n  
* = l 
x = l 
s^y  =  f(5vr|v;6„0'") 
= ^E[Y^Yi \Yob , , i , 9^ ' ^ )  
»=l 
= +c\% 
1=1 
5f^ = E[SYz \Yob , .9^ ' ^ )  
1=1 
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The conditional expectations and conditional covariances in the definition of y\j\ and 
are computed from the joint multivariate normal distribution of (V,. Z,). 
(  yT  \  
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3.2.2 Implementation of the M-step 
The maximization steps in the confirmatory factor analysis model can be difficult to write in general 
form because they depend on the constraints placed on the model parameters. Typically, the factor 
loading matrix A has some elements set a priori to zero in the confirmatory factor model. When there 
are a priori zeroes in A, different sets of V" variables have different sets of latent variables Z with 
nonzero coefficients. Further, for purposes of identifying the model, either the R matrix is constrained 
to have diagonal elements equal to one. or certain elements of \ are set equal to one. Finally, the 
variance matrix E usually hcis special structure. In fact, without any structure, the SEM would not be 
identified. We consider two different structures for S: diagonal and block diagonal. In both cases the 
M-step can be written as a series of smaller least-squares maximization problems. The block diagonal 
case requires an ECM algorithm (.Meng and Rubin, 1993). 
From the loglikelihood function in (3.6) the MLE of the latent variable correlation matrix R can 
be obtained independent of the structure of E and the other parameter values. The MLE is obtained 
easily given the result from the E-step. 
^zz  ^ z z^zz  • ('^-S) 
where Dzz  = diag(S2z ) -  The pre- and post- multiplication by D^z' is to ensure that is a correlation 
matrix £is has been assumed to this point. 
The M-step for the remaining parameters, /i, and S, depends on the structure of S. A diagonal I! 
matrix is a common structure for the error variance-covariance matrix, the V variables are conditionally 
independent given Z. In practice this means that we can deal with each dimension of the V variable 
separately. For the /th row of Y. 
Yi = ^ i + Zi\ + €i. (3.10) 
where 
y'i = 
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1^  = 
.V = 
Z. = 
fi = 
and 
( -1.1 • -1.2' • • " • - i . q )  
( f i . l -  i i . 2 -  •  •  •  •  ( i . p ) -
A,. ^ 
Ar 
^2,A: 
.  = 1.2.  P-
\ / 
We now describe how the M-step works for the k th  dimension of the Y variable. Reorder the factors in 
Z so that 
\ l  = A[.. 
Ao^ . 
where f. is the O k  x 1 column vector of elements to be estimated and is the ( q  —  a k )  x L column 
vector of zero elements. The zero elements correspond to latent variables cissumed to be uncorrelated 
to the A-th dimension of the V variable. Then the model for the /:th element in the Jth row of the V in 
(3.10) can be written as 
y i . k  =  Mk + (-iM- • • • •-i.Ok +ei,Jt. 
where if.ai.) is a vector containing the elements of the ith row vector of Z which correspond 
to the nonzero coefficients in the column. Then yt.k.i = 1.2, •••.n can be used to estimate fik. 
Ai.fc, and <Tk via maximum likelihood which is just ordinary least squares in this case. The .MLE for 
the parameters are: 
Aj,, = 
Af,i  =  ^ ((Sfy)i , fe  —/ifc(5f  ) i , fc)  
^k  = - (S^ ' ) k - \ i . k - (S l ) i . k  
n  n  
^ k  —  ~ { ^ Y Y ) k . k  +  l ^ k ~ - ^ ^ . k ( S z z ) i . k - ^ J , k  ~  ) f c  "  - ^ l . k i S z y )  I  . k  +  2 / ^ f c  A  l  . A ;  —  ( 5 f  ^  )  i  . f c  .  
n  n  n  n  n  
where ( S § z ) i , k .  ( S § y ) i _ k -  and (5'^)i.fc are submatrices of S § y ,  S § ,  corresponding to the factors 
with nonzero coefficients for the A-th elements of the rows of Y. (SyY)k.k is the {k. A-)th element of S y y .  
( S y ) k  is the A-th elements of S y .  and is the A-th diagonal element of S. 
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The M-step for block diagonal E is a bit more complex, ive use several CM (conditional maximization) 
steps rather than a single .Vl-step. block diagonal matrix E can occur if there are several subsets 
of the row vector V] such that elements of each subset are correlated with each other given the latent 
variable Z, . and elements of different subset are conditionally independent given on the latent variable 
Z,-. For example, if several elements of Yi represent the same variable measured at different times, then 
it might be useful to allow those elements to be correlated even when conditioning on Z,. In practice it 
might be necessary to reorder the elements of the Y] so that the £ matrix is block diagonal. We denote 
the block elements Ei. Ht, - -. Ilm- rn < p, where Efc is x rik.nk < p. unstructured (all elements 
are to be estimated) matrix. Now we can obtain ML estimates of the parameters by Generalized Least 
Square (GLS) methods. 
Let Y'k be the 1 x rtk subvector of V} corresponding to the fcth block. = 
{yi. k ( i ) ^  yi. k{2)- - • • y  yi. k iuk ) ) '  where yi. kU)  observation corresponding to the j th  variable in the 
Arth block for unit i .  Similarly define to be the 1 x nt subvector of f i j .  = {pk( i ) - f i k {2) -  • • • • /^fc(rn))-
.Vfc be the q x rik submatrix of .\. = (A^d,. .Vj,,,. • • •, 
where 
-
•^kU)  -
( \  ^ 
^ i . kU)  
^2,fcO) 
\ ^ q M j )  / 
J = 1.2,--.nfc. 
and be the I x rik subvector of e corresponding to the Icth block. ^ = (£i,fc(i). 
The model within the A-th block can be written as follows: 
^i'k = f '^k + Afc + f.'.A.-- (3.11) 
The loglikelihood in (3.6) can be decomposed into m independent terms in this case; 
m /  .  rj \  
/(S, A, oc Yi - 2 E 
k=l  \  :=1 /  
(3.12) 
•=i 
The m independent terms can be maximized separately, we focus on the A-th block. .\s a first step 
we identify the model for the _/th variable in the A:th block. We reorder the factors in the row vector 
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^i.O.kiJ i) that 
\ T  _  
•^kU)  -
\ T  
\ T  
•^o .kU)  
where Zi^i^k(j) 's the 1 x bk^j) row vector corresponding to the latent variables with nonzero coefficients. 
Z i . o . k U )  ^  ^  ( l ~ b k { j ) )  r o w  v e c t o r  c o r r e s p o n d i n g  t o  t h e  l a t e n t  v a r i a b l e s  w i t h  z e r o  c o e f f i c i e n t s .  \ o , k ( j )  
is the row vector of a priori zero elements, and •\-i,k(j) is the row vector of elements to be estimated in 
•\-k(j)- Then the model for an individual variable, say the 7th variable, within the Arth block og (3.11) 
is equivalent to 
y i . kU)  — + ff.fco)- (3.13) 
We can write the model in (3.13) as a single multivariate regression for all Uk variables in the A*th block. 
o;*.-)"' = it^kf + Zlk^^'k + (f.-J""- / = 1.2, • • •. n. (3.14) 
where is the r i k  x Yl ' j = i  ^ I ' U )  and X "  is the Yl ' j = i  column vector. The model in 
(3.14) can be written equivalently as follows: 
/ Ui .k i l )  
!/.-,fc(2) 
\ / „ \ / f t k d )  
+ 
Z,,i(i) 0 0 0 
0 1(2) 0 0 
\ 
\ !/i,fc(nk) / \ /^fc(nk) / \ ® 0 0 Zik^r ik )  J  \  •^l . f c (nfc) /  \  ^'-k in i . )  )  
( 
at  \ i . k ( i )  
T  
/ 
+ 
f i . f c ( 2 )  
.\ote that it is not possible to use simple regression (ordinary least squares) for each elements of as 
we did when S is diagonal because the errors in the same block, J = 1.2, • • •, rik are correlated 
and the AJ in (3.11) has some elements a priori set to zero. The variance-covariance matrix of e'j. is: 
Var(e : , )  =  E,. 
It is not possible to easily maximize the likelihood of this multivariate regression model because of 
the unknown variance-covariance matrix. If S/.- and are known, the MLE of in (3.14) can be 
obtained via generalized least squares. 
ri n 
A" ^ E ((z-,)^3:,T'(v;-, - (3.i5) 
1=1 1=1 
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The expectations in (3.15) are already computed in the E-step. Once we obtain the .NILE of A", we 
can easily obtain the .VILE of n].. we give the result element by element. 
^*••0) = -(•S'r )fcO) - (3.16) 
where ( S y  ) k { j )  is the element of the S y  corresponding to the jth variable in the A-th block and { S § ) i , k u )  
is the element of corresponding to the jth element of Let nl = (^ifc(i). • • • ./ifccn,.)) represent 
the MLE for fik- After we compute the .VILE of .V" and ftj.. the MLE of St can be obtained. We first 
note that A" along with the element known to be 0 gives us AJ. of (3.11) in the obvious way, then 
1 = 1 
i=l  
+2 (filfzT \: - 2 +  ( A l f z l  Z i \ l ) \ Y „ , , . 0 < ' ^ ) .  (3.17) 
Once again the expectation in the last step are already computed in the proceeding E-step. The form of 
the results is somewhat complex but the notation allows us to handle the general block diagonal case. 
.A. specific example is considered in Chapter 6. 
3.3 Beyond the confirmatory factor model 
The general SEM described in Section 2.4 consists of a latent variable model describing the rela­
tionship among elements of Z. and a confirmatory factor model relating V to Z. The previous section 
describes algorithm for estimating the parameters of the confirmatory factor model, /i. D. and R. In 
this section, we consider the relationship of these estimates to those for the latent variable model. The 
latent variable model is repeated here for convenience, 
m = Bqi + +C', 
~ :V(0.$), cf,' ~ .V(0.*P), 
(3.18) 
:{0 
with 
Var  =  R =  
I R (L2)  R( l . : } )  • • •  R( l . r / )  
1 R(2 .3}  • • •  R i2 . , / )  
I  • • •  R{: i .< , ]  
s ym 
^ = 
Ol.l <2>1.2 ••• Ol.r 
O2,1 02,2 ' ' ' ^2 . r  
\  O r , l  O r . l  •  •  •  O r . r  )  
B =  
0 0 
J21 0 
y -^ml 
. r = 
7l,I 71.2 
72.1 72,2 
y 7m. 1 7m.2 
71.r 
72,r 
7m.r y 
where is the m x 1 endogenous variable, is the r x 1 exogenous variable, and m + r  =  q .  
Throughout  th i s  thes i s  we  assume the  l a ten t  va r iab le  mode l  i s  r ecurs ive  (Bol len .  1989) ,  i . e . ,  t he  B 
matrix is a m x m lower triangular matrix and the ^ matrix is m x m diagonal. This insures that the 
latent variable parameters are uniquely identified from those of the confirmatory factor model. 
Once the EM algorithm has been used to obtain MLEs of the parameters in the confirmatory factor 
model, it is straightforward to obtain estimates of the parameters of the latent variable model assuming a 
recursive model. The key result is the 1-to-l relationship between the elements of R and the parameters 
B. r, 'I', and <I>. The matrix expression in (3.18) can be rewritten as: 
Hi  — 71,1^1+71,2^2 + l-7'l,r^r+Cl 
n2 = ,'-^2,1'71 + 72,1^1 +••• +72,r^r + C2 
— ^m,l + *'* + 7m,l^l + ' •* + 7m,r^r + Cm -
Note that there are m(m — l)/2 elements of B,  m  unique elements of r(r + l)/2 elements of <^. mr 
elements of F which is a total of q{q + l)/2 elements (m + r = q). The MLE of R contains q(q + l)/2 
elements and we can solve a system of q{q + l)/2 equations with q{q + l)/2 unknowns to identify the 
MLE of (S. r, 'P, $). 
We demonstrate how these equations are obtained in the context of our example in Chapter 6. .N'ote 
t ha t  the  l ike l ihood  o f  Yobs  can  be  de f ined  in  t e rms  o f  B.  F.  and  ins tead  o f  R.  
;!i 
1 = 1 
ri 
-Y. r. + s)-',,). 
1 = 1 
where we use R(B,  F. ^ . <^) to denote the R matrix implied by the latent variable model. 
<pr^((/' - B)-^)^ <p I 
We could compute the estimates of B,  F. and directly from this loglikelihood (in the \I-step). but 
it is easier to wait until the ML estimate of R has been obtained and then solve the system of equations 
relying on the invariance property of the MLE. 
Although we assume a recursive latent variable model, an EM algorithm could be derived for any 
identified latent variable model. However the M-step for such an algorithm could be quite complicated. 
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CHAPTER 4 BAYESIAN INFERENCE FOR THE STRUCTURAL 
EQUATION MODELS WITH INCOMPLETE DATA 
4.1 Introduction 
The Bayesian approach can be used to make inferences about the parameters in the SEM as an 
alternative to the likelihood-based inference of Chapter 3. As in the previous chapter, the likelihood 
function plays a major role. The major difference is that the Bayesian approach treats all unknowns 
(latent variables, missing data, and parameters) as random variables. .A.1I random variables are assigned 
prior distributions and inferences are based on the posterior distribution of the unknown quantities. 
Let 6 be the vector of all unobserved quantities (parameters, missing data, and latent variables), and 
V be a vector of all observed variables, then the posterior distribution is defined by 
pmi = ^ piYmpio) ,  (4.1) 
where p(V'|0) is a likelihood and p(0)  is a prior distribution. Likelihood-based inference as described in 
Chapter 3 relies on asymptotic results, e.g., the asymptotic normality of the MLE. 
In large samples. Bayesian inferences can be obtained using a normal approximation to the posterior 
distribution, an approach that relies on the asymptotic normality of the posterior distribution. With a 
large sample size, the posterior distribution will be dominated by the likelihood function, so that large-
sample Baysesian inference is likely to be quite similar to likelihood-based inference. However, a key 
feature of the Bayesian approach is that large samples are not actually necessary for performing Bayesian 
inference. The posterior distribution provides inferences for any sample size under the assumptions 
that define the model. In smaller samples, i.e., those for which asymptotic results are not relevant, 
it is generally inappropriate to summarize inference about a parameter by one or two values (like 
the posterior mean and variance used in the normal approximation). This is especially true when 
the posterior distribution of a parameter is multimodal or nonsymmetric. It is not generally possible 
to derive analytic results for the posterior distribution. Consequently we emphcisize simulation-based 
inference as a way of summarizing the posterior distribution. 
One difficulty in applying the Bayesian paradigm concerns the choice of prior distribution. When 
sample size is large, we don't need to work hard on formulating a prior distribution, since the influence 
of the prior distribution on posterior inferences is minimal. In smaller samples the choice of prior distri­
bution can be more important. The prior distribution should include all plausible values of a parameter 
based on previous studies or from consideration of the nature of the parameter. Other than that there 
are few guidelines for specifying prior distributions. Suppose there is no strong prior information for the 
value of parameter, then we might use a prior distribution chosen only for mathematical convenience, 
for e.Kample, a conjugate prior distribution. It is often desirable to choose prior distributions which 
have little influence on the results of inference in an attempt to provide a more objective analysis. This 
idea frequently motivates the choice of prior distributions which are noninformative. often uniform dis­
t r ibu t ions .  Wi th  these ,  the re  i s  a lways  the  po ten t i a l  fo r  spec i fy ing  an  improper  jo in t  d i s t r ibu t ion  fo r  d  
a n d  V  w h i c h  c a n  l e a d  t o  a n  i m p r o p e r  p o s t e r i o r  d i s t r i b u t i o n s  f o r  9 .  
4.2 Bayesian computation 
Suppose that we have specified a prior distribution and sampling distribution, attention shifts to 
finding methods for studying the posterior distribution defined in (4.1). 
4.2.1 Direct simulation 
On occasion it is possible to identify directly the posterior distribution p(0|'V') and its properties. 
More often we can not and we rely on simulation to obtain a sample from the posterior distribution. 
For some problems such simulations can be drawn directly from the posterior distribution. p(0|V'). It 
is sometimes possible in multiparameter problems, say with 0 = (0i,^2)- to obtain efficient simulation 
algorithms of factoring the posterior distribution, p(0|y') = p(0i |V')p(02|^i, ^ )• We simulate from 
p(0i|V') and then simulate 62 fromp{02|^i' ^ )• is common, as hapens with SEM, that direct simulation 
is not feasible. 
4.2.2 Approximation 
.\nother approach to Bayesian computation is to construct an approximation to the posterior dis­
tribution. One obvious possibility is a normal approximation centered at the posterior mode, which 
can be justified as a valid asymptotic approximation. An approximation can be used in a number 
of different ways. First, samples from the approximation can be used as pro.xies for draws from the 
true distribution. Second, importance sampling (Ripley, 1987) can be used to estimate the posterior 
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expected value of any function of the parameters. For example, suppose ij[&) is an approximation to 
the posterior distribution and that g(9) is easy to sample from. To estimate E(h(0)\Y') we write. 
E{h{e \Y) )  =  I  ^ ^^^0^g(9 \Y)de .  (4.2) 
and we draw from g(9 \Y)  and compute importance weights u:{d i )  =  p{6 i \ y ) /<j (9 i \Y ) .  Then 
(4.2) can be estimated by 
, i -
-Y^h(9 i )w{9 t ) .  
1=1 
A final possible use of an approximation is to obtain an improved approximation using the SIR (Sampling 
-Importance Resampling) algorithm of Rubin (1987). In SIR. we draw L samples from the approximate 
distribution, g[9\Y). then take asubsampleof/: < L draws with probabilities proportional to importance 
weights w{9) x Pjgjyj. Sampling is done without replacement. In high dimensioned problems it can be 
difficult to find a rea.sonable approximation,5(0|y). MCMC (Markov chain Monte Carlo) simulation has 
emerged as a powerful tool for obtaining samples from the posterior distribution with no approximation 
required. 
4.2.3 Markov chain Monte Carlo 
4.2.3.1 Theory of MCMC 
Markov chain Monte Carlo refers to the idea of creating a Markov process whose stationary dis­
tribution is the desired posterior distribution, and then simulating from the process long enough so 
that draws from the late stages of the simulation are similar to those that would be obtained from the 
stationary distribution. 
In this section, we review some of the theoretical ideas from Markov chain theory relevant for Markov 
chain Monte Carlo (MCMC) and some of the basic algorithms. We begin by reviewing basic concepts 
for Markov chains on finite state space (Gilks et al., 1996). Tierney (1995) and Meyn and Tweedie 
(1993) are references that describe Markov chain theory for general state spaces. A Markov chain A' is 
a discrete time stochastic process {A'o, A'l, • • •.} with the property that the distribution of A't given all 
previous values of the process A'o, A'l. - • •, A't_i depends only on A't_i. The key idea of MCMC is to 
construct Markov chain with a given distribution p(9) as its invariant distribution. We briefly review-
some of the theoretical concerns in constructing Markov chains that have stationary distributions (again 
using finite state space to illustrate). Define transition probabilities P.j, 
P i  J  =  P(A't+i = JI A, = i), for all i .  j  6 E .  
where E is the discrete state space. The A-th transition probabilities are defined as 
P/J '  = P(A',+A: = j|-Vt = /). for ail i. j € E. 
Markov chain is called irreducible if all states can be reached from all other state, i.e.. for any i. j. 
there exists k with > 0. .A. Markov chain is called periodic vvith period t if returns to a given state 
are impossible e.xcept in t. 'It. 'it. • • • steps, and t is the greatest integer larger than 1 with this property. 
.\periodic Markov chains will not oscillate between different states in a regular periodic movement. .\ 
Markov chain is called recurrent if the time of first return to state i. for all i. is finite with probability 
I. .A. Markov chain is called positive recurrent if the e.xpected return time to state i. for all i. is finite. 
For finite state space, it turns out that for an aperiodic positive recurrent .Markov chain, the stationary 
distribution is also the limiting distribution of the chain (Gilks et al.. 1996). 
The theory of Marcaov chains in general state spaces provides a simulation results, if a .Markov chain 
is irreducible, aperiodic, and positive recurrent, then it will converge to a unique stationary distribution 
(Tierney, 1995). 
4.2.3.2 Algorithms of MCMC 
One approach of Markov chain simulation uses the algorithm of Metropolis et al. (1953) and its 
generalization by Hastings (1970). In the Metropolis-Hastings algorithm, given the current value 0^^'. 
one samples a candidate point 0'"' from a jumping distribution or candidate distribution, say Jt(5|0^'*). 
The candidate point 0''* is then accepted with probability 
If the candidate point is accepted, the next state becomes = d*-'K and if rejected, the chain does 
not move, 
Gibbs sampling is another Markov chain Monte Carlo algorithm that sequently samples each pa­
rameter from its full conditional distribution. One of the appealing features of Gibbs sampling is that 
the full conditional distributions, p{di\Oj,j ^ «, V) are often easy to sample from. This is the case for 
SEM. When analytic derivation of a particular full conditional distribution is not possible, we can rely 
on other simulation methods to sample from it. 
Gibbs sampling is implemented as follows. Suppose the parameter vector 0 has been divided into d 
su b v ectors. 0 = (6i. • • •, 6j). Each iteration of Gibbs sampling cycles through the subvectors of 0. draw­
ing each subvector from its conditional distribution given the previous values of the other subvectors. 
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Given an arbitrary starting set of values • • •. we draw from p{Oi  • • •. V). then 
from 03°'. • • •. 0^"'. >'). and so on up to O^J'^ from p(0(/|0j". • • •. . V) to complete one 
iteration of the Gibbs sampling algorithm. .A.fter m such iterations we would arrive at . • • -. 
Suppose the joint distribution of (9i. • • • .9^) is positive over its entire domain, then the joint distribu­
tion is fully determined by the full conditional distributions (Besag. 1974). Geman and Geman (1984) 
showed under mild conditions that p(0\^K • • • p(,0\, • • • .6d\Y) as m tc. Thus for large 
m, we can consider • • •, 0^^') as draws from p(Oi .  •  •  • .  ^ d |V'). 
Gibbs sampling can be viewed as a special case of the Metropolis-Hastings algorithm that has 
a jumping  d i s t r ibu t ion  wi th  accep tance  ra te  1 .  Formal ly  a  s ing le  i t e ra t ion  o f  Gibbs  sampl ing  i s  d  
Metropolis-Hastings steps. The jumping distribution for the Gibbs sampling step updating the :th 
component of 6 on the {t -I- l)th iteration is 
[ 0, otherwise 
where = (0i, • • •. , • • •, 0^). 
The desired joint posterior distribution of (^i. • • •, ^ d) can be approximated by the empirical distri­
bution of the .V/ samples • • •. 9^1'^), k = m-l-1. • • •. m+\I. where m is large enough so that Marchov 
chain can be considered as having converged to its stationary distribution and M is chosen to obtain 
sufficient precision for statistical inferences. When a lower dimensional marginal distribution is of inter­
est, a more precise estimate can be obtained if the conditional distribution of the subvector of interest, 
di. given the rest has a closed form. It is more efficient to appro.ximate p(0il0i. • - • - • .0^} 
by 
1 
fc=i 
Gelfand et al. (1990) provide illustrations of a range of applications of the Gibbs sampling with 
a variety of problems. Zeger and Karim (1991) illustrate Gibbs sampling approach for generalized 
linear model. Cowles et al. (1996) fit a longitudinal model incorporating individual level random effects 
to account for correlations among repeated measures on the same subject and fixed effect. Gilks et 
al. (1996) have a full description of .VICMC and several examples. .A.rminger et al. (1996) consider 
non-linear latent variable models in Bayesian framework and apply .MCMC methods. Raftery (1993) 
provides approaches to the Bayesian model selection in SEM. 
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4.2.3.3 Implementation of MCMC 
There are a number of practical issues associated with the implementation of MCMC algorithms 
including the choice of starting points, methods for monitoring convergence and output analysis. There 
has been debate in the literature concerning the best way to monitor convergence of an MCMC algo­
rithm. The two main proposals are to "run several long chains" (Gelman and Rubin. 1992) and "run one 
very long chain"' (Geyer, 1992). One very long chain might have better chance of detecting convergence 
of the chain it is argued, because many short runs with uniformly distributed starting points may miss 
the peak of the posterior distribution. But in practice, it is difficult to have confidence in the results of 
a single chain since we are dealing with a finite-length sequence and the chain might remain for many 
iterations in a region heavily influenced by starting points. In this thesis, we follow the recommendation 
of Gelman and Rubin (1992) which we now describe. 
In theory, starting points are irrelevant because we ultimately reach the stationary distribution from 
any starting point. Once again, in practice it is wise to take a more scientific approach. To monitor 
the convergence of Markov chain simulation, we choose starting points that are widely dispersed in the 
domain of the target distribution to ensure that we cover all major regions of the target distribution. 
In problems where the prior distribution is informative, it can be used to construct rough bounds on 
the parameter space and to suggest starting values. In problems without strong prior distributions, it 
is often useful to locate the modes of the target distribution using a mode-finding algorithm such as 
EM algorithm. We can choose several independent starting values for parallel Markov chain simulation 
from an normal approximation or t approximation to the target distribution centered at the mode (or 
a mixture of approximations for a multimodal posterior distribution). 
The practical task in monitoring convergence is to estimate how much the inference based on Markov 
chain simulations differs from the inference that would be obtained from the desired target distribution. 
The basic idea behind the Gelman and Rubin approach to monitoring convergence is on detecting the 
point at which starting points don't affect the behavior of independent parallel chains. graphical way 
to determine this is to look at time series plots of the parameter draws for each chain and see if they 
overlap. A quantitative measure proposed by Gelman and Rubin (1992) is the potential scale reduction, 
inspired by traditional analysis of variance, .\ppro.ximate convergence is diagnosed when the variance 
among different sequences is no larger than the variance within each individual sequence. Before the 
parallel sequences have converged, the simulations collected within each sequence will be less variable 
than the simulations collected from all sequences combined since there has not been enough time for in­
dividual chains to move around the entire parameter space. .A.t convergence, variance between sequences 
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should be approximately equal to variance within each sequence. We monitor the convergence of all 
parameters or all scalar summaries of interest from the target distribution. The following description 
of the Gelman and Rubin potential scale reduction is based on Gelman et al. (1995). Suppose we have 
m parallel chains, each of length n. let 6ij be the jth draw from ith chain. We usually discard the 
early part of simulation to monitor convergence. Compute the between-sequence variance. B. and the 
within-sequence variance. 
m 1 1 
B  =  — ^ 0 i  — 0 ) ' .  where 6 i  = — ^ 0, , . 9  =  — 0 ,  
m  —  I  '  n  ^  m  1=1 j=i 1=1 
m I "  
W = where sf=- - Oif • 
m  n  —  I  '  1=1 j=i 
Then V = + ^B  is an estimate of the posterior variance of 9 .  and it is unbiased if the starting 
points were actually drawn from the target distribution. It is an overestimate (as intended) when the 
starting points are overdispersed relative to the target distribution. For finite n, the within sequence 
variance W underestimates the posterior variance of 9  because individual sequences have not had 
time to range over all of the target distribution. In the limit n —>• x. both V and approach the 
posterior variance. We can monitor the convergence of the Markov chain by estimating the ratio between 
the estimated upper and lower bounds for standard deviation of 9. which is the factor by which the 
conservative estimate of the distribution of 9 might be reduced, 
\/fl = \/^ (4.3) 
V ['V 
if the simulation were run forever. .\s the simulation converges, the potential scale reduction in (4.3) 
declines to 1, meaning that independent Markov chains are almost overlapping. If \/r is high, we have 
reason to believe that further simulations may improve the inference about the target distribution. In 
other words, if \/S is high, it indicates poor convergence and the potential Bayesian interval for d might 
be shrunk by as much as a factor of \/fl after convergence. In practice, values of Vr less than 1.1 or 
1.2 might be acceptable. 
4.2.3.4 Efficiency of MCMC 
It is evident that convergence of an MCMC simulation requires that the individual chains mi.v well 
in the sense that dependence of nearby draws decreases quickly as the distance between the draws 
increases. .Mixing refers to the nature of this dependence. When a chain is slowly mixing, the chain 
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may be of limited use for inference even though it lias converged to the stationary distribution because 
of the autocorrelation of samples. Rapid mi.xing will generally bring small .Monte Carlo standard errors 
for inferences. There have been a great deal of work on improving the rate of convergence for .\ICMC 
algorithms. 
When choosing a jumping distribution for a Metropolis-Hastings or Metropolis algorithm, one should 
be careful in choosing its scale. A jumping distribution with small steps will generally have high accepy-
tance rate but will mix slowly. A jumping distribution with large steps will often propose candidates 
far from the center of the posterior distribution giving low acceptance rates and consequently the .Mar-
chov chain is frequently standing still. Note that both jumping distributions will ultimately lead to 
convergence of the Markov chain, but it might require a large number of transitions. For a Metropolis 
algorithm with normal target distribution having variance-covariance matrix E, and with normal jump­
ing distribution, .c-E), the most efficient jumping rule has ess '2A/\/d where 
d is the dimension of parameter (Gelman et al.. 1995). This rule has performed well in practice even 
when the target distribution is not normal. 
Gelfand et al. (1995) propose reparameterization to improve slow mixing of Gibbs sampling. When 
6i, - • • .Od are independent under the posterior distribution, p(fl|y'), the Gibbs sampling will draw inde­
pendently and identically distributed random variables and hence converge immediately. This suggests 
s e a r c h i n g  f o r  t r a n s f o r m a t i o n s  t h a t  r e d u c e  t h e  c o r r e l a t i o n  b e t w e e n  e l e m e n t s  B i ,  -  •  •  . O d -
Jennison (1993) suggests using a modified form of stationary distribution which flattens the original 
stationary distribution to make it easier for .VICMC sampling on the modified distribution to provide in­
formation over the entire support of the original distribution. Geyer (1991) proposes Metropolis-coupled 
MCMC, running m MCMC chains in parallel with each having a different stationary distributions, one 
stationary distribution is the target distribution and the remaining m — I are modified distributions 
chosen to improve mixing. 
4.2.3.5 Output analysis 
Another concern in Bayesian inference is how to make reliable inferences about the target distribution 
from the simulations. The general idea for MCMC inference is to use the empirical distribution of 
simulated draws as an approximation of the target distribution. For example, any moments of the 
posterior distribution can be estimated by sample moments of the simulated draws, and a 95% central 
posterior interval can be estimated from the 2.5% and 97.5% quantiles of the simulated draws. If the 
early part of the sequences have been discarded in monitoring convergence, they should be discarded 
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for the purpose of inference. .-V difficulty with this approach is that although we have a large number of 
draws from the posterior distribution they are dependent. Simulation-based inference from positively 
correlated draws is less precise than from the same number of independent draws. It has been suggested 
that the inference should be based on every A-th draws of each sequence to get appro.ximate independence 
between successive draws or that draws from m independent sequences should be mixed and then we 
choose a subset of draws randomly to destroy any serial dependence. Both of these ideas involve the 
loss of a great deal of information. Alternatives include the use of time series analyses to estimate the 
standard error of estimates. Still another possibility is to report inferences without worrying about 
standard errors (Kass et al.. 1998). 
4.3 Gibbs sampling for the confirmatory factor model with missing data 
We repeat here the specification of the confirmatory factor model from Section 2.4. The model 
assumptions are 
Z l  +  € f .  i =  1 . 2 .  •  •  • . n .  
c j  ~ A'(0,i:), i = i . 2 . - - . n .  
Z j  ~  N { Q . R ) ,  i = \ . 2 . - - . n .  
Y^ \Z j  ~  + . \ ^Z j . ^ ) .  / =  1 . 2 .  
Vf ~ A^flA + E), /=1,2. • ••.n. 
In Bayesian analysis, we consider the latent variables Z. the missing variables V'mis, and the param­
eter 6 = (/i, A. E, R) as unobserved random variables. Denote the prior distribution of 6 by p{6). Then 
the posterior distribution of our paramaters is : 
P ( . e . z , Y m u \ Y o b , )  oc p [ Y \ e , z ) p { Z \ 9 ) p { e )  
=  p { Y . z \ e ) p { e )  
oc L{d \Y .Z)p(6) .  
where L ( 0 \ Y . Z )  is the augmented complete data likelihood in (3.6). 
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4.3.1 Prior distributions 
Our primary objective is inference about the parameters. 0. although one might be interested in 
the posterior distribution of Z (factor scores) or Ymis (missing values). Gibbs sampling can be easily 
implemented with conjugate families or non-informative prior distributions. First, we assume that the 
prior distributions for the parameters are chosen from conjugate families of prior distributions. 
H DC .V (//O. I 'O), 
A oc y{Xo .WQ I ) .  
S ~ Inverse-Wishart(fc'i. Sj"'), 
R ~ Inverse-VV'ishart(j /2. ). (4.4) 
where f iQ  is a specified 1 x p  mean vector. I'b is a specified p x p variance-covariance matrix. A is a vector 
containing any nonzero elements of A. with Aq and wq hyperparameters for A, ui and t/2 are degrees 
of freedom and 5i and Sn are p x p, q x q positive definite matrices defining the prior distribution on 
H and R. Uniform improper prior densities for p. and A are obtained in the limit of the multivariate 
normal distribution as |Vbj~' —>• 0 and wq -> x. We can obtain non-informative improper Jeffreys" 
prior densities for S and R in the limit as i/,- —¥ —1, and |5i| —> 0. j = 1.2. These non-informative prior 
distribution are provided below. 
p ( p )  3C 1. 
p(A) a 1. 
p(S) ~ |E|-^. 
p(R)  ~ (4.5) 
Then the joint logposterior distribution is proportional to the product of the augmented complete data 
loglikelihood and the prior distribution using non-informative prior distributions. 
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p(n .  X . 'Z .  R .  Z .Ym„\yob , )  
^  ~  f i -  Z i \ f ( Y i  - 1 1 -  Z,A)i:~') - ' ^ log \R \  -
i=l  "  1 =  1 
_iP^/05|Sl - ^ <r(5tE-M - ^- ^^ Io9 \R \  - ^ t r (S .R- ' )  
=  _ i :L+Z±-L) /og |v |  _  i ( ^<r( (y -  - f i -  Z , \ f (Y i  -  M -  ^.A) )S -M 
1=1 
Jn + q^+l]^og\R\ _  ifr(^(Z/'Z,)f l-M (4-6) 
1=1 
It is obvious that it is not possible to sample directly from this posterior distribution so we describe on 
MCMC simulation algorithm. 
Before proceeding we need to consider the identification issue for SEM (recall Section 2.4. Chapter 3 
identifies the confirmatory factor model by taking /? to be a correlation matri.x. That issue is awkward 
from the Bayesian perspective because ot os difficult to specify a suitable prior distribution on the space 
of correlation matrices. Therefore in this chapter we assume that R \s a. general covariance matrix and 
that the SEM is identified by taking a single element in each row of .\. equal to one. This identifies the 
scale of the latent variable cis the scale of one of its indicators. VV^e show in Chapter 6 that it is trivial 
to move from one identifying parameterization to any other. 
4.3.2 Implementation of Gibbs sampling for the confirmatory factor model 
One difficulty in applying Gibbs sampling to the confirmatory factor model is that the variance-
covariance matrix E has special structure that must be taken into account. .\s in the likelihood-based 
approach (Section 3.2.2), we restrict attention to the case in which S is either diagonal (V elements are 
independent given Z) or block diagonal. Here we can combine the two cases since the diagonal matrix 
can be viewed as a block diagonal matrix with blocks consisting of a single element. Let the number of 
b locks  be  m,  and  the  number  o f  e l ements  in  b lock  i  be  p , - ,  c  =  1 ,2 .  •  •  • ,  m .  
where 
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= 
/ \ 
''•fc.l.l ''•fc.l.2 O-k.l.pk 
Ck.2 .2  " •  "  ""fc.S.pk 
sym 
.  k  =  1 .2 .  • •  • .  m .  
""fc.pk.pit / 
We make the following choice for the prior distributions 
f l  X  I. 
A|i; 3c I. where A is any non constant element of A, 
Si ~ Inverse-VVishart(i/i, 6*1). 
Inverse-VVishart(i/2. Sn)  
Inverse-Wishart(£/m, Sm), 
R Inverse-VVishart(i/m+i,  5m+i)- (4.7)  
The joint distribution of V and Z is 
zT V \  0  / V R.y R 
which can be further divided to allow for separate treatment of \obs.i and \mia,i 
I  y - T  \  
o b s , i  
\ - T  i n d  N 
/  T  \  f ^obs , i  
(A^flA + S)o„, . ,  ( \TRX +  Z)  
R^zo . i  RX:m. i  
o m . i  A  R o z . i  
A^Rm. i  
R  
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The last variance-covariance matrix can be rewritten for notational convenience as 
^ V r . 
V . V 
—'mm.i 
V V . y —TO.I —'cm.x 
From (4.6) to (4.8). the full conditional posterior distributions are easily obtained. The posterior 
distribution of ^ is normal. 
~ .V(/i^, V';x), (4.9) 
where = Y — ZA, Y is the sample mean of the indicator variables and Z is the sample 
mean of the factor scores. The conditional posterior distribution of Z, is obtained from its joint normal 
distribution with Yi in (4.8), 
R 
Z.|y;.M-A.S, .V(^,,„ V,), /= 1.2.- -.n. (4.10) 
where/i;., = /2A(A^/?A + I!)~'(Vi — ^)^. and V; = R— R\ ( \ ^RA + I1]~^R.  Note that the variance 
matrix os constant over i. Similarly, the conditional distribution of the missing data is obtained from 
the joint normal distribution of (Yobs.i, Ymis.i, Zi), 
Yr„is.i\Y,bsj,Zi,M,X^,R .V(/iK,,. W.,). '•= (4.11) 
where 
mo.I 
' m m , t  'mo,I 
For the conditional posterior distributions for A and S, we need to specify them separately for each 
block. We apply notation used in Section 3.2.2. For the i*th block, the conditional posterior distributions 
are as follows. 
a: | z - , . , y ; - , . . . V  ^ . v " . ( ^ ( ( z - j ^ E , : ' z - , ) - ' j  .  k = [ . - 2 . - m .  (4.12) 
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where 
n  
\" = 5^(Z-,)^e;:'(V;-, - K-)-
1 = 1 
and 
~ Inverse-Wishart (n .  ( I I "=i (^a-  "  f^ ' . k  "  ^ i -K)^ iK . ic  "  f^ ' . k  "  • (4.13) 
and 
/?|y'./i. A, H, Z ~ Inverse-VVishart(7i, (^"_j Z/^Z,) ' (4.14) 
where Y'^.. nl, ZJ f., and A" are defined in Section 3.2.2 as relevant subsets of the same variables without 
as te r i sks .  These  fu l l  cond i t iona l s  de f ine  a  Gibbs  sampl ing  a lgor i thm for  sampl ing  f rom p(9 .  V 'mi j .  Z \Y) .  
4.3.3 Beyond the confirmatory factor model 
Recall from Section 3.3 that the latent variable variance-covariance matrix R can be related to the 
parameters in the latent variable model, 
Under the assumption that the latent variable model is a recursive model, there is a one-to-one mapping 
from R to B, F, 'I', and Then, simulations of R obtained by Gibbs sampling can be transformed to 
obtain posterior draws for the parameters in the latent variable model. 
qi = Brji -t- r^i -h Ci. J = 1, 2. • • •. n. 
The precise relationship is 
R =  
( / - s ) - ^ r < ^ r ^ ( ( / - B ) - ' ) ^  ( / - s ) - ' r » p  
s)-')^ 
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CHAPTER 5 INFERENCE VIA MULTIPLE IMPUTATION FOR THE 
STRUCTURAL EQAUTION MODELS WITH INCOMPLETE DATA 
5.1 Introduction 
In many research environments, the missing data problem can be thought of as occurring at the 
data-base level of large database rather than a single study. The data-base might be used in a number of 
studies with a variety of statistical models. It is natural to wonder if a suitable approach to missing data 
at the data-base level could perform well for a variety of users. One additional motivation for handling 
missing data at the data-base level is that data collectors often have more and better information that 
can be used to address the nature of the missing data problem. This is especially true for government-
collected confidential data or public-use data. 
Imputation refers to the general approach of filling in missing data. It is often desired to fi.x up 
the data-base by filling in missing values before sending it out for general use. The missing data are 
replaced by values from an imputation model. To make a sensible imputation model, we should not 
only use all available information to increase predictive power, but also be as general and objective as 
possible in order to accommodate a potential large number of different data analyses. 
We describe the general approach to multiple imputation inference of Rubin (1987) in Section 5.2 
and then describe specific multiple imputation models and their application to SEM in Section 5.3. 
Issues concerning multiple imputation are further discussed in the context of a real-data e.xample in 
Chapter 6. 
5.2 Multiple imputation 
Our discussion of traditional approaches in Section 2.3 include a number of imputation or fill-in 
approaches. We define an imputation as a set of values to be filled in for the missing values. There 
are a number of arguments supporting the use of imputation. Once we have a complete data set. %ve 
can use standard complete-case data analysis approaches using existing software. .\lso imputation of 
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the missing values in a data-bcise can be carried out once and the resulting data used in a number of 
analyses. 
The obvious problem with a single imputation of the mising values is that extra variability due 
to uncertainty about the unknown value is not being taken into account. Multiple imputation retains 
the virtues of single imputation and corrects its major flaw. The uncertainty in the imputed values 
is incorporated into the user's analysis in order to obtain valid statistical inference. We impute each 
missing value several times, say m, instead of just once to make m completed data sets for further 
analyses. Each completed data set is analyzed using a standard complete-case data analysis. .Multiple 
imputation using modest, m, say between 2 and 10, appears to perform well for situations where the 
fraction of missing information due to nonresponse is modest. In situations where the fraction of 
missing information is large, multiple imputation with small m is not fully satisfactory but even in 
those situations, it is likely to provide better inference than a single imputation. 
Let the k dimensional vector 0 be the parameter of interest and assume that with the complete data, 
inference for 9 would be based on: 
where 0 is a statistic estimating 0 .  and L' is a statistic providing an estimate of the variance of ( 0  —  0 ) .  
The approximate normal distribution of the MLE in large samples is one example that satisfies this 
assumption. The asymptotic normal approximation to the posterior distribution of 0 in a Bayesian anal­
ysis would also satisfy this assumption. Suppose under a specified imputation model, m sets of repeated 
imputations have been made and that we obtain m sets of point estimates, 0m,i, • • • f-.i • • • • • I'-.m-
The values 9 .  i  and t'.,,- are the values of the statistics, 0  and U . for the ith completed data set. We can 
combine the m repeated complete-data estimates and associated complete-data variances for 0. Rubin 
(1987) defines the following quantities, 
where L 'm is the average of the m complete-data variances, is the between-imputation variance of 
( 0 - 0 )  ~  N ( 0 , U ) ,  
(5.1) 
Tm — f'm + (1 H )Bm 
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the rn  complete data estimates, and Tm is the total variance of (0  — 6m)-  The factor (I + in T,n  
reflects the extra variability of 9,^ based on a finite rather than an infinite number of imputations. The 
normal-based multiple imputation inference for 0 is based on the result 
.v(o.r^). (0.2) 
The relative increase in the variance due to nonresponse is: 
Tm = (I + 
where k is the dimension of 9. 
It appears that m = 10 imputations performs well in practice. Glynn et al. (1993) ran simulations 
with various numbers of imputations, m = 3. 10. and 35, and considered the effect on the coverage 
rate of the multiple imputation confidence interval. They found that a greater number of imputations 
may be required for good performance with nonignorable missing data compared to the numbers re­
quired for estimation with ignorable missing data. They found that m = 10 is an adequate number of 
imputations even with nonignorable missing data. Rubin and Schenker (1986) study the coverage of 
multiple imputation interval estimates and show that the performance can be predicted well by linear 
interpolation in over the range between m = 2 and m= oc. For example, the coverage for m = 3 
is approximately half-way between the coverage rate for m = 2 and the rate for m = oc. Schenker and 
Welsh (1988) review a large number of properties of multiple imputation procedures. 
5.3 Imputation models 
The task of the data collector or the imputer is to create multiple imputations for missing data that 
properly reflect uncertainty about the missing values given available information. It is important in 
practice to use all available information for constructing imputation models. Given a model, multiple 
imputation is implemented from the Bayesian view by simulating from the posterior distribution of 
missing data conditioned on the observed data under the specified imputation model. Suppose the 
data collector and data analyst are the same entity, then the imputation model is the data analyst's 
model. In that situation, we can draw simulated parameters and missing data from the joint posterior 
distribution. Of course, this is just the Bayesian approach described in Chapter 4. When the data 
collector is not the same as the data analyst, then the missing data (and any parameters needed) are 
simulated from the joint posterior distribution bcised on an imputation model and the simulated missing 
data are used to make complete data sets. Once we have complete data sets, we can analyze the data 
using likelihood-based or Bayesian approach for any model of interest. 
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Imputation models should not only use all available information to increase predictive power, but 
should also be as general and objective as possible in order to accommodate a potentially large number 
of different data analyses. This means for example that saturated imputation models are preferred to 
models with special structure, e.g.. models that assume certain interactions are zero. This following 
example shows why it is important to use all potentially relevant predictors to impute missing values. 
Suppose among observed cases men and women have systematically different values for a particular 
variable. It would seem implausible that both groups have a common population distribution. If the 
imputed values were generated under the assumption of no gender effect, then the inferences would be 
biased toward the values of larger group. Although it is impossible to enumerate all potential analyses, 
previous studies may help the data imputer to select what types of variables and structures should be 
built into the imputation model. 
Rubin (1995), Clogg et al. (1991), and Schenker et al. (1993) argue that the imputation model 
should include predictors that are likely to be part of potential analyses even if these predictors are 
known to have limited predictive power for the existing observed incomplete data. Statistical models 
such as hierarchical Bayes models are often sensible imputation models (Clogg et al. (1991), Belin et al. 
(1993), Taylor et al. (1990), Liu et al. (1995), and Heityan and Rubin (1990)). .VIeng (1994) discusses 
multiple imputation for public-use data sets and argues that multiple imputation may be superior to 
a model-based approach for missing data analysis (like our Chapter 3 and 4) since the latter requires 
some assumption on the nonresponse mechanism. 
In Chapters 3 and 4, we described data analysis for SEM using model-based approaches to dealing 
with incomplete data. Now we consider the imputation approach for SEM. First, we have to choose a 
reasonable imputation model. An obvious choice, assuming the measured variables can be thought of 
as normally distributed, is the general multivariate normal distribution with an unstructured variance-
covariance matri.x. 
This allows observed data correlation to guide the imputation process rather than any specific model. To 
obtain imputations under the Bayesian paradigm we require prior distribution for ft. H. The conjugate 
prior distributions seem sensible. 
/ i lE ~  .V(^o,V'o) .  
E ~ Inverse-\Vishart(i/, 5~'). 
These can be made non-informative by setting |lo| —>• oc and |5| —¥ 0. Gibbs sampling can be used 
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to simulate missing values from the posterior distribution of Yn.n (details in context of an example are 
provided in the next Chapter). Once we obtain m completed data sets, we can use existing programs 
for SEM to obtain .VILE for the parameters and estimates of their variances for each of the m completed 
data sets. We combine the m sets of MLEs and variances to get summary estimates of the parameters 
and suitable standard errors based on the computation in Section5.2. 
The general multivariate normal model can be criticized in that it ignores information about the data 
collection process. An alternative approach that addresses this criticism is to construct a hierachical 
or random effects model incorporating variance components that address information about how the 
data were collected. For example, such a model might incorporate information about the respondent 
(ethnicity, gender), the time of the response, or the mode of data collection (observational study, 
survey, videotape). More realistic imputation models can be expected to provide better imputations. 
In addition, an advantage of a random effects model over the general multivariate normal model is 
that the number of parameters in the random effects model will often be less than that of the general 
multivariate normal model, and we may thereby avoid overfitting the imputation model to the data. 
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CHAPTER 6 EXAMPLE FROM THE IOWA YOUTH AND FAMILY 
PROJECT 
6,1 Description of the data set euid the model 
A data set from the Iowa Youth and Family Project (lYFP), a longitudinal study being carried out 
at the Center for Rural Health at Iowa State University, serves as an example for illustrating the various 
approaches. The lYFP is a study of 451 rural Iowa families concerned with the welfare of rural families. 
All of the families had a child aged 7 at the time the study started. This child is known as the target 
child. Each family was interviewed four times during the period 1989-1992. The original sample size 
was slightly larger, a handful of families dropped out over the four years. The lYFP data-bases support 
a large number of research projects. We focus on a specific study concerned with the development of 
adolescent behavior (Rueter and Conger. 1996). The hypothesized model is given in Figure 6.1. where 
circles represent latent variables or factors, and short arrows point to observable variables or indicators. 
The long arrows represent the relationships among the latent variables. Each of these indicators is 
constructed as the sum of responses for a number of items from the lYFP. There are 11 indicators that 
measure 4 latent variables. For example, the latent construct "warm and supportive family interaction" 
is measured by 3 indicators: warmth, communication and listening. We have missing data values, only 
295 out of the 451 families have all 11 indicators recorded. 
The first latent variable, "warm and supportive family interaction (1989)'" is measured by 3 indicator 
variables which measure warmth (V'l), communication (VT), and listening (V3). Each indicator variable 
is the sum of the responses to number of related items and can be thought of as a composite variable. 
For example, the warmth variable (V'l) is constructed by summing the responses for 7 items. Each 
item's response is recorded on a scale of 1 — 5. The item responses are recorded by observers watching 
videotape of the target family. 
The second latent variable, "adolescent problem solving behavior (1990)", is measured by 3 indicator 
or composite variables: facilitive engagement (V4). solution generation (V5), and fle.xibility (V^). The 
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Warm, Supportive 
Family Interaction 
Year 1 Year 3 
Listening Warmth Cynical Contemptuous 
Communication 
Year 2 Year 4 
^ Adolescent ^ 
Cynical, Contemptuous 
Attitude 
^ Adolescent 
Flexible, Involved ^ 
Problem Solving Behavior 
Adolescent 
Flexible, Involved 
Problem Solving Behavior 
/ 1 \ / 1 \ 
Facilitative 
Engagement 
Flexibility 
Solution 
Generation 
Facilitative 
Engagement 
Flexibility 
Solution 
Generation 
Figure 6.1 Diagram for latent variables. 
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third latent variable, "adolescent cynical, contemptuous attitude (1991)". is measured by "2 composite 
variables: cynical attitude (>7) and contemptuous attitude (V's). The fourth latent variable, "adolescent 
problem solving behavior (1992)" is measured by the same composite variables as those for the second 
latent variable, now measured in 1992, and denoted by Vg. V'lo, and V'n. The variance-covariance 
(correlation) matrix for the II composite variables using the 295 complete cases appears in Table (5.1. 
There are several noteworthy features of the composite variables. .A.11 of the variables e.xcept V7 
and Y's are recorded by observers watching video tape of the target family: V'7 and V's are responses of 
subjects to questionnaire items. The number of items used to construct the composite variables is not 
constant. The variable VT has large number of consistent items (14) compared with other composite 
variables (fewer than 7). We might expect indicator variables for the second latent variable and the 
fourth latent variable are correlated because the same items are used to measure these indicators at 
two different times. 
In this chapter, we restrict our attention to the II composite variables. The 48 items used to con­
struct the composites may provide an opportunity for improved procedures. We consider this possibility 
in the next chapter. 
Table 6.1 Variance-covariance matrix (main diagonal and above) and correlation matrix (below 
main diagonal or lower triangle) for 11 observed variables using data from 295 complete 
Ccises. 
Vi >'2 V'3 V4 V5 Vs vv V's V9 VlO V'u 
Vi 16.84 22.54 7.15 0.29 0.73 0.94 -1.37 -1.90 0.47 -0.68 2.32 
>2 0.52 112.61 23.45 0.92 0.56 1.99 -4.18 -3.81 1.29 -0.29 4.21 
^3 0.46 0.59 14.27 0.25 0.05 0.45 —0.57 -1.43 0.32 -0.30 1.24 
V4 0.14 0.17 0.14 0.25 0.31 0.22 -0.11 -0.18 0.07 0.15 0.15 
>5 0.09 0.03 O.OI 0.30 4.28 0.11 -0.20 -0.48 0.27 1.29 -0.03 
Vs 0.15 0.12 0.08 0.29 0.04 2.33 -0.37 -0.54 0.21 0.25 1.35 
vv -0.15 -0.18 -0.07 -0.11 -0.04 -0.11 4.98 1.71 -0.31 0.07 -0.79 
Vs -0.17 -0.13 -0.14 -0.14 -0.09 -0.13 0.29 7.22 -0.48 -0.07 -1.60 
V9 O.ll 0.11 0.08 0.14 0.12 0.13 -0.13 -0.17 1.16 0.99 1.62 
^10 -0.05 -0.01 -0.02 0.09 0.18 0.05 0.01 -0.01 0.27 11.52 2.02 
Vii 0.17 0.12 0.10 0.09 -0.01 0.26 -0.11 -0.18 0.45 0.18 11.23 
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6.2 Likelihood-based inference 
6.2.1 Confirmatory factor model 
The general form of SEM is shown in (2.5) and (2.6). For the model shown in Figure 6.1. Y is a 
451 X 11 matrix of observed variables which is partially missing, Z is a 45 L x4 matrix of latent variables. 
.V is a 4 X 11 matrix containing factor loadings which relate V and Z. /? is a 4 x 4 symmetric matrix 
describing the correlations of the latent variables, and the 11x11 symmetric matrix H contains error 
variances describing the variability of the observed variables given the latent variables. The primary 
interest is in estimating the A, E, and R matrices, since we are interested in modeling the variance-
covariance structure of the observed variables. The mean vector /i is also estimated but is not generally 
of interest itself. The matrices .V, S, and R are structured as follows. 
A = 
V _ 
A2 ^3 0 0 0 0 0 0 0 0 
0 0 0 •^4 A5 0 0 0 0 0 
0 0 0 0 0 0 Ar As 0 0 0 
0 0 0 0 0 0 0 0 Ag A l o  A l l  
Oi 0 0 0 0 0 0 0 0 0 0 
02 0 0 0 0 0 0 0 0 0 
03 0 0 0 0 0 0 0 0 
Ba 0 0 0 0 012 0 0 
05 0 0 0 0 013 0 
06 0 0 0 0 014 
07 0 0 0 0 
sym 
e& 0 
09 
R = 
1 ^(1.2) ^(1.3) ^(1.4) 
1 
sym 
^(2.3) 
1 
^(2,4) 
^(3.4) 
I 
0 
0 
^10 
0 
0 
0 
^11 ) 
(6.1) 
(6.2) 
(6.3) 
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where the zeros are specified a priori based on the model of Figure 6.1. The same indicators are used to 
measure the second and fourth latent variables at two different time points, so the indicator variables 
for those latent variables are allowed to be correlated (0i2. ^13. ^14) even after conditioning on the latent 
variables. 
Recall from Section 2.4 that assumptions are required to identify the parameters of the model. The 
model specification given in (6.L) - (6.3) resolves the identification issue by assuming the latent variables 
have variance 1. An alternative identification is used in Section 6.3. 
We obtain MLE estimates for n, A, S. and R using the EM algorithm described in Section 3.2. 
Based on the structure of the H matrix in (6.2), we divide the observed variable V into 8 groups (V'l). 
(Vt), (V3), (W), (V's). (V4, V'g), (V5. V'lo). (V'e, V'n). The basic models for the 1st unit's responses in 
each group are provided below. 
U i A  —  P i  + +  f i . i ,  V a r ( e , , i )  —  0  
yi .2  — +  -^2-1 .1  +  fi .2-  ^®r( '^ i .2)  — ^2  
y i .3  — f^3  +  ^ 3- i . l  +  fi- ,3 .  Var(e i ,3)  — ^3  
y i . T  — ^^7 +-^4-1 .3  +  f i .7 .  Var(£ i ,7)  — 07  
yi.S — /'S + -^8-1,3 + fi,8. Var(£,-,8) — ^8 
yiA =  1^4 +  -^4-1 .2  +  f | ,4  
yi. 9  — A'g + -^9-1.4 + fi.9 
yi .a  =  Ms +-^5-1 .2  +  f i ,5  
i / i ,10  — +  -^10-1 ,4  +  f i ,10  
yi.G — + ^ 6-i.2 + (i.6 
yi . l l  — / 'n  +  '^11-1 .4  +  f i .11  
•5(5 
and Var 
11 
As an example of how the EM algorithm works for a block of variables, we consider the >0) 
group in detail. Recall that 6 = (/i. A. 11./?). Suppose the E-step is complete so that 
E(Z\YobsJ^'^)- E[Z^Z\Yob,.e^'^). and E(Z^V'|V;6,,are available. By writing 
U i A  \  _  I  ^ 4  
f/i,9 / \ A'S / V ® ''-S / V "^9 / V ^ 
we can identify the MLE for the parameters, ei2=(/i4, ^9, A4, Ag. 0 ^ ,  0 ^ ,  ^ 12) at the t  + Lst iteration as: 
1 = 1  
I  "  
4'^" = -Z! ..4") -4"^(-..4|V;6, 
i=l 
v(0\-i 
o b s ,  i  ?  
U + 1 
I  y iA-^4 
o b s .  i  •  O n  ( t + l  
y i , 9 - f i 9  
vC + l) _ iC + l). „ + \T 
-^2 — / ^ ^[[yiA /^4 *^4 ^^9 -i,4/ 
" 1 = 1 
l!/i.4 /^4 ^4 --1,21 i/i,9 ~ /^9 -i.4 j | ^ o b s ,  i  •  O o  /  •  
In practice, there is often a concern about whether the ML estimate is unique or whether there 
are multiple modes. We start the EM algorithm from 5 different starting points and all lead to the 
same mode. We obtain estimated standard errors from the second derivative matrix of the loglikelihood 
evaluated at the MLE. 
Table 6.2 provides the MLE for the parameters of the SEM other than fi (standard errors measuring 
the uncertainty of the estimates are given in parentheses). The table compares estimates from PROC 
CALIS in SAS based on n = 295 complete cases, and the EM algorithm based on the n = 295 complete 
cases, and n = 451 cases (including incomplete cases). Each row of Table 6.2 provides results for a 
different parameter in the confirmatory factor model. The first two columns demonstrate that the E.M 
Table 6.2 Estimates of parameters in the confirmatory factor 
model using PROC CALIS in SAS and the EM algo­
rithm. The first two columns are estimates based only 
on complete cases. The remaining column also uses 
incomplete cases to obtain estimates. 
Maximum Likelihood Estimates 
(std errors in parentheses) 
SAS CALIS EM alg. EM alg. % decrease 
Parameter n = 295 n = 295 n = 451 in std error 
01 9.82 (1.03) 9.78 (1.03) 9.57 (0.89) 13.89 
On 38.41 (7.21) 38.28 (7.15) 36.34 (5.76) 19.46 
03 6.98 (0.86) 6.96 (0.85) 7.49 (0.70) 17.62 
04 0.08 (0.05) 0.07 (0.05) 0.10 (0.04) 27.69 
05 3.76 (0.35) 3.75 (0.33) 3.55 (0.29) 13.62 
06 2.04 (0.19) 2.04 (0.19) 1.97 (0.15) 20.62 
07 3.79 (0.49) 3.77 (0.49) 4.16 (0.55) -12.14 
08 4.75 (0.87) 4.73 (0.87) 4.94 (0.83) 4.17 
09 0.35 (0.19) 0.35 (0.21) 0.13 (0.30) -42.43 
010 10.33 (0.90) 10.29 (0.90) 10.43 (0.81) 9.79 
0n 8.02 (0.97) 7.99 (1.09) 9.39 (1.00) 7.75 
0\2 -0.04 (0.04) -0.04 (0.04) -0.06 (0.04) -7.83 
013 1.00 (0.38) 0.99 (0.38) 0.95 (0.33) 13.16 
0\A 1.02 (0.27) 1.02 (0.26) 1.02 (0.26) 4.68 
Al 2.65 (0.24) 2.65 (0.24) 2.93 (0.21) 15.63 
A. 8.61 (0.63) 8.60 (0.63) 8.70 (0.51) 18.75 
A3 2.70 (0.22) 2.69 (0.22) 2.64 (0.18) 17.59 
A4 0.42 (0.07) 0.42 (0.07) 0.39 (0.05) 21.76 
A., 0.72 (0.16) 0.72 (0.15) 0.86 (0.13) 10.85 
Ae 0.55 (0.12) 0.55 (0.12) 0.50 (0.09) 19.33 
A7 1.09 (0.21) 1.09 (0.21) 1.29 (0.21) 0.31 
Ag 1.57 (0.28) 1.57 (0.29) 1.65 (0.26) 8.71 
•^9 0.90 (0.12) 0.90 (0.13) 1.03 (0.15) -20.51 
Aio 1.08 (0.23) 1.08 (0.23) 1.09 (0.22) 5.37 
"^11 1.77 (0.27) 1.76 (0.29) 1.48 (0.29) 1.57 
^(1.2) 0.25 (0.08) 0.25 (0.08) 0.20 (0.07) 12.24 
^(1.3) -0.35 (0.09) -0.35 (0.10) -0.32 (0.08) 17.15 
^(1,4) 0.17 (0.08) 0.17 (0.08) 0.13 (0.06) 19.34 
R{2.3) -0.29 (0.10) -0.29 (0.11) -0.28 (0.10) 13.02 
^(2.4) 0.31 (0.10) 0.31 (0.10) 0.37 (0.09) 15.91 
^(3.4) -0.33 (0.10) -0.33 (0.10) -0.23 (0.08) 20.15 
algorithm finds the same solution as SAS's PROC CALIS (the minor differences that exist are likely due 
to programming variations, e.g.. assessing convergence). The third column shows what happens when 
the information from the cases with some missing values are included. For the most part parameter 
estimates change by only a small amount. The fourth column is the percentage decrease of the standard 
errors obtained by including the cases with some missing values. The standard errors do not decrease 
by as much as they would if we had 451 full cases but there is clearly some benefit. Note that if there 
were 451 complete cases, we would expect standard errors about 18.5% lower than in the n — 295 case 
(I — \/295/451 = 0.185). The median value for the observed percentage ratio of decreases is 13.2%. 
There are some parameters for which standard errors increases incomplete data analysis (^7. Oq, 612, Ag). 
The results for these parameters may reflect increased uncertainty about the value of these parameters 
due to the incomplete cases that overwhelms the anticipated benefits of larger sample size. 
Table 6.3 Estimates of n by 3 different approaches to missing data. 
complete case available case incomplete data 
analysis analysis analysis 
EM algorithm EM algorithm 
18.07 (0.24) 18.20 (0.20) 18.20 (0.20) 
61.81 (0.62) 61.78 (0.51) 61.77 (0.51) 
/"3 22.17 (0.22) 22.21 (0.18) 22.20 (0.18) 
2.07 (0.03) 2.03 (0.02) 2.03 (0.02) 
4.45 (0.12) 4.33 (0.10) 4.33 (0.10) 
fie 6.23 (0.09) 6.22 (0.07) 6.22 (0.07) 
10.20 (0.13) 10.26 (0.12) 10.26 (0.12) 
f ^ S  10.63 (0.16) 10.72 (0.14) 10.73 (0.14) 
2.74 (0.06) 2.75 (0.05) 2.74 (0.05) 
4.99 (0.20) 5.00 (0.17) 4.99 (0.17) 
f i l l  8.45 (0.19) 8.51 (0.19) 8.53 (0.18) 
Table 6.3 provides the .VILE for the mean vector. This table provides results for the complete case 
analysis, available cases analysis, and incomplete data analysis using the EM algorithm. The unknown 
estimates for fi allows us to consider how the MAR assumption affects our results. The estimates of 
from complete case analysis are slightly different from those for the incomplete data analysis, but 
differences are not very large given the size of the standard errors. The small difference between the 
two estimates of n may because of the small amount of missing data (only 10% of the values). Once 
again, it can be observed that standard errors (given in parentheses) are smaller when the incomplete 
cases are added to the analysis. 
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6.2.2 Latent variable model 
The latent variable model has one exogenous variable (Zi=^) and three endogenous variables 
{Zn,  Z 3 .  Z4) = (n2- n3- n^)- The latent variable model for one observation (with the subscript i sup­
pressed) is specified as 
Z3 
y Z4 y 
/ 0 0 0 
J32 0 0 
^42 ^^43 0 
\ 
Z2 ^ 
^3 
J 
+ 
( \ 
71 
72 
V / 
Zi 
/ - \ 
',2 
(6.4) 
and 
Zi ^ 
Z2 
Z3 
^ Z4 
A'(0./?), 
( . \ (.2 
C3 
V / 
.V(0, 'I'), where 4* = 
^'22 0 0 
0 <i'33 0 
0 0 t'44 / 
Note that we have assumed a recursive latent variable model (triangular matrix B and diagonal matri.x 
^). A zero off-diagonal element in B indicates the absence of an effect of one latent endogenous variable 
on the other. Since the latent variables in our model are measured at different times, it is natural to 
assume that behavior in one time period can influence behavior in later periods but not in earlier 
periods, as required by the recursive model. 
We now demonstrate the approach of Section 3.3 in the context of our example. system of 
equations relating the elements of R to those of B. T. and 4' is obtained by considering the variance of 
both sides of (6.4). We illustrate this by deriving an expression for Coi'(Z2.Z3) - /?('2.3). .Vote that 
from (6.4), 
Z2 = 7i ^ 1 + C2 
Z3 = /?32^2 + 72Z1 + (,"3 
= /^32(71'^1 + ^ 2) + 72.2'I + C3, 
and 
^(2.3) — ^Oi;(Z2 . Z3) — Coi;(7i Zi + (,"2, >^3271 + '^32C2 + 72Z1 -f-C3) 
= ^3271 "I" 7I72 + ^32<^'22-
The entire system of equations is given below. 
(50 
^(1.1) ((5.5) 
^(1.2) — 7i 
/^(1.3) — -^3271 + 72 -= --i 
^(1.4) = *^43,^3271 + -^4372 + -^4271 + 73 = 5 
/?(2.2) — 7r + ^ '22 ~ ^ 
^(2,3) = 7l-"^ + ^32li''22 
^(2,4) = 7l ^  + (/^43>^32 + ^ 42) <^'22 = 7l ^  + ^ 'i'22 
^(3,3) = .4 + ii32ll'22 + <^33 — I 
R(3A) — AB + 332Clt'22 !^43'i'33 
R(,3.3) = B' + C32li'22 + J43t'33 + (/'44 = 1 
Table 6.4 provides the MLE for the parameters in the latent variable model, obtained by solving the 
system of equations (6.5) with the left-hand side values replaced by the MLE of R. 
To obtain the standard errors for the estimates of the parameters of the latent variable model, we 
take the negative of the inverse of the matrix of second derivatives of the loglikelihood function evaluated 
at the MLE. The loglikelihood function in (3.6) needs to be expressed in terms of the parameters of the 
latent variable model. 
where R ( B ,  F, ^) is the R  matrix with elements replaced by function of B ,  F, and as shown in (6.5). 
Under the restriction that /? is a correlation matrix, there are only 6 free elements in the R, whereas 
the number of parameters that comprise B, F, and in the latent variable model is 9. We address this 
by noting that ii'22, <1'33, and (i'44 can be expressed as functions of the parameters of B and F in (6.7). 
1 = 1 
- ^ l o g \ R ( B , r . ^ ) \ -  ^ Z i ( R ( B , r . ^ ) r ' Z j ' .  (6.6)  
i/'22 — 1 — 7r 
t'33 = I — (•^3271 + 72)" — •^32^'22 
(('44 = I — (J43J4371 + ^ 4271 + 73)" — ('^43A2 + •^42)''^'22 ^ 
(6.7) 
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Table (i.-l VILE and standard errors (in parentheses) for parameters of the 
latent variable model. 
.Maximum Likelihood Estimation 
(standard errors in parentheses) 
SAS CALIS EM algorithm E.VI algorithm 
Parameter n = 295 n = 295 n = 451 
"'I 0.25 (0.08) 0.25 (0.08) 0.20 (0.07) 
12 -0.30 (0.10) -0.30 (0.11) -0.28 (0.09) 
73 0.03 (0.09) 0.03 (0.09) 0.02 (0.07) 
^^32 -0.22 (0.11) -0.22 (0.12) -0.22 (0.11) 
-^43 -0.26 (0.12) -0.26 (0.14) -0.14 (0.10) 
^42 0.22 (0.11) 0.22 (0.12) 0.33 (0.11) 
11^22 0.94 (0.04) 0.94 (0.04) 0.96 (0.03) 
t-'33 0.83 (0.08) 0.83 (0.09) 0.85 (0.07) 
t'44 0.84 (0.07) 0.84 (0.08) 0.84 (0.07) 
Standard errors of the estimates ii'33- and ii'44 reported in Table 6.4 are estimated by the delta 
method using the variances and covariances of the remaining estimates. 
6.3 Bayesian inference 
For the Bayesian analysis it is more convenient to identify the model by choosing one element of 
each row of \ to set equal to one. This restriction gives each latent variable the same scale as one of its 
indicators. The reason we choose the restriction on A instead of the restriction on R is that it is easier 
to specify a prior distributions for an unstructured variance-covariance matri.v than for a correlation 
matrix. For the e.xample we take 
/ 1 An A3 0 0 0 0 0 0 0 0 ^ 
0 0 0 1 A5 Ae 0 0 0 0 0 
0 0 0 0 0 0 1 As 0 0 0 
v 0 0 0 0 0 0 0 0 1 Alo An y 
^ «(1,1 ) ^(1.2 R{ 1 . 3 )  ^(1.4) \ 
R = 
\ 
^(2,2 
s y m  
^(2,3) 
^(3,3) 
^(4,4) / 
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with E having the same form as in (6.2). VV'e divide the V variables into 8 groups as in Section 6.2.1. 
{V'l}. {>2}. {V3}. {VV}. {V's}. {V4.VQ}. {Vs.^'io}. {Vs.V'u}. We choose non-informative flat prior 
distributions for location parameters and regression coefficients, and conjugate prior distributions for 
the variance components. 
/i X 1 
dj ~ Scaled Inverse-\-(0.01, 1), J = 1.2.3.7.8: 
ET ~ Inverse-VVishart(2, A): 
Ea ~ Inverse-VVishart(2, /o); 
S4 ~ Inverse-Wishart(2, /o): 
A,J 3c 1, for elements of A not fixed at 0 or I: 
R ~ Inverse-VVishart(4, [4). 
As starting values for Gibbs sampling, we select 5 values of 0 = (/i. .V. L. F) which we believe are well 
dispersed around the parameter space. We include, among our starting values, big values and small val­
ues for the parameters in an attempt to identify any regions of the parameter space in which the posterior 
distribution exhibits unusual behavior. Starting with the intial value. .V'"'. we 
draw each updated component from its full conditional distribution, i.e., given all other parameters. 
The .VICMC simulation procedure is described fully in the following algorithm. 
Algorithm for one step of Gibbs sampling in SEM 
(i) Draw i = 1.2. • • n 
~ i= 1.2, •••.«, 
where 
((A(°')^/i(°'A"" -H (Vf -
and - flC'A'") ' (A<°')^/J<°'. 
(ii) Draw 1.2,---.n 
V-"> ~  /  -  I •?  .  r i  
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where 
f ^m. i  
and i;;:'! 
uT + ( vt"' v'^' ^ 
_ ( ^(0) ^(0) \ v(0) 
"^mm 
"^oz .1 
^(0) 
V'(^) 
—'oc .1 
^(0) 
"*30.1 
^(0) 
^oo.i 
zo . i  
v*(®) 
"^oo.i 
- I 
(z;'y 
(0) >r (>•06..-Mia;) 
v(0) 
c m. I 
^om.i 
(iii) Draw Ay\j = 1.2.- -.11 
Define U|y EIS either the observed or most recently simulated value of yij. 
u 
( I )  I U i j .  if e/,j is observed: 
!/,•]'. if y.j is missing, 
where J is the component of , corresponding to the jth component of V;. 
Set A'i'' = = aI'' = Ag^' = 1 (recall some elements of A are fixed at 1). Then, simulate the 
coefficient Aj'' from their full conditional distributions: 
l(l) V' I •^> = 1 ~'l ^ 'j ' J ^  ' 11 ' .J -J ' J • 2 o. 
,,n ^ f ^1!_V 
a'/o' I \^i .=1 
AlV / KTTi —i 
where 
-d) 
A, (I) _ -.,2 
-(U 
~ i A  
t)4 
and 
n) 
"1.5 
M . I O  
tvf = 
111 
"i.-s 
' I) 
" 1 , 1 1  
(iv) Draw 0}".^ = 1.2.3 
~ Scaled-Inverse \-(n. sj), j=1.2.3. 
with 
1=1 
~ Scaled-Inverse \ - { n . s j ) ,  j=7.8., 
where 
1 = 1 
~ Inverse-VV'ishart(n.5j '). j=2.3.4. 
where 
same as (1,2) element 5Z"=i("i-,'9 " /^9°' ~ 
— j ^1 = 1^ >.5 /'S "^5 '1.2/ Z^i = ll"i,5 f^5 "^5 -1,2 M",-.10 ^10 '^lO -:,4 i 
same as (1,2) element Er=i("i,Vo "/'lo' " )' 
_ j 2.^i = n"i,6 Pfi -i,2 ) Z^i = iv"i,6 A'lj ^^6 -1.2 /("i,11 /'ll '^11-|,4 
same as (1.2) element XI"=i("!Vi ~ ~ -^'ii'-i-y)" 
6" 5 
(v) Draw 
~ Inverse-VVishart(n. 5p'). 
where 
(vi) Draw /i''' 
After we are through steps (i) -(vi) of the Gibbs sampling algorithm, we have updated draws of all the 
parameters. 0'^' = and the unobserved variables .N'ow we 
repeat the above algorithm to generate 0''' and o''' from and for t = 2,3. • • •. 
VVe carried out .5000 iterations of the above algorithm for each of the 5 independent starting points. 
Figure 6.3 contains the time series plot for simulated draws of each parameter with the 5 .Markov chains 
plotted on a single graph for each parameter. The time series plots for each parameter suggest that the 
Gibbs sampling iterates appear to reach the stationary distribution around iteration 1000. Note that it 
is difficult to discern the 5 chains because they are substantially overlapped. .\s a quantitative method of 
checking convergence of the Gibbs sampling, the \/^ statistic of Gelman and Rubin (1992) is computed 
for each parameter. description of \/r is provided in Section 4.2.3.3. We used draws from the last 
half of each of the 5 chains to estimate \/~k (12500 draws in all). Since the upper 97.5% confidence limit 
for \/r for every parameter are less that 1.15, we can say that 5000 iterations are sufficient enough 
for approximate convergence. The results of the Bayesian analysis, including the Gelman and Rubin 
convergence measure are provided in Table 6.5. Table 6.5 presents the estimated posterior median of the 
marginal posterior distribution for each parameter and a central 95% posterior intercal. along with the 
likelihood-based inference results. The likelihood-based results of Section 6.2 differ from those presented 
in Table 6.5 because we have used different identification restrictions. When we compare 95% confidence 
intervals obtained by the likelihood-based approach using asymptotic normality to the 95% posterior 
intervals for each parameter, we find that there are no large differences between the two approaches. 
This is because we used weak prior distribution and because our data set is apparently large enough for 
fjfi 
the asymptotic normal approximation to be valid for the MLE. There are a few important points to be 
made in comparing the results from the likelihood-based approach and from the Bayesian approach. The 
two approaches provide very different result for ^9: the posterior median of 6a is 0.:54 whereas the MLE 
is 0.13. Figure 6.3 which shows scatter plots of the logposterior and drawn parameter values for the 
12500 posterior draws. These figures provide information about the marginal posterior distribution for 
each parameter. The marginal posterior distribution for most parameters are concentrated in a narrow 
range so that the median and mode are likely to agree. The shape of marginal posterior distribution of 
6s is quite flat so that it is possible for the mode (i.e., .VILE) and the median to differ. This may also 
explain why we obtained extremely different values for the .VILE of 6q in the complete-case (0.35) and 
incomplete-data analyses (0.13), when the likelihood is flat any perturbation of the data set may lead 
to a large change on the mode. 
6.4 Multiple imputation 
The basic argument for multiple imputation in Chapter 5 is that we might like to analyze a variety 
of models based on the same variables. This is precisely the case for the lYFP project, where there are 
thousand of variables, subsets of which used in any number of data analyses. .\t the present time we 
only have the variables specifically selected for our one example, however we can still apply multiple 
imputation to see how it performs. It seems most natural to choose an imputation model to take account 
information about how the data were collected, e.g., to take account of whether the item is a response 
of the mother or the father. We take a more generic imputation model, the multivariate normal, and 
then discuss some advantages and disadvantages of using a more problem-specific imputation model. 
6.4.1 Imputation using the multivariate normEiI distribution 
For purposes of imputation, we assume the distribution of observed variables is a multivariate normal 
distribution with mean ^ and variance-covariance matrix E. Note that we do not assume any specific 
model for the variance-covariance matrix or mean vector. By doing so, we have a general imputation 
model that lets the observed data correlations motivate the imputations. As described earlier this is a 
good strategy in the context where the same imputed data will be used by as a number of researchers. 
The imputation model can be written as 
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Figure 6.2 Time series plots for the sequence of Gibbs sampling draws of each 
parameter. Each plot has five independent sequences of draws. 
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Figure 6.2 (Continued) 
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Table 6.5 Results of Bayesian analysis anre compared to those obtained using 
likelihood-based inference. 
Parameter 
Likelihood-based inference Bayesian Inference 
MLE 
confidence 
95% interval 
posterior 
median 
posterior 
95% interval 
VR 
50%tile. 97.5%tile 
01 9.57(0.89) (7.83, 11.32) 9.68 (7.96, 11.63) (1.001. 1.004) 
On 36.34(5.76) (25.05,47.63) 37.94 (25.59, 49.90) (1.001. 1.003) 
03 7.49(0.70) (6.12,8.86) 7.60 (6.32. 9.12) (1.000. 1.001) 
04 0.10(0.04) (0.02. 0.18) 0.11 (0.04.0.17) (1.049. 1.130) 
05 3.55(0.29) (2.99,4.12) 3.61 (3.05. 4.23) (1.003. 1.009) 
06 1.97(0.15) (1.67.2.27) 2.00 (1.71, 2.33) (1.001. 1.005) 
07 4.16(0.55) (3.08,5.23) 4.09 (2.88, 5.19) (1.035, 1.092) 
08 4.94(0.83) (3.31,6.58) 5.23 (3.16, 6.70) (1.047. 1.119) 
09 0.13(0.30) (-0.47,0.72) 0.34 (0.09,0.62) (1.072. 1.184) 
010 10.43(0.81) (8.85, 12.02) 10.40 (9.01. 12.09) (1.001. 1.002) 
011 9.39(1.00) (7.42, 11.36) 9.05 (7.27. 10.88) (1.018. 1.049) 
012 -0.06(0.04) (-0.14,0.03) -0.03 (-0.09,0.03) (1.017. 1.044) 
013 0.95(0.33) (0.30,1.59) 0.92 (0.28. 1.60) (1.000, 1.002) 
014 1.02(0.26) (0.51.1.52) 0.98 (0.49. 1.51) (l.OOl. 1.004) 
An 2.97(0.25) (2.47,3.46) 2.93 (2.46, 3.50) (1.002. 1.008) 
^3 0.90(0.08) (0.75,1.05) 0.89 (0.75. 1.06) (l.OOl. 1.003) 
As 2.19(0.52) (1.17,3.20) 2.23 (1.45,3.36) (1.029. 1.078) 
-^ 6 1.27(0.34) (0.61, 1.94) 1.30 (0.78,2.10) (1.029. 1.073) 
1.28(0.35) (0.59, 1.97) 1.17 (0.69, 2.12) (1.075. 1.186) 
AlO 1.06(0.33) (0.42. 1.71) 1.26 (0.82, 1.86) (1.019. 1.052) 
-^ 11 1.44(0.46) (0.55, 2.34) 1.75 (1.22.2.65) (1.047, 1.119) 
8.61(1.21) (6.23, 10.98) 8.86 (6.62. 11.66) (1.002. 1.007) 
^(1.2) 0.23(0.08) (0.07,0.39) 0.23 (0.07. 0.41) (1.000. 1.002) 
(^1.3) -1.23(0.39) (-1.99,-0.46) -1.29 (-2.13, -0.56) (1.026, 1.068) 
/?(1,4)  0.38(0.18) (0.02.0.73) 0.40 (0.04, 0.78) (1.001, 1.003) 
^(2,2)  0.16(0.04) (0.07, 0.24) 0.15 (0.09,0.23) (1.046, 1.121) 
f l (2 ,3)  -0.14(0.05) (-0.24,-0.04) -0.14 (-0.26, -0.05) (1.013, 1.034) 
fl(2,4) 0.15(0.05) (0.06, 0.24) 0.13 (0.06.0.2) (1.015. 1.039) 
^(3,3)  1.66(0.05) (0.60.2.72) 1.86 (0.92. 3.23) (1.05. 1.132) 
f i (3 .4)  -0.31(0.11) (-0.53.-0.10) -0.31 (-0.55, -0.11) (1.008. 1.024) 
^(4,4)  1.06(0.31) (0.44. 1.67) 0.88 (0.57, 1.19) (1.057. 1.148) 
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Figure 6..3 Scatter plots of the logposterior and the drawn parameter values, 
These scatter plots provide information about the shape of the pos­
terior distribution. 
likelihood 
•6070 -6040 
cn 
c 
ro 
03 
bo 
n 
o 
«-»• 
5' 
c 
n CL 
likelihood 
•6070 -6040 
6 
o 
io 
likelihood 
•6070 -6040 
6 
o • 
u 
o 
likelihood 
•6070 -6040 
likelihood 
'6070 •6040 
likelihood 
•6070 ^6040 
likelihood 
•6070 ^6040 
likelihood 
•6070 ^6040 
• 
p 
00
 
s
o
 
( 
•Hi 
-5 a S M p M 
CO is 
o 
p 1 
1.
0 
1.
5 
2.
0 
2.
5 
3.
0 
lam
bd
a.
8 
R
(1
,2
) 
! ro 3 1 CT S to ^ B) S. 00 u  
U) 
1 
likelihood 
•6070 -6040 
33 I ° 
>0 - i 
ii in 
3J 
^ S O 
C*5 
CO i o 
5 X 
•1^ is I 
likelihood 
-6070 -6040 
likelihood 
-60/0 -6040 
likelihood 
-6070 -6040 
likelihood 
•6070 ^6040 
31 
CO b 
o M 
f . ' t  
ii'm 
likelihood 
•6070 ^6040 
likelihood 
•6070 ^6040 
S 1 I®* M 
i *5 
0) 
3 tj 
a 
u I 
likelihood 
•6055 •6040-6025 
33 
likelihood 
•6070 -6040 
D) 
3 
cr 
Q. 
0) 
3 
cr 
a &> 03 
0) 
3 
o* 
a Q) 
C/l 
0) 
3 
o* 
a 
0) O) 
72 
where , / = 1. 2. • • •. -to 1 and are 11 x I vector, and E is 11 x 11 unstructured variance-covariance 
matri.v. Once we have chosen an imputation model, we impute the missing values based on that 
imputation model. We use a Bayesian approach to impute missing values simulating missing data from 
its posterior distribution. We choose uniform prior distribution for the mean vector and .Jeffreys" prior 
distribution for the variance-covariance matri.K. 
We use Gibbs sampling to obtain draws from the posterior distribution where 
is the only quantity of interest here. The full conditional distributions are as follows: 
^ mii .11 ^  065.1T^ ^ •< l.2,--*.n 
where Umis.i and Smm.i are the subvector or matrix of p and E corresponding to the missing part for 
the j'th observation. 
After running 10000 iterations of Gibbs sampling to reach the stationary distribution, i.e.. the 
posterior distribution, we then obtain 10 imputations of Ymis by choosing every lOOth draw of the ne.xt 
1000 Gibbs samples. We carry out 10 complete-data analyses, fitting the SEM of Figure 6.1 for each 
completed data set. Here we follow Section 6.2 and identify the confirmatory factor model by taking 
R as a. correlation matri.x. There are 10 MLE vectors. 0..i. • - - one corresponding to each of the 
complete data sets. 0. 1. • • One appealing feature of multiple imputation is that the complete 
data estimate can be easily obtained using existing software like S.A.S rather than requiring a special 
user-written program. For each complete data set we also have an estimated variance-covariance matrix 
of the MLE, i/.j. 10. obtained by computing second derivatives of the loglikelihood at the modes 
as described in Chapter 3. Then following Chapter 5. we compute: 
P(/') X 1 
p ( ^ )  X isr"/-
~ .v(y'.-D) 
n 
~ Inverse-Wishart(n, — p)). 
7:? 
and 
^10 — t 10 + (1 + 1/lO)Sio. 
Table 6.6 shows the parameter estimates, estimates of standard errors and 959? confidence intervals for 
the parameters. Comparing Tables 6.2 and 6.6. we find that the .VILE and standard errors after multiple 
imputation are similar to those computed directly from the incomplete data. .\'ote that estimates for 
03 using the incomplete data set and the imputed data sets are similar. 
6.4.2 Alternative imputation models 
Although convenient and fairly general, the multivariate normal model may not be efficient for 
imputation in that it ignores a great deal of structure known to exist. One alternative would be to 
impute the missing data using the specific model under study as the imputation model. This is the 
Bayesian analysis of Section 6.3. A more appealing alternative is to build an imputation model that 
takes account of the data collection procedure but is not specific to a single data analysis model. Such 
a model may have more power in predicting missing values while preserving the advantage of multiple 
imputation. A heuristic quantitative argument for considering alternatives is as follows. The general 
multivariate normal imputation model has a large number of parameters in the variance-covariance 
matrix. These parameters may be overfit to the sample responses if we don't consider other relevant 
information. A more parsimonious parameterization may allow for more efficient imputation. 
In the remainder of this section we consider an example of how an alternative imputation model 
might be constructed and applied in our example. We do not discuss any numerical results because the 
example data set (II variables) is too small to expect any significant benefits. The information we have 
about the 11 composite variables here is as follows. The indicator variables (V'l, >2, • • •, V'u) correspond 
to 8 underlying latent variables with 3 of the latent variables measured at two distinct times. Based 
on this information, we can fit a random effects model incorporating these two sources of variability 
(underlying latent variables and time), 
i f  +  B j F j  +  B I t T  +  c j .  
where the matrix F is n x 8 matri.x with ith row vector F, as an independent draw from the distribution 
of latent variable random effects (warm, communication, listening, facilitative engagement, solution 
74 
Table 6.6 Results obtained by applying multiple 
imputation (m = 10) using a multi­
variate normal model, followed by like-
lihood-based analysis of the complete 
data sets. The SEM was fit with the 
restrictions that the R matri.x: is the 
correlation matrix and that some of 
the A"s are equal to one. 
Multiple imputation, m = 10 
.VILE Interval 
Parameter std in parentheses estimates 
01 9.56(0.89) (7.82 .11.31) 
02 36.70(5.74) (25.45 . 47.95) 
^3 7.51(0.70) (6.14 . 8.88) 
0.11(0.04) (0.03 . 0.18) 
05 3.55(0.29) (2.99 . 4.12) 
06 1.95(0.15) (1.65 . 2.24) 
07 4.13(0.56) (3.04 . 5.22) 
08 4.98(0.86) (3.30 . 6.66) 
09 0.18(0.30) (-0.41 . 0.76) 
010 10.39(0.79) (8.85 . 11.93) 
0n 9.55(1.01) (7.56 . 11.54) 
012 -0.04(0.04) (-0.12 , 0.04) 
013 0.89(0.34) (0.21 . 1.56) 
014 1.10(0.25) (0.61 . 1.59) 
^1 2.95(0.21) (2.53 . 3.37) 
Ao 8.76(0.52) (7.74 . 9.78) 
^3 2.65(0.18) (2.29 , 3.00) 
A4 0.38(0.05) (0.28 . 0.49) 
-^5 0.88(0.14) (0.61 . 1.16) 
Ae 0.52(0.09) (0.34 . 0.71) 
A7 1.29(0.21) (0.88 . 1.71) 
Ag 1.65(0.26) (1.15. 2.16) 
Ag 1.01(0.15) (0.71. 1.31) 
Alo 1.13(0.22) (0.69 . 1.57) 
All 1.51(0.30) (0.93. 2.10) 
R i l . 2 )  0.21(0.07) (0.07 , 0.35) 
^(1.3) -0.35(0.08) (-0.50 . -0.19) 
^(1.1) 0.13(0.07) (0.00. 0.26) 
^(2,3) -0.28(0.10) (-0.47 . -0.08) 
^(2,4) 0.35(0.09) (0.17 . 0.53) 
-0.24(0.09) (-0.41 . -0.06) 
1 0  
generation, flexibility, cynical and contemptuous attitude). The n < 2 matrix T with /th row vector T, 
as an independent draw from the distribution of time random efl"ects (time 2 and time 4). The matrices 
Bi and consist of dummy variables that identify the relevant random effects for a given indicator 
variable. We can rewrite the equation more fully as. 
yi.2 
yi.3 
y i A  
yi , o  
yi.s 
yi.7 
yi.s 
yi.9 
yi.10 
\ y- 'i / 
P2 
/^4 
/^9 
/^lO 
\ ^11 / 
+ 
I 0 0 0 0 0 0 0 
0 L 0 0 0 0 0 0 
0 0 I 0 0 0 0 0 
0 0 0 1 0 0 0 0 
0 0 0 0 I 0 0 0 
0 0 0 0 0 I 0 0 
0 0 0 0 0 0 I 0 
0 0 0 0 0 0 0 1 
0 0 0 1 0 0 0 0 
0 0 0 0 I 0 0 0 
\ ^ o o o o o i o o y  
/ f ^ /•.I 
f i . 2  
f i . 3  
f i A  
f i . S  
f i . 6  
f i . 7  
\  )  
^ 0 0  
0 0 
0 0 
1 0 
I 0 
I 0 
0 0 
0 0 
0 I 
0 I 
0 I 
' i . 2  
t i A  
+ 
Ci 2 
^1.4 
f|.5 
<^..7 
^i.a 
^1.9 
^i.io 
\ ^'11 / 
The distributions of the random effects are : 
F7 =  [ f i A .  f i .2. f i .3- f i . A . f i . B .  f i .6. f ,.7. f i . s f  ~ .V(0. 
f/ = {fi.l-fi,2. fi.3i fi.4. ^ i.OT fi,6. fi,7-fi.S'fi.9-~ -V(O.Hf). I — 1. 2. • • •. fl. 
where Df and D7 are unstructured 8x8 and 2 x 2 variance-covariance matrices and /n-
Conjugate and uniform prior distributions for each parameter might be used. 
p i f i )  a 1 
P(Df) a Inverse-Wishart(//p, 5p') 
p{^t) ^ Inverse-Wishart(j/7-,5'f') 
p((T^) oc Scaled-Inverse \"(ft,57). 
Gibbs sampling could be used to fit the imputation model and generate the imputations. We do not 
provide the details. The proposed model includes fewer parameters (36 in Ep. 3 in I!7-. 1 in He) 
when compared to the multivariate normal (66 parameters in S). .A.s long as our imputation model 
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accurately describes the data structure we cao expect more precise inference about the parameters and 
better imputations. 
6.5 Simulations 
One difficulty in considering analyses in Sections 6.2 - 6.4 is that although the results appear 
reasonable it is not possible to judge their correctness in the sense that the true parameter values 
are known. In this section, we simulate incomplete data sets from the lYFP data by beginning with 
the 295 complete cases. We construct 300 replicate data sets out of the original 295 x 11 matri.x of 
observed data using a .VIAR missing data pattern. The simulated incomplete data sets have about 
35% missing data with 60% of cases having incomplete data. We assume that V'l is always observed 
and then the probability that a Ccise has missing values depends on the value of V'l. For each case 
with missing values, the probability of each variable being missing depends on the previous variables 
which are observed. Note that since the distribution of the observed data indicators depends only on 
observed values (of Y and /), the missing data mechanism is MAR. For each incomplete data set, we 
estimate parameters in the confirmatory factor model using the likelihood-based. Bayesian. and multiple 
imputation approaches. 
Table 6.7 compares the "true"' parameter values, i.e., estimates obtained by the likelihood-based 
approach using the original complete data set without missing data to the average estimate over 300 
simulated incomplete data sets and the average estimate over 300 complete Ccise analyses (dropping 
cases with missing values out of the simulated incomplete data sets). The parentheses indicate the 
standard errors of each estimate of fi. The estimates using complete cases only appears to be bicised as 
might be e.xpected since the missing data are .MAR but nor MCAR. The results in Table 6.7 also point 
out a weakness of the MAR process that was used to simulate the incomplete data. The probability 
that a variable is missing depends on which variables are observed, but only for these cases selected 
to have missing data based on their V'l value. This initial selection based on V'l tends to weaken the 
relationships that define the MAR model. For this reason large differences between complete case and 
incomplete case analyses are evident only for variable V'l and Y'n - Ys (which are most highly correlated 
with V'l). 
Table 6.8 gives the results for the likelihood-based and multiple imputation approaches to inference. 
The first column lists the parameters of interest in the confirmatory factor model. The second colunm 
gives parameter estimates and standard errors for the complete data (n = 295). These can be thought 
of as the parameter estimate for the entire population, or in other words, the correct answers. The 
Table 6.7 Estimates of /i using incomplete data set and 
complete cases only data set. The parenthe­
ses contains the standard errors of parameter 
estimates. 
true .MLE incomplete complete Ccises only 
Ml 18.07 (0.24) 18.07 (0.24) 17.32 (0.38) 
61.81 (0.62) 61.83 (0.70) 61.52 (0.98) 
P3 22.17 (0.22) 22.17 (0.25) 22.07 (0.35) 
2.07 (0.03) 2.07 (0.04) 2.06 (0.05) 
4.45 (0.12) 4.45 (0.16) 4.44 (0.19) 
Me 6.23 (0.09) 6.24 (0.11) 6.23 (0.14) 
M7 10.20 (0.13) 10.21 (0.16) 10.23 (0.21) 
Ms 10.63 (0.16) 10.64 (0.20) 10.65 (0.25) 
M9 2.74 (0.06) 2.74 (0.08) 2.72 (0.10) 
Mio 4.99 (0.20) 4.99 (0.24) 4.99 (0.31) 
M i l  8.45 (0.19) 8.42 (0.24) 8.41 (0.31) 
remaining columns present results for different techniques for dealing with missing data. The third 
column gives the average values of the MLE over 300 incomplete data sets. The fourth column gives 
the average values of the standard errors for the MLE for the incomplete data sets. The fifth and sixth 
columns give the average value of the MLE and the average standard error over complete-case analyses 
of the 300 incomplete data sets. The final two columns give the results obtained by multiple imputation. 
We impute the missing values 5 times for each incomplete data set to make 5 sets of completed data. VVe 
find that the parameter estimates obtained using incomplete data are closer to the correct answers than 
the estimates using complete case analyses. Table 6.9 provides various mecisures of the average distance 
between the true MLE and the MLE obtained from the incomplete data sets and the MLE based on the 
complete cases only. The four measures are the mean absolute distance between the true MLE (0) and 
the estimate (0), the relative distance, and standardized distances which are standardized by standard 
error of either the true MLE or the standard error for the estimate. By all measures we find that it 
is better to estimate the parameters using the incomplete data set rather than using complete cases 
only. The results from multiple imputation are not as good as the estimates from the likelihood-b2ised 
approach. In fact, most of the multiple imputation estimates are worse than the MLE using complete 
cases only. This appears to be a result of the large number of missing values. We also did a simulation 
study with only 10% missing values, the same rate as in our example. The results for that simulation 
show that the likelihood-based approach and multiple imputation have similar performance in terms of 
bias and standard errors. We do not show the results from the 10% missing data simulations, they are 
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Table 6.8 Results of simulation study. Results are MLE and standard errors for the oroginal 
complete data set (295 complete cases), incomplete data sets obtained by simulating 
.\I.-\R missing data and complete case data sets obtained from the simulations by deleting 
cases with missing data. 
Likelihood-bcised approach Multiple imputation 
original complete incomplete complete cases incomplete 
MLE (std. error mean of mean of mean of mean of mean of mean of 
Parameter in paren.) MLE std error .VILE std error .MLE std error 
9.78 (1.03) 9.70 1.20 9.61 1.64 9.85 1.18 
02 38.28 (7.1.5) 38.37 9.34 37.01 11.38 37.10 9.28 
0 3  6.96 {0.85) 6.77 1.10 6.67 1.36 7.07 1.05 
B A  0.07 (0.05) 0.08 0.08 0.07 O.ll 0.15 0.10 
05 3.75 (0.33) 3.75 0.47 3.73 0.56 3.40 0.42 
0 6  2.04 (0.19) 1.98 0.27 1.99 0.32 1.97 0.33 
e - 3.77 (0.49) 3.73 0.72 3.71 0.92 3.80 0.95 
08 4.73 (0.87) 4.61 1.34 4.30 1.99 4.34 2.03 
09 0.35 (0.21) 0.37 0.31 0.36 0.37 0.42 0.29 
010 10.29 (0.90) 10.21 1.15 10.05 1.44 9.20 0.95 
011 7.99 (1.09) 7.47 1.63 7.45 1.88 6.96 1.68 
012 -0.04 (0.04) -0.03 0.06 -0.03 0.06 -0.02 0.06 
013 0.99 (0.38) 0.99 0.56 0.98 0.61 0.85 0.45 
014 1.02 (0.27) 0.97 0.39 0.97 0.43 0.89 0.38 
A2 3.25 (0.36) 3.25 0.44 3.29 0.59 3.34 0.45 
A3 1.02 (0.11) 1.03 0.14 1.05 0.18 1.03 0.13 
As 1.70 (0.51) 1.79 0.78 1.79 0.95 1.69 0.82 
Afi 1.31 (0.42) 1.47 0.68 1.43 0.78 1.76 1.00 
As 1.44 (0.45) 1.53 0.70 1.73 1.14 1.86 1.22 
Aio 1.20 (0.34) 1.24 0.50 1.29 0.59 1.22 0.46 
A l l  1.96 (0.54) 2.23 0.88 2.25 1.02 2.45 1.00 
^(1,1) 7.00 (1.30) 7.08 1.44 7.05 2.06 6.93 1.41 
^(1.2) 0.28 (0.09) 0.28 0.12 0.27 0.15 0.25 0.12 
fi{l,3) -1.01 (0.37) -1.04 0.46 -1.00 0.57 -0.95 0.49 
R { I A )  0.41 (0.19) 0.41 0.23 0.41 0.30 0.37 0.22 
^(2,2) 0.18 (0.06) 0.17 0.09 0.18 0.11 0.19 O.ll 
^(2.3) -0.14 (0.05) -0.14 0.08 -0.13 0.09 -0.11 0.08 
R ( 2 A )  0.12 (0.05) 0.11 0.06 0.11 0.07 0.12 0.07 
^(3.3) 1.19 (0.46) 1.26 0.68 1.29 0.85 1.32 0.91 
^(3.4) -0.33 (0.12) -0.32 0.16 -0.31 0.19 -0.28 0.16 
^(4.4) 0.81 (0.23) 0.78 0.32 0.79 0.39 0.74 0.31 
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similar to those for our example, given in Section 6.2 - 6.-1. 
Table 6.10 shows the results of our simulation study for the Bayesian approach. Prior distributions 
here were similar to those on Section 6.3. For the results of the 300 simulated data sets, we report the 
average posterior median, and the average upper and lower 2.5% points of the posterior distribution. 
The results here are quite similar to those in Table 6.8 for the likelihood-based inference. .A.s expected 
for MAR data, the incomplete data analysis performs better than the complete-cases analysis. Also, the 
incomplete data analysis results appear quite close to the correct population results, and the posterior 
intervals are wider when there is missing data. 
Table 6.9 .Measurements for biasedness for likeli-
hood-based approach using incomplete data 
and complete cases only. 
\0 — 0\ l»l > t d ( a )  i T d m  
incomplete 
complete case only 
0.05 0.03 0.12 0.08 
0.12 0.04 0.22 0.12 
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Table 6.10 Results of simulation study. Results are median and posterior interval for the 
original data set (295 complete case), incomplete data sets obtained by simulating 
.VIAR missing data, complete cases analysis, and analysis of the incomplete data set. 
original incomplete complete cases only 
95% posterior average of 95% posterior average of 95% posterior 
Parameter median interval median interval median interval 
di 9.91 (7.98 . 12.18) 9.78 (7.35 . 12.41) 9.88 (6.71 . 13.80) 
62 39.86 (25.39 , 54.22) 39.44 (19.84 . 59.54) 35.81 (13.40 . 62.06) 
03 7.14 (5.51 . 9.02) 7.19 (5.05 . 9.64) 7.25 (4.46 . 10.42) 
d. 0.09 (0.01 . 0.16) 0.11 (0.03 . 0.21) 0.12 (0.03 . 0.22) 
0-. 3.82 (3.20 , 4.56) 3.91 (3.02 . 5.01) 3.91 (2.84 . 5.28) 
06 2.06 (1.72 , 2.47) 2.04 (1.52 . 2.62) 2.04 (1.42 . 2.77) 
O7 3.71 (2.62 . 4.74) 3.28 (1.34 . 4.81) 2.41 (0.70 . 4.35) 
08 5.11 (3.31 . 6.60) 5.24 (2.72 , 7.33) 5.36 (2.80 . 7.82) 
09 0.40 (0.11 . 0.71) 0.45 (0.14 . 0.83) 0.47 (0.11 . 0.90) 
010 10.51 (8.87 . 12.50) 10.58 (8.50 . 13.21) 10.55 (7.95 . 14.11) 
0n 8.04 (5.92 , 9.95) 7.74 (4.77 . 10.46) 7.88 (4.54 . 11.18) 
O12 -0.03 (-0.09 . 0.03) -0.02 (-0.11 . 0.08) -0.01 (-0.12 . 0.09) 
013 I.Ol (0.25 . 1.81) 1.03 (-0.11 . 2.23) 1.05 (-0.22 . 2.46) 
014 I.Ol (0.50 . 1.58) 0.94 (0.16 . 1.77) 0.95 (0.10 . 1.92) 
Ao 3.18 (2.57 . 4.06) 2.66 (1.23 . 4.08) 2.24 (-1.85 . 4.32) 
-^3 1.00 (0.80 . 1.27) 0.85 (0.34 . 1.27) 0.67 (-0.53 . 1.33) 
-^5 1.74 (I.Ol . 2.85) 1.80 (0.58 . 3.63) 1.84 (0.43 . 4.16) 
Ag 1.35 (0.77 . 2.26) 1.53 (0.62 , 3.32) 1.51 (0.48 . 3.55) 
1.26 (0.69 . 2.27) 1.12 (0.45 . 2.46) 0.97 (0.36 . 2.31) 
Alo 1.23 (0.69 , 1.92) 1.21 (0.45 . 2.24) 1.25 (0.35 . 2.52) 
-^11 2.03 (1.36 , 3.22) 2.22 (1.30 , 4.07) 2.18 (1.16 . 4.22) 
^(1.1) 7.41 (4.85 , 10.49) 7.49 (4.83. 10.85) 7.45 (4.00 , 12.61) 
0.27 (0.11 , 0.48) 0.28 (0.05 , 0.55) 0.26 (-0.01 , 0.60) 
^(1.3) -1.08 (-1.93 , -0.43) -1.16 (-2.24 , -0.33) -1.09 (-2.58 .0.01) 
^(1.4) 0.41 (0.05 . 0.83) 0.41 (-0.04 . 0.91) 0.41 (-0.18 . 1.11) 
^(2,2) 0.17 (0.09 , 0.26) 0.15 (0.06 , 0.26) 0.16 (0.06 . 0.28) 
^(2,3) -0.14 (-0.27 . -0.04) -0.14 (-0.32, 0.01) -0.15 (-0.37 . 0.04) 
fi(2,4) 0.11 (0.03 . 0.19) 0.09 (0.00 , 0.20) 0.09 (-0.02 . 0.23) 
^(3,3) 1.41 (0.61 . 2.62) 1.91 (0.68 . 4.10) 2.89 (1.19 . 5.41) 
^(3,4) -0.33 (-0.59 . -0.13) -0.32 (-0.68 . -0.03) -0.34 (-0.84 . 0.05 ) 
^(4,4) 0.80 (0.46 . 1.16) 0.76 (0.38 . 1.18) 0.79 (0.36 . 1.33) 
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CHAPTER 7 MISSING DATA ANALYSIS USING ITEM RESPONSES 
7.1 Introduction 
Variables used in sociology, psychology and other fields are often composites constructed by combin­
ing responses to a subset of items on a larger survey. For the example of Chapter 6. we have LI composite 
variables constructed from 43 items. There are several reasons that social scientists frequently work 
with composite variables. First, composite variables offer substantial data reduction without losing 
much information since the items are often highly correlated. .Moreover, the composite variables are 
often thought to more accurately measure underlying sociological traits. In addition, item responses 
generally have small ranges (e.g., a 5 point scale) whereas composite variables will have larger ranges 
and can possibly be considered as continuous variables for statistical purposes. 
There are a number of ways to define a composite variable when some of the items that define it 
are missing. We may impute values of the missing items, perhaps using the average value of present 
items. Then a composite variable would be declared missing only if most or all of the items that define 
it are missing. \ difficulty here is that we might introduce bias by imputing the missing items with 
the average value of present items. .\n alternative approach is to declare a composite variable missing 
if any items that define it are missing. We have followed the second approach in this thesis for two 
reasons. First, this is the approach that was applied in the example of Chapter 6. which motivated this 
research. Second, we wish to explore the possibility of the item responses to try and improve inferences 
for the model parameters. 
In this chapter, we investigate whether inferences for parameters in SEM can be improved by apply­
ing missing data methodology on the items that define the composite variables. We define procedures 
that are analogous to the likelihood-based approach, Bayesian approach, and multiple imputation ap­
proach of Chapters 3 - 5. These procedures require that we make certain modeling assumptions, e.g.. 
normality of item responses. Although item responses are recorded on I — 5 or 1—9 scales, if the 
distributions are not terribly skewed, then normality might be a plausible working assumption. We 
demonstrate our approach using the data from the example in Chapter 6. It turns out that the method 
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using item responses do not perform well in rhe example. We use simulated data to help identify 
situations for which making use of item responses can improve inference for the composite variable 
model. 
7.2 Likelihood-based approach 
Let A" be the n x p matrix of item responses with /th independent row vector .V, and let Y be the 
n  X  P i  m a t r i x  o f  c o m p o s i t e  v a r i a b l e s  [ p i  <  p ) .  F u r t h e r ,  d e f i n e  m a t r i c e s  / j -  a n d  l y  o f  d i m e n s i o n  n  x  p  
and n X Pi as the observed data indicators for A" and Y respectively (Ii(i.j) = 1 if A',-j is observed and 
0 if A', J is missing). The Y variables are defined as linear combinations of the item responses. 
Y  =  X C .  (7.1) 
where C is a p x pi matrix of constants. The elements of C are typicalh' 1 or 0 although on occasion, 
including the example of Chapter 6. elements of C are greater than 1. We assume that the missing data 
mechanisms for A' and Y are MAR. .-Vs in previous chapters, we begin with the confirmatory factor 
model for the vector of composite variables V. 
V = In 3 + ^ A + f 
zj ~ .V(0./?). /=l.2,--.n 
ef ~ .V(0.i:). /"=1.2, -- -.n. 
where 1„ is an n x 1 vector of ones. is 1 x pi mean vector. A is the q x pi coefficient matrix. Z 
is the n X q latent variable matrix where each latent variable has unit variance, e is the n x pi error 
matri.x, and 3 is the Kronecker product. The variance-covariance matri.x of the error. D. is assumed to 
be structured in that it can be made into a block diagonal matrix by rearranging the elements of the 
error vector. For additional details concerning the structure of the variance matrix of the error vectors, 
see Section 3.2.2. 
We would like to make use of the information from individual item responses to improve inferences 
when there are missing data. This might be e.xpected to work if the jth element of the /th observation 
of y, tjij, defined as •CifcCfej. is missing but most of the r.-jt's needed to define it are available. 
Using the observed x.t's to draw conclusions about the missing Hik's requires a probability model 
for .V. Unfortunately, no probability model is ordinarily specified for .V because primary scientific 
interest centers on the composite variables V. In practice it is desirable to come up with an approach 
that does not require much efibrt modeling A". .A. simple approach that we explore here assumes the 
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same latent variable structure for .V and for V. Of course, it is not necessary that item responses be 
related to the same latent variables as the composite variables. For example, suppose items can be 
viewed as measuring 3 different latent variables, e.g.. they may be 3 pairs of correlated items, each pair 
uncorrelated with the others. If the 6 variables were combined into a single composite variable, then 
the latent structure of the items would be lost. In practice, we would e.vpect that items and composites 
would represent similar latent structure. We e.xplore whether it is possible to obtain improved inferences 
for the parameters in the confirmatory factor model for V by fitting the same confirmatory factor model 
for X and transforming the estimate of the X model parameters back to those for the V model. 
We assume that the A' variables satisfy: 
where fij. is the I x p vector of means, is the <7 x p factor loading matrix and is the n x p error 
matrix. The structures of fXj;, 1!^. and \r are intended to be consistent with those of p. D. and .V in 
the model for Y. Typically the structures of and A^ are obvious from the structures of p and .V, 
e.g., elements of .Vr are either parameters or fixed at 0 with \rii.j} nonzero if and only if the jth item 
is part of a composite variable that correspond to the ith latent variable. The structure of Sr is not 
obvious, because there is more than one choice for the structure of Ilr that preserves the structure of 
D. We discuss the further below. .\s with the model for V. (7.3) is not identified. We can make the 
parameters identifiable by either insisting that Rx be a correlation matrix or by fixing some elements 
of Aj: at one. 
•Applying the deterministic relationship V = XC to (7.3) gives 
A Irl -y ^Xj; -|-
z j  ~  N [ Q . R r ) .  / =  1 . 2 .  •  •  
( e , ) f  ~  .V (O .E , ) .  i =  
(7.3) 
Y  =  X C  = (1„ 0  Px )C  +  Z X r C  +  C r C .  (7.4) 
Then from (7.4), 
E{Y^) = C^pJ 
l/(V/) = C^(Ajfl,Ax + S,)C 
e{Y;'\ZJ) = c^(pj + .\rzr) 
v[Y;^\ZJ) = (7.5) 
Recall that for the Y model in (7.2), described more fully in Chapter 3. 
,S4 
[-(Vj') = \^R\ + Z 
EOflZ.^) = tJ + X'zJ 
V(Y;'\ZJ) = E. (7.6) 
We can equate (7.5) and (7.6) to find that 
^irC = n 
\rC = A 
Rr = R 
C'^^rC = E. (7.7) 
The last of these provides the condition required for Er to be consistent with E. For example, if S is 
diagonal, then Ej. is diagonal. However if E includes some non-zero off-diagonal elements there will be 
more than one choice of non-zero elements for Hr that yields the same structure. 
For data analysis, we observe , Xobs- It- and [y where Xobs is the observed part of A' and Y^bs is 
the observed part of V. The augmented loglikelihood for .V. i.e., proportional to the joint distribution 
of A' and Z given the model parameters, is 
n 1 " 
I X a u g  X -^log\^r\ " ^  Ar ' (.V. - fir- Z.AJ^ (7.S) 
1 = 1 
1=1 
An approach to estimation with missing data is to find the MLE for the parameters in the model 
for A' and transform them back to parameters in the model for Y using ( 7.7). The EM algorithm 
maximizes the expectation of Ixaug over the conditional distribution p(A'mu. Z|A'o6i• '), where A'^i, 
is the missing part of A' and ' = (^x \ ArEr') are the parameter values in the A' model at the 
<-th iteration. The E and M-steps are identical to the results provided in Chapter 3 with A' substituted 
for Y. 
\ disadvantage of the proposed method is that it relies explicitly on a probability model relating 
A' to the latent variables Z that may or may not be plausible in a given example. The method also 
implicitly assumes normality for the item responses, which are often given on a -5 - point scale. It is 
also important to note that if the approach were applied to a complete data set with no missing values. 
the results would not match those obtained directly from an analysis of the model for V. (liven these 
problems, the approach is not recommended for complete data sets, rather the hope is that when there 
are missing values, the variance of parameter estimates obtained using X will be smaller than that using 
V alone with minimal bias introduced. If so. the additional effort may be worthwhile in a mean-squared 
error sense. 
7.3 Bayesian approach 
Under the assumption of Section 7.2. namely that item responses and composite variables share 
the same latent variables in their confirmatory factor models, we can carry out a Bayesian analysis 
in place of the likelihood-based analysis. Only one aspect of the discussion of Chapter 4 needs to be 
revisited and that is identification of the parameters of the confirmatory factor model. If we assume 
Rr is a correlation matrix, we have to find an appropriate prior density for a correlation matrix. The 
alternative is to fix some of the elements of Aj at I as was done with .V in Chapter 4. .-V difficulty here 
is that when is transformed back to A, the parameter for the V model, there are no corresponding 
elements of A equal to I and therefore the identification will be difficult to interpret. However this 
difficulty can be easily addressed via an additional transformation. Suppose we have a confirmatory 
factor model with the restriction that some elements of \r are fixed at 1 and the prior distributions 
assumed are. 
pifir) X 1. 
p(i;r) ~ Inverse-VVishart(i/i, $i). 
p { R r )  ~ Inverse-VVishart{i/2, $2). 
p(Aj) oc 1, 
where the values of ui, U2, ^1, and <&2 such that all prior distributions are proper distributions. 
Let flj. and A^ be a draw from the joint posterior distribution of Ej.- and A^- Then we can 
easily define new parameterizations which satisfy any desired identification restrictions. Let Xkj be the 
coefficient that relates i/,j and and Riik.k) denote the variance of the i*th latent variable. Let 
E". Ry and A" represent draws under the parameterization that satisfies the restriction that Rj. is a 
correlation matrix. Then the reparameterizations are as follows: 
8(5 
V _ V 
— —'r 
Ry 
A;-
R'r = MR'/M 
a; = M'KV/ 
where D = diag{R') and M = diag{\"„^. • • •. A"„^) with . • • •. the coefficients that will be 
set to one to identify the I. • • •. ^ latent variables. In the example we obtain posterior simulation in the 
model for .V which satisfies the restriction that some of elements of Aj. are fixed at L. then using the 
above we can rescale them to yield parameter estimates in the model for V that satisfy the restriction 
that /? is a correlation matrix. 
7.4 Multiple imputation approach 
The likelihood-based approach and Bayesian approach for analyzing SEM using item responses are 
valid only under the assumption that the A' and V variables have the same latent variables in their 
confirmatory factor models. This condition will not always be realistic. The multiple imputation 
approach of Chapter 5 can be more easily generalized to use item responses in place of composite 
variables. 
In principle, the imputation model should take into account nonnormality of the data. e.g.. responses 
on 5 - point scale might be modeled as multinomial random variables. Here we treat the A' variables 
as continuous random variables with normal distributions because the distributions of item responses 
in our example are reasonably symmetric. The imputation model for the item responses is: 
A7 ~ 1.2, • 
where i jT  is a p X 1 mean vector and E is a p x p unstructured variance-covariance matrix. The 
unstructured variance-covariance matrix provides the most general model for imputation. One possible 
disadvantage is the large number of parameters. We discuss this further below. Suppose we have prior 
distribution for fx and S. 
p(n) ~ 1 
pC£) ~ 
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then the joint posterior distribution P(//. -Vmul ) can be simulated by using Gibbs sampling. The 
full conditional distributions are 
S|.V.^ ~ Inverse-VV'ishart(n. (.V, — p)^(.V, —/i)) 
//|.V.E ~ .V(.V.-i:) 
n 
Arnij.11 Aobj,I. ^ ~ A (^mij ,i • ^mm.i) • ' — 1.2. • 
where Umis.i and Ilmm.i are the mean vector and variance-covariance matri.x for the missing portion 
of the j'th observation. Gibbs sampling can be used to obtain a large number of draws from the 
joint posterior distribution of the parameters and missing data. Then completed data sets may be 
constructed by randomly sampling from among the posterior draws. Each completed data set of item 
responses can be used to construct a complete data set of composite variable using the deterministic 
relationship Y = XC. Then we can perform a complete data analysis for the M composite variable 
complete data sets and combine the resulting estimates using the procedures of Chapter 5. 
The advantage of multiple imputation is that it does not require a latent variable model for .V. It 
merely uses the variance-covariance of observed item responses to impute missing responses. The key 
requirement for this approach is the specification of the imputation model. The general multivariate 
normal model uses a large number of parameters and ignores information about the structure of the 
data. .As discussed in Chapter 6. alternative models could be used. 
7.5 Numerical example 
In the previous chapter, a model for adolescent behavior was analyzed using 11 composite variables 
(V). The composite variables are constructed from 48 items (.V) most ranging from I to 5. To give 
a flavor for the kinds of items in the survey, Table 7.1 identifies several of the items. The composite 
variables are constructed from the items as follows: 
V'l = -X1 -I- A'2 -f- A'3 -1- A4 -f- A's -f -Vg -|- .\7. 
Vo = As -f A'g -(- 2A10 -f- 2A11 -1- A'12 + A'13 2A14 + 2A'i5 -F X i^ 
-f-A 17 -l- A18 -H 2A19 -|- 2A20 + 2A21. 
V3 = .V22 + -^23 + A 24 + -^25 + A 26 + A27 + Aofi-
>4 = .\ 29 • 
V5 = .Xao-l-.Xsi. 
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Table 7.1 Item definitions and the method by which the variables were obtained. 
items 
rollection 
method meaning 
Ai 
Ao 
video taped 
video taped 
warm behavior of father toward target child at time 1 
warm behavior of father toward sibling child at time 1 
A9 video taped communication of father toward sibling child at time I 
A 22 
A 23 
video taped 
video taped 
listening of father toward target child at time 1 
listening of father toward sibling child at time 1 
A'29 
A 30 
video taped 
video taped 
facilitive engagement of target child at time 2 
solution generation of target child at time 2 
A 35 
A'36 
questionnaire 
questionnaire 
question about cynical attitude of target child at time 3 
question about cynical attitude of target child at time 3 
A-47 
A'48 
video taped 
video taped 
flexibility of target child at time 4 
flexibility of target child at time 4 
Vfi = A32 + A33 + A34. 
V7 = A"35 + A36 + A 37 + A'38. 
Vs = A39 + A'^o + A41 + A42, 
^9 = A 43. 
Vio = A44 + A45, 
^11 = A46 + A '47 + A48. 
The factor 2 applied to some of the items used to define Yn is a consequence of the fact that I t is defined 
in stages, i.e.. items are combined into intermediate variables which are combined into the composite 
variables. 
We fit the confirmatory factor model for the 48 - dimensional vector A',-, i = 1,2, • • n. with the 
same latent variables as assumed to exist for the composite variables. The model for item responses is: 
A, = /Ir + ZiXi + (fx)i 
[Cr)j ~ .V(O.SJ (7.9) 
Z j  ~  S [ Q . R r ) .  
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where .V, is a 48 - dimensional vector of item responses for the /th observation. Z, is a -1 - dimensional 
the items. The definition of .Vj.. the 4 x 48 matrix of coefficient relating item responses to factor .scores, 
follows from the definition of .V in Chapter 6. To be specific. is a non-zero parameter if the jth 
item related to the /th latent variable. In the example. 1. j) 9;^ 0 for j G { 1. 2. • • •. 28}. \ r { ' 2 . j )  0 for 
j e {29.30. • • 34}. Ax(3.j) 0 for j e {35.36. • •-.42}. .Vx(4.;) 0 for j £ {43.44. • •-.48}. otherwise 
= 0. The structure of Sr is more difficult to specify because there are several possibilities. 
Recall that the structure of L in the confirmatory factor model for the composite variables specifies 
that the composite variables are conditionally independent given Z. except for correlations between >4 
and >9. V'o and V'lo. and V's and V'n. There are several different structures of Er which are consistent 
with the given structure of D in the sense that C^'ZrC will be of the same form as S. For example, we 
might choose all items to be conditionally independent given Z, . except that responses to same item 
collected at different time are correlated (e.g., A'29 and .V43. .V30 and A'44. • ••). In fact, we choose a 
more general structure. The items constituting a given composite variable are correlated with each other 
conditional on the latent variables, but other pairs of items are conditionally independent except that 
items constituting V4 and V9, V5 and V'lo, and and V'u are permitted to be correlated. To be more 
specific, we construct 6 subsets of the 48 items. 5i = {1. • • •. 7}. S2 = {8. • • •. 21}. Sz = {22. • • •. 28}. 
It is easily verified that is of the same form as 
Table 7.2 shows the estimates of parameters in the confirmatory factor model for V. estimated 
using the 3 approaches described in Sections 7.2 - 7.4. and the original likelihood-based approach. 
The second column reports the MLE for the parameters of the confirmatory factor model defined in 
terms of composite variables (as in Section 6.2). The third column reports the MLE for the parameter 
of the confirmatory factor model for composite variable obtained by transforming parameter estimates 
obtained from the confirmatory factor model for item responses. The remaining columns, corresponding 
to the Bayesian analysis and multiple imputation, are obtained in a similar manner, by analyzing item 
responses and then transforming. 
There are substantial differences among the various parameter estimates, and none of the analyses 
that use item responses lead to reasonable estimates for the parameter of the composite variable model. 
vector of latent variables, and is a correlation matrix. The 48 x I vector //J identifies the means of 
54 = {29,43}, 55 = {30.31.44.45}, and 56 = {32,33.34.46.47.48}. 
0 if J and k  are both in the same subset (Si. or • • S a )  
= 0 otherwise. 
(7.10) 
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Table 7.2 Estimates of parameters for the model defined on composite vari­
ables. The second column contains the .VILE for the parameters of 
the composite variable model as derived in Section (5.2. The third 
column contains estimates of parameters in the composite variable 
model obtained by transforming the .VILE of the parameters for the 
item response model. The fourth column contains medians of draws 
from the posterior distribution of parameters in the composite vari­
able model obtained by transforming posterior draws from the item 
response model. For the last column, multiple imputations were per­
formed on item responses and the resulting parameter estimates were 
transformed to those for the composite variable model. 
Estimates of parameters of 
confirmatory factor model for composite variables 
data analyzed data analyzed using item responses 
using MLE for posterior med. MLE for 
composite item response of Bayesian multiple 
parameter variable model analysis imputation 
9.57 14.96 14.70 9.67 
dn 36.34 87.48 84.50 32.46 
7.49 11.82 11.65 7.65 
94 O.IO 0.16 0.17 0.08 
05 3.55 3.41 3.47 3.50 
1.97 1.92 1.96 2.03 
07 4.16 4.47 4.71 2.44 
08 4.94 4.25 4.10 6.00 
09 0.13 0.34 0.51 0.12 
9\.o 10.43 10.17 10.20 9.71 
du 9.39 9.99 9.41 10.23 
0\2 -0.06 -0.01 O.Ol -0.09 
®13 0.95 0.86 0.85 0.90 
014 1.02 0.95 0.92 1.18 
Ai 2.93 1.80 2.00 3.41 
AT 8.70 4.95 5.69 11.41 
A3 2.64 1.62 1.80 3.71 
A4 0.39 0.32 0.30 0.47 
As 0.86 0.95 0.94 0.88 
Ae 0.50 0.55 0.55 0.75 
AT 1.29 1.16 1.10 2.34 
As 1.65 1.85 1.94 2.00 
Ag 1.03 0.92 0.84 1.06 
Alo 1.09 1.21 1.26 1.17 
An 1.48 1.73 1.93 1.70 
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Table 7.2  (Continued) 
Estimates of parameters of 
confirmatory factor model for composite variables 
data analysis data analyzed using item responses 
using -VILE for posterior median M L E  for 
composite item response of Bayesian multiple 
parameter variable model analysis imputation 
^(1.2) 0.20 -0.08 -0.04 0.16 
^(1.3) -0.32 -0.26 -0.22 -0.16 
^(1.4) 0.13 -0.01 0.02 O.ll 
^(2.3) -0.28 -0.36 -0.33 0.17 
^(2.4) 0.37 0.34 0.37 0.48 
^(3,4) -0.33 -0.27 -0.27 0.37 
This is especially true for the parameter R  which is crucial to the evaluation of latent structure hypothe­
ses. There are several reasons for the poor performance of the models based on item responses. First, 
we assumed that the item responses have the same latent variable structure as the composite variables. 
To check if the item responses have the same latent variables as the composite variables, we carried 
out factor analyses of the the complete cases for .V and V. The factor analysis of V confirmed the four 
latent factors used in the model. However, factor analysis of X suggests that four is not the optimal 
number of factors in e.xamining the item responses. If we do fix the number of factors at four, the 
item responses do not appear to have the same underlying latent variables as the composite variables. 
The key difficulty seems to be that the 28 items that define the composite variables Vi. Vt, and V'3 do 
not appear to be consistent with a single latent variable whereas the three composite variables V'l. Y'n. 
and V'a are consistent with a single latent variable. Instead the 28 items divide into 3 different latent 
variables based on the subject measured by the item, i.e., father, mother, or sibling. A second possible 
factor explaining the poor performance is that there are several possible choices for the structure of Sj. 
such that S = has the desired structure. We tried several different structures for Hj. which 
are special cases of (7.10), e.g., the following model which assumes that the items which construct 
same composite variable are correlated, and also that items used to construct the correlated composite 
variables are correlated. 
9j  k  if J, k e  Si U S-> U S3 U 54 U 55 U 56 U St U 
Cov(.\j..\k) = <( 
0 otherwise, 
where 5i = {1.2. - -.7}. ^2 = {8.9. • • •. 21}. S 3  =  {22,23. • •-.28}. 54 = {29.43}. S5 = {30. 31.-14.4o}. 
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5(5 = {32. 3-1.4(5.-(7.48.bV = {.'Jo. 3(5. .'57. 38}. .'5s - {39.40.41.42}. .Vone of our attempts gave 
parameter estimates <-lose to those obtained directly from the composite variables. So we do not provide 
additional details. The multiple imputation approach of Section 7.4 does not make any assumption 
about the latent variable structure of .V. and thus might be expected to perform better than the 
other methods. In fact, the multiple imputation estimates do appear to perform a little better but 
still do not appear to do well on an absolute basis. The estimates of the elements of R still appear 
to be quite far from the estimates obtained directly from the composite variables. To explain the 
poor performance of multiple imputation we must consider the imputation model more carefully. This 
identifies a third possible factor explaining the poor performance. We applied a general multivariate 
normal model despite the fact that the item responses are not continuous and that this imputation model 
has a 48 X 48 variance-covariance matrix to be estimated from only 451 partly observed observations. 
Continuous scores were imputed and reduced to a 5 - point scale by rounding. 
The variance-covariance matrix of the composite variables for one of the completed data sets is 
obtained using multiple imputation based on the item responses is given in Table 7.3. It can be 
compared to the estimated variance-covariance matrix obtained from the likelihood-based approach for 
the Y variable model in Table 7.4. And it also can be compared the sample variance-covariance matrix 
of y in Table 6.1. There are large differences between the two variance-covariance matrices. So it 
appears that the imputed values do not predict missing values well. Possibly we might do better with 
imputations from a model that recognizes the non-normal nature of the data (Schafer. 1997) and/or 
the data collection methodology as in Section 6.4.2. 
Table 7.3 Variance-covariance matri.x for one of completed data sets obtained by multiple 
imputation. 
V1 i'o Va V4 Vs >-6 W Vs V9 Vio V'li 
Vi 21.75 40.00 13.11 0.21 0.57 0.89 -1.50 —1.52 0.54 -0.98 2.80 
>2 164.89 43.11 0.82 0.78 2.34 —4.65 -3.91 1.31 -3.14 5.24 
V'3 21.63 0.28 0.18 0.61 -1.18 -1.00 0.27 -1.00 1.19 
>4 0.30 0.41 0.34 0.20 0.14 0.15 0.26 0.31 
V's 4.24 0.42 0.28 0.00 0.46 1.32 0.67 
Vs 2.57 0.46 0.52 0.42 0.54 1.74 
vv 8.27 5.12 0.17 0.98 -0.06 
Vs sym 10.50 0.03 0.81 -0.81 
>9 1.26 1.26 2.00 
^10 10.98 2.80 
Vu 13.33 
9:5 
Table 7.4 Estimated varianre-covariance matrix from Y model using the likelihood-based 
approach. 
1 >1 v':- V3 V4 V5 V7 V's V9 ^ 10 Vii 
Vi 18.18 -io.o-i 7.7:3 0.23 0..50 0.29 -1.23 -1.57 0.38 0.40 0.54 
Vo 112.0 22.93 0.68 1.49 0.87 -3.63 —1.65 1.12 1.19 1.61 
^3 14.44 0.21 0.45 0.26 -1.10 -1.41 0.34 0.36 0.49 
V4 0.26 0.34 0.20 -0.14 -0.18 0.09 0.16 0.22 
V5 4.30 0.43 -0.31 -0.40 0.33 1.29 0.47 
>6 2.22 -0.18 -0.23 0.19 0.20 1.29 
vv 5.82 2.13 -0 31 -0.33 -0.45 
Vs sym 7.67 -0.40 -0.42 —0.57 
V'D 1.18 1.12 1.52 
VlQ 11.63 1.62 
>'ll 11.58 
7.6 Simulations 
7.6.1 Introduction 
Given the poor performance of methods based on the analysis of item responses in Section 7.5, it is 
natural to wonder whether it is possible to profitably use item responses in missing data problems. We 
consider a small simulation study to address this question. Simulations enable us to assess the potential 
of estimating parameters using a model for item responses and transforming to estimate parameters of 
a model for composite variables in a controlled environment that avoids the problems encountered in 
the example. Moreover, in the simulations we can apply our techniques using both complete data sets 
and partially observed data sets. Simulation allows us to avoid the problems mentioned in the previous 
section by insuring that the item responses are normally distributed and that they are governed by the 
same latent variable structure as the composite variables. 
7.6.2 Simulation model 
The model used to simulate item responses is: 
Xi\Zi ~ 
Z. ~ .V(0./?r) 
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w i t h  
A. = 
Aio 0 • 0 0 0 0 0 ^ 
-^11 Ai 7 0 0 0 0 
sym •^18 0 0 
A27 A33 y 
0 0 0 0 0 0 0 0 0 0 0 
So 0 0 0 0 0 0 0 0 0 0 
S3 0 0 0 0 0 0 0 0 0 
S4 0 0 0 0 0 V 0 0 
V. 
— 
0 0 0 0 0 ^5.11 0 
—"3 0 0 0 0 0 
v_ 1 0 0 0 0 0 
Ss 0 0 0 0 
sym Sg 0 0 0 
Sio 0 0 
3:11 0 
S12 / 
and 
Rr = 
1 R r ( l . 2 )  R A l . ' i )  R r i l A )  
I RA-2.-i) /?xC2.4) 
I 
sym I 
H j. = 0, without loss of generality. 
where the dimension of Ei is 3 x 3. 's 4 x 4. Ea is 3 x 3. D4 is 3 x 3. S5 is 2 x 2. Ee is 2 x 2, E? is 
3 X 3. Us is 3 x 3, Sg is 3 x 3, Dio is 3 x 3, is 3 x 3, S12 is 2 x 2, 1)4,10 is 3 x 3. Hs.u is 2 x 2. IIij u is 
2 X 2. The composite variables V are made from the item responses X according to the deterministic 
relationship V = A'C. 
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-X 1 + -X 2 + A 3. 
v- -
-X 4 + .X 5 + A t5 + A 7 
^3 
= 
-Xg + A'g + .X 10. 
V4 = •X'n + A12 + -X13. 
V5 
= 
.Xi4 + .X'i5. 
>•-5 = A ifi + .X17. 
w 
= 
.X 18 + A 19 + A20. 
V's 
= 
•X21 ~i~ •X22 ~i" -X^S-
V9 
= 
A'24 + A25 + A2I3-
Vio 
= 
-X27 + A28 "1" -X29-
V'li 
= 
-^30 + -Xsi. 
^ 1 2  — A32 + A33. 
In other words there are 33 normally distributed item responses and 12 composite variables obtained 
by summing 2, 3. or 4 of other items. If we specify parameters for the data generating process, then 
the values for the parameters of the V" model follow from the definition V = XC as described in 
Section 7.2. The simulation has a number of key differences from the [YFP example. The .V and V 
variables are consistent in terms of their latent variable structure and the distribution of A' is normal. 
We simulate 450 independent item response vectors .V, from the N{Q. RrXx + ^r) distribution to 
define a simulated complete data set. We are interested in the effect of missing values. We simulate 
observed data indicator variables under a .VIAR model. We assumed that A'l is always observed and 
the probability that a case has missing values depends only on the value of A'l. For each case with 
missing values, we make the probability of missingness for .Yt and A'a depend on the value of .X'l. the 
probability of missing for A'4 depends on the value of .\'i, A'2. and A'3 if they are all observed, otherwise 
it depends on the value of A'l. and so on for other variables. We construct 50 simulated incomplete 
data sets from our single simulated complete data set. Parameters for our missingness model are set 
so that 50% of the cases have some missing values and overall 25% of the item responses are missing 
on average. The probabilities of missingness for the items which define the same composite variable 
depend on the same variables and therefore the missingness occurs in large groups. For e.xample. the 
probabilities of missingness for .Vt and .V3 which construct the composite variable V'l depend on the 
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Same Composite Same Composite Same Composite 
Variable Variable Variable 
1 1 1 1 1  0 0 0 0 0  1 1 1 1 1  
0 0 0 0 0  1 1 1 1 1  0 0 0 0 0  
0 0 0 0 0  1 1 1 1 1  1 1 1 1 1  
Figure 7.1 Extreme example of missingness occurring in groups of nearby 
items. 
same value of A'l. This pattern of missingness of the item responses is similar to that observed in the 
lYFP example. Figure 7.1 shows an extreme example of this kind of missingness. When large groups of 
variables tend to be missing at the same time, the improvement of estimates when using item responses 
might not be as great as when such patterns are absent. 
7.6.3 Simulation results 
For each data set (the single simulated complete data set and the 50 data sets with missing values) we 
carried out the likelihood-based analysis. Bayesian analysis, and multiple imputation on the composite 
variables (as described in Chapters 3. 4, and 5 respectively) and on the item responses (Sections 7.2. 7.3 
and 7.4 respectively). Table 7.5 summarizes results for the 50 likelihood-based and multiple imputation 
analyses. The parameter values used to generate the underlying simulated complete data set are given 
in the second column. In fact, the items were generated using values of A^, Sx, and Rr, and the 
"true"' values are the transformation of these true values for the parameters in the item response model 
into composite variable parameters. The columns under the title "simulated complete data" have 
parameter estimates for the composite variable mode from the one complete data set. The values under 
the column heading "V model" are the MLE of the parameters obtained by fitting the SEM to the 
composite variables, and the values under the column heading "A' model" are parameter estimates 
obtained by fitting the model directly to the item responses and then transforming to the parameters of 
the composite variable model. The values in parentheses are standard errors. The columns under the 
Table 7.5 Siiniilalioii study for coiiii)aring parameter estimates computed di­
rectly on the composite variables (V model) to estimates computed 
on item response and then transform (.V model), llesnlts are pro­
vided for tiic likelihood-based apjjroach and multiple imj)utation. 
parameter true 
Likelihood-based Multiple imputation 
complete' data incomplete data incom|)lete data 
Y model X model Y model X model Y model X moilel 
•2.05 1.81 (0.1(5) 1.91 (0.15) 1.75 (0.21) 1.91 (0.18) 1.79 (0.21) 1.89 (0.20) 
0-i 2.07 2.0(5 (0.33) 1.89 (0.27) 2.15 (0.46) 2.06 (0.35) 2.24 (0.48) 2.30 (0.46) 
O3 1.29 1.40 (0.14) 1.43(0.13) 1.34 (0.19) 1.37 (0.16) 1.38 (0.20) 1.55 (0.20) 
OA 1.96 1.(57 (0.32) 1.50 (0.28) 1.59 (0.45) 1.32 (0.35) 1.66 (0.45) 1.70 (0.43) 
O5 0.91 0.8(5 (0.12) 0.87 (0.11) 0.88 (0.17) 0.92 (0.14) 0.91 (0.17) 0.95 (0.17) 
Oe 1.13 1.21 (0.09) 1.25 (0.09) 1.28 (0.13) 1.29 (0.11) 1.32 (0.13) 1.28 (0.12) 
Oy 1.83 2.18 (0.20) 2.16 (0.20) 2.10 (0.28) 2.13 (0.23) 2.19 (0.29) 2.14 (0.24) 
Os 1.57 1.51 (0.29) 1.56 (0.26) 1.74 (0.41) 1.56 (0.31) 1.75 (0.41) 1.(53 (0.35) 
Oi> 2.26 2.13 (0.19) 2.12 (0.18) 2.03 (0.25) 2.11 (0.22) 2.09 (0.25) 2.15 (0.23) 
On) 2.01 2.1(5 (0.18) 2.16 (0.16) 2.20 (0.25) 2.19 (0.20) 2.25 (0.24) 2.22 (0.23) 
(Jii 0.77 0.59 (0.18) 0.59 (0.13) 0.55 (0.25) 0.53 (0.16) 0.55 (0.25) 0.64 (0.23) 
0\2 1.01 1.22 (0.11) 1.20 (0.09) 1.23 (0.14) 1.22 (0.11) 1.25 (0.14) 1.23 (0.13) 
OVA 0.8(5 0.74 (0.17) 0.74 (0.15) 0.78 (0.25) 0.75 (0.19) 0.81 (0.25) 0.73 (0.23) 
0\i 0.41 0.33 (0.11) 0.34 (0.08) 0.32 (0.15) 0.33 (0.10) 0.32 (0.14) 0.37 (0.14) 
Oir, 0.(51 0.75 (0.08) 0.74 (0.07) 0.78 (0.10) 0.75 (0.09) 0.79 (0.11) 0.76 (0.09) 
Table 7.5 ((\)iitinuecl) 
|)araiiieter true 
Likelilioocl-based Multiple imputation 
complete data incomplete data incomplete data 
Y model X model Y model X iiiodel Y model X model 
6.51 6.69 (0.23) 6.68 (0.23) 6.44 (0.27) 6.69 (0.24) 6.43 (0.27) 6.71 (0.24) 
A-. 11.26 11.77 (0.40) 11.77 (0.40) 11,34 (0.47) 11.80 (0.41) 11.34 (0.46) 11.77 (0,41) 
A3 6.86 7.04 (0.24) 7.04 (0.24) 6.78 (0.28) 7.02 (0.25) 6.77 (0.28) 7,03 (0,25) 
A.1 9.96 10.38 (0.35) 10.40 (0.35) 10.65 (0.43) 10.41 (0.36) 10,66 (0,44) 10.41 (0,36) 
A5 5.87 6.11 (0.21) 6.11 (0.21) 6.22 (0.25) 6.09 (0.21) 6,23 (0,25) 6,10 (0,21) 
Af, 3.83 3.87 (0.14) 3.88 (0.14) 3.98 (0.17) 3,88 (0.14) 3,99 (0.17) 3.88 (0.14) 
Ay 6.65 6.99 (0.24) 6.99 (0.24) 7.23 (0.31) 6.98 (0.25) 7,29 (0.32) 6.98 (0,25) 
As 9.04 9.54 (0.32) 9.53 (0.32) 9.84 (0.41) 9.52 (0.33) 9.93 (0.43) 9,52 (0.33) 
Afi 5.99 6.37 (0.22) 6.37 (0.22) 6.63 (0.28) 6.38 (0.23) 6.69 (0.30) 6,38 (0.23) 
Aio 6.H 6.12(0.21) 6.12 (0.21) 6.35 (0.26) 6.12 (0.22) 6.39 (0.27) 6.13 (0.22) 
All 8.25 8.19 (0.28) 8.19 (0.27) 8.49 (0.33) 8.21 (0.28) 8.53 (0.34) 8.21 (0.28) 
Ai'j 4.91 4.89 (0.17) 4.89 (0.17) 5.09 (0.20) 4.91 (0.17) 5.11 (0.21) 4.91 (0.17) 
/?(!,•.') 0.15 0.17 (0.05) 0.17 (0.05) 0.18 (0.06) 0.17 (0.05) 0.18 (0.06) 0.17 (0.05) 
-0.25 -0,25 (0.04) -0.26 (0.04) -0.28 (0.06) -0.26 (0.04) -0.28 (0.06) -0,26 (0,04) 
0.28 0.27 (0.04) 0.27 (0.04) 0.28 (0.06) 0.28 (0.04) 0.28 (0.06) 0,28 (0,04) 
-0.19 -0.20 (0.05) -0.20 (0.05) -0.20 (0.06) -0,20 (0,05) -0.20 (0.06) -0,20 (0,05) 
/?(•-',4) 0.21 0.19 (0.05) 0.20 (0.05) 0.21 (0.06) 0,19 (0.05) 0.21 (0.06) 0,19 (0.05) 
^(••1,4) -0.13 -0.11 (0.05) -O.ll (0.05) -0.12(0.06) -0.11 (0.05) -0.12 (0.06) -0,11 (0.05) 
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title "incomplete data" are parameter estimates obtained using the incomplete data sets constructed 
from the original complete data set according to the simulated MAR data pattern. The reported 
values are averages of the MLE and standard errors over the 50 replicate incomplete data sets. The 
values under the title "multiple imputation" are the average values of the MLE obtained after imputing 
missing values. W'e impute 5 times for each incomplete data set. The imputation model is the general 
multivariate normal for the composite variables and the item responses. 
First, we note that the true parameter values are contained within the 95% confidence intervals 
obtained from t'.ie complete data analyses except for that of 9i2 using item responses (the X model). 
When we have no missing data (the columns labeled complete data in Table 7.5). the estimates of 
parameters using item responses differ very little (0.5% on average) from the .MLE using composite 
variables. The standard errors are changed 5% on average. So there is no significant difference in 
estimating parameters in the composite variable model by using either item responses or composite 
variables when we have no missing data. This result is expected with the small drop in standard errors 
due to the additional information provided by the item responses. We ne.xt consider the performance 
when there are missing data values. Since we are interested in the parameter estimates for the composite 
variable model, we compare estimates of the parameters using incomplete data with the complete data 
MLE rather than with the true data generating parameters. Table 7.6 shows various mecisurements of 
the distance between the true complete data MLE obtained using the composite variables and incomplete 
data estimates using the composite variables or the item responses. In this simulation study, estimates 
of parameters obtained using item responses are closer to the true .MLE than estimates obtained using 
composite variables. The standard errors for the estimates using composite variables are larger than 
the complete data standard errors whereas the standard errors for the estimates using item responses 
are 6% larger than complete data standard errors. 
Table 7.7 provides results for the multiple imputation analyses using the same form as in Table 7.6. 
Imputation of item responses (recall that they are normally distributed in the simulation) followed by 
creation of composite variables appears to perform better than imputation of composite variables. The 
standard errors of estimates using item responses are 15% larger than the complete data standard errors 
and the standard error of estimates using composite variables are 30% larger than the complete data 
standard errors. 
Table 7.8 shows the simulation results for the Bayesian approach to incomplete data. The columns 
under the heading "V model using complete data" have the posterior medians and 95% posterior 
intervals when analyzed the complete data set of composite variables. The columns under the heading 
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Table 7.(5 Different measurements of the distances from the com-
plete-data MLE [Omle) to the average incomplete data 
-VILE using item responses and composite variables. 
l / j  n  1 |S-® . \ /LeI 
1 MLE\  |9.v/leI 3 td (B)  
composite variables 
item responses 
0.12 0.05 0.57 0.45 
0.03 0.02 0.17 0.16 
Table 7.7 Different measurements of the distances from the com­
plete data MLE (9mce) to the average incomplete data 
MLE using item responses and composite variables. 
\ S  -  O M L E I  |S —S.VftEl I^-^.V/LEI [fl.Vf LEI ^'<i(®.WZ.E) s t d i e )  
composite variables 0.13 0.05 0.61 0.48 
item responses 0.04 0.03 0.22 0.17 
"A" model using complete data" provide the same quantities except that the data analyzed are the 
complete set of item responses and the parameter estimates are obtained by transforming the parameters 
of the item response model. The columns under the heading "Y model using incomplete data" have 
the values of the posterior medians and posterior intervals for the parameters of the composite variable 
model averaged over the 50 incomplete data sets of composite variables. The columns under the heading 
"A' model using incomplete data" are the values of the posterior medians and posterior intervals of the 
parameters of the composite variable model which are obtained by transforming the medians obtained 
using item responses, again averaged over the 50 replications. Posterior intervals reported are obtained 
by averaging the upper and lower endpoints over the 50 replications. We compare the "incomplete 
data Y model" and " incomplete data X model" to the "complete data Y model". The median values 
obtained using incomplete data of item responses are closer to the complete case median values than 
those obtained using incomplete data of composite variables. 
The simulations suggests that item response analyses can work to improve missing data inference. 
The parameter estimates are more accurate in our simulation when using item responses rather than 
composite variables to accommodate the missing data. In addition standard errors are improved because 
we use more data from the three approaches. The missing data tend to occur in large blocks for our 
lYFP example and the simulation study. This pattern of missing data is not uncommon in behavioral 
multivariate data analyses. We showed in the simulation that we can improve the quality of our 
inferences for model parameters by using item responses when this pattern is present. If the missing data 
pattern is MAR but without large blocks of missing data, the extent of improvement may be expected 
Table 7.8 SiiuulaUoii study for roiiipariiig parameler estimates computed di­
rectly on the composite variables {Y model) to estimates computed 
oil item response and then transform (.Y model). Results are pro­
vided for th<> Uayesian inference. 
Bayesian ajiproach using composite variables and item resjjonses 
complete dat a incomplete data 
Y model X model Y model X model 
posterior jjosterior jjosterior |)oslerior posterior posterior |iosterior posterior 
parameler median 95 % interval median 95 % interval median 95 % interval median 95 % interval 
1.83 (1.54 , 2.17) 1.95 (1.(57 , 2.28) 1.79 (1.42 , 2.26) 1.97 (1.(54 , 2.37) 
0-1 2.09 (1.54 , 2.77) 1.9(5 (1.44 , 2.52) 2.20 (1.33 , 3.21) 2.16 (1.49 , 2.94) 
Oa 1.41 (1.14 , 1.72) 1.46 (1.21 , 1.75) 1.37 (1.01 , 1.80) 1.41 (1.10 , 1.77) 
0, 1.(55 (1.08 , 2.28) 1.61 (1.13 , 2.23) 1.66 (0.79 , 2.(53) 1.48 (0.88 , 2.27) 
Oh 0.90 (0.(57 , 1.14) 0.89 (0.(59 , 1.09) 0.91 (0.60 , 1.27) 0.95 (0.(58 , 1.23) 
Oc, 1.23 (1.0(5 , 1.44) 1.27 (1.11 , 1.47) 1.33 (1.09 , 1.62) 1.33 (1.13 , 1.59) 
Oi 2.20 (1.82 , 2.(52) 2.21 (1.85 , 2.62) 2.15 (1.(53 , 2.78) 2.17 (1.73 , 2.(58) 
OH 1.53 (1.01 , 2.11) 1.(50 (1.12 , 2.14) 1.78 (1.01 , 2.(55) 1.67 (1.05 , 2.36) 
2.1(5 (1.82 , 2.57) 2.18 (1.83, 2.55) 2.07 (1.61 , 2.(55) 2.16 (1.76 , 2.(54) 
Ou) 2.18 (1.87 , 2.58) 2.23 (1.93 , 2.59) 2.27 (1.82 , 2.82) 2.28 (1.90 , 2.74) 
o ^ ^  0.62 (0.23 , 1.01) 0.(52 (0.41 , 0.86) 0.58 (0,20 , 1.11) 0.61 (0.3X , 0.93) 
0\'j 1.24 (1.04 , 1.4G) 1.22 (1.05 , 1.42) 1.26 (1.01 , 1.56) 1.23 (1.03 , 1.47) 
Ol'A 0.73 (0.41 , 1.07) 0.78 O
 
o
 
0.79 (0.33 , 1.31) 0.80 (0.12 , 1.22) 
Oi, 0.35 (0.17 , 0.5(5) 0.34 (0.20 , 0.50) 0.33 (0.06 , 0.63) 0.35 (0.15 , 0.56) 
0\h 0.7(5 (0.(52 , 0.92) 0.75 (0.(52 , 0.91) 0.80 (0.60 , 1.03) 0.77 (0.(50 , 0.96) 
Table 7.8 (('oiitiiiu(xl) 
Uayesiaii approach for A' and Y variables 
complete data iiicom|)lete data 
Y model X model Y mod(!l X moil(4 
posterior posterior posterior posterior posterior jjosterior l)osterior posterior 
l)arainelor median 95 % interval median 95 % interval median 95 % interval median 95 V( interval 
(5.83 (6.50 , 7.18) 6.96 (6.51 , 7.33) 6.49 (6.01 , 7.02) 6.81 (6.39 , 7.25) 
A. 12.02 (11.48 , 12.61) 12.28 (11.52 , 12.87) 11.44 (10.62 , 12.36) 12.00 (11.28 , 12.76) 
Aa 7.19 (6.86 , 7.55) 7.33 (6.88 ,7.71) 6.84 (6.34 , 7.39) 7.14 (6.70 , 7.(50) 
A-i 10.37 (9.72 , 11.18) 10.63 (10.13 , 11.41) 10.74 (9.97 , 11.58) 10.57 (9.94 , 11.23) 
As 6.09 
OO 
6.25 (5.93 , 6.70) 6.27 (5.82 , 6.77) 6.18 (5.81 , 6.58) 
Ar. 3.87 (3.62 ,4.17) 3.97 (3.76 , 4.26) 4.01 (3.71 , 4.34) 3.93 (3.(59 , 4.20) 
A? 7.08 (6.70 , 7.64) 7.19 (6.71 , 7.(57) 7.31 (6.77 , 7.93) 7.09 (6.(53 , 7.58) 
As 9.G5 (9.14 , 10.41) 9.80 (9.14 , 10.45) 9.96 (9.23 , 10.77) 9.67 (9.05 , 10.31) 
A '.i 6.45 (6.08 , 6.98) 6.55 (6.09 ,7.01) 6.70 (6.20 , 7.28) 6.48 (6.05 , 6.(13) 
Aio 6.17 (5.74 , 6.55) 6.30 (6.02 , 6.(54) 6.43 (5.99 , 6.93) 6.19 (5.83 , 6.57) 
Ai 1 8.26 (7.72 , 8.71) 8.43 (8.12 , 8.86) 8.59 (8.06 , 9.22) 8.30 (7.85 , 8.77) 
A12 4.93 (4.58 , 5.21) 5.03 (4.82 , 5.29) 5.16 (4.82 , 5.55) 4.97 (4.(59 , 5.27) 
/?(!,•.') 0.17 (0.07 , 0.26) 0.17 (0.08 , 0.25) 0.18 (0.07 , 0.29) 0.17 (0.07 , 0.26) 
-0.26 (-0.34 , -0.17) -0.26 (-0.34 , -0.17) -0.28 (-0.38 , -0.17) -0.26 (-0.35, -0.17) 
0.27 (0.19 , 0.36) 0.27 (0.18, 0.35) 0.28 (0.17 , 0.38) 0.28 (0.19 , 0.36) 
-0.19 (-0.28 , -0.11) -0.20 (-0.29 , -0.11) -0.20 (-0.32 , -0.08) -0.20 (-0.29 , -0.11) 
/'c-'.-i) 0.19 (0.10 , 0.28) 0.20 (0.10 , 0.28) 0.21 (0.10 , 0.32) 0.19 (0.10 , 0.28) 
-0.11 (-0.21 , -0.02) -0.12 (-0.21 , -0.02) -0.12 (-0.24 , 0.00) -0.12 (-0.21, -0.02) 
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to be even greater. In comparing the simulation results and our e.xample, we conclude that 'here is 
potential for making use of item responses in missing data problems but that improved probability 
models for item responses are required, e.g.. an improved imputation model. 
The simulations suggests that item response analyses can work to improve missing data inference. 
The parameter estimates are more accurate in our simulation when using item responses rather than 
composite variables to accommodate the missing data. In addition standard errors are improved because 
we use more data from the three approaches. The missing data tend to occur in large blocks for our 
lYFP e.xample and the simulation study. This pattern of missing data is not uncommon in behavioral 
multivariate data analyses. We showed in the simulation that we can improve the quality of our 
inferences for model parameters by using item responses when this pattern is present. If the missing data 
pattern is MAR but without large blocks of missing data, the extent of improvement may be e.xpected 
to be even greater. In comparing the simulation results and our example, we conclude that there is 
potential for making use of item responses in missing data problems but that improved probability 
models for item responses are required, e.g.. an improved imputation model. 
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CHAPTER 8 GENERAL CONCLUSION 
In many multivariate data analyses, incomplete data are troublesome for practitioners because many 
existing statistical packages require complete data sets. In this thesis, we e.xplore statistical inference 
for structural equation models (SEM) with missing data using likelihood-based. Bayesian. and multiple 
imputation approaches. VVe review the literature, and describe the computations required to implement 
each approach. VVe applied these approaches to an example from the Iowa Youth and Family Project 
in Chapter 6. VV'e found that parameter estimates changed about 5 — 20% (generally small amounts 
relative to the standard errors) whereas the standard errors for estimates decreased about 10 — 20% 
from the complete case analysis to the analysis including the incomplete data. The likelihood-based 
and Bayesian approaches provide similar results for the e.xample. This is partly due to the fact that 
relatively noninformative prior distributions were assumed for the parameter values in the Bayesian 
analyses. The similarity of the Bayesian posterior intervals and the likelihood-based confidence intervals 
seems to suggest that the example data set is large enough to rely on the asymptotic normality of the 
maximum likelihood estimates. Inferences obtained by multiple imputation using a multivariate normal 
model appear to match those from the other two methods. 
To further compare the three approaches and to demonstrate the inadequacy of complete case 
analysis (the standard in much software), we also carried out a simulation study beginning with a 
complete data set and simulating 300 incomplete data sets. In each case, the missing data were generated 
from a specified missing at random (MAR) model. The simulated data sets have about 35 missing values 
which is more than in our example. The estimates of the model parameters using the likelihood-based or 
the Bayesian approach to handling missing data are much better than those obtained by carrying out the 
analyses procedure on the complete cases. The performance of multiple imputation in the simulations 
was somewhat disappointing. We speculate that this is because the ratio of missing information is 
relatively high and because the imputation model is not terribly efficient (it ignores structure implied 
by the data collection process). .Multiple imputation performed quite well in a second set of simulations 
with a smaller ratio of missing information. 
lOo 
In Chapter 7. we inverstigated whether we could improve inference for paranieters in the SEM 
by using information contained in the item responses usM to define the i:oniposite variables. The 
three approaches described in Chapters - -5 are e.xtended to accommodate item responses. For the 
likelihood-based and Bayesian analyses, we require the distribution of item responses is multivariate 
normal and that the item responses and composite variables share the same latent variable structure in 
their confirmatory factor models. These assumptions are somewhat suspect in our example. We come 
back to this point below. Multiple imputation does not require any assumption about the latent variable 
structure of the item response but does require an imputation model. We used the multivariate normal 
model to perform imputation. The performance of the methods using item repsonses was quite poor for 
the example and it appears that the main problem is that the lYFP data do not satisfy our assumptions. 
An exploratory factor analysis shows that the item responses do not have the same latent variables as 
the composite variables. This implies that the confirmatory factor model for the item responses can 
not be used to derive the confirmatory factor model for the composite variables. This invalidates the 
likelihood-based and Bayesian approaches that were attempted. We also have the problem that the 
distribution of item responses is not multivariate normal distribution. This is not surprising since item 
responses are generally on ordinal 5 - point or 9 - point scales. The lack of normality made the multiple 
imputation approach produce poor imputations. 
To examine whether there is any potential for analyses using item responses, we conducted a sim­
ulation study in which the data satisfy our assumptions. Specifically, the item responses have normal 
distributions by design, the item reponses and composite variables have the same latent variables in 
their confirmatory factor models. The results look very promising. It indicates that we can obtain 
much improved inference by using item responses. The parameter estimates obtained using methods 
that model item responses have smaller average distance to the true MLE than estimates based on the 
composite variables. The standard errors are also smaller. These simulation results suggest that item 
responses can be used effectively in missing data problems. However, more attention is required to 
determine whether the correlations of the item responses are consistent with the hypothesized latent 
structure model. Multiple imputation of item responses seems to have especially good potential but 
additional work is required to find plausible imputation models for ordinal scale data. 
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