: ( ) ( ) 0 (decorrelation and order). 
According to the method of Lagrange multipliers a necessary condition for the solutions of this optimization problem is that the objective function 
Here, the partial differential operator D is defined as 1 :
and ( ) n s is the unit normal vector on the boundary V ∂ of the configuration space V .
Proof:
We are looking for stationary points of the objective function (13). As the function space is infinite-dimensional, this requires variational calculus, which can be illustrated by means of an expansion in the spirit of a Taylor expansion. Let us assume, we knew the function j g that optimizes the objective function Ψ . The effect of a small change g δ of j g on the objective function Ψ can be written as
where the ellipses stand for higher order terms in g δ . The function g δ δ Ψ is the variational derivative of the functional Ψ and usually depends on the configuration, the optimal function j g , and possibly derivatives of j g . Its analogue in finite-dimensional calculus is the gradient. We now derive an expression for the variational derivative of the objective function (13).
To keep the calculations tidy, we split the objective in two parts and omit the dependence on the configuration s 1 ( ) : ) ). 2
The expansion of Ψ is straightforward:
For the expansion of ) j g ∆( we first simplify the expression by carrying out the velocity integration and using the velocity tensor K :
| , .
We can now expand ( ) j g ∆ as follows: 
Here, dA is an infinitesimal surface element of the boundary V ∂ of V and n is the normal vector on dA . To get the expansion of the full objective function, we add (S4) and (S12):
In analogy to the finite-dimensional case, j g can only be an optimum of the objective function Ψ if any small change g δ leaves the objective unchanged up to linear order.
As we employ a Lagrange multiplier ansatz, we have an unrestricted optimization problem, so we are free in choosing g δ . From this it is clear that the right hand side of (S13) can only vanish if the integrands of both the boundary and the volume integral vanish separately. This leaves us with the differential equation (15) and the boundary condition (16).
Theorem 2
Let b ⊂ F F be the space of functions that obey the boundary condition (16). Then D is self-adjoint on b F with respect to the scalar product ( , ): ( ) ( ) , f g f g = s s s (18) i.e. , : ( , ) ( , ) .
Proof: The proof can be carried out in a direct fashion. Again, we omit the explicit dependence on s .
( ) (8, 17, 18) 1 , = − ∇⋅ ∇
