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El consumo energético en el sector residencial representa una media global de aproximadamente el
30% del consumo total en las regiones desarrolladas, de modo que cualquier mejora que permita
reducirlo tendrá efectos significativos. Algunas de estas mejoras son la incorporación de
comunicaciones avanzadas y algoritmos de control basados en modelos de predicción del consumo.
Este trabajo describe el diseño desarrollo y aplicación de un sistema totalmente centralizado para la
gestión de aplicaciones domésticas mediante una red inalámbrica de sensores. Los algoritmos de
control están basados en modelos de consumo en combinación con temporización horaria, medidas
de potencia, temperatura y luminosidad y priorización de las cargas. En el lado de control la
actuación todo-nada se presenta de forma básica, aunque el protocolo DALI para la regulación
continua de luminarias se encuentra también implementado. Los resultados dados por los modelos
de simulación del consumo son presentados junto con medidas y experiencias reales en una
vivienda. Finalmente, se muestran los posibles trabajos futuros.
Palabras Claves: Smart Grids, Smart Metering, modelo de demanda energética, redes de
sensores inalámbricas, DALI.
ABSTRACT
Energy consumption in the residential sector represents a global average of around 30% of the total
consumed in the country, so any improvement that could reduce it, would have significant effects.
Some of these upgrades are the incorporation of advanced communication and control algorithms
based on predictive models of household consumption. This work describes the design,
development and application of a fully centralized system in which home appliances are managed
by a wireless sensor network. The management algorithms are based on consumption models in
combination with timing schedule, power, temperature or ambient light measurements and
prioritization. On the control side, on-off management is basically presented although DALI
protocol for lighting continuous regulation is now implemented too. The results given by the
models are exposed and discussed together with real measures and experiments in a household.
Finally, it presents future work in this field.





AAE: Agencia Andaluza de la Energía.
ADC: Analog-to-digital converter. Conversor analógico digital, también se puede encontrar como
A/D.
AES: Advanced Encryption Standard. Estándar de encriptación avanzada.
ANSI: American National Standards Institute. Instituto Nacional Estadounidense de Estándares.
API: Application Programming Interface. Interfaz de programación de la aplicación.
ASHRAE: American Society of Heating, Refrigerating and Air-Conditioning Engineers.
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DALI: Digital Addressable Lighting Interface. Interfaz Luminosa Direccionable Digital.
DFPQ: Distributed Fair Priority Queuing. Cola de Prioridad Justamente Distribuida.
DLNA: Digital Living Network Alliance.
DSM: Demand Side Management. Control desde el punto de vista de la demanda.
E/S: Entradas/Salidas digitales.
EHS: European Home System. Sistema doméstico Europeo.
EIA: Electronic Industries Association. Asociación de industrias electrónicas.
EIB: European Installation Bus. Bus de instalación Europeo
EMI: Electromagnetic Interference. Interferencia Electromagnética.
End-point: Dispositivo final en una red Zigbee.
ESTA: Entertainment Services and Technology Association. Asociación de servicios y tecnología
del entretenimiento.
FCS: Frame Check Sequence. Secuencia de chequeo de trama.
FFD: Full Function Device. Dispositivo de funcionalidad completa.
GPIO: General Purpouse Input Output. Entrada/Salida de uso general.
GRACE: Graphical Peripheral Configuration Tool. Herramienta gráfica de configuración de
periféricos.
HAL: Hardware Abstraction Layer. Capa de abstracción del Hardware.
HAVi: Home Audio Video interoperability. Interoperabilidad para audio y video doméstico.
HBES: Home and Building Electronic Systems . Sistemas electrónicos para viviendas y edificios.
HBS: Home Bus System. Sistema de Bus Doméstico.
HD: High Definition. Alta Definición.
HES: Home Electronic System. Sistema electrónico doméstico.
I2C: Inter-Integrated Circuit. Inter-Circuitos Integrados.
ICP: Interruptor de Control de Potencia.
ICT: Infraestructuras Comunes de Telecomunicaciones.
IDAE: Instituto para la Diversificación y Ahorro de Energía.
IDE: Integrated Development Environment. Entorno de desarrollo integrado.
IEEE: Institute of Electrical and Electronics Engineers. Instituto de Ingenieros Eléctricos y
Electrónicos.
ISM: Industrial, Scientific and Medical. Industrial, científica y médica.
ISO: International Organization for Standardization. Organización Internacional para la
Estandarización.
JDBC: Java Database Connectivity. Conectividad de JAVA con bases de datos.
JVM: Java Virtual Machine. Maquina Virtual de JAVA
LAN: Local Area Network. Red de Área Local.
LCD: Liquid Crystal Display. Indicador de Cristal Liquido.
LDR: Light Dependent Resistor. Resistencia dependiente de la luz.
LED: Light-Emitting Diode. Diodo Emisor de Luz.
LSB: Less Significant Bit. Bit menos significativo.
MAC: Medium Access Control. Control de Acceso al Medio.
MIMO:Multiple-Input Multiple-Output.Múltiples entradas, Múltiples salidas.
MMS:Multimedia Messaging System. Sistema de Mensajes Multimedia.
MPEG:Moving Picture Experts Group.
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MRDY:Master Ready.Maestro listo.
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PHY: Physical Layer. Capa física del modelo OSI.
PLC: Power Line Communications. Comunicaciones mediante la red eléctrica.
RAM: Random-Access Memory. Memoria de Acceso Aleatorio.
RDSI: Red Digital de Servicios Integrados.
REBT: Reglamento Electrotécnico de Baja Tensión.
RFD: Reduced Function Device. Dispositivo de funciones reducidas.
RISC: Reduced Instruction Set Computing. Computador con Conjunto de Instrucciones Reducidas.
ROM: Read-Only Memory.Memoria de Solo Lectura.
RTC: Red Telefónica Conmutada.
SCADA: Supervisory Control and Data Acquisition. Supervisión Control y Adquisición de Datos.
SCK: Serial Clock. Reloj de la comunicación Serie.
SI/TX:Master-Output Slave-Input. Salida del Maestro Entrada del Esclavo.
Smart Energy: Eficiencia energética de los productos.
Smart Grid: Red de distribución de energía inteligente.
Smart Meter:Medición del consumo intenligente.
SMS: Short Message Service. Servicio de Mensajes Cortos.
SO/RX:Master-Input Slave-Output. Entrada del Maestro Salida del Esclavo.
SOF: Start Of Frame. Comienzo de la trama.
SPI: Serial Peripheral Interface. Interfaz Periférica Serie.
SQL: Structured Query Language. Lenguaje Estructurado de Consulta.
SRDY: Slave Ready. Esclavo Listo.
SS: Slave Select. Esclavo Seleccionado.
T.I.: Texas Instruments.
TCP/IP: Transmission Control Protocol/Internet Protocol. Protocolo de Control de Transmisión/
Protocolo de Internet.
Top-Down:Modelo con una estructura jerárquica de arriba hacia abajo.
UART: Universal Asynchronous Receiver-Transmitter. Receptor-Transmisor Asíncrono Universal.
UPnP: Universal Plug and Play.
USB: Universal Serial Bus. Bus Serie Universal.
USCI: Universal Serie Communication Inteface. Interfaz de Comunicación Serie Universal.
VoIP: Voz sobre IP.
Wi-Fi: Wireless Fidelity. Fidelidad Inalámbrica.
WPAN: Wireless Personal Area Network. Red Inalámbrica de Área Personal.
WSN: Wireless Sensor Network. Red Inalámbrica de Sensores.
ZASA: Zigbee Accelerator Sample Application.
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1. INTRODUCCIÓN
En la sociedad actual, la energía eléctrica se ha convertido en un factor esencial de nuestras vidas.
La acción de enchufar un dispositivo en nuestros hogares es un hecho tan simple y usual que hemos
olvidado el coste que esto supone, tanto desde el punto de vista económico como desde el punto de
vista social.
Este alto coste social, que ha estado muchos años enmascarado comenzó hace no mucho tiempo a
ser palpable en la sociedad. La integración de las energías renovables a nivel doméstico, los
sistemas para el control de HVACs, el control de iluminación, los temporizadores horarios o
sistemas inteligentes de detección de stand-by, tienen cada vez más cabida en los hogares.
La incursión de este tipo de sistemas en los hogares está completamente justificado dado que en los
países desarrollados el 30% de la energía consumida corresponde a las familias y de este porcentaje
el 18% se enmarca en el ámbito del hogar (IDAE, 2011). Unas cifras más que significativas para
que los avances actuales tengan cabida en este ámbito.
De esta premisa han surgido en los últimos años conceptos como Smart Grid, Smart Energy o
Smart Metering. Todos estos términos persiguen básicamente tres objetivos:
 Distribución eficiente de la energía en función de la demanda.
 Monitorización en tiempo real de la energía consumida en los hogares.
 Dispositivos y métodos para la optimización de esta energía por parte de los usuarios.
Así mismo, el impulso dado a las nuevas tecnologías de comunicación ha sido un gran paso, donde
las costosas instalaciones cableadas unidas a las limitaciones de las infraestructuras existentes, han
sido solventadas por las redes inalámbricas entre las que podemos destacar: Wifi, Bluetooth o
Zigbee.
Incluso hemos dado un paso más, pasando de la conectividad a nivel local, a la interconexión
externa mediante pasarelas que permiten tener a nuestra disposición información instantánea de una
infinidad de parámetros de nuestro hogar. Simplemente con poseer un ordenador portátil o un
Smartphone con conexión a internet, podemos controlar nuestro hogar como si estuviéramos allí
personalmente.
En paralelo con estos nuevos conceptos de interconectividad y control, el modelado del consumo
energético es otro campo de gran desarrollo en los últimos años. Tal y como presentan diversos
estudios, las posibilidades de modelado son muy amplias, sin embargo, los modelos denominados
como “Bottom-up” se han presentado como los más útiles para desarrollar algoritmos de control
energético (Swan et al., 2009).
En este trabajo se estudiarán y aplicarán modelos de consumo basados en técnicas estadísticas
(Richardson et al., 2010, López et al., 2012). Dichos modelos se basan principalmente en la
ocupación y las actividades en el hogar como indicador del consumo energético junto con las cargas
que lo generan. A partir de estos datos, los algoritmos para limitar y controlar la potencia se pueden
extrapolar fácilmente.
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Por último, a partir de la infraestructura propuesta y de los algoritmos usados, nuevas
funcionalidades existentes en el mercado han sido incorporadas al proyecto. El protocolo DALI
(Digital Addressable Lighting Interface) reconocido como el estándar IEC 62386 es uno de los
sistemas de control de iluminación más usados y sus características están siendo adaptadas a otros
dispositivos como HVAC, motores, alarmas de proximidad, etc. Por este motivo, se ha incorporado
como una característica adicional del sistema.
Así pues, partiendo de esta visión global, se procede al desarrollo de un sistema integral de control
del consumo, basado en algoritmos complejos desarrollados a partir del estudio de la demanda
mediante distintos modelos de consumo y que implementa estrategias de control tanto simples
como complejas.
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2. OBJETIVOS
La introducción a la materia ha puesto de manifiesto que nos encontramos dentro de un campo muy
amplio y con muchísimas posibilidades, por tanto, la fase de descripción y presentación de los
objetivos es clave para no perderse en un mar de posibilidades y fijar unas metas alcanzables en un
lapso de tiempo definido.
Cabe destacar que para realizar dicho sistema integral se parte de un trabajo anterior desarrollado
como Proyecto Fin de Carrera para la obtención del título de Ingeniero Técnico Industrial,
especialidad Electrónica Industrial, por el mismo autor. Por tanto, antes de definir los objetivos
debemos saber que características posee el sistema del que partimos. Dichas características se
definirán desde tres puntos de vista que son: nivel hardware, nivel algorítmico y nivel software.
Dentro del nivel hardware tenemos un sistema compuesto por los siguientes elementos:
 Sistema basado en un kit de desarrollo del fabricante Texas Instruments a partir del cual
se implementan los distintos tipos de nodos.
 Nodos sensores de potencia, basados en la medición de intensidad.
 Nodos para la medida de luminosidad y temperatura, desarrollados a partir de utilidades
integradas en los propios módulos.
 Nodos para la actuación todo/nada sobre las cargas.
Cabe destacar que dicho sistema se encontraba implementado de forma no permanente en placas de
desarrollo (breadboards) sin un soporte mecánico rígido. Además, existían dos inconvenientes
claves: la necesidad de intervención del usuario para la conexión de nodos y algunos problemas de
estabilidad en los nodos actuadores debido a las conmutaciones.
En cuanto a los algoritmos de control encontramos los siguientes métodos de decisión basados en
una estructura aditiva:
 Control de potencia con prioridades de cargas, a partir de una consigna fija y definida
por el usuario, sin posibilidad de reconexión de elementos no prioritarios.
 Control de temperatura basado en un nivel de consigna.
 Control de luminosidad basado en un nivel de consigna y control on/off de luminarias.
 Temporización de cargas.
Por último, de acuerdo al software, el sistema anterior implementaba las siguientes utilidades:
 Configuración y definición de la red, de forma totalmente abierta al usuario.
 Interfaz de monitorización y control, pero poco amena e intuitiva.
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Partiendo de esta base pasamos a definir las mejoras y nuevas funcionalidades que tendrá el sistema
que desarrollaremos.
Nuestro objetivo principal es mantener la filosofía del sistema anterior basado en una red
inalámbrica de sensores, donde pequeños nodos de bajo coste e inteligencia computacional se
encargan de tomar las distintas variables del ambiente y actuar sobre las cargas, recayendo toda la
labor algorítmica en un nodo central conectado a un ordenador, en el cual tenemos implementados
vía software todos los algoritmos de control.
No obstante, pretendemos pasar de un sistema con métodos de control simples a otro con algoritmos
complejos donde la consigna de potencia que limita el consumo no sea un valor fijo, sino que se
calcule de acuerdo a unos parámetros definidos y sea variable en el tiempo. Además, pretendemos
simplificar al máximo desde el punto de vista del usuario final las labores de configuración de la
red, las cuales en el anterior sistema eran tediosas y complejas.
Por tanto, partiendo de este objetivo principal, definimos las siguientes metas pormenorizadas, las
cuales se engloban también en los tres niveles anteriormente propuestos:
 Hardware:
o Mejorar y solventar los problemas existentes en los nodos actuadores mediante
la incorporación de los sistemas adecuados.
o Desarrollar un soporte mecánico mediante PCB para todo el sistema.
o Desarrollo e implementación de un nuevo tipo de nodo para la gestión y control
de cargas mediante el protocolo DALI.
 Algoritmos:
o Perfeccionamiento de los algoritmos de gestión existentes de temperatura y
temporización.
o Ampliación del algoritmo de control de iluminación, contemplando ahora la
posibilidad de luminarias regulables mediante el protocolo DALI.
o Estudio, desarrollo e implementación de un sistema de control de potencia de
consigna variable en el tiempo calculada a partir de modelos estocásticos para
la estimación del consumo eléctrico.
 Software:
o Depuración del código de los microcontroladores y modificación para que las
comunicación se establezcan de manera automática.
o Simplificación del sistema de configuración de dispositivos para hacerlo más
ameno y asequible al usuario final.
o Perfeccionamiento de la interfaz de control, añadiendo las nuevas
funcionalidades que el sistema contempla.
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o Incorporación de nuevas funcionalidades que permitan visualizar las
estimaciones previstas de consumo y su comparación con el actual.
o Desarrollo de una base de datos para almacenar los datos de los sensores y las
diferentes actuaciones sobre las cargas.
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3. ANTECEDENTES
El carácter multidisciplinar de dicho proyecto nos obliga a tratar una cierta cantidad de temas
relacionados con la materia en los antecedentes al trabajo. A continuación, presentaremos una
visión global del contenido a tratar en ellos para pasar seguidamente a su descripción, no obstante,
esta se hará con la mayor brevedad posible, de lo contrario el trabajo tendría una gran extensión y lo
que es más importante, se alejaría de su objetivo principal, el sistema desarrollado.
En primer lugar, realizaremos una breve introducción a las distintas posibilidades de interconexión
de dispositivos más destacadas dentro del ámbito doméstico, así mismo, comentaremos brevemente
las distintas posibilidades de control de balastros que podemos encontrar actualmente.
A continuación, pasaremos a revisar las distintas técnicas de modelado más extendidas dentro de la
predicción del consumo doméstico y realizaremos la descripción de los fundamentos sobre los que
se basa la técnica concreta elegida en nuestro caso para la simulación del consumo en el hogar.
También dentro de este apartado se mostrarán algunos trabajos previos que ponen de manifiesto
como dichas técnicas de modelado son sumamente útiles para el desarrollo de algoritmos de
control.
Finalmente, comentadas las posibilidades de la red y el fundamento de los algoritmos pasaremos a
revisar las alternativas para implementar la interfaz con el usuario del sistema tanto desde el punto
de vista de software como hardware, incluyendo también en dicho apartado las posibilidades que
tenemos actualmente para almacenar la información de nuestra red.
3.1 Redes en el hogar. Estándares y Fabricantes
Cualquier instalación actual de automatización en un hogar de cierta complejidad comprende un
cierto número de sensores, actuadores y sistemas de control. Dichos sistemas pueden ser o no
operativos de forma aislada, sin embargo, el punto clave para el control está en la interconexión de
estos para el intercambio de información lo cual requiere el uso de una red de comunicaciones.
Dichas redes de comunicaciones están marcadas claramente por dos condicionantes que son: el
soporte físico de transmisión y la arquitectura lógica de control. El primero se refiere al medio
material por el que se transmite la información (par trenzado, cable coaxial, infrarrojos,
radiofrecuencia…) y la distribución de este en la infraestructura. El segundo tiene que ver con el
flujo lógico de información a través de los dispositivos y la capacidad computacional de cada uno
de ellos.
Teniendo en cuenta estos factores, a continuación se analizarán algunas de las principales
alternativas de redes existentes en el mercado, tanto desde el punto de vista de la domótica, como
desde otros ámbitos de aplicación. Sin embargo, el mundo de las comunicaciones es amplio y
dinámico por lo que un análisis detallado de cada red llevaría a una extensión considerable, por
tanto solamente se intentará dar una visión general.
Si se desea ampliar información sobre este tema se recomienda consultar la bibliografía incluida
dentro de este trabajo donde se podrá encontrar una visión global del pasado presente y futuro de las
redes dentro de las instalaciones en el hogar. (Huidobro Moya, 2010).
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3.2 Redes de control domótico
3.2.1 X-10
Es uno de los estándares más antiguos del mundo de la domótica, remontándose a 1976-1978
aproximadamente. Es un sistema descentralizado que utiliza como soporte la línea eléctrica PLC
(Power Line Communications) a través de la cual envía ráfagas de pulsos unidireccionales a
120 KHz. Fue desarrollado por la empresa escocesa PICO Electronics Inc., dentro de sus proyectos
denominados como X. El sistema es totalmente abierto, pero los fabricantes están obligados al pago
de un royalty por su uso, sin embargo, este se puede considerar despreciable frente a otros sistemas
como el LonWorks.
3.2.2 BACnet
Estándar desarrollado en estados unidos por la ASHRAE (American Society of Heating,
Refrigeranting and Air-Conditioning Engineers) en torno al año 1987 y contemplado actualmente
como el estándar ISO 16484-5. El protocolo se usa para la comunicación entre dispositivos basado
en un modelo de objetos y servicios que permiten usar diferentes tipos de comunicaciones como
son: Ethernet, conexión punto a punto mediante el estándar EIA-232, conexión en anillo mediante
EIA-485 y LonTalk.
3.2.3 CEBus
Consumer Electronic Bus, desarrollado por la EIA (Electronics Industry Association) desde 1984 y
contemplado como el estándar EIA-600 y que pretendía ser una mejora del sistema X-10. El sistema
primitivo de comunicaciones usaba comunicaciones por la línea eléctrica pero con espectro
expandido no obstante, actualmente el cable coaxial, infrarrojos, radiofrecuencia y fibra óptica son
también soportadas. En cuanto a la comunicación, cada uno de los nodos posee una dirección
establecida en la fabricación y el sistema de intercambio de información se realiza mediante el
denominado CAL (Common Application Language) y una filosofía orientada a objetos.
3.2.4 Konnex/KNX
Estándar europeo por excelencia surgido en 1999 gracias a la unión de las tres asociaciones
mayoritarias para la creación de un sistema unificado equiparable al CEBus americano. Las tres
asociaciones agrupadas fueron: EIBA (European Installation Bus Association), Batibus club
International y EHSA (European Home System Association). Esta establecido como el estándar
ISO/IEC 14543, dicho estándar se basa en la pila de protocolo del sistema EIB pero ampliado a los
sistemas BatiBus y EHS. Los soportes físicos que permite son: par trenzado, línea eléctrica, radio
frecuencia, infrarrojos y Ethernet. Su diseño ha sido pensado de forma que sea totalmente
independiente del hardware.
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3.2.5 LonWorks
Local Operating Network, definido por la compañía Echelon y reconocido como por la EIA como el
estándar EIA-709. Es un sistema similar al EIB pero en el campo de mercado estadounidense. Se
basa en otro estándar ANSI/EIA, reconocido internacionalmente como el ISO/IEC 14908.1. Este
protocolo implementa las siete capas del modelo OSI (Open System Interconnection).Su modelo de
control es distribuido y cada nodo posee un Neuron Chip con tres procesadores, RAM y ROM, que
son programados en lenguaje C. Así mismo, permite cualquier medio de transmisión ya que todos
los nodos poseen una dirección asignada y los paquetes son enviados a todos ellos de modo que
cada uno solo acepta los que incluyen su dirección.
3.2.6 HBS
Home Bus System, estándar del mercado japonés de domótica equivalente al CEBus
estadounidense o el KNX europeo. Dicho estándar es casi estanco al país asiático y la mayoría de
información sobre él se encuentra en japonés de ahí la gran desinformación al respecto. No
obstante, las últimas noticias apuntan a una mejora del sistema para soportar medios físicos como el
estándar IEEE 1394 (Firewire).
3.3 Redes de datos cableadas
3.3.1 Ethernet
Es una tecnología de LAN (Local Area Network) desarrollada a finales de los años 70 por DEC,
Intel y Xerox y que actualmente sigue vigente bajo el estándar IEEE 802.3 y la norma ISO 8802.3.
Es la tecnología de mayor difusión en todo el mundo para la implantación de LAN empresarial y
doméstica mediante topologías de Bus y control de acceso al medio mediante CSMA/CD. Además
el desarrollo tecnológico de la red ha dado lugar a un aumento de la velocidad inicial de 10Mbps
hasta velocidades de 100 Mbps (Fast Ethernet 802.3u), 1 Gbps (Gigabit Ethernet 802.3z), 10 Gbps
(802.3ae) y 100 Gbps (802.3ba).
3.3.2 USB
Sistema en topología de Bus con posibilidad de expansión externa y capacidades Plug & Play y Hot
Plug para el intercambio de datos mediante transmisión serie a gran velocidad. Actualmente es el
medio de conexión de la mayoría de periféricos de consumo en los PC y demás sistemas de
computación desbancando casi por completo a los puestos PS/2, Serie (EIA-232) o paralelos (IEEE
1284). Además sus prestaciones de velocidad han mejorado desde los 12 Mbps del estándar USB
1.0 hasta el nuevo USB 3.0 con 5 Gbps. Sin embargo, su topología originaria Maestro/Esclavo, sus
limitaciones de distancia (5 m o 25 m con HUBs en cascada) y la asimetría de los cables, ha dejado
su función relegada solo ha esta función de periféricos usándose en contadas ocasiones para la
conexión PC-PC.
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3.3.3 Firewire
Definido como el estándar IEEE 1394 y conocido también como i.Link, el cual fue implantado por
la compañía Sony para la transmisión de video. Posee capacidades Plug & Play, Hot Plug y Peer to
Peer para la transmisión de datos serie a gran velocidad. Las comunicaciones son similares al
estándar USB en cuanto a funcionalidad, sin embargo, presenta ventajas e inconvenientes con
respecto a este. Las ventajas son: velocidades de 3,2 Gbps (1394b), mayor eficiencia del Bus y
topología P2P. Sus inconvenientes son el mayor coste debido a la complejidad.
3.3.4 Bus CAN
Controller Area Network, sistema creado por la compañía Bosch bajo una filosofía de Productor-
Consumidor como un protocolo para la automatización de vehículos y maquinaria industrial. Este
tipo de comunicación es distribuida y se basa en el concepto de mensaje y priorización de los
mismos con un sistema de arbitraje no destructivo. En cuando a sus características físicas permite
una velocidad de hasta 1 Mbps en longitudes de hasta 40 m, aunque se puede extender hasta
1000 m. Tal vez una de sus grandes características es la robustez ante errores debido a la
retransmisión de todas las tramas erróneas y a su rígido mecanismo de arbitraje.
3.3.5 HomePlug
Tecnología para la implementación de redes LAN usando para ello la instalación eléctrica de
vivienda y evitando la necesidad de nuevo cableado. Fue lanzada en 2001 con una velocidad similar
a los primeros sistemas Ethernet, sin embargo en 2005 fue actualizado a la versión HomePlug AV
consiguiendo hasta 100 Mbps reales. Dicha red se aleja mucho de los primeros sistemas X-10 ya
que implementa mecanismos de arbitraje como CSMA y usa encriptación en los datos (AES
128 bits). Actualmente dicho estándar se encuentra en desarrollo y mejora dentro del grupo del
IEEE P1901 conocido como HomePlug Access BPL.
3.3.6 HomePNA
Sistema para la creación de redes locales mediante la instalación telefónica de la vivienda. En
nuestro país debido a la tendencia en la instalación de la infraestructura de comunicaciones
telefónica no posee una implantación tan fuerte como en Norteamérica, no obstante desde que las
ICT (Infraestructuras Comunes de Telecomunicaciones) aseguran al menos una toma de teléfono
cada dos habitaciones está encontrando su franja de mercado. Respecto a sus características, en el
último estándar el 2006, el 3.1, alcanza velocidades de hasta 320 Mbps usando un método de acceso
al medio similar al de Ethernet, resolviendo colisiones mediante DFPQ (Distributed Fair Priority
Queuing) mecanismo que le permite por ejemplo la difusión de video en HD mediante técnicas
multiespectro.
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3.4 Redes de entretenimiento
3.4.1 HAVi
Home Audio Video Interoperability, una arquitectura distribuida diseñada para la conexión directa
de sistemas de audio y video en formado digital independientemente de los fabricantes. Para ello se
basa en el estándar IEEE 1394 (Firewire), por este motivo posee un gran ancho de banda y una
comunicación isósincrona que le permite implementar sistemas en tiempo real. Por otro lado, tiene
la ventaja de presentar a los desarrolladores herramientas para su conexión Web y pasarelas con
otros sistemas muy extendidos como UPnP y Jini.
3.4.2 UPnP
Universal Plug and Play, arquitectura de software abierta de Microsoft para la interconexión de
dispositivos electrónicos basada en el protocolo TCP/IP de forma independiente del medio físico
usado. Así todo equipo en la red posee su dirección IP y la información necesaria de los elementos
con los que puede interactuar. Actualmente dicho estándar se encuentra recogido
internacionalmente como el ISO/IEC 29341.
3.4.3 Jini
Arquitectura desarrollada por Sun microsystems (actualmente parte de Oracle) que proporciona un
mecanismo para que diversos dispositivos conectados a una red puedan colaborar y compartir
recursos de forma transparente al usuario. El sistema se basa en Java y su JVM (Java Virtual
Machine) ofreciendo así compatibilidad y seguridad independientemente de la plataforma. Así
mismo, es distribuido al igual que UPnP ya que no existe un nodo central sino cooperación entre
nodos, no obstante la franja de mercado que ocupa Microsoft ha hecho que quede relegada pese a
sus ventajas.
3.4.4 DLNA
Digital Living Network Alliance, sistema que permite la conexión de distintos dispositivos de forma
flexible y sin necesidad de complejas configuraciones. Esta desarrollado para ser soportado por
redes Wi-Fi o Bluetooth aunque es posible su implementación cableada vía Ethernet. Utiliza el
protocolo TCP/IP, sin embargo, pese a otros tipos de redes, en este caso los fabricantes se ven
obligados a dar compatibilidad con formatos JPGE, LPCM y MPEG2, siendo el resto opcionales.
3.4.5 WiMedia
Se trata de un sistema pensado para el entretenimiento y el envío masivo de datos a corta distancia.
Frente a las demás redes que se basan en protocolos ya implementados, esta conforma por sí misma
el estándar IEEE 802.15.3, un estándar inalámbrico que define una red UWB (Ultra-Wideband), es
decir una banda de frecuencia muy amplia pero de muy baja potencia que es visto por otras redes
como ruido impulsivo. Permite velocidades desde 50 a 500 Mbps y fue pensado en principio para
implantarlo en vehículos.
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3.5 Redes inalámbricas
3.5.1 Wi-Fi
Wireless Fidelity, denominación de las redes que implementan el estándar IEEE 802.11. Estas redes
operan en la banda ISM (Industrial, Scientific and Medical) a 2,4 GHz. El sistema ha sido mejorado
desde su primer estándar del año 1999 con 20 Mbps reales en la banda de los 5 GHz y un alcance de
solo 50 m, hasta los actualmente casi 125 Mbps reales en las bandas de 2,4 ó 5 GHz del estándar
802.11n (2010). Así mismo, los desarrollos del estándar han llevado a este a incluir comunicaciones
MIMO (Multiple-input Multiple-output) y nuevas topologías de red como la configuración en malla
del estándar 802.11s (2011).
3.5.2 Bluetooth
Tecnología de comunicaciones de inalámbrica de corto alcance WPAN (Wireless Personal Area
Network)  que opera en la banda ISM. Es obra de Ericsson, quien comenzó su desarrollo en 1994 y
posteriormente en 1998 grandes compañías como IBM, Intel, Nokia y Toshiba se unieron para
lanzar al mercado el primer estándar del Bluetooth el IEEE 802.15.1 (1999). Dicho estándar poseía
un ancho de banda de 720 Kbps reales y un protocolo basado en paquetes. Actualmente, se ha
llegado ya a la versión Bluetooth 3.0 con una velocidad de 24 Mbps reales y con soporte para la
banda de 5 GHz. Así mismo, existen diversas categorías dentro del estándar en función de la
potencia de transmisión.
3.5.3 Zigbee
Tecnología de redes inalámbricas de bajo coste, consumo y transferencia de datos. A diferencia de
Bluetooth su robustez, alcance y consumo son mayores, no obstante sus capacidades de ancho de
banda y calidad del servicio son menores. Por este motivo, Zigbee ha encontrado su campo de
aplicación en aquellos sistemas en los que solo existen transmisiones a ráfagas, fácilmente
modificables y con gran cantidad de dispositivos dispersos. En cuanto a sus características técnicas,
permite operar en tres bandas: 2,4 GHz (16 canales, modulación QPSK, 250 Kbps), 868 MHz (3
canales, modulación binaria, 40 Kbps), 9,5 MHz (30 canales, modulación binaria, 20 Kbps).
3.5.4 IrDA
Tecnología de infrarrojos cuyo uso se limita casi exclusivamente al control remoto de equipos, no
obstante, en los últimos años había encontrado un mercado de aplicación en las tecnologías móviles
y PDAs para intercambiar datos a corta distancia, pero la entrada en escena de Bluetooth lo
desbancó por completo. Actualmente, podemos decir que su segundo campo de aplicación son
periféricos como ratones y teclados.
3.5.5 Z-Wave
Es una red inalámbrica de bajo consumo diseñada específicamente para el control remoto de
dispositivos y creada por el fabricante Zen-Sys. Esta red opera en la banda de los 900 MHz junto
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con otras aplicaciones de telefonía móvil. Su diseño está optimizado al máximo para permitir
aplicaciones alimentadas a baterías encontrando su principal campo de mercado en alarmas y
controles remotos. Su mayor inconveniente es que es un sistema cerrado de cual solo es
proporcionado por Sigma Design y Mitsumi.
3.5.6 HiperLAN
Estándar de redes inalámbricas de gran ancho de banda y corto alcance que opera en la banda de los
5 GHz ofreciendo una transferencia de datos de hasta 54 Mbps. Sus principales características son
un alcance máximo de 50 m, una baja tasas de movilidad de los dispositivos y posibilidad de
transferir audio, video o datos. Actualmente, se cree que el campo de aplicación de dicho sistema ha
sido totalmente cubierto por el estándar IEEE 802.11 (WiFi), sin embargo, aunque la penetración
comercial ha sido menor, su rendimiento es más elevado que el del estándar 802.11.
3.6 Sistemas para el control de balastros
Tras la descripción de las principales redes y alternativas que nos proporciona el mercado para la
interconexión de todo el sistema desarrollado pasamos a continuación a centrarnos en el marco del
control de balastros electrónicos. Desde esta perspectiva, realizaremos de nuevo una enumeración
de las distintas posibilidad que existen para llevar a cabo dicho objetivo y el estado del mercado
actual.
3.6.1 Control 0-10 V
Uno de los primeros sistemas de control de iluminación cuyo origen se remonta a los años 70 y
cuyo uso se generalizó en los balastros electrónicos a partir de 1990. Se encuentra regulado por el
estándar ANSI E1.3 (2001) y que fue revisado en 2006. Su principio de operación es uno de los más
simples del mercado. La salida de luz varia con la tensión de control distinguiéndose tres regiones:
región de comandos analógicos (-0,5 V a 0,3 V), rango activo (0,3 V a 9,8 V) y estado completo
(9,8 V a 30 V). No obstante la poca implantación en el mercado de esta tecnología hace que los
balastros se comporten de forma diferente para un mismo nivel según el fabricante. Además de esta
versión, existe otra denominada 1-10 V que sirve para detectar fallos.
Como ventajas de dicho protocolo podemos destacar su simplicidad y bajo coste, sin embargo, la
estrecha banda de control en la que nos movemos y la imposibilidad de una comunicación
bidireccional, hacen de él un sistema poco robusto y fiable.
3.6.2 Control por fase
Sistema de control basado en el empleo de una señal de control a través de la línea de alimentación
del balastro, lo cual ahorra cableado adicional. Generalmente se usa para el control de luces muy
pequeñas en zonas no muy extensas debido a sus limitaciones como la posibilidad de tener solo dos
estados de atenuación. En cuanto a sus inconvenientes tenemos que se trata de un sistema no
estandarizado sin comunicación bidireccional y que además implica la introducción de una
distorsión armónica en la línea de suministro y las pertinentes consecuencias de esto, si bien su
robustez es mucho mayor que la del control 0-10 V.
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3.6.3 DALI
Digital Addressable Lighting Interface, protocolo orientado a aplicaciones de control de
iluminación el cual está extendido por casi todo este mercado junto con otras aplicaciones
emergentes como alarmas, detectores de movimiento, etc. Está regulado por el estándar IEC 62386
y se define con un tipo de control maestro-esclavo para una o varias lámparas de diversos tipos, así
como otras aplicaciones como motores.
La comunicación del sistema es del tipo diferencial mediante dos hilos donde la diferencia de
potencial define el nivel lógico siendo el nivel alto una tensión superior a 9,5 V y el nivel bajo una
tensión inferior a 6,5 V, siendo los limites operativos de -6,5 V hasta 22,5 V. Además, cada
dispositivo ofrece cierto grado de inteligencia al permitir guardar en él valores como su dirección
dentro de la red o esquemas de funcionamiento de forma que permite un control distribuido.
En cuando a las tramas, estas se codifican en Manchester Diferencial a una velocidad de 1200 bps,
siendo el uno lógico una transición de nivel bajo a nivel alto y el cero lógico el proceso contrario.
Permite además una comunicación bidireccional ya que existen tanto tramas de control
unidireccionales como tramas que exigen la respuesta del balastro mediante una trama denominada
backward.
3.6.4 DMX-512
DMX surgió a partir de un estándar industrial para la iluminación de escenarios para resolver un
problema de incompatibilidad entre marcas. Fue desarrollado por la comisión de ingeniería de la
USITT (United Stated Institute for Theater Technology) en el 1986 pasando posteriormente en 1998
la ESTA (Entertainment Services & Technology Association) al tomar el control del mismo. El
nuevo estándar conocido como USITT DMX512-A fue aprobado como el ANSI E1.11.
El protocolo presenta como característica principal su velocidad de 250 kbps y la posibilidad de
ampliar la red hasta 512 puntos, frente a los 64 a los que se limita DALI. Además, su estructura de
comandos es bastante simple y estos pueden ser enviados de forma asíncrona, no obstante los
sistemas de control son demasiado caros como para incorporarlos en el propio diseño del balastro.
3.6.5 ACN
Advanced Control Network, es un nuevo protocolo desarrollado por la ESTA con la finalidad de
mejorar el estándar anteriormente comentado y sus limitaciones como la comunicación
unidireccional. Este estándar, actualmente en desarrollo, pretende ser la próxima generación de los
controles distribuidos en la redes de iluminación permitiendo diferentes formas de comunicación y
relación entre las luminarias manteniendo la interoperabilidad entre fabricantes. Así mismo, dentro
de sus expectativas se encuentran la integración del control de audio y la automatización del
escenario.
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3.7 Métodos de modelado del consumo doméstico
Tras tratar todo lo referente a uno de los pilares básicos de nuestro sistema, las comunicaciones,
pasaremos a analizar el otro pilar del trabajo, las técnicas de modelado del consumo doméstico. El
inconveniente en este punto es que la gran variedad de variables que influyen en el consumo y la
diversidad de técnicas de modelado hacen que las alternativas presentadas en la bibliográfica
referente a este tema sean muy extensas.
Por ese motivo, nos decantaremos por una clasificación en función del nivel al que se encuentran
las variables de entrada del modelo y las diferentes técnicas usadas para obtener el resultado de
estos datos (Swan, 2009). Esta clasificación, aunque se desarrollará a continuación, se encuentra
expuesta de forma resumida en la Figura 3-1.
Figura 3-1: Clasificación de modelos de consumo
3.7.1 Modelos “Top-Down”
Los modelos Top-Down o traducidos al español, modelos de arriba hacia abajo, se basan para la
estimación del consumo en variables pertenecientes a la totalidad del sector eléctrico doméstico.
Estos modelos contemplan el sector como un sumidero de energía sin tener en cuenta las demandas
individuales que conforma este consumo. Su objetivo principal es por tanto, determinar el efecto del
consumo de energía en la totalidad del sector a largo plazo y está muy unido a las estrategias de
generación.
Las principales variables de entrada que manejan este tipo de modelos son:
 Indicadores macroeconómicos.
 Tasas de empleo.
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 Precios de electricidad.
 Condiciones climáticas.
 Número de viviendas y aplicaciones instaladas.
En cuanto a los diferentes subtipos se puede decir que de forma general no existen modelos
claramente econométricos o tecnológicos sino que todos están compuestos por en mayor o menor
proporción por ambos estilos. El primero de ellos, el econométrico, basa el modelado en precios
primarios de energía y el balance oferta-demanda, mientras que el segundo, el tecnológico, está
fundamentado en la caracterización de las aplicaciones instaladas y el porcentaje que estas
representan en el consumo energético.
3.7.2 Modelos “Bottom-Up”
Los modelos Bottom-Up o desde abajo hacia arriba, mantienen una filosofía distinta a los
anteriormente comentados. Estos modelos se basan para la predicción en variables de entrada que se
encuentran en un nivel inferior a la demanda energética. Estos datos pueden ser muy diversos y
pueden ir desde el consumo pormenorizado de un electrodoméstico hasta agregados de viviendas.
Así mismo, existen ciertos modelos que usan como puntos de entrada las estadísticas de ocupación
de la vivienda y su correlación con el consumo.
No obstante, los modelos Bottom-Up siguen manteniendo las características de los modelo
Top-Down ya que puede incluir en sus variables de entrada factores globales como indicadores
macroeconómicos o balances de oferta y demanda, haciéndolos muy flexibles de forma que son
unos de los más usados y estudiados.
a) Basados en técnicas estadísticas
La existencia de una gran cantidad de históricos de consumo ofrece una fuente básica para la
aplicación de técnicas estadísticas en el estudio del consumo, bien sean de regresión clásica o
novedosas técnicas de redes neuronales o algoritmos genéticos. Estas técnicas, según el tratamiento
que realizan de dichos datos se clasifican en tres tipos:
 Regresión: Mediante las técnicas de estadística clásicas se determinan los coeficientes
de regresión necesarios para la creación de un modelo. Este modelo pretende predecir
con un cierto grado de incertidumbre el consumo a partir de una serie de parámetros de
entrada buscando siempre la máxima simplicidad.
 Análisis condicional de la demanda: Este método pretende también realizar una
regresión del modelo de demanda pero basado en la presencia selectiva de una serie de
aplicaciones instaladas por el usuario. De este modo, se puede determinar no solo la
demanda total sino el consumo individual de cada aplicación instalada.
 Redes neuronales: Se basa en las técnicas más actuales de redes neuronales donde a
partir de una serie de entrada se pretende emular una determinada salida mediante
técnicas de minimización del error, para luego extrapolar los resultados a la realización
predicciones.
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b) Basados en técnicas de ingeniería
El objetivo de este tipo de modelos es predecir el total de la energía consumida a partir de las
aplicaciones usadas y sus características energéticas usando los principios de transferencia de
potencia y de calor. Este tipo de modelos permiten un mayor grado de flexibilidad y la capacidad de
modelar nuevos tipos de aplicaciones y tecnologías de las que no se poseen históricos de consumo.
No obstante, todo su motor de estimación está basado en el comportamiento de los ocupantes el
cual es sumamente complicado de estimar con fiabilidad.
Las principales técnicas de modelado usadas aquí son:
 Distribución: Utiliza datos de distribución de aplicaciones en cada vivienda y las tasas
de uso simultáneo de dichas aplicaciones para estimar el consumo. Son necesarios datos
entonces del uso de las aplicaciones, valores de consumo y eficiencia, para realizar el
cálculo.
 Arquetipos: Pretende realizar una clasificación de las viviendas de acuerdo a una serie
de características como pueden ser la antigüedad, el tamaño, el tipo de casa, etc. Se
crean entonces una serie de consumos estándar que se usan como variables de entrada al
modelo energético. A partir de estos arquetipos y la información de su distribución
dentro de una región se puede extraer el consumo energético.
 Muestreo: Consiste básicamente en capturar datos de una amplia variedad de viviendas
de una zona de modo que consigamos datos representativos de la población. A partir de
estos datos se pueden crearlos distintos modelos de estimación.
3.7.3 Comparativa entre modelos
Revisados los principales tipos de modelos usados para la modelización del consumo doméstico
pasamos a continuación a realizar una visión comparativa entre las ventajas e inconvenientes que
presenta cada uno de ellos. Se distinguirán para esta comparación tres tipos: los modelos Top-Down
en general, los modelos Bottom-Up basados en técnicas estadísticas y los modelos Bottom-Up
basados en técnicas de ingeniería.
En la Tabla 3-1 recogemos para cada uno de ellos sus características. Como se puede ver cada uno
de los distintos modelos presenta sus propias ventajas e inconvenientes que lo restringen a un
campo de aplicación determinado. En nuestro caso, mediante el modelo a usar se pretende
establecer mecanismos de control en aplicaciones domésticas, por tanto, solo podemos usar
modelos Bottom-Up que son los que contemplan información detallada del uso de la energía para
cada aplicación.
Además, dentro de los modelos Bottom-Up se han escogido los basados en técnicas de ingeniería
debido a que permiten determinar el uso final de la energía y la calidad con la que se usa. Más
específicamente ha sido un modelo basado en distribución donde los datos necesarios para su
construcción son extraídos de una serie de encuestas sobre el uso del tiempo, TUS (Time Use
Survey).
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Tabla 3-1: Comparación de modelos
Tipo de Modelo Ventajas Inconvenientes
Top-Down  Predicciones a largo plazo.
 Efectos económicos y sociales
cuantificados.
 Información de entrada simple.
 Abarca las tendencias.
 Se basa en históricos de
datos.
 No da información sobre
en que se usa la energía.
Bottom-up, estadística  Abarca el comportamiento de
los ocupantes.
 Informa sobre el uso final de la
energía.
 Incluye los efectos económicos
y sociales.
 Usa las facturas o información
de encuestas.
 Multicolinealidad.
 Basado en históricos de
datos.
 Gran número de
encuestas para una
población significativa.
Bottom-Up, ingeniería  Modela las nuevas tecnologías.
 Informa sobre el uso final de la
energía.











3.7.4 Trabajos previos en la materia
Definida la vista global de nuestro modelo y justificado cual de las alternativas es la más
conveniente para nuestra aplicación, pasamos ahora a exponer brevemente algo más sobre el tipo de
modelado concreto propuesto, el modelado Bottom-Up basado en técnicas de ingeniería. Así pues, a
continuación se enumeran los trabajos de más impacto en la materia en orden cronológico.
Uno de los primeros modelos Bottom-Up que tuvo una importancia destacada fue el propuesto por
Capasso et al. (Capasso, 1994). En dicho modelo se desarrolla un perfil de uso de aplicaciones en el
sector eléctrico italiano basado en distribuciones extraídas de encuestas combinadas con datos
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demográficos, hábitos de vida y un estudio desde el punto de vista de la ingeniería de un amplio
rango de aplicaciones.
El siguiente modelo destacado que encontramos es el propuesto por Jaccard y Baille (Jaccard,
1996). Se realizó el modelado de la demanda energética canadiense partiendo de históricos de
consumo, precios, comportamientos, distribución de aplicación y sus tipos de tecnología. Una de
sus grandes características era la posibilidad de desechar las viejas tecnologías y sustituirlas por las
más novedosas de su tiempo estudiando las consecuencias de esto.
Algún tiempo después encontramos el modelo de Paatero (Paatero, 2006) el cual al igual que los
anteriores estaba basado en datos estadísticos e informes públicos, pero cuyo gran avance es la
introducción del concepto DSM (Demand Side Management), es decir, usar los modelos como una
referencia en la creación de algoritmos de control que reduzcan los picos en la demanda.
A partir de 2008 se empiezan a incluir en dichos estudios las anteriormente mencionadas TUS
(Time-use Survey). Uno de los primeros modelos en hacerlo es el de Widén (Widén, 2009a) donde
propone un modelo que contempla a la vez ocupación y realización de una actividad en el hogar. El
modelo está basado en cadenas de Markov. Este mismo autor había demostrado ya anteriormente la
utilidad de dichas encuestas en la construcción de perfiles de carga (Widén, 2009b) y los modelos
de ocupación para el estudio del consumo de luminarias (Widén, 2009c).
Finalmente, en 2010 nos encontramos el modelo en que nos basaremos y a partir del cual
desarrollaremos nuestra aplicación que es obra de Richardson (Richardson, 2010). Este modelo está
también basado en las TUS pero con un concepto diferente al de Widén. En este caso el autor
considera la ocupación y las actividades realizadas en el hogar como elementos independientes
haciendo más flexible el modelado y su implementación. La generación del perfil de ocupación se
basa en un trabajo anterior de este (Richardson, 2008) y lo mismo ocurre con los algoritmos para la
estimación del consumo en las luminarias (Richardson, 2009).
En cuando trabajos previos en la propia Universidad de Córdoba podemos encontrar el estudio
realizado por López et al. (López, 2012) donde mediante los datos de las TUS realizadas en España
durante el periodo 2009-2010 y tomando como partida el modelo propuesto por Richardson, se
obtuvo un modelo de predicción del perfil de ocupación en las viviendas españolas y algunos
estudios sobre los picos de consumo y sus coincidencias temporales con ciertas actividades.
3.8 Interfaces con el usuario
Las anteriores redes, así como los algoritmos de modelado y control no serían de utilidad sin la
existencia de un sistema de comunicación entre la máquina y el usuario de la instalación. En
muchas ocasiones dicho aspecto queda en un segundo plano buscando simplemente la funcionalidad
en la aplicación, sin embargo, en aplicaciones orientadas a usuarios no expertos este punto es de
suma importancia para que este interactúe con la instalación de forma fácil y sencilla.
Hasta hace pocos años las alternativas del mercado eran casi nulas y normalmente los sistemas de
control eran simplemente una pantalla y un teclado instalado de forma local dentro de la vivienda,
en cierto modo heredado del entorno industrial que precedía a dicha tecnología. Sin embargo, el
avance de las comunicaciones, la tecnología y la expansión de internet ha generado una gran
cantidad de alternativas.
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A continuación comentaremos algunas de las interfaces más comunes tanto en el ámbito de
controles centralizados como en el control remoto de una instalación.
 Interfaces locales: Son las centralitas de control existentes dentro de una vivienda. En
sus comienzos eran simples pantallas en modo texto donde se escribían comandos
mediante un teclado. Sin embargo, en la actualidad las pantallas LCD y las interfaces
táctiles han hecho que los menús de configuración sean más intuitivos y fáciles de usar.
Así mismo, es muy corriente la posibilidad de configuración mediante un software
específico en el PC o tecnologías inalámbricas como Wi-fi, Bluetooth o Infrarrojos.
 Interfaces de voz: Es la forma primitiva de control remoto. Consistía en usar la línea
telefónica para comunicarse con el control centralizado. El usuario marcaba un número
de teléfono e insertaba una contraseña numérica para entrar en contacto con el control.
Así mismo, en caso de alarma era el propio sistema el que se ponía en contacto con el
usuario mediante un número predefinido en la memoria del sistema.
 Interfaces móvil: La interfaz telefónica podía ser un peligro ya que la línea podía ser
saboteada y además producía un consumo a veces considerable con el operador del
servicio. Por este motivo, la tecnología 2G/3G y 4G de los terminales móviles se
incorporó mediante tarjetas de prepago insertadas en los unidades centrales. De este
modo, el sistema nos puede alertar con un simple SMS o un MMS enviando si es
posible incluso imágenes de la zona afectada. De este mismo modo, el usuario también
puede comunicarse con la el sistema.
 Interfaz Web: Las interfaces de voz y los primitivos sistemas de comunicación móvil,
poseían una seria desventaja, la necesidad de que el usuario memorizará al menos los
comandos básicos. Una alternativa llegó con la implantación masiva de internet, de
modo que se dispone de un servidor web que permite acceder mediante menús
totalmente intuitivos a las funcionalidades de la vivienda. Además, cabe la posibilidad
de mantener las alarmas en un servicio de mensajería móvil o correo electrónico.
3.9 Implementación software
Finalmente, establecido el método de comunicación, los algoritmos de predicción y control, así
como expuestos los tipos de interfaces disponibles, nos disponemos a realizar una visión general de
las alternativas en la implementación del sistema software. No obstante, antes de pasar a
describirlas cabe destacar que para la mayor simplicidad y menor coste, el sistema se establecerá en
un PC, limitando por tanto las posibilidades a este ámbito.
En este ámbito se nos presentan dos alternativas claras, decantarnos por un software SCADA para
el desarrollo de la aplicación o por la construcción de un software a medida mediante algún
lenguaje de programación de alto nivel. Las características de cado uno son las siguientes:
 Software SCADA: se trata del acrónimo de Supervisión, Control y Adquisición de
Datos (Supervisory Control And Data Acquisition). Se trata de un software que permite
al usuario controlar y monitorizar un proceso en tiempo real y de forma automatizada.
Es un sistema generalmente pensado para sistemas industriales compuestos por PLCs y
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las herramientas de desarrollo suelen ser provistas por el propio fabricante del autómata
aunque existen versiones de software libre gratuitas.
 Software a medida: consiste simplemente en hacer uso de un lenguaje de
programación de alto nivel para la creación del sistema completo desde cero. Esta
posibilidad nos ofrece una gran flexibilidad a la hora de desarrollar el software, sin
embargo, también necesita una mayor cantidad de conocimientos de programación y
mayor tiempo de desarrollo frente a un sistema SCADA. Para dicho propósito los
lenguajes más destacados son:
o JAVA: es un lenguaje de programación de alto nivel, de propósito general,
concurrente y orientado a objetos. Su mayor ventaja es que permite en teoría la
ejecución del mismo programa en varios sistemas operativos dado que el
software corre sobre la JVM (Java Virtual Machine). Además, tiene un amplio
soporte para aplicaciones en red y simplifica muchos aspectos que eran fuente
frecuente de error en lenguajes como C++.
o C++: es un lenguaje de programación que surge como una extensión del
lenguaje C, de amplia expansión. Su mayor mejora fue la posibilidad de
manejar objetos otorgando a este lenguaje una naturaleza híbrida entre la
programación estructurada y la orientada a objetos.
o Python: es un lenguaje de programación de alto nivel, que soporta tanto una
filosofía de trabajo orientada a objetos, como programación imperativa o
funcional. Es un lenguaje interpretado y multiplataforma al igual que JAVA. Su
filosofía básica es conseguir un código limpio y legible y su integración con
otros lenguajes muy usados como C o C++.
En nuestro caso, debido a la rama de investigación, el software debe presentar una gran flexibilidad
y la posibilidad de ajustar hasta el último detalle del sistema, por tanto, el software SCADA a priori
no nos sirve. Además, a las limitaciones de opacidad en el desarrollo debemos añadir la limitación
de los SCADA a un ámbito industrial, de modo que estos solamente suelen implementar las
bibliotecas de comunicaciones de ciertos autómatas programables y son en su mayoría sistemas
propietarios. Dado que en nuestro caso se trata de un sistema específico para el cual no existen
librerías de comunicaciones, estas deberán ser construidas por nosotros, por lo que pensamos que al
usar una programación a medida tendremos también mayor flexibilidad en este aspecto.
Dentro de las posibilidades de la programación a medida, elegimos JAVA como el lenguaje de
programación debido a sus ventajas de lenguaje multiplataforma, sus opciones de conectividad en
red y la gran cantidad bibliotecas desarrolladas que permiten encontrar muchas de las
funcionalidades ya implementadas en una filosofía de programación modular.
3.10 Bases de datos
Todo sistema de monitorización debe permitir conservar un histórico de las medidas realizadas en la
instalación. Para implementar dicho histórico las posibilidades que nos encontramos son muy
amplias y pueden ir desde simples archivos de texto tipo .log, tal y como se hizo en la primera
versión del programa, hasta un sistema de bases de datos.
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Dado que hemos decido mejorar el sistema con la incorporación de una base de datos relacional
donde almacenaremos toda la información de los sensores, así como todas la actuaciones realizadas,
pasaremos ahora a describir las posibles bases de datos existentes en el mercado.
 MySQL: sistemas gestor de bases de datos relacionales, multihilo y multiusuario
desarrollado por Sun Microsystems (Oracle Corporation) como software libre. Dicha
base de datos tiene la posibilidad de ser accedida desde una infinidad de lenguajes de
programación incluyendo C++, JAVA, Python, PHP, etc. Es una base de datos muy
rápida en la lectura y pensada para la consulta vía web.
 PostgreSQL: es una base de datos relacional orientada a objetos y desarrollada por una
comunidad de usuarios de carácter altruista, lo que le hace ser software libre. Sus
principales ventajas son la posibilidad de una alta concurrencia y una gran cantidad de
tipos de datos nativos, así como su integración con lenguajes de programación de
amplia extensión.
 Oracle: sistema gestor de bases de datos del tipo objeto-relacional el cual fue
desarrollado por la empresa Oracle. Es uno de los sistemas de bases de datos más
completos teniendo como características principales: soporte de transacciones,
estabilidad, escalabilidad y soporte multiplataforma. Su dominio del mercado comercial
y empresarial es casi total.
 DB2: sistema gestor de bases de datos propiedad de la empresa IBM que integra XML
de forma nativa. Su principal característica es la automatización ya que permite eliminar
tareas rutinarias y permite un almacenamiento más ligero y por tanto menos requisitos
hardware en servidores. Se trata de un sistema comercial, sin embargo, existe una
versión gratuita (DB2 Express-C) que permite desarrollar, implementar y distribuir
aplicaciones sin usar las características avanzadas del la versión comercial.
 Interbase: sistema gestor de bases de datos relacional desarrollado por la compañía
Borland y actualmente desarrollado por CodeGear. Sus principales características son el
bajo consumo de recursos, su necesidad de administración casi nula y su arquitectura
multi-generacional siendo además un sistema multiplataforma. Está basada en el
lenguaje SQL y es totalmente compatible con las interfaces de gestión JDBC, ODBC y
ADO.NET.
 Microsoft SQL Server: base de datos producida por Microsoft y basada en lenguaje
SQL. Es la alternativa presentada por Microsoft para hacer la competencia a sistemas
como el de Oracle. Sus principales características son: soporte de transacciones,
posibilidad de almacenar procedimientos y un entorno gráfico de administración.
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3.11 Normativa
Pese a encontrarnos frente a un proyecto con fines de investigación, debemos revisar
convenientemente el ámbito normativo en el que nos encontramos en el desarrollo de nuestro
sistema. Su visión se dividirá en tres partes, por un lado la normativa correspondiente a las redes,
por otro la que posee relación con la instalación de sistemas domésticos de medida y actuación
sobre las cargas y por último la correspondiente a iluminación regulable.
3.11.1Redes
 IEEE 802.14.1-2011. Estándar IEEE para redes de área local y metropolitana-Parte
15.4: Redes inalámbricas de área personal de baja velocidad (WPANs).
 ETSI EN 300 228. Cuestiones de Compatibilidad Electromagnética y Espectro
Radioeléctrico (ERM). Transmisión de datos en la banda ISM de los 2,4 GHz y uso de
técnicas de modulación de banda.
 Real Decreto 1890/2000, del 20 noviembre, por el que se aprueba el Reglamento que
establece el procedimiento para la evaluación de la conformidad de los aparatos de
telecomunicaciones.
 IR-11, del 22 de noviembre de 2005, de la Secretaría de Estado de Telecomunicaciones
y para la Sociedad de la Información, por la que se publican los requisitos técnicos de la
interfaz radioeléctrica reglamentada IR-11 relativa a redes locales de datos (RLANs) en
la banda de 2,4 GHz para aplicaciones en el interior de edificios y sus proximidades
(corto alcance).
3.11.2Sistemas domésticos
 AEN/CTN 201/CLC/TC205. Sistemas electrónicos domésticos y edificios.
 UNE-EN 50491. Sistemas electrónicos para viviendas y edificios (HBES).
 REBT, ITC-BT-51. Instalaciones de sistemas de automatización, gestión técnica de la
energía y seguridad para viviendas y edificios.
3.11.3Iluminación regulable
 IEC 62386. Interfaz de Iluminación Direccionable Digital (DALI)
o IEC 62386-101:2009. Requisitos generales. Sistema.
o IEC 62386-102:2009. Requisitos generales. Aparamenta.
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4. MATERIALES Y HERRAMIENTAS
Comentado el estado de las diversas materias que poseen influencia directa en este proyecto,
pasamos a continuación a realizar una revisión de los distintos elementos usado para el desarrollo,
tanto desde el punto de visto hardware, como desde el punto de vista conceptual y de software.
También revisaremos las distintas herramientas de programación y desarrollo empleadas en el
desarrollo.
4.1 Kit Zigbee eZ430-RF2480
El elemento básico sobre el que descansa nuestro proyecto es el kit de demostración
eZ430-RF2480, este kit implementa el nuevo concepto de red Zigbee concebido por distintos
fabricantes entre los que se encuentra en este caso Texas Instruments.
Su concepción se basa fundamentalmente en separar por un lado la implementación de la aplicación
concreta, de la gestión de la red. Para ello encapsula toda la funcionalidad necesaria en un
procesador de red Zigbee, en este caso el CC2480, mientras que el microcontrolador se dedica a su
tarea principal comunicándose con el procesador de red en este caso por un enlace SPI.
El kit además incluye todo lo necesario para el desarrollo de aplicaciones mediante estos módulos
como son: una interfaz USB que permite tanto la programación como la implementación de una
comunicación serie con el PC, módulos de batería para la alimentación de los nodos y una
aplicación para demostrar la funcionalidad básica.
4.1.1 Componentes Hardware
El kit está formado por tres elementos hardware interconectables entre sí y que permiten comprobar
la funcionalidad de una red Zigbee. Estos elementos se desarrollan a continuación.
a) Nodos
Figura 4-1: Nodo Zigbee
Es el elemento principal ya que implementa el sistema. Está compuesto como ya se ha comentado
por el procesador de red Zigbee CC2480 y un procesador principal de la familia MSP430,
concretamente el modelo MSP430F2274 perteneciente a la segunda generación de esta familia.
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Figura 4-2: Esquema de bloques (parte superior del nodo)
En la Figura 4-2, se observa la parte superior del nodo, en ella se puede distinguir tres puertos de
comunicaciones. El puerto P1 corresponde a la conexión de alimentación de 3,3 V y a las
comunicaciones serie, mientras que los puertos P2 y P3 implementan 5 líneas de E/S digitales
pertenecientes al microcontrolador junto con otras señales de control.
Así mismo, se pueden distinguir un pulsador (S1), dos diodos LED (D1, D2), una resistencia LDR
(RP1) el microcontrolador MSP430 (U2) y un cristal de 32,768 KHz usado para el procesador de
red CC2480. En cuando al resto de componentes no se consideran destacables, siendo simplemente
elementos pasivos.
Figura 4-3: Esquema de bloques (parte inferior del nodo)
En cuanto a la parte inferior de los nodos podemos encontrar: el procesador de red CC2480, un
cristal de 32 MHz también usado por el procesador de red y finalmente la etapa de comunicación
inalámbrica donde destacamos el transformador balum (balanced-unbalanced line transformer) el
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cual excita a una antena tipo chip la cual emite en el rango de 2,4-2,5 GHz y tiene unas
características de 50 Ω de impedancia con una potencia máxima de 3 W. Además, se trata de una
antena omnidireccional tal y como se puede consultar en las referencias del fabricante.
i) Microcontrolador MSP430F2274
El microcontrolador de los nodos Zigbee se integra como se comentó anteriormente dentro de la
familia MSP430 del fabricante Texas Instruments. Se trata de una gama de microcontroladores de
ultra baja potencia, señal mixta y con repertorio de instrucciones RISC, presentándose como una de
las mejores soluciones en diseños embebidos y con baterías.
Figura 4-4: Arquitectura del MSP430
Su arquitectura está formada por una CPU de 16 bits, diversos periféricos y un sistema de reloj
extremadamente flexible. Todo esto está a su vez conectado internamente a través de una
arquitectura Von-Neuman mediante un único canal para datos y direccionamiento.
En cuanto a nuestro modelo concreto, se trata de un miembro de la segunda generación de esta
familia el cual trabajará a 8 MHz (soporta hasta 16 MHz) y posee 32 KB de memoria ROM y 1 KB
de memoria RAM. Además, en cuanto a periféricos integrados tenemos los siguientes:
 Puertos de E/S digitales configurables, con resistencias de pull-down y pull-up internas
y sensibles a interrupciones.
 Interfaz de comunicación universal (USCI) que soporta comunicaciones serie del tipo:
UART, SPI, I2C y IrDA.
 Conversor analógico-digital ADC de 10 bits de aproximaciones sucesivas.
 Amplificadores operacionales integrados con redes internas de ganancia configurables.
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 2 temporizadores de 16 bits con registro de captura y comparación y posibilidad de
interrupción.
ii) Procesador de red CC2480
Figura 4-5: Arquitectura del CC2480
Se trata de un sistema microcontrolador basado en un núcleo de la familia 8051 y programado para
realizar las funciones correspondientes a las capas inferiores de la pila de protocolo Zigbee, en
concreto las capas del estándar IEEE 802.15.4 (capa MAC y capa física) y parte de la capa de red.
Cabe destacar de todo el sistema básicamente tres elementos. En primer lugar tenemos las líneas de
conexión para el sistema de reloj, que corresponde a las 4 primeras patillas de la parte superior
izquierda de la Figura 4-5. A continuación, tenemos el sistema de interfaz serie mediante el cual el
microcontrolador MSP430, que actúa como maestro, se comunica con el CC2480 (esclavo) para
enviarle las órdenes de control. Dicho modulo es el bloque gris claro de la parte inferior izquierda
de la Figura 4-5.
Por último, tenemos el sistema de recepción y transmisión junto con los bloques de modulación y
demodulación de señal, el bloque de encriptación y desencriptación y el buffer o memoria FIFO
donde se almacenan los sucesivos paquetes a recibir o enviar antes de pasar al bloque que establece
la comunicación serie.
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b) Baterías
4-6: Módulo de Baterías
Consiste básicamente en un soporte para dos baterías del tipo AAA que proporcionan una tensión
de aproximadamente 3 V para la alimentación de los nodos. Con dicho modulo de alimentación un
nodo con la programación de serie del fabricante y con baterías de 1200 mAh puede llegar a tener
una vida de unos 270 días, lo cual demuestra el bajo consumo de dicho sistema.
c) Emulador USB
4-7: Modulo de Emulación USB
Se trata de un elemento incluido también en el kit de evaluación que posee una doble funcionalidad.
Por un lado, permite la programación de los nodos y por otro proporciona una interfaz entre una
comunicación serie asíncrona (tipo UART) y una comunicación USB con el PC, la cual a efectos
del ordenador se configura como un puerto de comunicaciones serie virtual del tipo COM.
Para dicha misión el hardware básico se componen de manera muy simplificada de un controlador
para pasar de la comunicación serie a la comunicación USB y viceversa (el modelo TUSB3410) y
de un microcontrolador para realizar tanto las funciones de programación de los nodos como las de
comunicación, actuando como árbitro en este proceso (M430F1612).
4.1.2 Componentes software
Junto con los elementos físicos que componen el kit de desarrollo utilizado se proporcionan a su vez
los programas o rutinas para el funcionamiento. Una de ellas es la que se incorpora dentro de los
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microcontroladores y la otra se trata de un programa de PC para la visualización de la red y algunas
variables medidas por los nodos.
a) Código de los microcontroladores
El código de fábrica incluido por los microcontroladores se denomina ZASA (ZigBee Accelerator
Sample Application). Se trata de un programa para demostrar la funcionalidad de los dispositivos y
las diferentes posibilidades de estos. Dicho programa se encuentra desarrollado a partir del IDE de
programación IAR Embedded Workbench en su versión de evaluación, por lo que su tamaño es
inferior a 4KB.
Este código se encuentra dividido en 5 módulos o capas de abstracción desde el nivel más cercano a
los componentes físicos hasta las rutinas propias de la lógica de la aplicación. De dicha rutinas se
realizó un análisis exhaustivo para ver su funcionalidad y la parte de código aprovechable para
nuestra aplicación. Estas pueden ser consultadas en (Palacios, 2012).
Si se comentará brevemente el funcionamiento básico del programa el cual si bien se ha ilustrado de
la forma más resumida posible mediante el diagrama de flujo de la Figura 4-8. De forma básica
dicho código se puede dividir en dos partes principales, una etapa común a todos los dispositivos, la
cual corresponde a la inicialización y una etapa posterior a la pulsación del botón de los nodos, el
cual junto con el estado de la red, permite configurar las funcionalidades.
En el proceso de inicialización consiste en la configuración del sistema mediante el inicio del
procesador de red CC2480, la puesta en funcionamiento de la capa de monitorización y la el
comienzo de la aplicación, registrando esta en el procesador de red y restaurando los valores por
defecto de este. A partir de este momento, el procesador queda en espera de una pulsación en el
botón.
Cuando esto ocurre, se realiza la asignación del tipo de dispositivo como el que se configurará el
nodo a nivel de red (END POINT, ROUTER o COORDINADOR) y el rol que tendrá dentro de la
aplicación (SOURCE o SINK). Esta doble naturaleza hace que los dispositivos configurados como
END POINT o ROUTER tengan el rol de fuente de datos (SOURCE) dentro de la aplicación,
mientras que el papel de sumidero de datos (SINK) queda reservado al COORDINADOR que se
supone conectado al PC.
Tras esta configuración del rol dentro de la aplicación, el resto del funcionamiento es un bucle que
se repite de forma indefinida dentro de cada dispositivo. Por un lado, los nodos que actúan como
SOURCE toman muestra de la temperatura ambiente y de la tensión del bus y la envían con un
intervalo de 10 s al nodo COORDINADOR. Por su parte, el nodo que actúa como sumidero, recoge
dichas muestras y las envía a través de la conexión UART-USB al PC.
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Figura 4-8: Diagrama de Flujo código ZASA.
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b) Software para el PC
Figura 4-9: Captura de pantalla: Sensor Monitor.
El software básico de PC que acompaña a este kit se denomina Sensor Monitor y consiste en una
aplicación donde se muestra de forma gráfica la estructura de la red generada y los distintos
parámetros que son recogidos por los nodos. Así mismo, permite la generación de archivos .Log
para ir muestreando los datos exactos que son intercambiados por el puerto serie COM.
Esta aplicación, al igual que el código de ZASA, es de libre distribución y su código en C++ se
proporciona libremente en la página del fabricante Texas Instruments. Cabe destacar además que
para la interfaz utiliza las librerías gráficas Qt de Nokia, lo cual se debe tener en cuenta en caso de
un desarrollo que tenga como base dicha aplicación.
4.2 Sistema prototipo base
Como se expuso en el apartado de antecedentes, el sistema se desarrolla a partir de un trabajo
anterior que dio como resultado un sistema de monitorización y control básico y desarrollado de
forma experimental, sin un soporte rígido y con funcionalidades sencillas para permitir a partir de él
desarrollar y experimentar con diferentes algoritmos de control.
El sistema está compuesto de tres tipos de nodos: nodos sensores, nodos actuadores todo/nada y un
coordinador central. A su vez, dentro de los sensores, se distinguen tres tipos: sensores de
intensidad, sensores de temperatura y sensores de iluminancia. A continuación, describimos
brevemente cada uno de ellos.
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4.2.1 Sensor de intensidad
Figura 4-10: Montaje del sensor de intensidad.
El citado nodo se trata de un sistema para la medida de la intensidad de corriente basado en un
sensor del tipo transformador de núcleo dividido. De esta forma, la medida se realiza simplemente
rodeando el conductor por el que circula la corriente con el núcleo del transformador sin necesidad
de desconectar el sistema bajo prueba para la medida.
Dicho sensor de intensidad del tipo transformador, permite un rango de medida de 0-20 A,
obteniendo a la salida una señal en tensión entre 0-5 V proporcional a dicha corriente. Esta señal de
tensión de salida, es adaptada mediante el circuito compuesto por el LMC6062 y las dos resistencias
de precisión de modo que sus niveles sean adecuados para el ADC del MSP430 (0-2.5 V).
Por último, ya en el microcontrolador, se realiza la conversión periódica de la señal analógica en
una trama de bits, mediante el conversor ADC integrado el MSP430 de 10 bits y aproximaciones
sucesivas que posee. Cada uno de los datos obtenidos de la conversión es posteriormente enviado
por el nodo al coordinador central junto con el identificador del sensor a intervalos de un segundo.
4.2.2 Sensores de temperatura e iluminancia
Este otro tipo de sensores se contemplan de forma conjunta dado que se basan en las posibilidades
disponibles en el kit de desarrollo utilizado. Ambos, son el resultado de utilizar los sensores
internos del MSP430 (sensor de temperatura) o sensor incluidos en los nodos (resistencia LDR).
El sensor de temperatura es un sistema interno al microcontrolador MSP430 basado en
semiconductores y con una salida característica en tensión dada por la ecuación (4.1) que aporta el
fabricante.
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986,00035,0  TVsensor (4.1)
Dicha tensión, está disponible a través del canal número 10 del conversor ADC, de este modo, es
posible obtener un dato digital para su envió al nodo coordinador. En este caso, debido a la
evolución relativamente lenta de la variable temperatura, los envíos se hacen con un margen de 10
segundos de modo que la vida de las baterías se optimiza.
Figura 4-11: Elementos del sensor de iluminancia.
En el caso del sensor de iluminancia, este está compuesto por un divisor resistivo dentro del cual se
encuentra una resistencia del tipo LDR (Light Dependent Resistor). Dicha resistencia está
constituida por elementos semiconductores y su principio de funcionamiento se basa en el efecto
foto eléctrico, de este modo, la incidencia de la luz aporta energía a los electrones los cuales pueden
pasar a la banda de conducción disminuyendo así la resistencia del dispositivo.
Dicha resistencia, es colocada entre la entrada del ADC y la referencia (0 V), mientras que otra
resistencia de 470 KΩ (R2) se coloca entre la entrada del ADC y una tensión de 3 V. Con dicho
montaje, cuando el sistema se encuentra en ausencia de luz, el valor de la resistencia LDR es muy
alto y la tensión aplicada a la entrada del ADC es cercana a 3 V. En el caso contrario de una alta
iluminación, la resistencia es muy baja y a la entrada del ADC tenemos prácticamente 0 V.
Tal y como en el caso anterior, la señal analógica es digitalizada y enviada al nodo coordinador. En
este caso el intervalo de envío es de 2 segundos, tiempo estimado como suficiente para llevar a cabo
los mecanismos de control ideados y alargar la vida de las baterías.
4.2.3 Sistema de actuación
Junto con los tres tipos de sensores que proporcionan las variables de control, existen otro tipo de
nodos que son los encargados de actuar sobre las cargas, para habilitar o deshabilitar el suministro
eléctrico de las mismas. De este modo se realizan los diferentes algoritmos de control en el sistema.
La actuación se realiza mediante un puerto de entrada/salida digital del microcontrolador MSP430 y
un circuito de interfaz que actúa sobre la bobina de un relé mediante la cual se cierran o abren los
contactos del circuito de potencia.
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Figura 4-12: Montaje del nodo actuador.
El puerto de salida digital del MSP430, proporciona una tensión de salida entre 0 y 3 V, mientras
que la excitación de la bobina del relé requiere 12 V. Para conseguir dicho objetivo se realizó una
interfaz basada en un optocoplador con salida a fototransistor del tipo par Darlington, de este modo
se consiguen dos objetivos: adaptar los niveles de tensión y corriente para la excitación de la bobina
y aislar galvánicamente el sistema microcontrolador del relé.
Mediante este sistema se permite la actuación sobre cargas alimentadas a la tensión de red de 230 V
y que consumen una corriente de hasta 10 A. La actuación se realiza bien de forma remota o de
forma local. De forma remota, el coordinador, que posee información sobre los actuadores en la red,
envía un mensaje que el nodo interpreta como encender o apagar la carga de acuerdo a un protocolo
establecido.
De forma local, el usuario puede actuar manualmente sobre la carga en dos modalidades. Una de
ellas consiste simplemente en una activación y desactivación incondicional, de modo que el
mensaje de actuación no pasa por el control sino que fluye directamente a través del
microcontrolador, siendo solo información del estado lo que es enviado al coordinador. Esto
proporciona un método no solo de actuación sino un sistema de seguridad.
El otro método de control consiste en una petición al sistema central de control. En este caso, la
pulsación no desencadena la activación o desactivación de la carga sino que inicia un algoritmo de
control en el sistema central el cual puede o no contestar con un paquete de datos para la activación
o desactivación del nodo.
4.2.4 Coordinador
Por último, tenemos el sistema coordinador de todo el sistema, el cual recibe todos los datos de los
sensores y las peticiones de control y envía todas órdenes de activación/desactivación además de los
comandos necesarios para garantizar la formación y estabilidad de la red inalámbrica.
No obstante, pese a lo que se podría pensar, dicho nodo carece de inteligencia algorítmica, es decir,
los algoritmos de control no se llevan a cabo en el sino que solo actúa como un mero intermediario
entre la red y el sistema computador al que se conecta dicho nodo. La justificación de esta decisión
36 Emilio José Palacios García
la encontramos en la mayor capacidad de procesamiento y flexibilidad que posee un sistema PC
frente a un microcontrolador.
Por tanto, la tarea básica de dicho nodo es recoger los paquetes de datos entrantes de la red y
enviarlos al PC mediante la interfaz USB comentada anteriormente. Del mismo modo, se encarga
de formar el paquete a enviar a la red a partir de las tramas de salida que fluyen del PC al nodo
coordinador.
4.3 Balastro electrónico
Figura 4-13: Balastro electrónico utilizado.
El último de los componentes hardware usado para el desarrollo del trabajo es el balastro para el
control de luminaria mediante el protocolo DALI. El modelo usado ha sido el POWERTRONIC
PTo 70/220-240 3DIM de OSRAM. Este balastro está diseñado para lámparas de descarga de 70 W
las cuales generalmente son usadas en luminarias públicas pero servirá para probar la validez del
sistema desarrollado por ser el protocolo DALI un estándar de comunicación.
Mediante estos balastros, las posibilidades de regulación se encuentran entre el 60% y el 100% de
potencia nominal siempre en pasos discretos debido al funcionamiento intrínseco del protocolo
DALI utilizado.
En cuanto a algunas características adicionales de dicho balastro tenemos que su eficiencia es
relativamente alta, de un 91% y su factor de potencia es cercano a la unidad 0,95. Así mismo, su
rango de alimentación permite tomar la energía de la red eléctrica. También se debe tener en cuenta
que dicho balastro necesita un tiempo de precalentamiento de 10 minutos.
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4.4 Herramientas Software
Comentados los componentes hardware del sistema pasamos a continuación a exponer las distintas
herramientas software que han intervenido en el desarrollo y comprobación del sistema. Entre
dichas herramientas encontramos básicamente interfaces de desarrollo de código de programación
en lenguaje C y JAVA, así como software para rastrear los paquetes intercambiados en la red.
4.4.1 IAR Embedded Workbench
Se trata de IDE de desarrollo de código para microcontroladores entre los que se incluyen la familia
MSP430. Dicho software pertenece a la compañía IAR Systems especializada en herramientas de
desarrollo para sistemas empotrados. El programa en concreto ofrece soporte para la programación
de microcontroladores en los lenguajes de programación: C, C++ y código ensamblador.
Así mismo, el propio software incluye todas las interfaces y driver necesarios para la compilación y
escritura del código en los microcontroladores, así como para la ejecución y depuración del mismo
de manera online con el sistema PC.
La utilización de dicho software viene condicionada por el código de serie del fabricante, el
programa ZASA, el cual está preparado para su desarrollo, compilación y ejecución en dicho IDE.
No obstante, la licencia de evaluación de este sistema de desarrollo limita el tamaño de código a
4 KB, tamaño suficiente para el código del fabricante, pero muy limitado para los siguientes
desarrollos. Por este motivo, el código fue migrado a un IDE del propio fabricante Texas
Instruments, el Code Composer Studio (CCS).
4.4.2 Code Composer Studio
Dicho software es otro entorno integrado de desarrollo desarrollado para la programación y
desarrollo con los microcontroladores de Texas Instruments. Dicho software permite la
programación de DSP (Digital Signal Processor), arquitecturas ARM y por supuesto procesadores
de la familia MSP430.
EL IDE esta desarrollado a partir del entorno de software libre Eclipse e incluye, además de las
herramientas generales de programación, algunas funcionalidades muy útiles como la herramienta
GRACE (Graphical Peripheral Configuration Tool) que permite a partir de un entorno gráfico la
generación del código de configuración de los periféricos de los microcontroladores con el mínimo
esfuerzo de desarrollo.
Otra de las ventajas de dicho software de programación radica en la limitación de la licencia de
evaluación. En este caso, al ser un software propietario del fabricante Texas Instruments, la
limitación de código es de 16 KB y no de 4 KB, lo cual amplia nuestras posibilidades de desarrollo.
4.4.3 Z-Tool
La aplicación Z-Tool se trata de un software usado durante el desarrollo y depuración de
aplicaciones Zigbee. La aplicación es usada para rastrear las comunicaciones de un sistema que
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implementa el sistema Z-Stack, como es el CC2480, con el procesador que actúa como host. De
esta manera los comandos intercambiados y sus respuestas pueden ser vistos no como una trama de
bits, sino ya traducidos a su significado funcional y los diferentes campos que componen la trama.
4.4.4 NetBeans
Se trata de un entorno de desarrollo bajo licencia de software libre pensado para la programación de
diferentes lenguajes de alto nivel. Dicho entorno de programación esta desarrollado en JAVA y
además está principalmente ideado para la programación en dicho lenguaje.
Como la mayoría de entornos de programación incluye una gran cantidad de herramientas de ayuda
para el desarrollo de código a partir de componentes, así como para la depuración del mismo con
diferentes modos de ejecución.
4.4.5 CADSTAR
Programa para el diseño de circuitos impresos de la compañía Zuken. Posee todas las herramientas
y funcionalidades para la generación de todas y cada una de las partes que componen un sistema
PCB partiendo desde el esquema eléctrico primitivo. Además, posee un sistema para la generación
de los archivos de salida del diseño en los formatos más usados en la industria como son el
GERBER y el EXCELLON.
4.4.6 Bibliotecas adicionales de JAVA
Junto con las bibliotecas propias del kit de desarrollo software de java, para la realización de dicho
proyecto, han sido necesarias algunas bibliotecas más de distribución libre para la implementación
de ciertas funcionalidades en la aplicación para PC. Las bibliotecas adicionales han sido las
siguientes.
 JFreeChart: Librería de JAVA para el desarrollo de gráficos de diversa índole entre los
que destacan: gráficos de evolución temporal, diagramas estadísticos y medidores.
 JCommon: Librería usada por JFreeChart que incluye herramientas para la
configuración de la interfaz, el texto y la personalización de capas.
 Commons-math: Librería de componentes que incluye la mayoría de funciones y
herramientas tanto matemáticas como estadísticas necesarias para los distintos
desarrollos software.
 Mysql-Java connector: Conector para el acceso a bases de datos escritas en MySQL
mediante programas escritos en JAVA.
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5. METODOLOGÍA
Expuestos todos los materiales y herramientas que se utilizarán en el desarrollo del trabajo pasamos
ahora con la metodología seguida a lo largo del proyecto. Para ello, seguiremos el siguiente orden.
En primer lugar describiremos la depuración a nivel hardware y software realizada en el sistema ya
existente, así como la creación de un soporte permanente mediante PCB para los montajes.
A continuación, expondremos el desarrollo de la interfaz de comunicaciones DALI con el balastro,
esto se llevará a cabo tanto desde el punto de vista del hardware de interfaz necesario, como desde
el punto de vista del software en el microcontrolador.
Una vez realizada la visualización de todo el desarrollo correspondiente a componentes del sistema,
pasaremos a ver los modelos creados para la estimación de consumo, como se implementa, de
donde se extraen los datos, como se extraen y como se introducen en el modelo para obtener los
resultados finales deseados.
Dispuestos todos los componentes del sistema, comentaremos a continuación, la integración del
modelo de consumo en el software PC de control e interfaz, así como la renovación y cambio de la
misma para adaptarla a las necesidades actuales y hacerla más amena al usuario.
Finalmente, trataremos la base de datos creada para el almacenamiento de toda la información
correspondiente a la instalación, tanto a nivel de datos de sensores, como de actuaciones sobre las
cargas, de modo que todos estos datos recogidos se puede analizar y usar para posteriores
desarrollos.
5.1 Depuración del sistema anterior
Respecto al sistema ya existente era necesario realizar algunas tareas de mejora. Por un lado, el
sistema de actuación sobre las cargas presentaba problemas de reinicios debido a las conmutaciones
en la carga y en algunas ocasiones debido a las pulsaciones de los botones de control.
Para corregir este problema se llevó a cabo el diseño de una red RC o Snubber para suavizar la
sobre tensión producida en las conmutaciones en el caso de cargas altamente inductivas, las cuales
generaban los principales problemas. Así mismo, los pulsadores se dotaron de un condensador en
sus contactos para evitar la fluctuación de la señal debido a los rebotes mecánicos.
5.1.1 Diseño de la red Snubber RC
Una red Snubber o amortiguadora tiene como finalidad suavizar las transiciones entre los estados de
conducción y corte de un interruptor. Dependiendo del tipo de carga sobre la que se realice la
conmutación el objetivo será suavizar la tensión o la corriente. En el caso de cargas domésticas, tal
y como indican diversos estudios, la gran mayoría poseen un factor de potencia menor de la unidad,
del tipo inductivo. Por ese motivo, la red snubber diseñada será del tipo RC.
El fenómeno del pico de tensión en la conmutación se produce por las características propias de una
bobina o inductancia las cuales se pueden extraer de su ecuación característica como componente
ideal.
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dt
diLv  (5.1)
De este modo, si suponemos un corte de corriente instantáneo en la conmutación, esto provocaría
que la corriente pasara de la intensidad existente en el circuito a cero, lo cual supone una pendiente
idealmente infinita y en la práctica sumamente alta, que a su vez acarrea un pico de tensión
proporcional a la inductancia.
Dicho pico, si no se dispone de ningún mecanismo de extinción, deberá ser soportado por los demás
componentes del circuito como son los contactos del relé provocando la reducción de su vida útil y
aumentando las probabilidades de fallo del circuito.
La solución en este caso es incorporar un circuito que se permita realizar la conmutación pero sin el
corte abrupto de la corriente y el correspondiente pico de tensión. Esto se realiza mediante una red
RC que bien puede ser colocada en paralelo con el interruptor o en paralelo con la carga. En nuestro
caso se tomará la segunda opción ya que al ser un snubber diseñado de forma general para una gran
variedad de cargas, si usamos la primera opción la relación de impedancias entre el elemento a
conmutar y el snubber podría ocasionar que la corriente circulara por un camino alternativo y el
interruptor no cumpliera su función.








Figura 5-1: Circuito Snubber
El funcionamiento de este circuito es el siguiente. En el encendido del interruptor SW1 además de
aplicar la tensión a la carga se produce un transitorio de carga del condensador Cs la cual estará
limitada por la resistencia Rs. En el apagado del interruptor, se produce un circuito RLC
amortiguado exponencialmente donde la energía se transfiere de la inductancia al condensador hasta
que se disipa.
La naturaleza de dicho circuito supone la resolución de una ecuación diferencial de segundo orden
correspondiente al transitorio del circuito. En dicha ecuación poseeremos una constante de
amortiguamiento y una frecuencia natural de oscilación en la atenuación. Sin embargo, en (Balcells,
1992) se describe un método sencillo basado en la máxima sobre tensión y el gradiente de
disminución de la misma (dv/dt). La ecuaciones que rigen dicho método son las siguientes.
Loads RR  (5.2)














Donde I0 representa la corriente en el momento de la conmutación, Vpk el pico máximo de tensiónadmisible y ΔVpk el gradiente de disminución de la corriente.
Sin embargo, el primer paso para el diseño de dicho circuito es determinar la naturaleza de las
cargas generales que podemos encontrar en el hogar y dentro de ellas cuales supondrán un mayor
problema en cuanto a problemas de conmutación.

















190 0,86 0,9606 239 206 122 389
Refrigerador 110 0,86 0,5561 414 356 211 672
Arcón 155 0,86 0,7836 294 252 150 477
Plancha 1000 0,99 4,3917 52 52 7 24
Aspiradora 2000 0,99 8,7835 26 26 4 12
Fax 37 0,92 0,1749 1315 1210 516 1641
PC 141 0,92 0,6649 345 318 136 432
Impresora 335 0,92 1,5841 145 134 57 181
TV 124 0,92 0,5860 392 361 154 490
DVD 34 0,99 0,1474 1561 1545 220 701
TDT 27 0,99 0,1178 1952 1933 275 877
Horno 2125 0,99 9,3325 25 24 3 11
Microondas 1250 0,99 5,4897 42 41 6 19
Calentador
de agua
2000 0,99 8,7835 26 26 4 12
Hornilla 1000 0,99 4,3917 52 52 7 24
Lavavajillas 1131 0,86 5,7159 40 35 21 65
Lavadora 406 0,86 2,0503 112 96 57 182
Secadora 792 0,86 4,0042 57 49 29 93
Calefactor 2000 0,99 8,7835 26 26 4 12
Para ello recurrimos a los datos incluidos en (Richardson, 2010) donde el autor, además de realizar
un modelo de la demanda incluye datos sobre las principales aplicaciones que se pueden encontrar
en el ámbito doméstico, su potencia media y el factor de potencia de las mismas. A partir de estos
datos, podemos modelar las cargas como un circuito RL y elegir el caso más desfavorable para el
diseño. Los datos generados se presentan en la Tabla 5-1.
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De todas estas cargas, como se puede extraer de las ecuaciones (5.3) y (5.4) la que causará más
problemas es aquella que posea el menor factor de potencia y la potencia más alta. Para nuestro
caso de estudio esta carga es el lavavajillas el cual posee un factor de potencia de 0,86 y una
potencia de 1131 W.
Fijamos entonces el máximo pico de tensión admisible en 1000 V, lo cual según nos índica el
fabricante en la hoja de características del relé está dentro de la tensión máxima soportada por los
contactos. Así mismo, fijamos el gradiente a 10 V/μs obteniendo así que Cs = 2.14 μF. Esta valor no
obstante es ciertamente elevado para un condensador no polarizado, por lo cual, si elegimos un
valor normalizado de 1 μF, el pico solo aumentará hasta los 1500 V lo cual sigue siendo admisible
para el relé.
En cuanto al valor de la resistencia, sabemos que para que la tensión en la carga se iguale con la
tensión de alimentación, la resistencia de Snubber debe ser lo más cercana posible a la de la carga o
menor. Dado que poseemos una gran variedad de cargas tomaremos como decisión de diseño elegir
el valor de la resistencia del Snubber como la resistencia menor encontrada en las cargas la cual es
de 24 Ω.
5.1.2 Supresión de rebotes mecánicos
El siguiente punto de mejora en el sistema anterior era la supresión de los rebotes mecánicos de los
pulsadores de control, los cuales generaban en ciertas ocasiones órdenes equivocadas o duplicadas
debido a que el mecanismo de interrupción del microcontrolador, disparado por flanco, detectaba
más de un impulso. Ya se disponía de un sistema de filtrado por software mediante un retardo, sin
embargo, haremos el diseño más robusto incluyendo además una solución hardware.









Figura 5-2: Circuito equivalente pulsador.
De este modo, en reposo el condensador se encuentra cargado a un valor cercano a la tensión de
alimentación. Cuando el pulsador SW1 es accionado dicho condensador encuentra un camino de
Redes Inalámbricas de Sensores y Modelos Estocásticos Para el Control del Consumo Doméstico 43
baja impedancia y se descarga, aplicando una tensión nula en la entrada del microcontrolador y por
tanto generando un flanco descendente.
Una vez producido dicho flanco inicial, si los rebotes mecánicos provocarán la apertura del circuito,
la tensión aplicada a la entrada del microcontrolador no pasaría casi instantáneamente a ser la de
alimentación (como ocurriría en ausencia de C1), sino que se debe cargar anteriormente el circuito
RC formado por la resistencia de pull-up interna del microcontrolador y el condensador cuya
constante de tiempo vendrá dada como:
5,3 RC ms (5.5)
Dado que al ser un sistema de primer orden, se supone estabilizado cuando el tiempo alcanza el
valor 5∙τ = 17,5 ms. Teniendo en cuenta que el tiempo de estabilización de la mayoría de pulsadores
no supera los 2 ms, podemos afirmar que con dicho valor de capacidad eliminamos el ruido
introducido por los rebotes mecánicos.
Además, aseguramos que no influimos en su funcionamiento, ya que un tiempo de estabilización de
casi 20 ms tras dejar de pulsarlo, es sumamente pequeño en términos de acciones mecánicas
humanas, por tanto, aun pulsado de forma repetitiva siempre conseguiremos un flaco de bajada con
los niveles y velocidad suficientes para generar la interrupción.
5.1.3 Diseño de las PCBs
El último paso seguido con respecto a la depuración software fue el diseño de las placas de circuito
impreso para dos de los módulos desarrollados en el proyecto, a saber, el sensor de intensidad y el
nodo de actuación sobre las cargas, ya con la incorporación de la nueva red Snubber. Para la
realización de dicho diseño se utilizó el programa CADSTAR 13.0 comentado anteriormente en el
apartado de materiales y herramientas.
El proceso de diseño seguido fue el característico de todo diseño PCB. En primer lugar se llevó a
cabo la recopilación de los componentes de cada uno de los circuitos para la búsqueda de las
bibliotecas necesarias y la creación de los nuevos componentes que no se incluían en estas.
Una vez que poseíamos todos los componentes, se introdujo dentro del programa el esquemático de
cada uno de los sistemas y a partir de estos se creó la Netlist necesaria para transferirla al módulo de
diseño físico de la PCB propiamente dicho.
Respecto a los parámetros de diseño de las placas, estás se hicieron del tipo monocapa debido a que
la complejidad del trazado lo permitía, además dado que inicialmente no existen limitaciones de
espacio el tamaño de estas se eligió de forma empírica de forma que la placa pudiera albergar todos
los componentes y el trazado con el mínimo tamaño posible.
Respecto a la anchura de las pistas, debemos de tener en cuenta que en nuestro sistema poseemos
líneas dedicadas a la alimentación de los dispositivos y otras que simplemente transportan señales
entre ellos. Para las pistas dedicadas a la alimentación la decisión de diseño adoptada fue asignarles
una anchura de 0.05 pulgadas (1.23 mm) y para las dedicadas al resto de señales de 0.02 pulgadas
(0.5 mm).
Por último, respecto a los planos de masa se debe hacer una apreciación particular por ser un
sistema que trabaja a muy bajas tensiones y por tanto muy susceptible de interferencias. Para
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evitarlas al máximo, el plano de referencia del sistema microcontrolador se extendió sobre la mayor
parte de la superficie de la placa. En caso del sistema sensor, dado que la referencia del circuito de
adaptación y del microcontrolador son las mismas el plano era común.
Sin embargo, en el caso del sistema de actuación, para aislar galvánicamente el circuito de
actuación del microcontrolador, los sistemas tenían masas independientes. En este caso, se decidió
extender el plano de referencia del sistema más débil, el microcontrolador, mientras que la
referencia del circuito de actuación quedaba limitada a una pista, aunque claro está con un ancho
superior.
Los resultados de ambos sistema se presentan en la siguiente figura, mientras que todos los
diagramas esquemáticos y planos de las placas se encuentran recogidos en el Anexo 2: Prototipos
PCB del sistema.
Figura 5-3: PCB del sistema de actuación (derecha) y sensor de intensidad (izquierda)
5.1.4 Mejora del software del microcontrolador
La última mejora sobre el sistema ya existente que no implica un desarrollo nuevo es el código de
los microcontroladores. Gracias a la migración del software al programa Code Composer Studio las
limitaciones anteriores de los 4 KB de código quedaron suprimidas. Nuestras actuaciones se
basaron en dos aspectos: la interfaz luminosa con el usuario y el mecanismo de conexión a la red.
Respecto al primer punto, nuestro objetivo era cambiar el sentido de los indicadores luminosos que
incluía cada uno de los módulos. De forma primitiva, dicha interfaz informaba sobre el rol que tenía
cada uno de los dispositivos en la red y de las transferencias de paquetes entre los nodos. Ahora
nuestra filosofía será que los indicadores informen sobre la conectividad de los nodos, el estado de
los actuadores y la transferencia de medidas.
En la Tabla 5-2 recogemos el estado de cada uno de los dos LED (uno rojo y otro verde) y el
significado que posee en función del tipo de dispositivo del que se trate. Las casillas donde
incluimos una cruz son aquellos estados que no son posibles para el dispositivo.
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Tabla 5-2: Interpretación de la interfaz luminosa.
LED Coordinador Sensor Actuador/Carga
Rojo Red establecida Nodo no conectado Nodo no conectado
Verde Conectado Conectado/apagada
Parpadeo Rojo Envío de dato
Parpadeo Verde Recepción de dato
Parpadeo de Ambos Red no establecida
Ambos encendidos Conectado/encendida
El segundo punto sobre el que actuamos a nivel software es el proceso de formación de la red. Si
nos remitimos a la Figura 4-8, donde se indica el diagrama de flujo del código ZASA, el rol de cada
dispositivo en la red está marcado por la pulsación del botón y además la configuración de un nodo
como coordinador es fruto de un error en el intento de conexión a otra red, lo cual puede ser un
problema en un entorno donde exista más de una red Zigbee.
Por estos motivos, decidimos establecer un rol para cada tipo de dispositivo y hacer que su
conexión fuera automática. Así, los dispositivos que actúan como sensores se configurarán como
Router, permitiendo ampliar la red a las distintas estancias de la vivienda, mientras que los
actuadores, serán dispositivos finales o End-points.
En cuanto al coordinador, se modifico el código de modo que se pudiera mantener la posibilidad de
pulsar el botón para habilitar o deshabilitar la red, pero que su configuración con este rol fuera
directa y no fruto de un proceso de prueba y error, asegurando que la funcionalidad del mismo es la
esperada y evitando así futuras anomalías.
5.2 Integración del sistema DALI
Revisados los cambios introducidos en el sistema existente pasamos al desarrollo del resto de
componentes nuevos del sistema. El primero de estos componentes es el sistema de control de
luminarias regulables mediante el protocolo DALI. Para realizar esta integración, debemos
implementar en el sistema los mecanismos hardware y software necesarios para que la
comunicación con el balastro se lleve a cabo con éxito.
Comenzaremos con la revisión de los principales aspectos a tener en cuenta del sistema DALI a
nivel práctico, continuaremos con el desarrollo del circuito de interfaz entre el microcontrolador y
la línea de transmisión DALI y finalizaremos con la exposición del modulo de software incluido en
los microcontroladores que implementan dicha interfaz.
5.2.1 Revisión del estándar
Como ya se ha expuesto en los antecedentes, el sistema de control de balastro DALI es un estándar
mundial y por tanto sus bases y definición están bien establecidas. Comentaremos en este apartado
todos aquellos aspectos de protocolo que son necesarios para justificar nuestro diseño.
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El protocolo DALI se trata de un sistema de comunicación mediante tramas de 19 bits a 1200 bps
con una codificación Manchester Diferencial y bajo la filosofía del maestro-esclavo. Es decir, cada
una de las luminarias recibe las tramas, las cuales son enviadas a la línea de comunicación común
por el sistema controlador central.
Estas tramas como se ha dicho posee un codificación Manchester Diferencial, esto significa que un
1 lógico está representado por una transición alto-bajo, mientras que un 1 lógico se representa por la
transición alto-bajo.
Figura 5-4: Codificación 1 lógico Manchester Diferencial.
En la Figura 5-4 se puede observar como se lleva a cabo de codificación de un 1 lógico mediante el
protocolo Manchester diferencial a la velocidad de 1200 bps. Como se observa el periodo total de la




Además, existe una variación del 10% permisible en dicho valor de temporización, esto significa
que la codificación de un bit, puede tener una duración que oscila entre los 750 μs y los 916,67 μs.
Y por tanto, el tiempo que Te estará comprendido entre 375 μs y 458,33 μs.
En cuanto a los niveles lógicos, el nivel alto se encuentra definido entre los 9,5 V y los 22,5 V,
siendo el valor típico utilizado de 16 V. Mientras tanto, el nivel bajo se define entre -6,5 V y 6,5 V,
fijando de forma general en 0 V. No obstante, dicho niveles son los niveles definidos para un
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sistema que actúa como receptor DALI, en el caso de realizar una transmisión el nivel de ruido
permisible se fija generalmente en 2 V. Esto significa que el rango para el nivel alto de un sistema
transmisor será entre 11,5 V y 22,5 V y para el nivel bajo entre -4,5 V y 4,5 V.
En cuando al protocolo de las tramas, existen dos tipos. Las tramas Forward son aquellas que se
envían desde el dispositivo que actúa como maestro hacia los esclavos. Dicha trama como se puede
apreciar en la Figura 5-5, está compuesta por un bit de inicio, 16 bits de información y 2 bits de
parada.
Dentro de estos 16 bits de información, podemos distinguir dos tramas más pequeñas de 8 bits cada
una. La primera de ellas es la que indica el dispositivo sobre el que actuamos mediante el bits Y que
indica si es una dirección particular (0) o de grupo (1),  los 6 bits de dirección y el bit S que permite
distinguir entre tramas de control del nivel de arco directo (0) o un comando (1). Los restantes 8 bits
codifican los datos particulares de cada uno de los comandos definidos en el protocolo DALI, estos
se pueden consultar en el correspondiente estándar.
Figura 5-5: Estructura de la trama Forward.
Sin embargo, una de las ventajas del protocolo DALI es su bidireccionalidad ya que para ciertas
tramas Forward el esclavo genera una trama denominada Backward en respuesta de la misma. Las
características generales de dicha trama son similares a la Forward en cuanto bit de inicio y bits de
parada, simplemente se omiten los 8 bits dedicados a codificar la dirección y el tipo de mensaje. En
la Figura 5-6 se puede ver la estructura de dicha trama.
Figura 5-6: Estructura de la trama Backward
El último aspecto a tener en cuenta es el tiempo necesario entre cada una de las tramas enviadas. En
el caso de dos tramas del tipo Forward, tal y como se observa en la Figura 5-7, el tiempo
transcurrido debe ser de al menos 22·Te lo que suponen aproximadamente 9,17 ms. Lo mismo
ocurre en el caso de desear enviar una trama Forward tras haber recibido una trama Backward.
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No obstante, el espaciado temporal entre una trama Forward y su respuesta con la trama Backward
es diferente. Según la especificación dicho tiempo puede variar entre 7 y 22 veces Te lo que suponenentre 2,92 ms y 9,17 ms. Además, esto imponen una característica de diseño importante en nuestro
sistema, la rutina de la trama Backward no puede definir un tiempo de espera fijo, sino que deberá
detectar el inicio de la comunicación dado que el tiempo de espera pude no ser constante.
Figura 5-7: Temporización entre tramas.
5.2.2 Adaptación de los niveles lógicos
Como se ha podido comprobar en la exposición anterior el primer problema que se nos plantea es el
de los niveles lógicos exigidos por el protocolo DALI y la comunicación Manchester Diferencial.
Nuestro sistema microcontrolador posee unos niveles lógicos entre los 0 y 3.3 V, mientras que los
niveles lógicos generales del protocolo DALI se encuentran en 0 V y 16 V.
No obstante, dado que los rangos lógicos son sumamente amplios, para evitar el diseño de nuevas
fuentes de alimentación para los nodos hemos tomado como decisión mantener la alimentación de
12 V ya usada para los nodos actuadores. De este modo, la máxima tensión posible es de 12 V lo






































Figura 5-8: Circuito de Adaptación DALI.
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Para realizar la adaptación de niveles se utilizado un circuito basado en optocopladores para
conseguir dos objetivos, aislar galvánicamente la línea de transmisión del microcontrolador y poder
utilizar diferentes niveles de tensión de alimentación. El circuito diseñado es el mostrado en la
Figura 5-8 y su cálculo se trata a continuación.
Comenzamos con la etapa de transmisión formada por el transistor Q1, el optocoplador U1 y las
resistencias R1, R4 y R5. En primer lugar, lo que necesitamos es la polarización del diodo del
optocoplador, sin embargo, los niveles de corriente del microcontrolador son sumamente bajos por
lo que es necesario interponer una etapa de amplificación mediante el BD137.
Tomamos como decisión de diseño que la corriente a través del diodo optocoplador será de 20 mA,






Siendo VDD la tensión de alimentación de 3,3 V, VF la caída en el diodo de 1,15 V y VCE(sat) latensión emisor colector cuando el transistor se encuentra saturado la cual es aproximadamente de
0,3 V. Para estos valores resulta un valor de R5 = 92,5 Ω. Dicho valor no normalizado se aproximapor el valor de 100 Ω con lo que la corriente será ligeramente menor.
A continuación, debemos calcular la resistencia de base adecuada para que el transistor BD137
entre en saturación. En este estado de saturación, el parámetro de transferencia en corriente pose un
valor de 10 según indica el fabricante, lo que se supone que deberemos asegurar una corriente de






Donde la tensión mínima a nivel bajo es en el peor de los casos, la tensión de alimentación menos
0,6 V, mientras que la tensión de saturación base-emisor es de aproximadamente 0,8 V.
Sustituyendo valores obtenemos que R4 = 950 Ω, que aproximamos por el valor normalizado de
1 KΩ.
Tras dimensionar la etapa de amplificación de corriente pasamos ahora al sistema optocoplador.
Dicho modelo posee una tasa de transferencia cercana al 100% por lo que para asegurar la
saturación del transistor cuando el diodo se encuentre emitiendo debemos dimensionar R1 para que






La tensión VCC como es hemos dicho es de 12 V y la caída de tensión del transistor en saturación es
de 0,3 V. Además, el sistema DALI en este momento se encontraría a nivel bajo, en el cual su
consumo de corriente es menor de 1 mA. Sustituyendo los datos tenemos que R1=557,14 Ω.
No obstante, dicha resistencia también está regida por el bloqueo del transistor. Cuando esto ocurre,
el sistema debe aplicar a la entrada DALI un nivel alto. Sabiendo que a nivel alto la corriente
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máxima que puede requerir el sistema DALI es de 2 mA y que la tensión no debe bajar de 10,5 V,





De esta ecuación, sustituyendo valores se obtiene que R1 < 750 Ω. No obstante, el punto crítico delnuestro sistema se encuentra en el nivel alto de tensión el cual ronda el límite inferior, por tanto, es
conveniente usar una resistencia menor, así uniendo este resultado a las conclusiones del apartado
anterior decidimos finalmente un valor de resistencia de 510 Ω para R1.
A continuación, pasamos a la etapa de recepción compuesta por R2, R3 y U2. En dicha etapa,
partirnos para los cálculos de la premisa de que la etapa de transmisión está aislada del Bus DALI,
esto sucede cuando la salida lógica del microcontrolador TX se encuentra a nivel bajo, de modo que
Q1 está en corte y por tanto el transistor de salida de U1 también.
Con esta premisa, nuestro estado crítico sería la emisión a nivel bajo del sistema DALI estado para
el cual el diodo de U2 no debe entrar en conducción, lo cual se limita con el valor de la resistencia





La tensión máxima a nivel bajo de un emisor DALI es de 4,5 V, mientras que la caída directa del
diodo es como se ha dicho antes de 1,15 V. Si fijamos la corriente mínima para que el diodo
empiece a conducir en 1 mA, el valor de R2 > 3,35 KΩ. Para nuestro caso, lo elegimos como elvalor normalizado de 3,3 KΩ.
Con este valor, debemos comprobar que a nivel alto se produce la puesta en conducción del diodo.
Para ello sabemos que el valor mínimo de emisor DALI a nivel alto es de 11,5 V. Si en la ecuación
(5.11) despejamos ahora la corriente y sustituimos el valor mínimo a nivel alto, tenemos que la
corriente por el diodo es de 3,13 mA, aunque si bien puede ser un poco menor ya que el sistema
DALI tiene como corriente máxima 2 mA.
Con este valor de corriente y usando de nuevo la tasa de transferencia del 4N36 sabemos que para
que entre en saturación el transistor de salida debemos asegurar que pasa una corriente similar a la
del diodo. Esto viene dado según la ecuación (5.12) donde se ha obviado el consumo de corriente






Sustituyendo los valores anteriores sabemos que R3 = 1,5 KΩ, sin embargo, como decisión de
diseño se ha optado por elegir una resistencia menor, en este caso de 1,2 KΩ, para asegurar la
correcta saturación del transistor y los correctos niveles de salida hacia el sistema microcontrolador.
Solo queda justificar el uso de los 4 diodos D1-D4 antes del bus de comunicaciones DALI. Como se
ha expuesto, el protocolo DALI es del tipo deferencial, es decir, no existen un punto de referencia
en el bus de transmisión sino que el mensaje se codifica como la diferencia de potencial entre la
líneas.
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Esto conlleva que el terminal establecido como DALI- en nuestro sistema de adaptación, puede no
coincidir con el del sistema receptor, lo que provocaría que el circuito no funcionara correctamente.
Para evitar esto, los 4 diodos tienen la misión de en el momento de la recepción establecer la
polaridad correcta para el funcionamiento del circuito independientemente de la coincidencia o no
de los terminales del balastro emisor con los del circuito de adaptación.
Por último, cabe comentar que la elección de dicho modelos de transistor y optocopladores no ha
sido algo arbitrario sino que posee como claves dos aspectos fundamentales como son la tasa de
transferencia y las velocidades de conmutación. En primer lugar se realizo el diseño con
optocopladores de alta tasa de transferencia del tipo par Darlington, sin embargo, las velocidades de
conmutación no eran lo suficientemente rápidas y se violaban los parámetros del protocolo.
Por ese motivo, se eligieron los optocopladores 4N36, los cuales poseen una velocidad de
conmutación de 10 μs, aunque una menor tasa de transferencia. Para alcanzar los niveles deseados
de corriente se hizo uso entonces de los BD137, los cuales poseen una velocidad de conmutación de
hasta 100 MHz.
5.2.3 Modulo de software para la transmisión
Realizado el diseño hardware para adaptar los niveles del sistema pasamos ahora a la
implementación software en el microcontrolador del protocolo. Para realizar dicha implementación
se usarán dos líneas de entrada y salida de propósito general, una de ellas servirá como línea de
transmisión TX y otra como línea de recepción RX.
En cuanto al software, el proceso de transmisión y recepción DALI se contemplará como una rutina
activada por la recepción de un determinado paquete de datos por parte del nodo. Esta concepción
se basa en que toda comunicación, requiera o no respuesta del balastro, debe ser comenzada por el
maestro, en este caso el microcontrolador. Por este motivo, no es necesario contemplar la recepción
de mensajes por el microcontrolador en otro momento que no sea tras enviar él mismo una trama.
Así, de manera abstracta la rutina se encarga de convertir el paquete de datos recibido en las señales
correctas, de modo que se genere una codificación Manchester Diferencial del mensaje. Una vez
enviada esta trama Forward, el sistema esperará durante un cierto periodo la respuesta del esclavo,
de forma que si existiera la decodificaría y la transmitiría al coordinador.
El primer problema que se debe resolver entonces es como se determinará el valor de cada uno de
los bits, como se llevará a cabo la codificación de cada uno de ellos y el modo en que tendrá lugar la
temporización de los instantes en los que deben cambiar las señales. Todo esto se realizará,
partiendo de la base de que los 16 bits de datos llegan a nosotros como dos paquetes de 8 bits.
Comenzamos uniendo los dos paquetes de 8 bits en la trama completa de 16 bits mediante
instrucciones de desplazamiento (multiplicaciones por múltiplos de 2) y lógicas. Una vez
conformado el mensaje a enviar, mediante una mascará que nos permita filtrar el bit más
significativo, comprobamos su valor y enviamos el mensaje pertinente. Este proceso se repite para
los 16 bits, mediante el desplazamiento a la izquierda del dato a enviar.
Este mensaje a enviar para cada bit corresponde simplemente a las señales estipuladas en la
codificación Manchester diferencial, retomando lo anterior, una transición de bajo a alto para el 1
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lógico y una transición de alto a bajo para el 0 lógico, todo esto con su correspondiente
temporización.
Y es en este punto de la temporización donde  debemos tomar una decisión importante de diseño.
Las alternativas para esta temporización son dos, mediante un temporizador hardware del
microcontrolador o mediante un retardo software. La temporización hardware es idónea para
procesos que requieren gran exactitud y que deben realizarse de forma repetitiva en paralelo con
otros procesos, mientras que la temporización software es más difícil de controlar con exactitud el
tiempo e interrumpe el flujo del programa.
Para este caso tenemos una temporización cuya tolerancia es bastante amplia y la posibilidad de
detener el flujo del programa principal mediante la temporización ya que todas las tareas críticas se
realizan mediante interrupciones. Así pues, por la sencillez que presenta y las características
particulares del programa hemos decidido que la temporización será software.
El método para introducir estos retardos software será un bucle cuya única instrucción es
decrementar la variable que actúa como condición de comparación con cero para la salida de este.
El tiempo estará marcado entonces por la duración del ciclo de reloj del  microcontrolador y el
número de ciclos de reloj que emplea dicha instrucción.
Nuestro sistema funciona a 8 MHz y el ciclo de reloj se corresponde con un ciclo de instrucción por
lo que una instrucción de un solo ciclo se ejecutará en 0,125 μs, si nuestro tiempo de referencia Te =
416,7 μs, esto supone repetir una instrucción de un ciclo de reloj 3334 veces. No obstante, la
instrucción que usaremos será la while(tmp--), es decir, asignaremos un valor a la variable tmp y la
decrementaremos hasta que llegue a cero. Dicha instrucción posee la siguiente codificación en
ensamblador y los correspondientes ciclos de reloj.
DEC.W   R15 1 ciclo
CMP.W   #-1,R15 2 ciclos
JNE     ($C$L6) 1 ciclos
Se observa entonces que dicha instrucción comprende 4 ciclos de reloj, lo que supone una reducción
del número de repeticiones a 834 veces. Así, si cargamos dicho número antes del bucle anterior,
tenemos un tiempo aproximado de 417 μs. Si bien, en la mayoría de los casos este tiempo será
ligeramente mayor debido a la ejecución intermedia de otras instrucciones para la formar las señales
en el puerto. No obstante, poseemos un margen de tolerancias de aproximadamente 332 ciclos de
reloj, lo cual se corresponde en el peor de los casos con 55 instrucciones entre las distintas
temporizaciones, hecho que no ocurre en nuestro programa.
Determinado ya la manera de ejecutar la temporización de Te simplemente debemos establecer los
mensajes a enviar en cada caso. Así, para el uno lógico se colocará la salida TX a nivel alto y se
esperará el intervalo Te para a continuación colocarla a nivel bajo y esperar de nuevo este tiempo.
En el caso de un cero lógico el proceso sería igual pero con los niveles contrarios. Todo este
proceso se repetirá para cada uno de los bits generando así el mensaje.
Cabe destacar, que como se habrá podido apreciar estamos trabajando con lógica inversa. Esto se
debe a que el circuito de adaptación incorpora un amplificador de corriente, el transistor BD137,
que actúa además como una puerta inversora obligándonos a usar esta codificación. El proceso
resumido de creación, codificación y envío del mensaje se puede apreciar en la Figura 5-9.
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Figura 5-9: Diagrama de flujo, envío de trama Forward.
Tras el envío de la trama Forward nuestra labor es recoger y decodificar la trama Backward en el
caso de que esta existiera. Para ello, tras el envío el sistema quedará en espera de la señal de inicio
de la transmisión durante el tiempo máximo establecido para la respuesta del esclavo, a saber
22·Te = 9,17 ms. Si tras dicho periodo no se detecta señal del esclavo la rutina se dará por terminada
siguiendo el microcontrolador con el resto del programa.
No obstante, si durante este periodo se detecta en la línea de entrada un 1 lógico, significará que la
línea de transmisión que estaba a nivel alto, ha pasado a nivel bajo (provocando por la lógica
inversa un nivel alto a la entrada del microcontrolador) y que por tanto se ha generado el bit de
inicio de la transmisión.
Comenzada la transmisión por parte del esclavo hacia el microcontrolador este deberá decodificar la
trama en Manchester Diferencial a los correspondientes bits. Para llevar a cabo este proceso
deberemos muestrear la señal de entrada en los instantes adecuados para obtener los datos, si bien
hemos de tener en cuenta que la misma tolerancia existente en el tiempo de los pulsos para la
transmisión está presente en las tramas a recibir.
Debido a este motivo el mecanismo de muestreo debe de poseer al mismo tiempo algún tipo de
proceso de sincronización. Para solucionar esto tomamos como decisión de diseño que el sistema
muestreara la señal de entrada antes de producirse el flanco que codifica el bit, de este modo al ser
lógica inversa, el valor muestreado será el valor que corresponde a este bit. Además, antes de fijar el
siguiente instante de muestreo, el sistema espera el cambio de nivel lógico de la señal para
sincronizar de nuevo el tiempo.
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Todo lo indicado anteriormente se puede ver resumido en el diagrama temporal de la Figura 5-10.
En ella se representa una trama aleatoria justo a la entrada del microcontrolador indicando sobre ella
los instantes de muestreo y de sincronización.
Figura 5-10: Muestreo de la trama Backward.
En este diagrama temporal, como se puede ver la obligada transición en cada uno de los bits se
aprovecha como método de sincronización. A partir de ese instante se temporiza de forma software
el tiempo equivalente a 1,5·Te y entonces se realiza el muestreo del dato. Dado que la lógica usada
es inversa el muestrear antes del flanco el valor tomado coincide con el verdadero valor del bit, así
codificando este mensaje de ejemplo el valor resultante sería 10101100.
Figura 5-11: Diagrama de flujo, trama Backward.
En la Figura 5-11 se presenta el diagrama de flujo. En él, los procesos de sincronización están
representados por aquellos cuadros de decisión que vuelven a sí mismos. Así mismo, destacar que
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aunque el diagrama se ha finalizado justo al muestrear la trama completa, posteriormente a la
decodificación de la misma ser realiza el envío del mensaje al coordinador mediante el comando
correspondiente, el cual no se ha incluido en el diagrama de flujo.
5.3 Modelo para la estimación del consumo
Tras el desarrollo hardware, el siguiente pilar fundamental de nuestro trabajo es el desarrollo de un
modelo para la estimación del consumo en el hogar. Dicho modelo está basado en datos estadísticos
y tecnológicos, así como otros modelos. Esta complejidad se debe a la gran cantidad de factores de
influencia que existen en el modelado del consumo como pueden ser: los comportamientos
humanos, factores ambientales, factores económicos o factores sociales.
Figura 5-12: Mapa conceptual del modelo.
En la Figura 5-12 recogemos una subdivisión a grandes rasgos de las entidades y datos que
componen el modelo. Como se puede observar el modelo principal de consumo se divide en dos
submodelos, uno para la estimación del consumo de las aplicaciones generales de la vivienda y otro
para la estimación particular del consumo de las luminarias.
Así mismo, podemos ver como cada uno de estos modelos se nutren de datos para realizar dicho
cálculo. El modelo de consumo de aplicaciones generales se basa en datos de actividades, datos de
consumo de aplicaciones y un modelo de ocupación. Por otro lado, el modelo de consumo de
luminarias necesita datos de irradiancia externa, datos sobre los tipos de luminarias y su consumo y
también el modelo de ocupación.
Por lo tanto, podemos concluir que el modelo concebido para la estimación del consumo depende a
su vez de tres modelos. Un modelo base que nos predice la ocupación que existirá en la vivienda, un
modelo que nos describe cómo será el consumo de las aplicaciones generales del hogar y por último
un modelo que estima el consumo debido a los puntos de iluminación en el hogar.
Pasamos a continuación a describir cada uno de estos modelos por separado.
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5.3.1 Modelo de ocupación
La demanda eléctrica residencial posee una fuerte relación con la ocupación existente en los
hogares debido a que a excepción de contadas aplicaciones como frigoríficos, congeladores o
aplicaciones en stand-by, el resto de aparatos del ámbito doméstico solo son usados dentro de las
horas de ocupación activa de la vivienda. Por este motivo, es totalmente razonable que la base de
creación del modelo de consumo sea un modelo de predicción de la ocupación doméstica.
No obstante, el modelado de dicha ocupación presenta como principal inconveniente la aleatoriedad
del comportamiento humano y la intervención de una gran cantidad de factores externos. Pese a
esto, de forma general es posible encontrar un patrón temporal a partir de análisis estadísticos que
permita describir la evolución de la ocupación a lo largo del día para una vivienda de un cierto
número de ocupantes.
A continuación, expondremos el proceso de creación, el fundamento teórico y el funcionamiento de
dicho modelo de estimación el cual fue desarrollador inicialmente por Richardson et al. para
viviendas del Reino Unido y por Widén et al. para Suecia y fue aplicado posteriormente por López
et al. para España (Richardson, 2008; Widén, 2009; López, 2012).
a) Datos para el modelo
El primer paso que debemos dar para la descripción del modelo es determinar el origen de datos
para establecerlo. En nuestro caso necesitamos determinar para una vivienda con cierto número de
ocupantes, en un instante determinado que proporción de estos se encuentra en casa y despiertos, lo
cual se denominará a partir de ahora ocupación activa.
Los datos adecuados para este modelo se encontraron en las encuestas sobre el uso del tiempo o
Time Use Survey (TUS) como son conocidas en inglés. Dichas encuestas proporcionan con una
resolución temporal de 10 minutos información sobre las actividades a las que dedican los
habitantes de una cierta vivienda su tiempo.
Dichas encuestas fueron llevadas a cabo durante el periodo 2009-2010 sobre 19.295 personas
mayores de 10 años referidas a un total de 9.541 viviendas. En dichas encuestas los participantes
incluían, entre otra información, las actividades realizadas durante el día y el lugar donde estas
tenían lugar. Además, cada uno de los participantes aportaba información sobre su dirección de
modo que es posible identificar varias personas de una misma vivienda.
De este modo es posible realizar una estimación de la ocupación activa existente a lo largo del día
que permita obtener resultados significativos. Dicha estimación se realiza por medio de un modelo
estocástico basado en cadenas de Markov y técnicas Monte Carlo.
b) Fundamento teórico del modelo
Para comprender la generación de resultados producidos por la simulación del modelo es necesario
realizar una breve descripción de las bases teóricas de las cadenas de Markov y la aplicación a estas
de las técnicas Monte Carlo.
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Las cadenas de Markov fueron concebidas en 1907 por Andréi Márkov como un método estadístico
para la predicción de procesos cuya probabilidad no es independiente sino que están influenciados
por eventos pasados. Es decir, las probabilidades de los eventos a predecir no siempre son las
mismas sino que estarán influenciadas por los hechos anteriores, aportando de este modo al sistema
el concepto de memoria.
Se describe por tanto las cadenas de Markov como: Dados un número finito de estados,
S = {s1, s2,…, sr}, de un proceso que comienza en uno de estos estados y se mueve sucesivamente
de un estado a otro, si el estado actual en la cadena es si, la probabilidad de moverse hacia otroestado sj vendrá dado como pij. Si bien, es necesario especificar cuál será el estado inicial de la
cadena, lo cual se realiza de forma general mediante una distribución de probabilidad.
Figura 5-13: Ejemplo de cadenas de Markov.
Dicho proceso se describe de forma gráfica en la Figura 5-13 donde como se puede apreciar para
cada estado existen tantas probabilidades de transición como estados siguientes. Dichas
probabilidades de suelen agrupar en las denominadas matrices de transición donde cada una de las
filas representa el estado actual y las columnas la probabilidad al estado siguiente correspondiente.






















Se comprueba además, que cada una de las filas de la matriz, que representan las probabilidades
hacia cada estado siguiente, debe de ser igual a 1. Si bien, este es el caso de las denominadas
cadenas de Markov homogéneas o estacionarias dado que las probabilidades de transición entre
estados son constantes a lo largo del tiempo.
Sin embargo, existe otra variante denominada cadenas de Markov no homogéneas o no
estacionarias cuya característica es que las matrices de transición son variables para cada instante de
tiempo. Así pues, para este caso si existen N instantes de tiempo y R estados posibles, tendremos N
matrices de transición de tamaño R×R.
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Será esta última variante del método la que se use en dicho modelo. Así, para cada uno de los 144
instantes de tiempo y para casa desde 1 hasta 6 habitantes se calcularon las correspondientes
matrices de transición siguiendo un método parecido al que se muestra en la Tabla 5-14. Además,
cabe destacar que dicho modelo distingue dos casos de simulación: día entre semana y fin de
semana, debido a las fuertes repercusiones en el comportamiento de los habitantes.
Tabla 5-3:Ejemplo de cálculo de probabilidades. (López, 2012)
Ocu. 00:00 h Ocu. 00:10 h Número casos Total de casos Probabilidad
0 0 1428 1436 0,994
0 1 8 1436 0,066
1 0 55 266 0,207
1 1 211 266 0,793
El proceso seguido para el cálculo de la probabilidad es sencillo. De todos los datos se filtran
aquellos correspondientes a viviendas de 1 ocupante. Una vez hecho esto se contabilizan el número
de casos donde la ocupación es de 0 habitantes a las 00:00 h y el número de casos donde la
ocupación es de 1 habitante a las 00:00 h. Así mismo, se contemplan la cantidad de estos casos que
pasan a ser 0 y los que pasan a ser 1. Finalmente la probabilidad se obtiene como el cociente entre
el número de casos que cumplen una determinada transición y el número de casos totales del estado
inicial.
Finalmente, en cuanto a las técnicas Monte Carlo de simulación, simplemente consisten en la
generación de un número aleatorio entre cero y uno el cual se compara con la función de
distribución de la variable a simular. Dado que en este caso estamos tratando con estados discretos,
la comparación será con la probabilidad acumulada de cada uno los estados posibles a los que puede
evolucionar el sistema.
c) Proceso algorítmico
Con este método estadístico de modelado junto con el método de simulación aleatorio de
Monte Carlo, definimos un algoritmo que lleva a cabo la generación de resultados para este modelo.
Dicho algoritmo toma como variables de entrada el número de habitantes del hogar y si se trata de
un día entre semana o fin de semana. Con estos datos, carga las correspondientes matrices de
transición calculadas con anterioridad.
Una vez cargadas dichas matrices, se genera el estado inicial tomado a partir de las probabilidades
simples de ocupación en el instante de tiempo 00:00 h. Dicho estado inicial se elige mediante la
generación de un número aleatorio entre 0 y 1 y la comparación de este con la probabilidad
acumulada de cada uno de los posibles estados iniciales.
Tras la generación de este estado inicial, las siguientes transiciones se calculan mediante el uso de
las matrices de transición. Se genera de nuevo un número aleatorio para cada instante de tiempo y
se compara con la probabilidad acumulada de cada transición determinando así cual será el estado
siguiente.
El proceso de simulación resumido en forma de diagrama de flujo se expone en la Figura 5-14.
Redes Inalámbricas de Sensores y Modelos Estocásticos Para el Control del Consumo Doméstico 59
Figura 5-14: Diagrama de flujo, simulación modelo ocupación.
5.3.2 Modelo del consumo de las aplicaciones
Basado en el anterior modelo se puede construir un sistema para la estimación del consumo de
aplicaciones generales de las viviendas teniendo en cuenta además, la fuerte relación existente entre
las actividades que generalmente se pueden realizar en el hogar y el consumo de energía que esto
acarrea.
Dicha filosofía de influencia entre las actividades que se realizan en el hogar y el consumo
energético de ciertas aplicaciones fue propuesta por Richardson et al. en (Richardson, 2010), donde
el uso de nuevo de las encuestas del uso del tiempo le permitió obtener la distribución a lo largo del
día de una serie de actividades catalogadas y de relación directa con consumos energéticos.
a) Probabilidad de las actividades
Una análisis de las actividades incluidas en las TUS nos lleva a la conclusión de que la relación de
algunas de ellas con consumos energéticos es inequívoca. Así una persona que realiza la actividad
de planchado necesariamente debe de estar usando una plancha que posee un consumo eléctrico
determinado y lo mismo ocurre con otras actividades como pueden ser: asearse, cocinar, hacer la
colada, limpiar o ver la televisión.
De esta forma es posible obtener para cada intervalo de tiempo, teniendo en cuenta si se trata de un
día entre semana o fin de semana y para un número de ocupantes activos dado, la probabilidad de
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que se esté realizando una determinada actividad. La forma de obtener dicha probabilidad es
mediante el filtrado de los datos de las encuestas a través de consultas escritas en MySQL.
Las consultas que se deben hacer se pueden dividir en dos pasos. En primer lugar es necesario saber
la cantidad de hogares que para una hora determinada poseen un número de ocupantes dado. En
segundo lugar, debemos localizar de entre todos los hogares anteriormente filtrados en cuáles de
ellos al menos un habitante está realizando la actividad que estamos estudiando. A continuación,
mostramos un ejemplo de este cálculo.
Para un día entre semana y el intervalo de tiempo de las 13:00 h, el número de hogares que poseen 1
solo individuo activo es de 2367. De entre estos hogares, en 822 el individuo activo está realizando
la actividad cocinar, por tanto, la probabilidad de dicho intervalo será 822/2367 = 0,35. Si ahora
pasamos al caso de 2 individuos activos, el número de hogares registrados en este intervalo es de
956, dentro de los cuales existen 429 donde al menos uno de los individuos activos está realizando
la actividad cocinar. Esto supone una probabilidad de 0,45.
Como se observa la probabilidad de realizar la actividad cocinar es más alta en el caso de dos
ocupantes activos que en el caso de solo uno, como era de esperar. Por tanto, como se deduce de la
forma en que se obtiene las probabilidades de las actividades, pretendemos analizar el consumo
teniendo en cuenta los posibles usos compartidos de ciertas aplicaciones y esto solo es posible si
calculamos cada actividad con la influencia de la ocupación instantánea.
b) Modelo de las aplicaciones
Además del perfil de probabilidad de cada una de las actividades es necesario también definir de
forma exacta cada una de las aplicaciones que consumirá energía, como determinaremos los
momentos de encendido y apagado de estas y que valor de potencia tendrán asignado en esos
instantes.
De forma básica, el modelo define toda aplicación mediante 4 parámetros que son: la potencia
cuando esta está encendida (PON), la potencia en stand-by (POFF), el tiempo medio que dura dicho
aparato encendido (TON) y el retardo medio necesario entre dos encendidos (TOFF). No obstante estosparámetros no son suficientes para generar datos reales de consumo.
El uso de solo estos 4 parámetros nos llevaría a una sobre estimación del consumo de la aplicación
debido a que no se tiene en cuenta la energía global asociada a dicha aplicación y su distribución a
lo largo del año. Por este motivo, es necesario incluir además un factor de escalado calculado a
partir de la energía consumida por dicha aplicación a lo largo del año, tanto activada como en
Stand-by.
El cálculo de dicho factor se realiza según la siguiente secuencia. Primero, se calcula el número de





En segundo lugar, se calcula el tiempo en el que un evento de encendido puede tener lugar en
función de la duración del ciclo de apagado y encendido y la duración total del año escalando por la
probabilidad de ocupación media ya que los habitantes deben estar en casa para que se produzca el
encendido.
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    CiclosTTPT OFFONOcusw  6024365 (5.14)
Finalmente, el factor de escalado se obtiene de dividir el número de ciclos que debe realizar la
aplicación y la cantidad de tiempo en el que dichos encendidos pueden llevarse a cabo.
swT
Ciclos (5.15)
Sin embargo, este factor no se puede considerar definitivo ya que a esto se debe añadir la
probabilidad media de que la actividad a la que está asociada la aplicación se lleve a cabo. Por
tanto, el escalar definitivo vendrá dado como:
ActP
z  (5.16)
En este punto es necesario realizar un comentario adicional ya que además de las 6 actividades
contempladas con anterioridad existen dos posibilidades más sobre la naturaleza de las aplicaciones,
estas son: aplicaciones no dependientes y actividades que solo dependen de la ocupación.
Las primeras se refieren a todas las aplicaciones cuyo funcionamiento es independiente de la
existencia o no de habitantes en la vivienda, por tanto, para su caso particular tanto la probabilidad
asociada a la ocupación (POcu) como la probabilidad de la actividad (PAct) tendrán el valor unidad.En cuanto a las segundas son aquellas cuya relación de funcionamiento se establece únicamente con
la ocupación activa, de este modo si tendrán una determinada probabilidad asociada a la ocupación
pero la probabilidad asociada a la actividad será también de valor unidad.
c) Proceso de simulación y cálculo
Por último, pasamos a exponer la técnica para la generación de resultados por el modelo. Dicho
método de simulación se basa de nuevo en las técnicas Monte Carlo de modo que la probabilidad de
que ocurra un evento de encendido de una aplicación se determina a partir de la comparación de un
número aleatorio entre cero y uno con la probabilidad de su actividad asociada debidamente
escalada.
El proceso básico de simulación es el siguiente. Para cada intervalo temporal de 1 minuto y para
cada aplicación se realizan los siguientes pasos:
 Se determina el perfil de la actividad en función del número de ocupante activos y si se
trata de un día entre semana o fin de semana.
 Se determina la probabilidad de la actividad para dicho instante de tiempo.
 Se calcula la probabilidad de activación como: Psw-ON = PAct × z.
 Se determina si el evento de activación ocurre mediante la comparación con un número
aleatorio.
En la Figura 5-15 se puede ver el diagrama de flujo resumido del proceso completo.
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Figura 5-15: Diagrama de flujo, estimación del consumo de aplicaciones.
5.3.3 Modelo del consumo de luminarias
Por último, tenemos el modelo utilizado para la estimación del consumo debido a las luminarias
instaladas en el hogar. La justificación del uso de este modelo estriba en que la influencia del
consumo debido a las luminarias es relativamente significativa dentro de la curva global y su
estimación no se puede englobar dentro del modelo anterior.
Por este motivo, un modelo basado en la ocupación activa de la vivienda, la naturaleza de los
puntos de iluminación instalados y la irradiancia externa ha sido implementado. Dicho modelo se
basa en los estudios realizados también por Richardson et al. en (Richardson, 2009).
a) Datos para el modelo y fundamentos
Para la realización de dicho modelo, necesitamos datos referentes a la iluminación natural recibida
por la vivienda, la compartición de puntos de luz por lo ocupantes activos, las unidades luminosas y
su tipología y el uso relativo de las luminarias.
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Los datos necesarios para tener en cuenta la iluminación natural recibida son aquellos referentes a la
irradiancia global exterior que recibe la vivienda. Dichos datos han sido tomados de la Agencia
Andaluza de la Energía (AAE) la cual provee datos de la irradiancia global con una resolución
temporal de  hora. Dichos datos fueron interpolados de forma lineal para conseguir una resolución
temporal de 1 minuto tal y como permite alcanzar nuestro modelo.
En cuanto a los datos de las unidades de luminosas y su tipología se recurrió al estudio realizado por
el IDAE del sector energético residencial en España donde se denotaban los principales tipos de
luminarias, su consumo medio de potencia y la distribución de estas en los hogares (IDAE, 2011).
A partir de estos datos se introdujo la posibilidad de generar datos de luminarias aleatorios
representativos del país, no obstante, dado que el modelo se aplica a un hogar concreto también es
posible la definición individual de los puntos de luz.
Para describir el uso relativo de las luminarias tal y como propone diversos autores como Boardman
et al, (Boardman, 1995) y E. Mills et al. (Mills, 1995) se hace uso de una relación logarítmica
negativa y una variable aleatoria entre cero y uno.
Respecto a los datos sobre las tasas de compartición de luminarias, en el modelo se define la
denominada ocupación efectiva. Dicho concepto relaciona el número de ocupantes activos para un
periodo de tiempo dado en la vivienda con un equivalente de ocupación relativa según datos del las
encuestas sobre el consumo energético residencial realizadas por la EIA. De este modo una
duplicación de los ocupantes de la vivienda no significa duplicar los puntos de luz activos.
Por último, en el tema relativo a la duración de cada uno de los puntos de luz encendidos nos
remitimos a los estudios de Stokes et al. (Stokes, 2004). Dicho autor presenta como un punto de luz
puede permanecer encendido desde varias horas hasta unos pocos minutos, aportando una
distribución de probabilidad de la duración del encendido de las luces basado en una serie de
encuestas.
b) Proceso de simulación
Dicho modelo posee una serie de principios que pretenden asimilar el comportamiento humano en
el uso de las unidades de luz del hogar. En primer lugar, tenemos como factor principal de decisión
la irradiancia global externa recibida. En este caso, se estima que la distribución que se asemeja el
nivel de irradiancia observado como limite por los habitantes de una vivienda viene dado como una
distribución normal de media 60 W/m2 y desviación estándar 10 W/m2.
No obstante, como hemos indicado antes no es el único factor de influencia. A este debemos añadir
la el uso relativo de cada una de las unidades de luz, la ocupación efectiva de la vivienda y una
escalar de calibración que nos permita mantener los resultados adecuados a lo largo de un cierto
número de simulaciones, el cual es extraído de forma experimental a partir de los datos de consumo
energético anual de luminarias.
A partir del producto de dichas probabilidades se obtiene un valor numérico que se compara con un
número aleatorio entre cero y uno, si dicho número generado es menor que el valor numérico
obtenido y además la irradiancia está por debajo del valor fijado, se habilita el encendido del punto
de luz. A este proceso se le añade además un 5% de encendidos aleatorios que pueden producirse
sin que se cumplan las condiciones de iluminación establecidas.
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Ahora, solo quedaría determinar la duración del periodo de encendido de dicho punto de luz. Para
ello se genera de nuevo un número aleatorio entre cero y uno el cual se compara con la función de
probabilidad acumulada propuesta por Stokes et al. De esta se extrae la duración del punto de
iluminación la cual viene dada como un valor base más un cierto periodo de tiempo extra aleatorio.
Un diagrama resumido del proceso de cálculo puede ser consultado en la Figura 5-16.
Figura 5-16: Diagrama de flujo, modelo de iluminación.
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5.4 Algoritmos de control
Desarrollado ya el modelo para la generación de la estimación del consumo pasamos a revisar los
algoritmos de los que disponía el sistema y como han sido afectados por la inclusión de dicho
modelo. Así mismo, comentaremos las nuevas funcionalidades de control añadidas al sistema ya
existente.
5.4.1 Modificación de los algoritmos ya implementados
El control principal de nuestro sistema se basa ahora en la supervisión de la potencia instantánea
consumida en el hogar y la priorización de cargas, sin embargo, tal y como se realizó en el trabajo
anterior otras variables como la temperatura, la iluminación y las franjas horarias pueden ser usadas
para la creación de algoritmos de control más complejos, estableciendo de este modo un proceso de
control en dos capas.
a) Control de la potencia
El algoritmo de control de potencia se basa ahora en la medida del consumo instantáneo. Dado que
el consumo de cada uno de las aplicaciones es conocido, si el usuario desea encender una
determinada aplicación el sistema puede evaluar el efecto de dicha acción y la potencia actual
medida actuando desde dos puntos de vista.
Si la potencia instantánea medida sumada a la potencia asignada a la carga es menor que el límite de
potencia fijado por el modelo de consumo la aplicación pude ser encendida. En caso contrario, el
valor límite de potencia sería excedido y el sistema comienza un algoritmo de priorización más
complejo.
Dicho algoritmo de control está basado en la definición de unos niveles de prioridad. Estos niveles
de prioridad van desde el nivel 0 hasta el nivel 6 en orden descendente de prioridad. En el nivel
menos prioritario se encuentran las aplicaciones con un ciclo definido cuyo comienzo puede ser
retardado en el tiempo. En el nivel siguiente se encentran las aplicaciones de climatización cuya
inercia térmica es suficiente para permitir un periodo de desconexión.
En el nivel 4 encontramos las aplicaciones dedicadas a la iluminación, las cuales en muchas
ocasiones se encuentran activadas cuando los niveles luminosos no son demasiado bajos, lo que
permite que pueda ser ahorrado un cierto porcentaje de energía en este punto. A continuación,
tenemos las aplicaciones dedicadas a la preparación de comidas.
En los niveles 2 y 1 contemplamos las aplicaciones de entretenimiento, permitiendo con esta
estructura de dos niveles la priorización entre ellas de un modo sencillo. Por último, en el nivel
máximo de prioridad tenemos aquellas aplicaciones que no pueden ser controladas ya que su
funcionamiento debe ser continuo como son aquellas dedicadas a la conservación de alimentos.
En la Tabla 5-4 se puede apreciar el resumen de los distintos niveles y las distintas aplicaciones que
han sido incluidas en cada uno de estos niveles para nuestro modelo y el sistema de control.
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Tabla 5-4: Prioridades definidas.
Nivel de prioridad Tipo de aplicaciones Aplicaciones contempladas
0 No controladas Frigorífico, congelador, arcón y
Frigorífico-congelador
1 Entretenimiento primario Contestador, Reproductor CD, Reloj,
Teléfono, Hi-FI, Plancha, Aspiradora, Fax,
PC, Impresora, TV, DVD y TDT.
2 Entretenimiento secundario Contestador, Reproductor CD, Reloj,
Teléfono, Hi-FI, Plancha, Aspiradora, Fax,
PC, Impresora, TV, DVD y TDT.
3 Cocina Hornilla, Horno, Microondas, Calentador de
agua.
4 Iluminación Incandescente, Halógena, Bajo consumo y
Fluorescente.
5 Climatización Calefactor y Aire Acondicionado.
6 Aplicaciones cíclicas Lavavajillas, Secadora, Lavadora,
Lavadora-secadora y termo eléctrico.
A partir de estas prioridades definidas, el sistema chequea la lista de cargas encendidas buscando
aquellas en un nivel de prioridad inferior, si esto ocurre la aplicación es apagada y el sistema
comprueba de nuevo el límite de potencia establecido. En caso de que la potencia disponible no sea
suficiente, el algoritmo seguirá buscando cargas menos prioritarias para desconectarlas.
En caso de que finalice esta búsqueda sin éxito, el sistema indicará en la interfaz de usuario que la
carga seleccionada no ha podido ser encendida y la razón de esto. Aun así, el sistema posee la
capacidad de dejar al usuario la última elección sobre su activación o no a pesar de la violación en
el límite de potencia establecido.
b) Control temporizado
Dicho algoritmo de control no se ha modificado desde su versión anterior debido a que su
funcionamiento está claramente definido, no obstante se hará una breve exposición de su
funcionamiento.
El sistema software en el PC posee la posibilidad de saber en todo momento la hora y fecha en la
que nos encontramos, de este modo, mediante los adecuados algoritmos de comparación el sistema
permite o no la activación o desactivación de una cierta carga a la que se le ha asignado un horario
de funcionamiento.
c) Control por temperatura
Otra posibilidad de control también heredada del sistema anterior es la basada en la temperatura
ambiente. Para este proceso, un valor de consigna es establecido para la carga junto con la
posibilidad de esta de calentar o enfriar el ambiente. El control procede entonces simplemente a la
comparación del punto de consigna con la temperatura actual incluyendo claro está un cierto nivel
de histéresis que evite las continuas conmutaciones del sistema.
Redes Inalámbricas de Sensores y Modelos Estocásticos Para el Control del Consumo Doméstico 67
d) Control de luminosidad
El control de luminosidad es otro de los que se incluían en los algoritmos primitivos, sin embargo,
la consulta de diversos estudios sobre iluminación en viviendas y los distintos niveles de luz no han
llevado a restablecer los niveles límite.
Tres rangos de iluminación han sido definidos en el algoritmo: una iluminación normal de al menos
100 lux ideal para habitaciones, cocinas y baños, una iluminación buena de 300 lux apta para
salones y salas de estar y una iluminación excelente de 500 lux para salas de estudio y trabajo.
Mediante estos valores frontera las aplicaciones son encendidas o apagadas, así como reguladas
(balastros DALI) de acuerdo a las medidas de luminosidad realizadas. Al igual que en el algoritmo
de temperatura un cierto valor de histéresis es fijado para evitar las continuas conmutaciones. Así
mismo, el control de iluminación tiene en cuenta un nivel adecuado de iluminancia para cuantificar
la influencia de la luminaria.
e) Funcionamiento automático
El último algoritmo de control tomado del sistema anterior es la activación/desactivación
automática de cargas que implementa algoritmos basados en temperatura, luminosidad o
temporización. Tal y como autodefine el nombre, dicho algoritmo tiene como objetivo realizar el
control sin la necesidad de la intervención humana de las cargas seleccionadas.
5.4.2 Algoritmo de reconexión
Junto con estos algoritmos de control los cuales con mayores o menores cambios ya fueron
implementados en el sistema anterior, se ha desarrollado un novedoso método de control para
posibilitar la reconexión de ciertas cargas que han sido desconectas por ser no prioritarias.
El sistema de control de potencia propuesto anteriormente posee el inconveniente de que la
desconexión de una carga no prioritaria implica que está quedará en su estado de inactividad pese a
que se alcance una potencia suficiente para su encendido. Este hecho ocurre incluso con las cargas
que poseen un control automático ya que para evitar conmutaciones indeseadas el algoritmo anula
la opción de control automático cuando una carga es desconectada por no ser prioritaria.
Sin embargo, con la nueva definición rigurosa de niveles de prioridad realizada, la inclusión de un
algoritmo de reconexión es posible. De esta manera, el usuario puede seleccionar en la interfaz
cuales de las cargas existentes en su vivienda tienen autorizada la reconexión cuando se detecte un
nivel de potencia disponible adecuado.
Así, cuando el nuevo algoritmo de control de potencia detecta una carga no prioritaria que debe
desconectar comprueba si esta posee la posibilidad de reconexión y de ser así la incluye a una lista
de cargas en espera.
Esta lista de cargas en espera es consultada cada vez que una aplicación es desconectada del sistema
siguiendo como criterio la conexión de cargas de mayor a menor prioridad y dentro de una misma
prioridad aquellas cuyo identificador en la red tenga un valor numérico menor. De este modo,
nuestro sistema ya no solo restringe la potencia a consumir, sino que distribuye las cargas para
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aprovechar los espacios donde existe potencia disponible, siendo este uno de los primeros pasos
para conseguir curvas de demanda lo más planas posibles.
5.5 Mejora de la interfaz
Tras las mejoras hardware del sistema y la inclusión del protocolo DALI, el desarrollo de un
modelo de estimación del consumo y la concepción de nuevos algoritmos de control, fue necesario
el planteamiento de una reconstrucción sumamente amplia de la interfaz de usuario del sistema.
Esta reconstrucción se planteó realizando la división de la aplicación en 5 niveles de abstracción
lógica, los cuales se enumeran a continuación desde el más cercano a las comunicaciones de red
hasta el más cercano al usuario.
 Capa 1: Construcción y establecimiento de las comunicaciones con el coordinador
Zigbee.
 Capa 2: Construcción de los paquetes a enviar e identificación de los paquetes
recibidos.
 Capa 3: Codificación de la información para cada paquete a enviar y extracción de la
información de los paquetes recibidos.
 Capa 4: Actualización de los datos de los sensores, aplicación de algoritmos de control
y activación/desactivación de cargas.
 Capa 5: Interfaz gráfica con el usuario para la monitorización y control.
Las tres primeras capas se vieron afectadas principalmente por la inclusión del protocolo DALI
debido a que fue necesario codificar toda la lógica correspondiente a la codificación y
decodificación de los paquetes enviados y recibidos, dentro del propio protocolo Zigbee.
La capa número 4 fue radicalmente afectada debido a que ahora debía integrar todos los modelos
anteriormente descritos para el cálculo del consumo estimado para el hogar. Así mismo, debía
implementar tanto las mejoras de los algoritmos ya existentes como los nuevos métodos de control.
Por otro lado, en dichos algoritmos era necesarios incluir la activación regulada mediante DALI.
Por último, en la capa más cercana al usuario era necesario realizar una reforma del sistema de
configuración para que contemplara los nuevos parámetros necesarios para el modelado del
consumo. Además, se fijo como objetivo realizar una mejora del modulo de monitorización y
control, de forma que este fuera mucho más intuitivo y que implementara también la posibilidad de
visualizar las nuevas funcionalidades de estimación de consumo.
5.5.1 Integración de los modelos
Dado que la integración del sistema DALI no supone mayor complejidad que añadir en cada una de
las clases dedicadas al establecimiento de la comunicación los métodos necesarios, pasamos
directamente a tratar la parte de implementación e integración software de los algoritmos de
estimación del consumo tratados anteriormente.
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Para facilitar el desarrollo, depuración e implementación de dichos algoritmos se siguió una
filosofía de implementación dividida en clases que desarrollan cada uno de los submodelos en los
que se ha dividido el modelo global de estimación de consumo. En la Figura 5-17 se muestra el
flujo del cálculo así como las clases principales las cuales están identificadas por letras mayúsculas
cursivas.
Figura 5-17: Diagrama de cálculo del consumo.
De este modo las clases encargadas de implementar el modelo son:
 OcupacionClass.java: Es la clase encargada de la generación del modelo de ocupación.
Sus parámetros de entrada son el número de ocupantes y si es un día entre semana o fin
de semana. Como salida nos proporciona una matriz con la el número de ocupantes
cada 10 minutos y la posibilidad de consultar la ocupación media. (Bloque: CÁLCULO
DE LA OCUPACIÓN).
 Aplicación.java: Se trata de un objeto que pretende modelar las características de una
aplicación del modelo de consumo. Así, sus parámetros de entrada son: PON, POFF, TON,TOFF, la energía anual, su tipo de actividad, su nombre y parámetros referentes a las
probabilidades de ocupación y la actividad. Así mismo, existe la posibilidad de
simplemente elegir una determinada aplicación de una lista ya creada previamente.
 ConsumoAplicaciones.java: Dicha clase implementa la rutina de cálculo del consumo
debido a las aplicaciones. Sus parámetros de entrada son una lista de aplicaciones
instaladas, la ocupación de la vivienda y si es fin de semana o día entre semana.
(Bloque: CÁLCULO DEL CONSUMO DE APLICACIONES).
 Luminarias.java: Se trata de una clase para modelar los puntos de luz instalados en la
vivienda. Permite dos posibilidades, la definición del número de puntos de luz de la
vivienda y el consumo de cada tipo de luminaria, de modo que la distribución se calcula
a partir de las estadísticas generales o simplemente la definición detallada de todos y
cada uno de los puntos de luz.
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 ConsumoLuminaria.java: Clase para el cálculo del consumo debido a las luminarias.
Posee como parámetros de entrada, una lista de luminarias con su consumo, la
ocupación de la vivienda e información sobre el mes en el que no encontramos. Así,
genera como salida los resultados referentes al consumo global de iluminación de la
vivienda. (Bloque: CÁLCULO DEL CONSUMO DE LUMINARIAS).
Mediante todo este proceso y conjunto de clases se genera una matriz final con los datos de
consumo estimado para cada minuto del día, la cual es consultada por los algoritmos de control para
tomar las decisiones sobre las conmutaciones en las cargas.
5.5.2 Módulo de configuración
Debido al nuevo modelo de estimación de consumo que soporta la aplicación PC, es necesario
realizar la reforma del modulo de configuración para que este contemple los nuevos parámetros
necesarios para el cálculo. De este modo en la Figura 5-18 mostramos un detalle de la interfaz de
configuración donde se recogen los principales cambios en la interfaz. Cabe destacar que la interfaz
se encuentra en inglés ya que es el idioma exigido en la mayoría de publicaciones.
Dichos cambios pertenecen a la zona de definición de nodos actuadores debido a que son estos los
que deben incluir nuevos parámetros que permitan el cálculo del consumo por parte del modelo.
Así, en primer lugar como se puede observar en la parte superior de la Figura 5-18 se ha añadido un
campo de “Parámetros generales” (General Parameters), donde el usuario debe introducir la
contraseña para la red (Network Password), el número de ocupantes del hogar (Dwelling Number) y
la potencia máxima permitida en el hogar (Max. Power).
Por otro lado, los parámetros de configuración (Configuration Parameters) del nodo actuador han
sido modificados radicalmente. Ahora el usuario deberá elegir en primer lugar, que tipo de
aplicación está uniendo a la red y su prioridad (Priority Level). Una vez seleccionado el grupo al
que pertenece la aplicación, deberá seleccionar el tipo específico de esta de la lista inferior
(Appliance).
Una vez realizada dicha elección, el usuario también tendrá la posibilidad de indicar si la carga
implementa o no el protocolo DALI mediante la selección del campo de control DALI Protocol. Así
mismo, en función del grupo al que pertenezca la aplicación elegida, el menú de acciones
adicionales de la parte derecha se habilitará para que el usuario pueda elegir entre las más
adecuadas para su aplicación y fijar los valores de control.
Finalmente, para grabar la información en el nodo se procede a la conexión del dispositivo al PC y
la posterior pulsación del botón Check Connection. Si la conexión ha tenido éxito, la interfaz
mostrará la dirección IEEE del dispositivo y se podrá proceder a grabar los parámetros mediante la
pulsación del botón Record Settings.
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Figura 5-18: Captura de pantalla, modulo de configuración.
5.5.3 Módulo de monitorización y control
El módulo de la interfaz PC donde se introdujeron los mayores cambios fue en el de monitorización
y control. El modulo anterior era sumamente simple y poco intuitivo para el usuario debido a que
estaba simplemente compuesto por dos tablas que mostraban los valores de los sensores y el estado
de los actuadores respectivamente.
Por ese motivo, se pensó en una concepción totalmente nueva de dicha interfaz mediante el uso de
pestañas. De este modo, la interfaz de monitorización y control se divide a su vez en tres pestaña:
una para la visualización de las medida, otra para la actuación sobre cada una de las cargas y la
última para la visualización de la estimación de potencia, la evolución real de la potencia consumida
e información sobre la energía que se ha consumido.
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a) Pestaña de monitorización de sensores
Figura 5-19: Captura de pantalla, monitorización de sensores.
En la pestaña de dedicada a la monitorización de sensores se realizó una estructura dividida en tres
partes, tal y como se observa en la Figura 5-19. En la zona superior izquierda de la pantalla,
tenemos la lista de sensores disponibles en el sistema, junto con una serie de parámetros donde
destacan la medida original realizada de forma instantánea.
En la parte derecha, hemos incluido un indicador analógico de aguja que muestra de forma gráfica
el valor de la variable que mide el sensor seleccionado en la tabla anterior. Además, hemos incluido
en dicho indicador una serie de colores que ayudan a indicar gráficamente si la zona en la que se
encuentra la medida es más o menos adecuada.
Por último, en la zona inferior izquierda, incluimos la evolución gráfica de la variable seleccionada
durante el último minuto muestreado. De este modo, el usuario dispone de una gran información no
solo numérica sino gráfica e intuitiva, la cual es mucho más fácil de entender para personas no
expertas en la materia.
b) Pestaña de Actuadores
La siguiente pestaña es la dedicada a los actuadores introducidos en el sistema en este caso, como se
muestra en la Figura 5-20, la interfaz se ha dividido en 4 sectores, cada uno con su función
correspondiente. Además, se ha incluido un sistema para posibilitar la reconfiguración de ciertos
parámetros de los nodos actuadores, así como indicadores de las medidas asociadas a cada uno de
los actuadores en concreto.
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Figura 5-20: Captura de pantalla, sistema de actuación.
En primer lugar, en la parte superior izquierda, tenemos un listado con los grupos definidos en el
sistema. Dentro de esta tabla, el usuario puede seleccionar el grupo en el que se encuentra el
actuador que quiere visualizar o sobre el que desea actuar. Dicha interacción, ocasionará el cambio
de dos zonas más.
La zona de la parte superior derecha cambiará para mostrar al usuario los actuadores que están
asociados a dicho grupo. A su vez, la sección de la parte inferior izquierda se completará con una
serie de indicadores correspondientes a las medidas que son realizadas para los actuadores incluidos
en dicho grupo. De este modo el usuario, posee una retroalimentación de cuáles son las condiciones
actuales, antes de que este realice algún cambio en el sistema.
Respecto a la zona inferior derecha, esta se encarga de mostrar todos los aspectos relacionados con
el control del actuador seleccionado en la lista inmediatamente superior. En ella se muestra el tipo
de control, su prioridad, su consumo de potencia, así como las variables adicionales que pueden
intervenir en su control.
Por otro lado, en la zona de la derecha de esta misma sección se presentan los botones para la
activación o desactivación remota de la carga, así como, en el caso de aplicaciones que
implementan el protocolo DALI, un control deslizante para determinar el nivel de forma poco
exacta y un cuadro de texto para fijar un valor determinado deseado por el usuario.
Con toda esta mejora, se pretende dar al usuario la máxima comodidad a la hora de moverse por las
cargas de la instalación, sin necesidad de que este busque entre una extensa lista de aplicaciones
como ocurría en la anterior interfaz. Además, se permite la modificación de más parámetros de
control de la aplicación Online, es decir, mientras la red se encuentra conectada y el sistema
operando.
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c) Pestaña de estimación y energía
Figura 5-21: Captura de pantalla, estimación y energía.
Por último, para visualizar las distintas estimaciones de potencia correspondientes a las aplicaciones
y a las luminarias, así como la energía consumida a lo largo de un periodo de tiempo, se ha incluido
esta nueva pestaña que completa al sistema con funcionalidades adicionales, tal y como se muestra
en la Figura 5-21.
En dicha interfaz poseemos la posibilidad de seleccionar en la parte izquierda de la pantalla la
gráfica que deseamos mostrar en la parte central, las posibilidades son las siguientes:
 Gráfica de potencia estimada y potencia instantánea (Power Estimation &
Instantaneous Power): muestra la gráfica de potencia estimada para ese día así como el
muestreo realizado por el sensor de potencia de la instalación.
 Gráfica de potencia consumida en iluminación (Luminary Power Estimation): muestra
la gráfica de la potencia que se estima que será consumida a lo largo del día por las
aplicaciones de iluminación.
 Gráfica de potencia consumida por las aplicaciones (Appliances Power Estimation):
muestra la gráfica de la potencia que se estima que será consumida por las aplicaciones
generales a lo largo del transcurso del día.
 Gráfica del perfil de ocupación (Occupancy Profile Estimation): muestra gráficamente
la media de ocupación estimada para el día.
 Gráfica de irradiancia solar (Solar Irradiance Estimation): muestra los datos de
irradiancia tomados como base para el cálculo del consumo debido a las luminarias.
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Junto con cada una de las posibles gráficas, en la parte derecha de la pantalla se muestra
información referente al consumo de la instalación. En primer lugar, se muestran datos de potencia
referidos a la demanda actual de la instalación y la fijada como límite por el modelo de estimación
de consumo implementado.
A continuación, poseemos la información referente a la energía consumida por el global de la
instalación. Dicha energía se muestra en tres tramos temporales diferentes: la energía consumida
desde que el sistema se puso en funcionamiento por última vez, la energía consumida a lo largo del
día y la energía consumida durante una semana completa.
La razón que nos llevo a añadir en la nueva interfaz todos los indicadores visuales de consumo y
medidas, así como la contabilización de la energía que está siendo consumida la encontramos en
varios estudios que han comprobado como simplemente el mero hecho de nutrir al usuario con una
información fácilmente interpretable sobre su consumo consiguen una reducción de entre el 5% y el
15% en el consumo del hogar.
5.6 Base de datos
Por último, tras todo el desarrollo del sistema, se pensó que era obligatorio dotarlo de un medio de
almacenamiento de información que nos permitiera en un futuro el análisis de esta para observar el
funcionamiento de los algoritmos implementados y tener datos sobre el consumo llevado a cabo en
el hogar. Dichos datos, se podrían usar para mejorar los algoritmos de control a partir del modelo de
consumo ya creado.
Por tanto, se desarrollo una base de datos relacional en lenguaje MySQL y que conectaba con
nuestra aplicación en JAVA cada vez que la red de monitorización y control se inicializaba. Dicha
base de datos, almacena información sobre los sensores, actuadores y grupos del sistema, así como
sobre todas y cada una de las medidas de los mismos y los eventos de encendido o apagado de una
carga.
Por tanto, las entidades de las que constará nuestra base de datos relacional serán las siguientes:
 Grupos: Incluirá cada uno de los grupos de la instalación, con su identificador y
nombre.
 Actuadores: Almacenará los actuadores que existen en la instalación junto con su
identificador, nombre y tipo de control.
 Sensores: Tendrá almacenada la información de todos y cada uno de los sensores de la
instalación con su identificador, nombre y tipo de medida que realizan.
 Medidas: Incluirá las medidas que realiza cada uno de los distintos sensores con la
estampación temporal de su realización.
 Actuaciones: Concepto similar a las medidas, pero que incluirá las activaciones y
desactivaciones de los distintos actuadores en la instalación.
Respecto a las relaciones de entidades, todas nacen de la existencia de un grupo que contengan
tanto los sensores como los actuadores, por tanto, las relaciones de sensores y actuadores serán
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débiles por existencia. Mientras tanto, las medidas y las actuaciones tendrán una relación débil por
identificación.
Respecto a la cardinalidad de las relaciones un grupo puede contener de 1 a N sensores y de 1 a N
actuadores, mientras que tanto los actuadores como los sensores solo pueden pertenecer a un grupo.
Así mismo, un actuador o un sensor puede tener varias medidas o actuaciones, sin embargo, una
actuación o medida debe pertenecer unívocamente a un actuador o sensor. En la Figura 5-22 se
muestra el esquema entidades-relación de la base de datos.
Figura 5-22: Diagrama EE-R de la base de datos.
A partir del anterior diagrama EE-R y utilizando las reglas de normalización de bases de datos
relacionales se llega a la siguiente relación de tablas que se implementarán mediante el
correspondiente código en MySQL. A continuación, se muestran estas tablas:
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 Medidas (fecha, idSensor, valor)
 Sensores (idSensor, nombre, tipoMedida, idGrupo)
 Grupo (idGrupo, nombre)
 Actuadores (idActuador, nombre, tipoControl1, tipoControl2, DALI, idGrupo)
 Actuaciones (fecha, idActuador, valor)
5.7 Comentarios finales.
Con el desarrollo de la base de datos damos por finalizado la exposición del trabajo realizado y la
metodología empleada en su desarrollo. A continuación, nos disponemos a presentar los resultados
obtenidos a lo largo del trabajo, donde hemos expuesto conjuntamente tanto los obtenidos de
experiencias prácticas como de las simulaciones de los modelos.
Además, también se incluirán todas las discusiones oportunas de los resultados junto a ellos debido
a que consideramos poco como al lector dedicar un apartado independiente a las conclusiones y
discusión de resultados. Si bien, incluiremos como cierre las conclusiones generales obtenidas del
desarrollo del sistema, así como las futuras líneas que se prevén para este.
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6. RESULTADOS
En dicho apartado experimental incluiremos las diferentes pruebas y simulaciones realizadas para
demostrar la validez de nuestros diseños y el funcionamiento del sistema. Dichas pruebas incluirán
tanto experiencias reales como simulaciones mediante software PC de algunos de los sistemas
diseñados.
6.1 Simulación del Snubber
Tras el cálculo teórico de valores realizado en los apartados anteriores y la elección de los mismos,
nos disponemos ahora a presentar los resultados obtenidos con dicho circuito. Dado que la variedad
de cargas domésticas de las que disponíamos para las pruebas era muy reducida optamos por
comprobar mediante una simulación la validez de nuestros cálculos.
Para ello, mediante el programa Pspice implementamos el circuito de la Figura 5-1 para el peor de
los casos encontrados dentro de las cargas domésticas. Además, para adoptar también las peores
condiciones de conmutación, calculamos el instante en el cual la corriente era máxima y fijamos en
él la conmutación. Los resultados obtenidos se muestran en la Figura 6-1.
Figura 6-1: Simulación Snubber.
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Como se aprecia en dicha figura aunque sigue existiendo un pico de tensión en la conmutación de la
carga, esta se ve amortiguada de forma exponencial sin superar el límite establecido de 1500 V. En
el resto de casos, al ser cargas de menor componente inductiva o menor potencia, el pico de tensión
será menor aunque el transitorio de estabilización puede ser algo mayor.
6.2 Circuito de adaptación DALI
Figura 6-2: Trama DALI Forward y Backward.
Para validar tanto el circuito de adaptación de niveles diseñado como el software del
microcontrolador se realizó la medida de una de las tramas DALI y su respuesta mediante el modo
de captura de transitorios del osciloscopio. El modelo de osciloscopio utilizado fue el Agilent
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DSO3062A, de este, gracias a la posibilidad de conexión de una memoria USB externa, se
extrajeron los datos en formato .CSV para luego poder representar estos en detalle tal y como se
muestran en la Figura 6-2.
Los resultados experimentales muestran que los niveles de tensión alcanzados para el nivel alto son
de 10,4 V y de 4,8 V para el nivel bajo, valores de tensión que se encuentran dentro de los rangos
válidos del protocolo. Así mismo, la temporización medida para cada bit codificado en la trama ha
sido de 850 μs tiempo que se encuentra dentro de la tolerancia del protocolo. En cuanto a la trama
recibida, el nivel alto posee un nivel de tensión similar mientras que para el nivel bajo el valor es de
1,6 V. Dicha bajada se debe a que es ahora el sistema emisor el que fuerza la tensión en el bus.
6.3 Estudio del sensor de intensidad
Tanto el sensor de temperatura como el de luminosidad, se encuentran incluidos en los nodos y su
funcionamiento y errores de medida han sido estudiados por el fabricante y se encuentran definidos.
Sin embargo, nuestro sensor de intensidad diseñado debía ser sometido a un estudio para observar la
incertidumbre de sus medidas.
Figura 6-3: Medidas de potencia de una lámpara incandescente.
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Para medir la calidad de las medidas se llevo a cabo una experiencia sumamente simple. Se conectó
nuestro sistema de medida a una lámpara incandescente de 40 W durante un día completo,
monitorizando en todo momento el consumo de potencia llevado a cabo por esta, el cual puede ser
observado en la Figura 6-3.
Como se puede distinguir claramente los valores adquiridos se encuentra alrededor de la potencia
nominal de 40 W. Los datos azules representan los valores reales muestreados con una resolución
temporal de un segundo, mientras que los valores rojos son el promedio de las medidas realizadas
en un minuto. El estudio estadístico de todos los datos da como resultado una media de 40,28 W y
una desviación estándar de 2,01 W, junto con una desviación máxima de 15 W.
Sin embargo, se comprobó que la máxima desviación observada en los datos de potencia coincidía
con la conexión en la misma línea de una lámpara de tecnología LED. Dicho hecho demuestra la
influencia de las corrientes no sinusoidales en línea. De este modo, dado que nuestro sistema mide
corriente eficaz bajo la suposición de una onda sinusoidal perfecta, las corrientes que no se adaptan
a esta forma poseen cierto error.
No obstante, en promedio la medida de potencia realizada se adapta a la potencia nominal de la
lámpara. Además, nuestro sistema está diseñado para controlar cargas mayores de 100 W, de modo
que un error del 5 % (2,01 W sobre los 40,28 W de media) no supone una cifra representativa frente
a los mayores costes y complejidad que supondría un sensor de mayores características.
El experimento además pudo ser usado para cuantificar la cantidad de información perdida en las
comunicaciones y por tanto la fiabilidad del enlace en términos estadísticos. Para cuantificar esto, el
número de paquetes de datos recibidos fue comparado con el número de paquetes enviados por el
nodo sensor.
Es importante remarcar que en dicha experiencia la red Zigbee se encontraba operando en un
entorno no controlado perteneciente a un hogar real donde existían al menos 5 redes Wi-Fi
operando en la misma frecuencia, tal y como muestra el espectro de señal de la Figura 6-4 y sin una
orientación especial en las antenas de los dispositivos.
Figura 6-4: Espectro de señal Wi-Fi. Programa Wi-Fi Analyzer.
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El sensor de potencia envía un paquete cada segundo durante las 24 horas que dura el experimento,
por lo que 86400 paquetes de datos fueron enviados por el nodo sensor. Sin embargo, 83714 fueron
recibidos por el nodo coordinador lo que significa que solo el 3,11% de los paquetes fueron
perdidos o en otros términos, estadísticamente cada minuto en el peor de los casos, solo se pierden 2
paquetes de datos, lo cual confirma la fiabilidad de la red.
6.4 Modelo de ocupación
Para la obtención de resultados mediante los distintos modelos utilizados, se implementó una
pequeña aplicación en JAVA con las clases desarrolladas para los modelos, de modo que de forma
flexible se pudieran generar resultados para distintas configuraciones dadas del modelo.
El primer concepto importante a tener en cuenta dentro de estos modelos es la forma de general los
resultados. Dichos modelos proporcionan resultados significativos de la población cuando se
realizan un número importante de simulaciones, de modo que el agregado total de estas proporciona
curvas de tendencia general. Así pues, como se puede observar en la Figura 6-5, la realización de
solo una simulación proporciona resultados altamente deterministas y poco útiles para nuestro
sistema de control.
Figura 6-5: Resultado modelo de ocupación, 1 simulación.
Así, se muestra en la gráfica la simulación de un día entre semana para un vivienda de 4 ocupantes.
Tal y como se observa, la tendencia general esperada en la ocupación se cumple, no obstante, la
exactitud de los datos y el determinismo de sus franjas horarios no serían útiles para nuestro sistema
de control.
Si bien, la realización de la misma simulación de una vivienda de 4 ocupantes para un día entre
semana, pero ahora repitiendo el proceso para 10.000 viviendas, si proporciona resultados que
marcan una tendencia general en la ocupación de la vivienda. Claro está los términos de escala no
pueden ser equiparables a los de una vivienda concreta, aunque si dividiésemos entre el número
total de ocupantes contemplados se podría entender como una ocupación media.
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Figura 6-6: Resultados del modelo de ocupación.
De la Figura 6-6 se extraen conclusiones significativas, que ahora si podemos afirmar como válidas
ya que este modelo se encuentra validado por (López, 2012). Observamos tres picos principales en
la ocupación de la vivienda cada uno de mayor magnitud los cuales corresponden a las primeras
horas de la mañana, cuando los habitantes se despiertan, a medio día, cuando vuelven a casa para
realizar el almuerzo y por la noche donde se produce el mayor pico debido a la vuelta a casa de los
habitantes.
6.5 Modelo de consumo de las aplicaciones
Tras el modelo base de cálculo de la ocupación, tenemos el modelo para el cálculo del consumo
debido a las aplicaciones instaladas en el hogar. Para realizar estas simulaciones necesitamos tanto
los modelos de aplicaciones instaladas así como la probabilidad de las actividades contempladas en
el modelo las cuales se indicaron con anterioridad.
Para los modelos de aplicaciones instaladas nos basaremos en el trabajo de (Richardson, 2010)
debido a que de forma general, la mayoría de aplicaciones del hogar y su uso se pueden asemejar al
estudio realizado por el autor en Gran Bretaña, exceptuando claro está las aplicaciones dedicadas a
climatización donde las diferencia son sumamente considerables.
En cuanto a los perfiles de actividades, debido a las peculiaridades que presenta cada país, era
necesario obtenerlas a partir de las TUS de España. Dicho proceso, como ya comentamos
anteriormente, se realizó a partir de la consulta en código MySQL de las encuestas realizadas. De
dichas consultas obtuvimos los resultados presentados en las Figuras 6-7 y 6-8.
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Figura 6-7: Probabilidad de actividades, día entre semana.
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Figura 6-8: Probabilidad de las actividades, fin de semana.
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En dichas gráficas se presenta los resultados para días entre semana y fines de semana, para cada
una de las actividades contempladas en el modelo. Además, se muestran estas probabilidades desde
un ocupante activo, hasta cuatro ocupantes activos. Si bien, en las encuestas se contemplaban
hogares con más ocupantes, sin embargo, el tamaño de estas poblaciones no era suficiente para
proporcionar datos significativos.
De las gráficas se obtienen una serie de conclusiones generales que se enumeran a continuación:
 La probabilidad de que al menos un ocupante realice una determinada actividad crece
de acuerdo al número de ocupantes activos en el hogar.
 La actividad Aseo, presenta su mayor probabilidad en las horas de la mañana, aunque
en las horas nocturnas también podemos observar un cierto aumento de la probabilidad,
sobre todo en los fines de semana.
 La actividad Cocina, tal y como era de esperar presenta unos claros picos en las horas
del almuerzo y la cena, tanto para los días entre semana como para el fin de semana, no
obstante la magnitud de estos picos es mayor en los fines de semana.
 En cuanto a la actividad Colada, su principal concentración de probabilidad se da
durante las horas de media mañana y de la tarde, sufriendo un punto de inflexión en las
horas de almuerzo y cena.
 Respecto a la actividad de Limpieza, su probabilidad se concentra en torno al tramo
horario de las 8:00 h-13:00 h, siendo ligeramente mayor este pico en el fin de semana.
 La actividad de Planchado, posee una cierto grado de similitud con la actividad Colada,
concentrándose su probabilidad en las horas de media mañana y la tarde.
 La actividad TV es una de las que mayor probabilidad presenta concentrándose los
picos principales entorno a las 16:00 h y las 20:30 h, siendo además dicha probabilidad
ligeramente mayor en los fines de semana.
Figura 6-9: Simulación del consumo de aplicaciones, 1 simulación.
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Dichas probabilidades obtenidas de las encuestas junto con las distintas aplicaciones usadas para el
cálculo, se introdujeron en el modelo de consumo junto con el anterior sistema de simulación de
ocupación para la obtención de resultados. De este modo, mediante una simulación de ocupación y
una simulación del consumo de aplicaciones son posibles los resultados de la Figura 6-9.
Sin embargo, como en el caso anterior, nos encontramos antes unos resultados altamente
deterministas y que solo representarán la tendencia general de una manera agregada. Por este
motivo, se realizaron 10.000 simulaciones de los respectivos modelos de ocupación y de consumo
de aplicaciones, para obtener así el consumo agregado de la Figura 6-10.
Figura 6-10: Resultados del modelo de consumo de aplicaciones.
En esta figura, como se puede observar, los principales picos de consumo se concentran en las horas
de almuerzo y cena, existiendo un consumo muy bajo durante las horas nocturnas debido solo a los
electrodomésticos no dependientes de la ocupación o los elementos en stand-by. Así mismo,
durante las horas de la tarde existe cierto consumo mantenido, debido a la concentración en dichas
horas de actividades como colada y plancha.
El problema que encontramos para comprobar la validez de dichos datos es la no existencia de datos
del consumo doméstico disociados del consumo global del país. Sin embargo, es posible obtener
datos de la demanda total del país a partir de los informes anuales del operador de red, REE.
En la Figura 6-11 se proporciona la curva de las máximas demandas energéticas registradas en el
país durante el periodo 2012. En ellas como se puede observar, tanto los picos como los valles
mantienen una tendencia similar a los cálculos del modelo, concentrándose en las horas del
almuerzo y la cena.
No obstante, los picos observados en los datos correspondientes a la demanda global no son tan
apuntados como los obtenidos por el modelo. Esto es debido a la influencia de otros sectores como
el industrial o comercial cuya demanda energética es más estable y ocasiona que dichos picos se
suavicen en el agregado total del sistema energético.
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Figura 6-11: Datos de demanda, Fuente: (REE, 2012)
6.6 Modelo de consumo de luminarias
Por último, pasamos a exponer los resultados obtenidos para el modelo de iluminación
implementado. Para obtener los resultados de dicho modelo se usó el anterior sistema de simulación
de ocupación junto con los datos de irradiancia global media pertenecientes a la localización de
Córdoba y la distribución de luminarias del hogar.
Figura 6-12: Datos de irradiancia global media. Fuente AAE.
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Los datos de irradiancia global media usados por el modelo son los mostrados en la Figura 6-12 los
cuales se han obtenido a partir de los datos aportados por la Agencia Andaluza de la Energía
(AAE). Dichos datos presentaban para cada día del mes la irradiancia global con una resolución
temporal de 1 hora. Nuestro trabajo fue realizar la media mensual de estos datos e interpolarlos para
conseguir una resolución de 1 minuto tal y como exige nuestro modelo.
En cuanto a la distribución de bombillas en los hogares, a partir de los datos proporcionados en
(IDAE, 2011), se determinó que para todo el territorio español, la medida de bombillas por hogar es
de 22,9833 con una desviación estándar de 1,9192. Además, para las simulaciones de distribuciones
de luminarias suponemos que dicha variable sigue una distribución estadística normal.
En cuanto a los tipos de bombillas instalados, se determinó el porcentaje del total que estas
representaban a partir de los datos incluidos en el estudio anterior. De este modo, los resultados
obtenidos fueron los presentados en la Figura 6-13.
Figura 6-13: Distribución media de bombillas en los hogares.
Como se puede observar, las bombillas incandescentes estándar son las mayoritarias en las
viviendas, no obstante tanto las bombillas de bajo consumo como las halógenas representa un
porcentaje significativo debido en gran medida a las políticas de abandono de las lámparas de
incandescencia. Respecto a los fluorescentes su uso es significativamente menor, estando reservado
de forma general a las cocinas.
Otra conclusión importante que podemos visualizar es el insignificante impacto de las luminarias
LED, las cual poseen según este estudio una difusión menor al 0,01%. Por este motivo, por el
momento no han sido contempladas en nuestro modelo. Así mismo, dicha distribución solo
pretende dar un soporte al modelo para los cálculos, claro está cuando nos enfrentemos a instalar el
sistema en una vivienda real serán las lámparas allí instaladas las usadas para el cálculo.
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Con dicho datos y los obtenidos del modelo de ocupación, generamos las simulaciones del consumo
de luminarias tal y como podemos observar en la Figura 6-14.
Figura 6-14: Modelo de simulación del consumo de luminarias, 1 simulación.
De dicho modelo como ocurre con los dos anteriores obtenemos unos datos que representa una
vivienda generada aleatoriamente, pero que no son útiles para el modelo general. No obstante, si
realizamos de nuevo 10.000 simulaciones de ocupación y sus respectivos consumos de iluminación,
obtenemos datos como los de la Figura 6-15, los cuales corresponden a un hogar de 4 habitantes un
día entre semana en el mes de enero.
Figura 6-15: Resultados del modelo de consumo de luminarias.
En dichos datos como se puede apreciar, el consumo de iluminación se concentra a partir de las
18:00 aproximadamente, donde dos hechos convergen, la finalización de las horas de luz y el
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regreso de los habitantes al hogar. Así mismo, en las primeras horas de la mañana se puede apreciar
cierto consumo que coincide con el comienzo de la jornada laboral.
Los resultados obtenidos por dicho modelo son sumamente difíciles de cotejar con datos reales ya
que no se poseen datos específicos de las líneas de iluminación de la vivienda. Además, dicho
modelo no pretende extrapolar un algoritmo específico de control de luminarias sino contemplar en
el consumo global la influencia de estas para no caer en una subestimación de la energía consumida.
6.7 Medidas realizadas en un hogar real
Tras la descripción de los modelos presentamos un ejemplo práctico de cálculo del modelo para una
vivienda real y las medidas simultáneas de potencia realizadas para cotejar los datos del algoritmo
de control con lo que realmente ocurre en la vivienda un día cualquiera. Para ello se instaló nuestro
sistema de medida de potencia en el cuadro general de la vivienda como se muestra en la
Figura 6-16.
Figura 6-16: Foto real de la instalación del medidor de potencia.
Con dicho sensor instalado se creó una nueva red donde se incluyeron los electrodomésticos que
poseía la vivienda de modo que se generara un modelo de consumo adecuado a las circunstancias
siendo la potencia tomada como máxima para el escalado de 4.600 W. Dicha potencia se puede
estimar a partir del pico máximo que producirían los electrodomésticos más usados en la vivienda y
en este caso coincidía también con el valor del interruptor de control de potencia (ICP).
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Figura 6-17: Muestras Reales y Estimación, experiencia 1.
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Con dicha instalación, los datos de la Figura 6-17 fueron obtenidos al realizar un muestreo durante
un día completo. Como se puede observar lo primero que comprobamos en la gráfica de muestras
reales son los sucesivos picos de potencia instantáneos que existen. Dicho picos, corresponden
principalmente al comienzo del ciclo de termostato del frigorífico y se deben a que el sistema
muestrea el valor de la potencia con una resolución suficientemente alta como para captar dichas
sobre corrientes de encendido.
No obstante, nuestro algoritmo de control no se ve afectado por dichos picos ya que además de solo
realizar las comprobaciones de potencia al solicitar el encendido o apagado de una carga, posee una
espera de 2 segundo para asegura la estabilización del sistema.
Sin embargo, dejando a un lado los picos instantáneos podemos comprobar que en el sistema se han
dado 3 puntos donde el límite de potencia ha sido sobrepasado. El primero corresponde al que
existen poco antes de las 8:00 h y se identifica con el encendido de la plancha en la vivienda.
Nuestro modelo contempla que dichas actividades son propensas a realizarse por la tarde por lo que
en dicho tramo horario su potencia no estaba contemplada.
Los otros picos, corresponden a las 16:30 h y a las 18:15 h, los cuales se deben al comienzo del
ciclo de la lavadora, la cual se puso en funcionamiento en dos ocasiones durante la tarde
ocasionando estos dos picos de potencia en el encendido.
A pesar de esto, en este caso, aunque la potencia límite es sobrepasada el control permitiría la
activación de la lavadora en las dos ocasiones. Esto se debe a que la lavadora posee un ciclo donde
su demanda de potencia es variable. Por este motivo, se le asocia una potencia media
correspondiente a dicho ciclo para realizar los algoritmos de control de consumo, no obstante, su
modelado dentro del sistema de control si contempla dicho ciclo.
Así pues, para esta experiencia concreta se puede observar como la estimación de consumo
realizada queda por encima del consumo real en el hogar siendo este sobrepasado en contadas
ocasiones. Sin embargo, esto es simplemente un ejemplo de un consumo aleatorio de un día en una
vivienda.
En otros datos de diferentes experiencias se muestra como esto no es la tónica general, es más en la
mayoría de las experiencias realizadas ocurren sobrepasos del valor de potencia límite lo cual
justifica claramente el uso de los algoritmos de control para llevarlos a las zonas donde dicho
consumo está previsto. Un ejemplo de dicha experiencia con fuertes sobrepasos se muestra en la
Figura 6-18.
En dicho ejemplo, existen tres fuertes picos de consumo correspondientes a lavadora y secadora
funcionando simultáneamente en la mañana, otro ciclo de lavadora sobre las 17:00 h y la activación
de horno y microondas durante el periodo nocturno. Lo cual deja ver como si el algoritmo hubiera
desplazado estos consumos hacia la franja horaria 20:00 h-23:00 h no se hubiera producido el
sobrepaso.
Si bien, nuestro objetivo en trabajo futuro será pasar de la adaptación del consumo a la curva
general de la población a curvas basadas en diferentes filosofías como un consumo lo más plano
posible o la activación de cargas de acuerdo a diferentes fuentes de generación como pueden ser la
fotovoltaica o la eólica.
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Figura 6-18: Muestro Real y Estimación, experiencia 2.
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6.8 Funcionamiento de los algoritmos de control
Figura 6-19: Resultados del algoritmo de reconexión.
Como experiencia final de todo el trabajo presentamos los resultados obtenidos en uno de los test
llevados a cabo con los nuevos algoritmos de control. Dicho ejemplo, pretende mostrar el
funcionamiento de los algoritmos de control de potencia, priorización de cargas y reconexión
expuestos anteriormente en el trabajo.
Para llevar a cabo el experimento nuestro medidor de potencia fue instalado en una de las fases del
laboratorio de modo que cuantificara la potencia total demandada por dicha fase. Así mismo, dos
cargas, un microondas y un calefactor, fueron equipadas con nodos de actuación todo/nada, donde
el microondas se definió como prioritario frente al calefactor.
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En el momento en que se llevó a cabo el experimento, el límite de potencia calculado por el modelo
era de 2.200 W. Además, dicha fase del laboratorio poseía un consumo estático de
aproximadamente 1.100 W debido a los transformadores existentes debajo de los puestos y demás
instrumental.
Respecto a las cargas, el consumo del microondas se estima en 1.000 W, mientras el del calentador
eléctrico estaba fijado como 300 W. Así pues, si poseemos una base de consumo de 1.100 W y
añadimos estas dos cargas de forma simultánea la potencia sería de 2.400 W la cual supera el límite
fijado por el sistema para ese tramo horario. Veamos entonces como funciona el algoritmo.
El sistema de medida se encuentra muestreando la potencia consumida en cada momento, la cual
corresponde a la gráfica superior de la Figura 6-19. Como se puede observar, cuando el usuario
realiza la petición de encender el microondas tenemos un consumo aproximado de 1.400 W. El
sistema toma dicho valor de consumo y le agrega el que se estima que consumirá la aplicación al
encender.
Dado que al realizar dicha comprobación el sistema encuentra que el límite de potencia será
superado se realiza la búsqueda de aplicaciones encendidas con una menor prioridad que la que
deseemos encender. El sistema localiza el calentador eléctrico cuya prioridad es menor y por tanto
envía un comando para su apagado. Además, el usuario previamente había seleccionado dicha
aplicación para que en caso de ser desconectada permaneciese en estado de espera, por lo que es
agregada a dicha lista.
Una vez el calefactor ha sido desconectado el sistema comprueba de nuevo la potencia existente y
como afectará la incorporación del microondas a dicha potencia, sin embargo, ahora el valor
calculado es menor de 2.200 W por lo que el sistema dará la orden de activar el microondas.
Durante cierto tiempo el microondas se encontrará en funcionamiento hasta que el usuario dé la
orden de apagado. En ese momento el sistema es notificado de que esa aplicación ha sido apagada y
que por tanto, cierto valor de potencia ha sido liberado.
El sistema chequea entonces en la lista de aplicaciones en espera para ver si existe alguna en dicha
situación, encontrando entonces el calefactor anteriormente apagado por ser menos prioritario. El
sistema comprueba de nuevo el valor actual de potencia y le añade el que se estima que consumirá
el calefactor eléctrico si es activado. Dado que el valor es inferior al límite de 2.200 W, el sistema
manda la orden para la reconexión del calefactor.
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7. CONCLUSIONES Y FUTUROS TRABAJOS
Como ya se expuso al comienzo de dicho trabajo, el consumo del sector residencial representa
alrededor de un tercio del total del país, un porcentaje lo suficientemente amplio como para aplicar
las nuevas tecnologías para mejorar los sistemas y conseguir el mayor ahorro energético y
eficiencia.
Dicho trabajo ha presentado el diseño y desarrollo de una aplicación totalmente centralizada donde
una serie de aplicaciones domésticas son gestionadas por una red inalámbrica de sensores basada en
un estándar de bajo consumo como es el IEEE 802.15.4 y Zigbee. Dicha gestión es realizada a partir
de algoritmos de predicción del consumo combinados con temporización horaria, potencia,
iluminancia y temperatura. Así como el control, el cual ahora incluye el protocolo DALI
El sistema de gestión es tal vez la característica más importante, donde el control basado en la
estimación de la potencia y la priorización de cargas suponen un concepto novedoso. En este
contexto, los modelos estocásticos cobran una gran importancia gracias a los cuales dicho límite de
potencia es diariamente recalculado distinguiendo entre meses y también entre días entre semana o
fines de semana.
La fijación de esta consigna de potencia a partir de modelos de consumo permite que nuestra
demanda se adapte a la actual curva esperada por los distribuidores eléctricos, uno de los principales
objetivos del concepto Smart Grid. Y no solo eso, sino que al añadir decisiones basadas en
temperatura e iluminancia, aseguramos una mayor eficiencia.
También es un rasgo destacable la implementación del control avanzado de cargas mediante el
protocolo DALI dentro de la propia red inalámbrica de sensores. Es más, DALI ha sido y está
siendo adaptado a otras aplicaciones domésticas como HVAC, motores o diversos sensores, lo que
hace que nuestro sistema sea fácilmente adaptable a nuevas aplicaciones.
En cuanto a los resultados, el sistema totalmente funcional, con las mejoras hardware y software
realizadas ha sido presentado. Así mismo, cada uno de los modelos descritos ha sido implementado
de forma separada y simulados para dar a conocer cuáles son los resultados que estos proporcionan.
También se ha realizado un estudio sobre la calidad de las medidas de potencia realizadas y la
fiabilidad que ofrecen dichas medidas obteniendo como conclusión global que la relación entre la
calidad y el precio del sistema es adecuada para la aplicación final que se espera de esta.
Así mismo, se ha presentado el funcionamiento del algoritmo de control más complejo
implementado en el sistema y su actuación en dos niveles de prioridad. Dicho funcionamiento es
extrapolable totalmente a varios niveles más de prioridad consiguiendo así una jerarquización de las
cargas del hogar.
Por último, destacar la ventaja de la implementación de todo el sistema dentro de un entorno PC y
no dentro del nodo microcontrolador. Al elegir dicha filosofía las distintas variables de control
pueden ser modificadas en tiempo de ejecución y los usuario puede unir varios tipos de control para
conseguir actuaciones más complejas. Además, la realización del sistema en JAVA ha permitido su
rápida conexión a una base de datos y ofrecen grandes posibilidades de interconexión remota en el
futuro.
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Así nuestro trabajo venidero poseerá las siguientes metas:
 Mejorar la extrapolación de los datos generados por el modelo agregado de consumo a
los de una vivienda real, no usando la potencia límite sino el agregado de aplicaciones
instaladas.
 Incluir en el cálculo de la estimación nuevas variables como el futuro precio variable de
la energía planteado actualmente.
 Realizar modificaciones en la distribución de las actividades y hábitos de modo que el
modelo genere datos adaptados a distintos tipos de fuentes energía entre las que se
encuentren claro está las energías renovables y el autoconsumo.
 Incluir en el modelo nuevas tecnologías emergentes como el coche eléctrico y el
impacto de su carga nocturna en la curva total de demanda.
 Ampliar las posibilidades de conectividad centrándonos en el desarrollo de una
aplicación de monitorización para Smartphones y el control remoto del sistema
mediante pasarelas.
 Realizar la integración y miniaturización del sistema de modo que ocupe el mínimo
espacio posible y tenga un coste relativamente bajo. Dicho hecho pasa principalmente
por sustituir las fuentes de alimentación AC/DC convencionales por novedosas
tecnologías como la flyback o los relés electromecánicos por sistemas de estado sólido.
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1. INTRODUCCIÓN
La aplicación PC realizada para el dicho trabajo presenta una doble finalidad. Por un lado,
proporciona al usuario una interfaz gráfica para la configuración de la red, la monitorización y el
control. Por otro lado, es el soporte para la creación de las estimaciones de consumo y los
algoritmos de control sobre las cargas.
Dicha aplicación está diseñada única y exclusivamente para funcionar con el dispositivo
eZ430-RF2480 de Texas Instruments, por tanto, no se asegura su compatibilidad con otros kit de
desarrollo Zigbee de la misma familia como pueden ser por ejemplo los CC2530 o similares.
2. INSTALACIÓN
2.1 Instalación del modulo interfaz del USB
En primer lugar, será necesaria la instalación de los driver del PC para el módulo de
comunicaciones USB y el coordinador, dado que este tema es tratado de en profundidad por el
fabricante en otra de sus aplicaciones, simplemente hacer referencia al recurso:
http://www.ti.com/lit/ug/swru157d/swru157d.pdf
En esta guía de uso de la aplicación desarrollada para el código de demostración ZASA se puede
consultar en las páginas 3-7 todo el proceso de configuración de la interfaz USB con el sistema,
tanto para sistema Windows XP como para Windows Vista.
2.2 Instalación de la aplicación
Por tratarse de una aplicación en Java no será necesario realizar un proceso de instalación de la
misma propiamente dicho similar al que puede realizarse con otras aplicaciones. Si será necesario
en este caso la instalación de las librerías adicionales usadas en el paquete de Java genérico.
El proceso consiste simplemente en dos pasos:
 Copiar el contenido de la carpeta lib, el %JAVA_HOME%\lib\ext, donde
JAVA_HOME representa la carpeta de java. (Ej: c:\Program Files\Java\j2re1.4.1_01)
 Copiar en la carpeta %JAVA_HOME%\bin, los archivos correspondientes de la carpeta
DDL. Para ello se deberá tener en cuenta si nuestro sistema es de 32 bits o de 64 bits y
copiar los adecuados.
Así mismo, el usuario también deberá tener instalado en el sistema alguna distribución de MySQL
que permite la creación y conexión de la base de datos para el almacenamiento de información que
la aplicación utiliza. Una de las muchas recomendaciones puede ser la siguiente:
http://dev.mysql.com/downloads/mysql/
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3. INTERFAZ BÁSICA DE USUARIO
La interfaz principal de usuario es la mostrada en la figura. En ella distinguimos tres elementos
pertenecientes a la interfaz básica del sistema y un tapiz central sobre el que se dispondrán las
distintas ventanas de la aplicación. En este caso, correspondiente al encendido del software, se
muestra la ventana de inicio de la aplicación.
A continuación, detallamos cada una de las partes mencionadas en la figura anterior y sus
funcionalidades dentro de la aplicación
3.1 Barra de Menús
En la barra de menús se encuentran recogidas todas las
funcionalidades de la aplicación agrupadas en 5 menús
desplegables. Las opciones que presenta dicho menú se exponen
a continuación.
3.1.1 Archivo
El menú archivo contiene las utilidades básicas de toda aplicación:
 New (Nuevo): Despliega la ventana de configuración para establecer una nueva red.
 Open (Abrir): Permite cargar una configuración de red guardada.
 Edit Network (Editar Red): Carga una configuración de red y la abre en modo
configuración.
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 Close Network (Cerrar Red): Permite cerrar la pantalla de
monitorización y control de una red si esta está abierta
 Save (Guardar): Permite guardar un archivo de texto con los
datos de la red en caso de que estemos dentro de la ventana de
configuración
 Exit (Salir): Permite al usuario salir de la aplicación.
3.1.2 Edición
 New Sensor (Nuevo sensor): En la pantalla de configuración,
permite establecer la interfaz para añadir un nuevo sensor.
 Delete Sensor (Borrar sensor): En la pantalla de configuración,
borra el sensor seleccionado en la tabla.
 New Actuator (Nuevo actuador): En la pantalla de
configuración, permite establecer la interfaz para añadir un
nuevo actuador.
 Delete Actuator (Borrar actuador): En la pantalla de configuración, borra el actuador
seleccionado en la tabla.
 Connect (Conectar): Realiza la conexión con el puerto serie seleccionado mediante la
barra de herramientas.
 Update Ports (Actualizar puertos): Realiza la actualización de los puertos del sistema.
 Disconnect (Desconectar): Permite desconectar la comunicación actual con el puerto
serie.
3.1.3 Herramientas
 Generate Model Data (Genera Datos del Modelo): Dicha
opción permite recalcular los parámetros del modelo de
estimación del consumo.
3.1.4 Ventanas
 Start Window (Ventana Inicio): Muestra la pantalla de
opciones iniciales de la aplicación.
 Configuration Window (Ventana de Configuración):
Muestra la pantalla de configuración de una nueva red.
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 Main Window (Ventana Principal):Muestra la interfaz de monitorización y control.
 Disposition (Disposición): Ayudante para la distribución de las ventanas internas en
pantalla bien en modo cascada (Cascade) o bien en mosaico (Mosaic).
3.1.5 Ayuda
 Information (Información): Muestra una breve descripción sobre la
utilidad de la aplicación y el autor de la misma.
3.2 Barra de Herramientas
La barra de herramientas de la aplicación es la mostrada en
la figura de la izquierda, donde las funciones nombradas
son totalmente equivalentes a las de las de la barra de
menú, con la particularidad del cuadro desplegable donde
se seleccionará el puerto a conectar.
3.3 Barra de Estado
La barra de estado está compuesta únicamente por dos campos. Por un lado, tenemos el estado del
puerto, donde se nos indica si este está conectado o desconectado. Por otro lado, disponemos de la
hora actual, la cual será equivalente a la usada por el sistema de control y que se obtiene a partir de
la hora del sistema.
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4. VENTANA DE INICIO
La ventana de inicio, es la mostrada en la apertura de la aplicación y simplemente nos ofrece las
posibilidades comunes a realizar al abrirla. Todas estas opciones son las equivalentes comentadas
en la barra de menú.
5. VENTANA DE CONFIGURACIÓN
La ventana de configuración permite crear o modificar una red de sensores y actuadores. Dicha
ventana se despliega al seleccionar las opciones de Nueva Red (New Network) o de abrir una red
existente para su edición (Open Network to Edition).
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Dentro de dicha ventana se distinguen dos zonas principales. La zona de la izquierda tiene como
finalidad la introducción de datos para los nuevos nodos que formarán la red mientras que la zona
de la derecha permite al usuario visualizar los elementos que actualmente existen en la misma.
Así mismo, cada uno de estas dos secciones se divide a su vez en otras más pequeñas. A saber,
distinguimos en la parte izquierda de configuración de nodos las secciones de: Parámetros
Generales (General Parameters), Edición de Grupos (Edit Groups), Definición de nodos (Nodes
Definition), Parámetros de configuración (Configuration Parameters) y grabación de datos (Settings
Recording), enumeradas comenzando por la parte superior. En la parte derecha de la pantalla
distinguimos también tres zonas: la Tabla de Grupos (Group Table), la Tabla de Sensores (Sensor
Table) y la Tabla de Actuadores (Actuator Table).
5.1 Parámetros Generales
Dichos parámetros corresponde a aspectos que engloban a toda la red. Los campos que lo
componen son:
 Network Password (Contraseña de la Red): Código numérico de 16 dígitos que se
configura en todos los dispositivos de la red de modo que su comunicación sea segura.
 Dwelling Number (Número de Ocupantes): Número de habitantes de la vivienda en la
que se realiza la instalación.
 Max. Power (Potencia Máxima): Nivel de potencia correspondiente a la suma de los
principales electrodomésticos utilizados en dicho hogar y que de forma general
coincidirá con el valor del interruptor de control de potencia.
5.2 Edición de Grupos
Su funcionalidad es simplemente la creación o eliminación de los grupos existentes en la red. Así
pues, para crear un grupo se asignará un nombre a este y se pulsará el botón Add Group (Añadir
Grupo). Si por otro lado, lo que se desea es eliminar un grupo creado, se seleccionará este de la
correspondiente tabla y se pulsará el botón Delete Group (Borrar Grupo).
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5.3 Definición de Nodos
Los campos de dicho apartado nos permiten seleccionar el rol que tendrá el dispositivo en la red y al
grupo al que pertenecerá este. Así mismo, en el caso de los nodos actuadores el grupo de medida de
potencia al que pertenecerá. Los campos específicos son:
 Device Type (Tipo de Dispositivo): Nos permite seleccionar si el nodo que añadimos a
la red actuará como sensor o como actuador.
 Name (Nombre): Daremos un nombre específico para dicho nodo.
 Associated Group (Grupo asociado): Asignaremos dicho nodo a un grupo de los
creados anteriormente, entendiendo como grupo a un conjunto de actuadores que toman
las medidas de una serie de sensores asociados a ellos mediante este indicador de grupo.
 Power Group (Grupo de Potencia): Determina el sensor de potencia de la instalación
que se tendrá en cuenta para las comparaciones de dicho nodo actuador ya que este
parámetros solo está disponible para esta tipología de nodo.
5.4 Parámetros de Configuración
En dicho apartado se establecen las principales características de cada uno de los nodos sensores y
actuadores, por lo tanto, en función de la información aportada en el campo anterior dicho apartado
tendrá una vista distinta. En el caso de estar configurando un nodo sensor, el aspecto que tendría
dicha interfaz sería el siguiente donde simplemente se muestra la lista de opciones con los tipos de
sensores posibles.
En caso de que seleccionemos un nodo del tipo actuador la vista de dicho apartado cambiaría a esta
otra.
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Dichos campos poseen el siguiente significado y funcionalidad:
 Prority Level (Nivel de prioridad): Aquí podemos seleccionar el grupo de aplicaciones
en el que se encuentra incluido el sistema a introducir en la red. Además, con la
asignación de este grupo fijamos también el nivel de prioridad de la carga de acuerdo a
lo establecido en el sistema.
 Appliance (Aplicación): Una vez seleccionado el grupo al que pertenece la carga a
controlar, dicho cuadro desplegable incluirá los diferentes tipos de aplicaciones que
están contempladas para dicho nivel en nuestro modelo, lista de la cual deberemos
seleccionar la más adecuada. A continuación, mostramos las diferentes combinaciones
posibles de niveles de prioridad y aplicaciones incluidas en estos.
Nivel de prioridad Tipo de aplicaciones Aplicaciones contempladas
0 No controladas Frigorífico, Congelador, Arcón y
Frigorífico-congelador.
1 Entretenimiento primario Contestador, Reproductor CD, Reloj,
Teléfono, Hi-FI, Plancha, Aspiradora, Fax,
PC, Impresora, TV, DVD y TDT.
2 Entretenimiento secundario Contestador, Reproductor CD, Reloj,
Teléfono, Hi-FI, Plancha, Aspiradora, Fax,
PC, Impresora, TV, DVD y TDT.
3 Cocina Hornilla, Horno, Microondas, Calentador de
agua.
4 Iluminación Incandescente, Halógena, Bajo consumo y
Fluorescente.
5 Climatización Calefactor y Aire Acondicionado.
6 Aplicaciones cíclicas Lavavajillas, Secadora, Lavadora,
Lavadora-secadora y termo eléctrico.
 DALI Protocol (Protocolo DALI): Es un una casilla de activación o desactivación que
indica si la aplicación a introducir implementa el protocolo de control DALI.
 Temperature Control (Control de temperatura): Dicho cuadro de opción se habilita
para el grupo de aplicaciones de climatización y permite establecer el control por
temperatura. Para ello fijaremos el nivel de temperatura deseado y si la aplicación
calienta o enfría el ambiente.
 Luminosity Control (Control de luminosidad): habilitado solo para las aplicaciones de
iluminación, permite al usuario seleccionar el nivel deseado de iluminancia que
pretende mantener con dicha carga. Los niveles dados son: Normal (100 lux), Buena
(300 lux) y Excelente (500 lux).
 Timing Control (Control Temporizado): Opción que puede marcarse para las
aplicaciones de cocina, iluminación, climatización y cíclicas para asignar a la carga un
horario de funcionamiento establecido.
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5.5 Grabación de Datos
Por último, tenemos la zona dedicada a la grabación de los datos configurados tanto en el nodo
físico, como en el esquema conceptual de la red que se almacena en el PC. Para realizar dicha
grabación, una vez conectado el nodo al PC, se pulsa el botón Check Connection (Chequear
Conexión). Si dicho chequeo tiene éxito el dato mostrado por el campo Current Address (Dirección
Actual) será la dirección IEEE del dispositivo conectado.
Una vez que esto se ha conseguido pulsaremos el botón Record Setting (Grabar Datos) y la
información necesaria para el funcionamiento correcto de la red se grabará tanto en el nodo físico
conectado al PC, como en los archivos y variables del sistema de monitorización y control.
5.6 Tabla de Grupos
Su misión es almacenar de forma temporal la información establecida en la red sobre los grupos que
se deberán forma por los dispositivos, así como presentar al usuario la configuración actual
existente. Su estructura es muy sencilla ya que solo disponen de dos columnas. En la primera, se
muestra el identificador numérico asignado al grupo, mientras que en la segunda podemos
visualizar el nombre de este.
5.7 Tabla de Sensores
La tabla de sensores posee la misma finalidad que la anterior pero ahora la información que
contiene se refiere a los nodos que realizan las medidas en la red. En dicha tabla existen una
estructura de 5 columnas cuyos campos son: la dirección IEEE del nodo (IEEE Address), el
identificador numérico del sensor (SensorID), el nombre asignado (Name), el grupo al que está
asociado dicho sensor (Group) y el tipo de medida que realiza (Measure Type).
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5.8 Tabla de Actuadores
Por último, presentamos la tabla que incluye los distintos actuadores que son introducidos a la
nueva red. En dicha tabla existen nueve campos: la dirección IEEE del dispositivo (IEEE Address),
el identificador numérico del actuador (ActuatorID), el nombre asignado (Name), el grupo al que
pertenece (Group), el tipo de aplicación con la cual se corresponde el actuador (Appliance), los
parámetros de control adicionales (Controls), su prioridad (Priority), su potencia (Power) y la
asignación horaria (Schedule).
5.9 Opciones globales
Además de dichos campos, en la pantalla de configuración poseemos 4 botones con más
funcionalidades adicionales. De dichos botones, los dos centrales, Delete Sensor y Delete Actuator,
proporcionan las mismas funciones que sus análogos del menú edición, no obstante las
funcionalidades de los dos restantes son:
 New Node (Nuevo Nodo): Realiza un borrado de todos los parámetros de la interfaz de
configuración y desconecta del PC cualquier nodo actualmente conectado a este.
Permite al usuario dejar la interfaz lista para introducir otro nodo a la red.
 End Configuration (Finalizar Configuración): Despliega un sistema de selección de
archivos donde podremos establecer la ubicación donde se almacenará el archivo con
los datos de la red creada.
6. VENTANA DE MONITORIZACIÓN Y CONTROL
El objetivo de dicha ventana es proporcional al usuario un sistema de información constante acerca
del estado de los sensores y actuadores de la red así como de la potencia instantánea consumida
respecto a la estimada y la energía. También, pretende dar soporte a las acciones de control de las
distintas cargas existentes.
Por este motivo, dicha ventana de la aplicación se encuentra estructurada en una serie de pestañas
con funcionalidades distinguidas, dichas pestañas son:
 Pestaña de Sensores (Sensors): Nos permite la visualización tanto gráfica como
numérica de los datos recogidos por los sensores.
 Pestaña de Actuadores (Actuators): Contiene una estructura de jerarquización en
grupos de todos los actuadores influidos en la red. Desde ella es posible la activación o
desactivación de las diferentes cargas de la red.
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 Pestaña de estimación (Estimation): Proporciona el resultado calculado por el modelo
de predicción del consumo junto con los datos reales de potencia muestreado en la
totalidad de la red. También incluye indicadores sobre la energía empleada.
A continuación, describiremos cada una de estas pestañas por separado.
6.1 Pestaña de Sensores
Como hemos dicho anteriormente proporciona de manera gráfica y numérica las distintas variables
medidas por los sensores del sistema. Posee una estructura dividida en tres sectores principales.
 Sensors (Sensores): Dentro de dicho apartado, situado en la parte superior izquierda,
encontramos una tabla con todos los sensores en la red. En dicha tabla se proporciona:
el identificador del sensor, el nombre de este, el grupo al que se encuentra asociado, el
tipo de medida que realiza y el valor instantáneo de la misma.
 Graphics (Gráficas): Representa la evolución temporal de la medida realizada por el
sensor que tenemos actualmente seleccionado en la tabla de sensores. La franja de
tiempo contemplada es de 60 segundos.
 Indicator (Indicador): Consiste en un display analógico de aguja mediante el cual se
presenta el valor de la variable medida por el sensor seleccionado en la tabla.
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6.2 Pestaña de Actuadores
La pestaña de actuadores está dedicada como su nombre indica las opciones relacionadas con los
sistemas de control de las cargas. En dicha interfaz, se posee ahora una estructura de 4 secciones
dentro de las cueles encontramos distintas posibilidades de selección o información. Estas secciones
son:
 Groups (Grupos): Contiene la lista de grupos definidos. Mediante la selección de este
en la tabla se puede consultar las medidas de los sensores asociados a dicho grupo y los
actuadores existentes en él.
 Measures (Medidas): Nos proporciona de forma gráfica la información sobre el valor
de los distintos sensores incluidos en el grupo seleccionado anteriormente. Son
indicadores similares a los que encontramos en el apartado de sensores pero
miniaturizados para contemplar todos los del grupo.
 Actuators (Actuadores): Junto con la anterior sección, la selección de un grupo
también actualiza esta zona donde se muestran los distintos actuadores del sistema.
Dentro de esta lista de actuadores se incluyen el identificador de este, el nombre que
posee y su estado actual.
 Control (Control): Finalmente, tras seleccionar un determinado actuador de la lista
anterior se nos proporcionará en dicho apartado toda la información referente a este
mediante distintos campos. De todos estos campos incluidos, el sistema permite la
modificación de ciertos parámetros de forma online lo cual viene indicado debido a que
el fondo del campo es de color blanco. A continuación, detallamos dicha sección.
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Esta área específica posee dos lados diferenciados. La zona de la izquierda corresponde a los
parámetros y el modo de configuración del control dentro de la red. La zona de la derecha
corresponde al sistema de actuación remota directa sobre la carga.
En el lado izquierdo donde tenemos los parámetros correspondientes al control se distinguen los
siguientes campos:
 Control Type (Tipo de Control): Campo informativo donde se nos muestra el tipo de
control existente el cual puede ser: No Control (Sin controlar), Power Control (Control
de potencia) o Power & Timing Control (Control de potencia y temporizado).
 Priority (Prioridad): Campo numérico modificable que indica el nivel de prioridad de
la aplicación, siendo el cero en nivel más prioritario y los sucesivos números los de
menor prioridad.
 Power (Potencia): Define la potencia asignada a la carga que se gestiona. También es
un campo editable para el usuario de forma que este pueda adaptar el sistema genérico a
sus aplicaciones específicas.
 Variable Control (Control por Variable): Se trata de un campo informativo que indica
la existencia o no de un control adicional el cual puede ser por temperatura
(Temperature) o por iluminancia (Luminosity).
 Limit (Limite): Indicador numérico editable por el usuario que proporciona el valor de
consigna establecido para el sistema de control por variable.
 Schedule (Horario): Campos dedicados a la introducción del horario de
funcionamiento para aquellos dispositivos que lo contemplan. También es modificable
por el usuario.
 Automatic Control (Control Automático): Casilla de activación que habilita la carga
para que sea encendida y apagada por el sistema de forma automática en función de sus
parámetros de control.
 Waiting Mode (Modo en espera): Casilla de activación que habilitará la carga para su
reactivación en el caso de que esta se desactive por ser menos prioritaria.
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Respecto a las opciones de la zona derecha tenemos en la parte superior el nombre de la aplicación
sobre la que estamos actuando. Así mismo, tenemos dos botones, ON y OFF, que tal y como sus
propios nombres indican permiten la activación y desactivación remota de la carga.
También se puede observar la existencia de un control deslizante junto a una casilla numérica y un
botón en envío (Send). Estos tres objetos sirven para el control de cargas que implementan el
protocolo DALI. Mediante el control deslizante se puede realizar un ajuste grueso del nivel,
mientras que con el campo numérico podemos hacer un ajuste exacto. Una vez realizado este
simplemente debemos pulsar el botón de enviar para dar la orden.
6.3 Pestaña del Modelo
Por último, tenemos la pestaña dedicada al modelo de estimación del consumo y la contabilización
de energía. En dicha pestaña se distinguen tres zonas, donde dos de ellas se encuentran asociadas
entre sí. Las zonas son: Select Graphics (Selección de Gráficos): Consiste en un grupo de cinco
botones mediante los cuales se permite cambiar la visualización representada en el apartado de
Graphics (Gráficos). Los posibles gráficos incluidos son:
 Power Estimation & Instantaneous Power (Gráfica de potencia estimada y potencia
instantánea): muestra la gráfica de potencia estimada para ese día así como el muestreo
realizado por el sensor de potencia de la instalación.
 Luminary Power Estimation (Gráfica de potencia consumida en iluminación):
muestra la gráfica de la potencia que se estima que será consumida a lo largo del día por
las aplicaciones de iluminación.
 Appliances Power Estimation (Gráfica de potencia consumida por las
aplicaciones): muestra la gráfica de la potencia que se estima que será consumida por
las aplicaciones generales a lo largo del transcurso del día.
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 Occupancy Profile Estimation (Gráfica del perfil de ocupación): muestra
gráficamente la media de ocupación estimada para el día.
 Solar Irradiance Estimation (Gráfica de irradiancia solar): muestra los datos de
irradiancia tomados como base para el cálculo del consumo debido a las luminarias.
En cuanto a la zona de la derecha, Power & Energy Measures (Medidas de Potencia y Energía),
muestra los siguientes campos:
 Instantaneous Power (Potencia instantánea): Valor instantáneo medido por el sensor
de potencia de la red.
 Power Limit (Limite de Potencia): Potencia máxima asignada para ese tramo horario
por el modelo de predicción del consumo.
 Energy Since Connection (Energía consumida desde la conexión): Cuantifica la
cantidad total de energía que ha sido consumida por las aplicaciones desde que el
sistema fue puesto en funcionamiento por última vez.
 Energy in the Day (Energía consumida durante el día): Cuantifica la cantidad de
energía que ha sido consumida desde que comenzó el día actual.
 Energy in the Week (Energía consumida durante la semana): Nos proporciona la
energía que ha sido consumida por el sistema durante la última semana.
7. PROCESO DE CONFIGURACIÓN BÁSICA DE UNA RED
A continuación presentamos los pasos a seguir por el usuario para añadir un nuevo nodo a la red.
Para ello partiremos de la premisa de que en la ventana principal se ha seleccionado la opción New
Network (Nueva Red) y este será el primer nodo que añadamos a la misma. Los pasos son los
siguientes:
1. Introducir en los parámetros generales la contraseña para la red asignada al coordinador,
el número de habitantes de la vivienda y el límite de potencia. Para determinar este
límite sume la potencia de los electrodomésticos más usuales que pueda usar de forma
simultánea en su vivienda.
2. Crear un grupo usado para incluir todas las aplicaciones de las que contabilizará la
potencia.
3. Seleccionar el tipo nodo como sensor, asignarle un nombre e introducirlo en el grupo
anteriormente creado.
4. Establecer el sensor dentro del tipo de medición de potencia ya que es el sensor básico
para la creación de la red.
5. Conectar el nodo sensor al PC y pulsar el botón actualizar para que este sea localizado.
Una vez realizado esto seleccionar el nuevo puerto detectado y pulsar en el botón de
conexión.
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6. Dentro de sección para la grabación de parámetros pulsar el botón para chequear la
conexión y posteriormente grabar los datos.
7. Finalmente, pulsar el botón New Node (Nuevo Nodo) para limpiar la interfaz.
8. Para añadir más nodos volver a repetir el proceso a partir del punto 2 si se desean crear
nuevos grupos o 3 si solo se introducirán más dispositivos. Destacar que el grupo
creado en primer lugar con el sensor de potencia es obligatorio y se deberá asignar para
todos los dispositivos de actuación para que estos sean contemplados por dicho control.
9. Para almacenar la red pulsar el botón End Configuración (Terminar configuración) y
establecer un nombre para la red. Se recomienda que dicho nombre no posee ningún
espacio en blanco para el buen funcionamiento del sistema.
8. PROCESO DE INICIO DEL MUESTREO Y CONTROL
Una vez creada una red siguiendo el proceso anterior, podemos comenzar la monitorización y
control de la misma simplemente abriendo de nuevo mediante dicha opción el archivo
recientemente creado. Tras una espera de varios segundos se mostrará en pantalla la interfaz de
monitorización de la aplicación.
A partir de este momento el proceso a seguir es el siguiente:
1. Conectar el nodo coordinador al PC.
2. Pulsar el botón incluido en el nodo coordinador para que este comience la red ZigBee.
3. Realizar la conexión del resto de dispositivos. Para saber si un dispositivo se ha
conectado a la red, su LED indicador verde debe estar encendido. En caso contrario se
recomienda el reinicio del nodo para su reconexión.
4. Una vez establecida toda la red Zigbee conectar el puerto de comunicaciones del PC.
5. Tras conectar el puerto pulsar el botón superior de la interfaz Start Connection
(Comenzar Conexión), para que el sistema realice el unión de los dispositivos al
coordinador y conecte con la base de datos.
6. Tras este paso, el sistema se encontrará totalmente operativo y todas las opciones de
visualización y de control anteriormente conectadas serán posibles.
9. IDENTIFICACIÓN Y CONSULTA DE LA BASE DE DATOS
Nuestro sistema posee la posibilidad de almacenar los datos correspondientes a las medidas de los
sensores y a las actuaciones sobre las cargas en una base de datos implementada mediante un
servidor en el propio sistema PC y siguiendo la filosofía de conectividad del sistema MySQL. Esta
base de datos, también puede ser consultada por el usuario.
Anexo A: Manual de Usuario de la Aplicación PC A - 19
Para hacer la consulta simplemente se debe tener en cuenta cual será el nombre específico de la base
de datos debido a que todo el proceso de creación e introducción de datos es transparente al usuario
final. Así pues, para referirse a una base de datos se hará con el mismo nombre que posea el archivo
de almacenamiento de la red.
Por eso motivo, debe de tenerse especial cuidado en dos situaciones. Almacenar el archivo de la red
con un nombre que no contenga espacios en blanco y no modificar el nombre de este archivo. De
este modo la base de datos para una red específica siempre estará operativa y actualizada incluso si
se realizan cambios en la configuración.
10. PROBLEMAS USUALES
Por último, exponemos los problemas más usuales observados en la aplicación de modo que el
usuario encuentre una guía rápida para la solución de estos.
 Al conectar el puerto la aplicación se bloquea o deja de funcionar: Esto puede
deberse a dos motivos. El primero y más usual es que haya intentado realizar una
conexión, sin una previa actualización de los puertos de modo que el puerto
seleccionado ya no exista para el sistema. El segundo motivo es que no se hayan
copiado correctamente las librerías DLL en las carpetas indicadas.
 No se encuentran los archivos de redes guardados: Esto se debe que no han sido
guardados con la extensión .txt y el filtro del seleccionador de archivos no los muestra,
sin embargo, puede eliminarse el filtro y ser abiertos estos con total normalidad.
 Al pulsar para apagar la carga esta se enciende automáticamente: La razón de esto
es que en el sistema debe tener seleccionado el control automático y sus parámetros son
correctos para la activación, de modo que aunque el usuario ordene apagarla, esta
intentará activarse.
 Al seleccionar un elemento de las listas no se actualiza la interfaz: Este problema se
presenta cuando de modo casual el clic del rato se produce en los límites de algunas de
las columnas. Para evitar dicho problema se recomiendo picar sobre el nombre el grupo,
sensor o actuador a seleccionar mediante un doble clic.
 No encuentro la base de datos correspondiente a mi red o esta es errónea: Este
problema se presenta cuando no se cumplen las dos recomendaciones del apartado
anterior de modo que mediante un cambio de nombre en el archivo o a través de la
asignación de un nombre con espacios, el sistema que genera automáticamente la base
de datos ha destruido la base de datos antigua o a modificado datos de forma errónea.
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MEMORIA DESCRIPTIVO JUSTIFICATIVA
1. INTRODUCCIÓN
El siguiente documento recoge el proceso de diseño y las características técnicas necesarias de los
sistemas PCB desarrollados como soporte mecánico del sistema proyectado. En ella incluiremos
todos los datos necesarios para la fabricación de dichas placas de circuito impreso mediante los
medios disponibles en el laboratorio.
2. ANTECEDENTES
El diseño parte de un sistema prototipo previo el cual se encontraba implementado y en
funcionamiento en un soporte no definitivo mediante placas protoboard. Todas las especificaciones
y características de los distintos componentes se encuentran ya definidas en el trabajo anterior y
nuestra finalidad es la definición de la tecnología a utilizar en las PCB.
Dichos sistemas corresponden a dos circuitos distintos anteriormente proyectados. Por un lado, un
circuito de medida de corriente, con una fuente de alimentación a partir de la red eléctrica
incorporada y un sistema de comunicación Zigbee para el envío de datos. Por otro lado, tenemos un
sistema de actuación sobre cargas, que implementa al igual que el anterior la alimentación a partir
de la red eléctrica, el conector para manejar cargas a tensión de red y el sistema de comunicación.
3. CARACTERÍSTICAS DEL PROYECTO
Debido a la relativa simplicidad del circuito diseñado y la existencia de muy pocos trazados críticos
se optará por realizar ambas placas mediante un circuito impreso monocapa con taladros simples sin
metalizado, simplificando así coste y diseño. Además, debido a las limitaciones de diseño existentes
en el laboratorio, la placa solamente constará de una capa de cobre sin máscara de soldadura ya que
esta se realizará de forma manual.
3.1 Tecnología de las Placas y fabricación
Dado que se ha optado por utilizar una tecnología monocapa el espesor del dieléctrico aislante no es
un punto crítico del sistema. No obstante la tecnología empleada en este caso será una placa de FR4
(Fibra de vidrio + Resina Epoxy) con un espesor de de 1,6 mm. Así mismo, dado que la mayor parte
del circuito posee pistas de bajo nivel de tensión y corriente, se usará un espesor de cobre de 35 μm.
Respecto a la tecnología de fabricación, se empleará una máquina de fresado y taladrado por control
numérico encargada de eliminar el cobre de las zonas correspondientes y realizar los taladros
necesarios para la inserción de componentes.
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3.2 Tipología y anchura de pistas
Respecto a las pistas del circuito, debemos definir la tipología de estas según la finalidad dentro del
circuito y el tipo de señal que estas conduzcan. Así mismo, debemos asignar las restricciones de
trazado y los distintos intervalos de separación para el aislamiento.
Se distinguirán entonces tres tipos de pistas con las siguientes características:
 Pistas de alimentación a baja tensión
 Pistas de alimentación a alta tensión
 Pistas de señal genéricas
Respecto a las pistas, sabemos que la corriente máxima que deben soportar es de aproximadamente
unos 100 mA incluyendo un cierto margen de seguridad. Así pues, remitiéndonos a la fórmula de
Douglas Brooks, extraída de (Luna, 2011)1 y referida a milésimas de pulgada.
68,043,0065,0 ATI  (3.1)
A partir de dicha fórmula, un espesor de pista de 35 μm (1,37 mil) y limitando el incremento de
temperatura a solo 10 ºC, si elegimos un tamaño mínimo de pista de 20 mil (0,5 mm), la intensidad
máxima que puede circular por el circuito es de 1,66 A, lo cual indica que esta anchura es más que
suficiente para todas las pistas del circuito.
Sin embargo, dado que no poseemos limitaciones de tamaño pero si tecnológicas debido a que la
placa se deberá soldar de forma manual, sobredimensionaremos las pistas de modo que para las de
alimentación tanto a baja como a alta tensión se asignará un ancho de 50 mil (1,27 mm) y para las
de señal genérica el ancho anterior de 20 mil (0,5 mm).
Respecto al espacio de aislamiento entre conductores, de forma genérica debido a las bajas
tensiones de la mayor parte del circuito se asignará una separación mínima de 12 mil (0,3 mm)
espacio recomendado para pistas de 15 a 30 V que es el caso. Si bien, para las pistas que conducen
la señal de la red eléctrica hacia el transformador cuyo valor es de 230 V, se asignará una
separación de 100 mil (2,54 mm). Dichas dimensiones, están sobre dimensionadas según las
nociones dadas en la bibliográfica comentada debido a que no se realizará un recubrimiento
dieléctrico externo.
3.3 Ubicación de componentes
Respecto a la ubicación de los componentes las principales normas seguidas han sido las siguientes:
 Ubicar los conectores cercanos al borde de placa para facilitar su conexión.
 Ubicar el sistema microcontrolador de forma que su sistema de conexionado quedara en
el borde de la placa para poder conectarlo al sistema de programación sin dificultad.
1 Luna Rodríguez, Juan J. (2011). Diseño de Circuitos Impresos: Un Manual Teórico Práctico. Universidad de Córdoba - Dpto. de
Arquitectura de Computadores, Electrónica y Tecnología Electrónica.
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 Posicionar los transformadores cercanos a una de las esquinas de la placa donde esta
presenta una mayor resistencia mecánica.
 Agrupar los componentes según estos pertenezcan a sistemas de alimentación y
potencia o a sistema de baja tensión asociados al microcontrolador.
 Intentar orientar la mayor cantidad de componentes axiales en la misma dirección para
facilitar su posterior soldadura y posicionamiento.
3.4 Consideraciones de trazado
Para la realización del trazo se ha usado una rejilla de uniforme de 25 x 25 mil (0,6 x 0,6 mm).
Además, para evitar los ángulos rectos en el circuito se ha restringido los giros de pista a una
inclinación de 45º.
Respecto al método de trazado, se ha elegido la opción del programa CADSTAR de multipaso que
combina técnicas de trazado como las de “romper y volver a trazar”, así como las de “Apretar y
empujar”.
3.5 Planos de referencia
Debido a que estamos trabajando con un sistema microcontrolador a muy baja tensión (3,3 V), la
estabilidad del sistema frente a perturbaciones es sumamente importante. Para mejorar dicho
aspecto se tomo como regla de diseño la ampliación del plano de referencia del microcontrolador a
la mayor área posible de la placa.
Además, en el caso del sistema de actuación, se realizó el aislamiento de la referencias de
microcontrolador y relé mediante un optocoplador. Así mismo, en este caso se siguió extendiendo el
plano de referencia del microcontrolador mientras que la referencia del circuito de actuación queda
referida a una sola pista de 50 mil de ancho.
3.6 Características específicas de cada placa
A continuación, tras la descripción general de los diseños se pasa a exponer la funcionalidad de
cada una de las placas diseñadas así como los componentes específicos que los componen y la
situación particular de los elementos de taladrado usados en cada uno de ellas incluyendo así mismo
el tamaño de taladro específico.
3.6.1 Placa Sensor de Intensidad
Se trata de un circuito diseñado para la medida de intensidad a partir de un sensor de corriente del
tipo transformador que proporciona en su secundario una señal 0-5 V. El esquema de dicho circuito
se incluye en el Plano 1.1. En ella por tanto, se distinguen tres zonas diferenciadas: la zona dedicada
a generar las tensiones de alimentación a partir de la red eléctrica, el circuito de adaptación de la
medida de corriente y el modulo del microcontrolador que permite la comunicación del sistema.
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a) Dimensiones de placa
Tras la ubicación de los componentes siguiendo la metodología expuesta y el trazado de las pistas,
las dimensiones de la placa para el sensor de intensidad son 3525 x 2000 mil (83,535 x 50,8 mm).
En el plano 1.2 se representa dicho plano mecánico junto con los orificios definidos para la sujeción
de la placa y el trazado de cobre final obtenido para la capa inferior.
b) Listado de componentes de la Placa
El listado de componentes del circuito anterior se refleja en la siguiente tabla en nombre y cantidad
incluyendo además la referencia de cada uno de ellos en los respectivos planos. La situación de
estos dentro de la placa se puede consultar en el plano 1.4.
Nombre Descripción Cant. Ref.
0.1 2P Vert mate Conector Macho 1 P1
C-100uF@25V Condensador de Aluminio 25 V 1 C4
C-10 uF@25V Condensador de Aluminio 1 C6
1N4002 Diodo Rectificador 2 D1-2
C-220uF@25V Condensador de Aluminio 1 C5
C-25uF@25V Condensador de Aluminio 1 C7
C-100nF@47V Condensador de película de plástico 3 C1,3
C-330nF@47V Condensador de película de plástico 1 C2
eZ430-RF2480 CC2480 Modulo ZigBee 1 U4
CON2Terminales Conector de 2 terminales con tornillos 2 CON1
CSENSOR
HLMP-1585 LED Verde de 3 mm 2 LED1-2
LM317T Regulador ajustable 1 U2
LMC6062 CMOS DUAL OAP 1 U3
7812T Regulador 12 V 1 U1
R-10K@0.1 Resistencia de precisión 2 R3-4
R-150@5 Resistencia de película metálica 1 R6
R-1K1@5 Resistencia de película metálica 1 R5
R-240@5 Resistencia de película metálica 1 R2
R-390@5 Resistencia de película metálica 1 R1
VB 1.5/2/12 Transformador 1 TR1
W08G Puente rectificador 2 BR1-2
Anexo B: Prototipos PCB del Sistema B - 7
c) Taladros de la placa y ubicación
Se presenta la lista de taladros en la placa y su ubicación respecto al origen definido. Junto con el
plano 1.3 definen las características de taladrado de la placa. Dicho taladros serán pasantes y no
llevarán metalizado alguno por ser la tecnología del tipo monocapa.
Diámetro “Pista" X (mm) Y (mm) Diámetro “Pista" X (mm) Y (mm)
1,194"$15" 59,69 6,35 1,194"$13" 38,735 3,81
1,194"V+3,3V" 59,69 19,05 1,200"$67" 14,605 10,795
0,800"V+3,3V" 32,385 12,065 1,200"$66" 14,605 5,795
0,800"GND" 30,353 12,065 0,991"$15" 62,865 6,35
0,991"$25" 69,85 24,13 0,991"GND" 62,865 19,05
0,991"GND" 69,85 11,43 0,900"V+3,3V" 58,42 2,54
0,813"VADC" 84,972 44,967 0,900"$45" 55,88 2,54
0,813"GND" 87,512 27,187 1,194"$67" 4,385 40,125
1,194"$10" 38,735 46,99 1,194"$66" 4,385 20,125
1,194"GND" 41,275 44,45 1,194"$74" 24,385 40,125
1,194"V+12V" 43,815 46,99 1,194"$75" 24,385 35,125
0,991"$45" 50,292 6,35 1,194"$76" 24,385 25,125
0,991"GND" 50,292 19,05 1,194"$77" 24,385 20,125
1,194"V+3,3V" 53,34 6,35 1,200"$63" 77,47 10,16
1,194"$13" 53,34 19,05 1,200"GND" 82,47 10,16
0,991"$44" 52,705 46,99 0,991"$13" 45,72 23,495
0,991"GND" 52,705 34,29 0,991"GND" 40,64 23,495
1,194"GND" 30,836 20,041 1,194"GND" 30,709 35,027
1,194"$77" 35,916 20,041 1,194"$75" 35,789 35,027
1,194"$13" 35,916 25,121 1,194"$10" 35,789 40,107
1,194"$76" 30,836 25,121 1,194"$74" 30,709 40,107
0,991"$26" 66,675 11,43 0,813"$26" 73,025 15,875
0,991"$25" 66,675 24,13 0,813"$26" 75,565 15,875
0,900"V+12V" 58,42 48,26 0,813"$63" 78,105 15,875
0,900"$44" 55,88 48,26 0,813"GND" 80,645 15,875
0,800"$15" 32,385 5,08 0,813"$25" 80,645 23,495
0,800"GND" 30,353 5,08 0,813"VADC" 78,105 23,495
0,991"V+3,3V" 56,515 19,05 0,813"VADC" 75,565 23,495
0,991"$15" 56,515 6,35 0,813"V+12V" 73,025 23,495
1,016"V+3,3V" 85,09 19,05 0,813"V+12V" 49,53 47,625
1,016"GND" 85,09 21,59 0,813"GND" 49,53 42,545
0,991"$10" 45,085 37,465 0,813"$13" 42,545 12,065
0,991"GND" 40,005 37,465 0,813"GND" 37,465 12,065
1,194"$15" 43,815 3,81 0,813"$10" 49,53 39,37
1,194"V+3,3V" 41,275 6,35 0,813"GND" 49,53 34,29
3.6.2 Placa Actuador
Es un circuito diseñado para la conmutación de cargas todo nada que operan a 230 V y que
demanda como máximo 10 A. Al igual que el circuito anterior está basado en un sistema de
alimentación para el microcontrolador, el sistema de comunicaciones de la red y la etapa de
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actuación sobre las cargas la cual en este caso se englobará dentro de la zona de alimentación por
ser de características similares. Su diagrama está representado en el plano 2.1.
Al igual que en el caso anterior describimos las dimensiones de la placa, el listado de componentes
y los taladros necesarios para la inserción de estos. Dichos taladros serán también de agujero
pasante sin metalizado.
a) Dimensiones de Placa
Tras la ubicación de los componentes siguiendo la metodología expuesta y el trazado de las pistas,
las dimensiones de la placa para el actuador son ligeramente superiores a las de la placa anterior
obteniendo: 3950 x 2700 mil (100,33 x 68,58 mm). En el plano 2.2 se representa dicho plano
mecánico junto con los orificios definidos para la sujeción de la placa y el trazado de cobre final
obtenido para la capa inferior.
b) Lista de componentes
El listado de componentes de dicho circuito se recoge en la tabla siguiente junto con su medición y
la referencia. Su ubicación queda representada en el plano 2.4.
Nombre Descripción Cant. Ref.
0.1 2P Vert mate Conector Macho 1 P1
CON2Terminales Conector de 2 terminales con tornillos 2 CON1-2
Button 4 Terminales Pulsador de 4 terminales 2 SW1-2
JW1FSN-DC12V Relé conmutado 230VA@10A 1 U5
1N4002 Diodo Rectificador 2 D1-2
1N4007 Diodo Rectificador 1 D3
C-330uF@25V Condensador de Aluminio 1 C4
C-10 uF@25V Condensador de Aluminio 1 C6
C-220uF@25V Condensador de Aluminio 1 C5
C-33uF@25V Condensador de Aluminio 1 C7
C-100nF@47V Condensador de película de plástico 4 C1,3,9,10
C-330nF@47V Condensador de película de plástico 1 C2
C-1uF@250VA Condensador de película de plástico 1 C8
eZ430-RF2480 CC2480 Modulo ZigBee 1 U4
HLMP-1585 LED Verde de 3 mm 2 LED1-2
LM317T Regulador ajustable 1 U2
TLP523 Optocoplador Darlington 1 U3
R47@5 Resistencia de película metálica 1 R4
R1K0@5 Resistencia de película metálica 1 R3
R-150@5 Resistencia de película metálica 1 R6
R-1K1@5 Resistencia de película metálica 1 R5
R-240@5 Resistencia de película metálica 1 R2
R-390@5 Resistencia de película metálica 1 R1
VB 2.3/2/12 Transformador 1 TR1
W08G Puente rectificador 2 BR1-2
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c) Taladros
La lista de taladros completada con el plano 2.3.
Diámetro “Pista” X (mm) Y (mm) Diámetro “Pista” X (mm) Y (mm)
0.900"V+12V" 32.925 25.4 1.194"$65" 23.02 34.73
0.900"$5" 35.465 25.4 1.194"$9" 60.865 59.055
0.991"P4.2" 81.51 23.282 1.194"V+3.3V" 60.865 46.355
0.991"$20" 68.81 23.282 0.991"$58" 29.75 62.23
0.900"V+3.3V" 95.79 15.24 0.991"DGND" 34.83 62.23
0.900"$10" 93.25 15.24 1.194"$53" 35.465 4.445
0.991"$9" 51.34 59.055 1.194"$54" 20.225 4.445
0.991"DGND" 51.34 46.355 1.194"$4" 45.625 31.115
0.991"$10" 68.81 20.107 1.194"AGND" 43.085 33.655
0.991"DGND" 81.51 20.107 1.194"V+12V" 40.545 31.115
1.194"AGND" 29.471 30.841 0.991"$4" 43.085 42.545
1.194"$65" 34.551 30.841 0.991"AGND" 43.085 37.465
1.194"$4" 34.551 35.921 1.194"$54" 17.05 4.445
1.194"$66" 29.471 35.921 1.194"$51" 4.35 4.445
1.194"$9" 41.18 53.34 0.991"$58" 29.75 55.245
1.194"V+3.3V" 43.72 50.8 0.991"DGND" 34.83 55.245
1.194"$58" 46.26 53.34 1.200"$52" 8.795 24.765
1.194"$17" 44.355 22.225 1.200"$51" 8.795 19.765
1.194"V+12V" 44.355 9.525 0.991"$5" 53.88 29.845
0.800"V+3.3V" 65.31 47.625 0.991"AGND" 53.88 42.545
0.800"DGND" 67.342 47.625 0.800"$9" 44.99 61.595
0.813"$36" 94.139 44.704 0.800"DGND" 42.958 61.595
0.813"$35" 91.599 44.704 1.016"V+3.3V" 93.885 20.955
0.813"DGND" 96.679 26.924 1.016"DGND" 93.885 23.495
0.813"P4.2" 94.139 26.924 1.194"DGND" 30.106 45.441
0.991"$36" 91.98 62.865 1.194"$72" 35.186 45.441
0.991"DGND" 91.98 57.785 1.194"$58" 35.186 50.521
0.991"$36" 84.36 62.865 1.194"$71" 30.106 50.521
0.991"DGND" 84.36 57.785 0.991"$4" 50.705 43.18
1.200"$51" 8.795 13.97 0.991"AGND" 50.705 38.1
1.200"$53" 8.795 8.97 0.991"V+12V" 50.705 29.845
0.813"$20" 64.675 29.845 0.991"AGND" 50.705 34.925
0.813"DGND" 64.675 32.385 0.991"DGND" 79.915 57.785
0.813"AGND" 57.055 32.385 0.991"$36" 79.915 62.865
0.813"$17" 57.055 29.845 0.991"$35" 79.915 48.895
0.991"V+3.3V" 57.69 46.355 0.991"DGND" 79.915 53.975
0.991"$9" 57.69 59.055 0.991"$35" 84.36 48.895
1.194"V+3.3V" 54.515 46.355 0.991"DGND" 84.36 53.975
1.194"$58" 54.515 59.055 0.991"$35" 91.98 48.895
1.194"$52" 3.02 54.73 0.991"DGND" 91.98 53.975
1.194"$51" 3.02 34.73 1.194"V+12V" 39.58 11.9
1.194"$71" 23.02 54.73 1.194"$17" 39.58 19.494
1.194"$72" 23.02 49.73 1.200"$53" 19.565 11.9
1.194"$66" 23.02 39.73 1.200"$52" 16.059 19.494
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PLANOS
1. PLACA SENSOR DE INTENSIDAD
1.1 Esquemático
1.2 Contorno PCB y Capa Inferior de Cobre
1.3 Taladros
1.4 Componentes y Pads
2. PLACA ACTUADOR
2.1 Esquemático
2.2 Contorno PCB y Capa Inferior de Cobre
2.3 Taladros
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PLIEGO DE CONDICIONES TÉCNICAS PARTICULARES
1. NORMATIVA DE REFERENCIA
 UNE-EN 123000: GENERIC SPECIFICATION: PRINTED BOARDS.
 UNE-EN 60249: BASE MATERIALS FOR PRINTED CIRCUITS.
 UNE-EN 123100-800:1992: SINGLE AND DOUBLE SIDED PRINTED BOARDS
WITH PLAIN HOLES.
2. CONDICIONES TÉCNICAS PARTICULARES
 Tipo de placa:
o Monocapa FR4 (Fibra de vidrio y Epoxy) de 1,6 mm de espesor
o Mínimo 35 μm de espesor de cobre.
 Trazado de pistas:
o Pistas de alimentación: 50 mil (1,27 mm).
o Pistas genéricas: 20 mil (0,5 mm).
o Rejilla: 25 x 25 mil (0,6 x 0,6 mm).
o Evitar ángulos de 90º, sustituir por pistas a 45º
 Separaciones:
o Pistas genéricas: 12 mil (0,3 mm).
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RELACIÓN DE COSTES MATERIALES
1. PLACA SENSOR DE INTENSIDAD
Elemento Precio Medición Importe
Nodo Zigbee 28,40 €/ud. 1 ud. 28,40 €
LMC6062 2,76 €/ud. 1 ud. 2,76 €
Resistencia 10KΩ, 0.1%, 15ppm 0,60 €/ud. 2 ud. 1,20 €
Sensor de intensidad 43,32 €/ud. 1 ud. 43,32 €
Transformador 230/2x12, 1,5VA 3,82 €/ud. 1 ud. 3,82 €
Puente rectificador W08G 0,25 €/ud. 2 ud. 0,50 €
Condensador 100nF 0,10 €/ud. 2 ud. 0,20 €
Condensador 330nF 0,39 €/ud. 1 ud. 0,39 €
Condensador 220uF 0,31 €/ud. 1 ud. 0,31 €
Condensador 68uF 0,05 €/ud. 1 ud. 0,05 €
Condensador 10uF 0,04 €/ud. 1 ud. 0,04 €
Condensador 22uF 0,04 €/ud. 1 ud. 0,04 €
Resistencia 240Ω, 5% 0,01 €/ud. 1 ud. 0,01 €
Resistencia 390Ω, 5% 0,02 €/ud. 1 ud. 0,02 €
Resistencia 1KΩ, 5% 0,02 €/ud. 1 ud. 0,02 €
Resistencia 150Ω, 5% 0,01 €/ud. 1 ud. 0,01 €
Diodo 1N4002 0,05 €/ud. 2 ud. 0,10 €
L7812CV 0,84 €/ud. 1 ud. 0,84 €
LM317TG 0,77 €/ud. 1 ud. 0,77 €
LED Verde 0,10 €/ud. 2 ud. 0,20 €
Conector 0,89 €/ud. 2 ud. 1,78 €
PCB FR4 1,6 (35μm) 100x220mm 6,34 €/ud. 1 ud. 6,34 €
TOTAL 91,12 €
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2. PLACA ACTUADOR
Elemento Precio Medición Importe
Nodo Zigbee 28,40 €/ud. 1 ud. 28,40 €
Relé SPCO, 10A, 12Vdc 3,07 €/ud. 1 ud. 3,07 €
Resistencia 1KΩ, 5% 0,02 €/ud. 1 ud. 0,02 €
Optoacoplador TLP523 0,81 €/ud. 2 ud. 1,62 €
Pulsador 0,31 €/ud. 2 ud. 1,60 €
Condensador 1 uF 1,31 €/ud. 1 ud. 1,31 €
Resistencia 47 Ω 0,05 €/ud. 1 ud. 0,05 €
Transformador 230/2x12, 2,3VA 4,70 €/ud. 1 ud. 4,70 €
Puente rectificador W08G 0,25 €/ud. 2 ud. 0,50 €
Condensador 100nF 0,10 €/ud. 4 ud. 0,40 €
Condensador 330nF 0,39 €/ud. 1 ud. 0,39 €
Condensador 220uF 0,31 €/ud. 2 ud. 0,62 €
Condensador 10uF 0,04 €/ud. 1 ud. 0,04 €
Condensador 22uF 0,04 €/ud. 1 ud. 0,04 €
Resistencia 240Ω, 5% 0,01 €/ud. 1 ud. 0,01 €
Resistencia 390Ω, 5% 0,02 €/ud. 1 ud. 0,02 €
Resistencia 1KΩ, 5% 0,02 €/ud. 1 ud. 0,02 €
Resistencia 150Ω, 5% 0,01 €/ud. 1 ud. 0,01 €
Diodo 1N4002 0,05 €/ud. 2 ud. 0,10 €
L7812CV 0,84 €/ud. 1 ud. 0,84 €
LM317TG 0,77 €/ud. 1 ud. 0,77 €
LED Rojo 0,10 €/ud. 2 ud. 0,20 €
Conector 0,89 €/ud. 2 ud. 1,78 €
PCB FR4 1,6 (35μm) 100x220mm 6,34 €/ud. 1 ud. 6,34 €
TOTAL 52,85 €
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PUBLICACIONES
Bellido Outeirino, F.J.; Flores-Arias, J.F.; Linan-Reyes, M.; Palacios-Garcia, E., "In-home power
management system based on WSN," Consumer Electronics (ICCE), 2013 IEEE International
Conference on , vol., no., pp.546,547, 11-14 Jan. 2013.
doi: 10.1109/ICCE.2013.6487013.
Abstract: Smart Grid refers to the next generation power grid in which the power management is
upgraded by incorporating advanced communications and capabilities for improved control and
efficiency. Among all fields covered by the term Smart Grid energy management in home and
building facilities is one of the aspects which is still not really developed. Our main goal is the
creation of an application to manage the power consumption at home by controlling household
appliances and other loads by means of setting the maximum power suitable and a priority
algorithm based on timing schedule, temperature or ambient light.
keywords: {domestic appliances; energy management systems; home computing; power
consumption; smart power grids; wireless sensor networks; Smart Grid energy management; WSN;
building facilities; home facilities; household appliances; in-home power management system; next
generation power grid; power consumption management; priority algorithm; timing schedule; Smart
grids; smart metering; wireless sensor networks}
URL: http://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=6487013&isnumber=6486765
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Digest of technical papers - IEEE international conference on consumer electronics
Country: United States
Subject Area: Engineering
Subject Category: Electrical and Electronic Engineering (Q4) , Industrial and Manufacturing
Engineering (Q4)
Publisher: Institute of Electrical and Electronics Engineers Inc.. Publication type:
Conferences and Proceedings. ISSN: 0747668X
Coverage: 1984, 1993-2002, 2005-2009, 2011-2012
SJR (2012): 0.112
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BAJO REVISIÓN
Bellido Outeirino, F.J.; Flores-Arias, J.F.; Linan-Reyes, M.; Palacios-Garcia, E.,; J. J.
Luna-Rodrígez, "Wireless Sensor Network and Stochastic Models for Household Power
Management," IEEE Transactions on Consumer Electronics.
Abstract: Energy consumption in the residential sector represents a global average of around 30% of
the total consumed in the country, so any improvement that could reduce it, would have significant
effects. Some of these upgrades are the incorporation of advanced communication and control
algorithms based on predictive models of household consumption. This article describes the design,
development and application of a fully centralized system in which home appliances are managed
by a wireless sensor network. The management algorithms are based on consumption models in
combination with timing schedule, power, temperature or ambient light measurements and
prioritization. On the control side, on-off management is basically presented although DALI
protocol for lighting continuous regulation is now implemented too. Finally it presents future work
in this field.
keywords: {Smart grids, wireless sensor networks, energy demand model, smart metering}.
REVISTA
IEEE Transactions on Consumer Electronics.
Country: United States
Subject Area: Computer Science | Engineering
Subject Category: Engineering, Electrical & Electronic (Q3), Telecommunications (Q2).
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(1) Potencial de Paulownia como Recurso Renovable. Rafael Castiñeira Vizoso
(2) Estudio de inversiones en instalaciones de energías renovables distribuidas en
Latinoamérica. Francisco José García Delgado
(3) SCADA de una instalación solar fotovoltaica. Ildefonso Eduardo Lojo López
(4) Instalación domótica para el control de instalación de A.C.S mediante el uso de energía solar
térmica, así como el control de un sistema fotovoltaica autónomo en una vivienda
unifamiliar.  Alberto Aguilera Salas
(5) Instalación para tratamiento y valorización de residuos ganaderos (estiércol y purines) con
producción de biogás para generación de energía eléctrica. Javier Blasco Merchán
(6) Modelo predictivo para determinar el perfil de consumo eléctrico en una vivienda.  José
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(7) Proyecto de automatización del grupo  de una central minihidráulica.  Ana Sabariego
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Moreno García
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