Abstract-Internet traffic often exhibits a structure with rich high-order statistical properties like self-similarity and long-range dependency (LRD). This greatly complicates the problem of server performance modeling and optimization. Existing tools like queuing models in most cases only hold in mean value analysis under the assumption of simplified traffic structures. In this paper, we present a filter model to characterize the relationship among the factors of server capacity, request scheduling, and service quality for general input traffic. By the model, a server scheduler operates as an finite-duration impulse response (FIR) filter that transforms request processes into workload processes with the objective of minimizing load variation or overload probability, and meanwhile, without violating request response deadlines as defined in service-level agreements. We present a design and analysis of the filter for traffic with strong LRD in the frequency domain. Most Internet traffic has monotonically decreasing strength of variation functions over frequency. For this type of input traffic, we prove that optimal schedulers must have a convex structure. Uniform resource allocation is an extreme case of the convexity and is proved to be optimal for Poisson traffic. We integrate the convex structural principle with the Generalized Processor Sharing (GPS) discipline and show that the enhanced GPS policy improves the service quality significantly. Furthermore, we show that the presence of LRD in the input traffic results in shift of variation strength from high frequency to lower frequency bands and consequently leads to a degradation of the service quality.
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INTRODUCTION
I
NTERNET traffic often exhibits a structure with rich highorder statistical properties like long-range dependency (LRD) and self-similarity [16] , [3] , [8] , [14] . This greatly complicates the task of server performance modeling and optimization. In the mean time, Internet has expanded its application domains from best-effort services to timeconstraint and mission-critical services, such as e-commerce and streaming, and posed new requirements for service quality assurance. One fundamental question is how the factors of request scheduling, service timeliness, and server capacity interact with each other in servers for general input request traffic.
Traditional performance modeling tools like queuing theoretic models generally ignore second or higher order statistics by making a renewal assumption in the incoming traffic. Impact of autocorrelation and LRD or self-similarity is largely beyond the capability of mean value analysis of the queuing models. There were studies that extended the simple renewal model to deal with the traffic complexity, see [20] , [21] , [4] , [18] , [32] , [11] , [26] , [38] , for example. They were either limited to low-order Markovian processes or systems' steady-state performance.
There were established frameworks and techniques for modeling highly variable traffic on network routers [19] , [31] . These techniques for handling the traffic variance are not necessarily applicable to server modeling for two main reasons. First, routers take packets from the same connection as input, which can be buffered for smoothing the downstreaming traffic. In contrast, Internet servers take client requests as a scheduling unit and the processing cost for each individual request cannot be smoothed by any preprocessing. Second, from a service quality point of view, the drop or loss of a packet in routers may cause an intolerable loss. (Multimedia traffic is an exception because it can tolerate a loss rate up to 10 À5 $ 10 À7 [31] ). However, scheduling on Internet servers can have wide choices of adaptations for different levels of service quality. For example, a multimedia server has choices of different compression ratios, different encoding schemes to balance the resource need and demand; a general Website under stressed conditions can also have choices to provide differentiated levels of service quality to different clients [39] , [40] .
On the server side, feedback control approaches were used to reduce completion time by controlling the server load mean through admission control and resource allocation. The server load mean can be estimated according to the first moment statistics of input request processes. The feedback control approaches deal with the impact of high-order moments of Internet traffic, in particular, high variability and autocorrelations by adjusting the processing priorities of incoming requests or the amount of allocated resources according to the deviation of measured performance from the target. They largely view the system as a black box, providing no means to investigate the impact of scheduling details like preemptiveness and work conservativeness.
In [41] , [44] , we modeled a server as a filter transformation from its input request process to a process of server utilization and developed a decay function model to characterize the transformation. The model assumes the Internet traffic in a fluid request arrival process in which different numbers of requests of different sizes arrive over adjacent time intervals. Each request is scheduled preemptively by a decay function, which determines the amount of resource allocated at each scheduling epoch. The server utilization under a fixed server capacity is the accumulated load of all active requests that are in processing. The decay function model provides a new powerful vehicle to the study of server performance modeling and optimization. We have since applied the model to the design and analysis of energy-aware real-time task scheduling in dynamic voltage scaling (DVS)-capable processors [45] and packet scheduling in wireless communication for energy consumption [46] .
Past studies of filter-based server scheduling were conducted in the time domain [41] , [44] . Time domain analysis is a natural choice because the input request process is created by sampling at equally spaced intervals of time. It is proved to be good for the study of the impact of traffic dynamics on system utilization with information of request arrival times and request sizes. The input request process can also be represented in the frequency domain by the use of Fourier transform mathematical tool. Because Fourier transform decomposes an aperiodic signal into a sum of sinusoidal frequency components, frequency domain analysis provides a convenient way to study the impact of traffic correlations on system utilization and service quality in a "divide-and-conquer" manner in different frequency components.
There were studies on the use of frequency domain analysis in traffic characterization, but few existed for server performance modeling and optimization. In this paper, we present a design and analysis of filters for server performance modeling and optimization in the frequency domain. The focus is on the optimal structure of the scheduler and its impact on service quality for input traffic with strong LRD. The objective of server scheduling is to minimize load variation or overload probability, and meanwhile, without violating request response deadliness as defined in service-level agreements. To meet the objective, the server scheduler must optimize the filter structure so as to mitigate the LRD effect. We prove the existence of the optimal scheduler in the frequency domain. It is known that most Internet traffic has power spectral density (PSD) functions that are monotonically decreasing from low to high frequencies [1] , [6] , [23] . (The concept of PSD will be discussed in Section 2.2.) For this type of traffic, we prove that the optimal scheduler must have an exact convex structure. We apply the convex structure principle to enhance the generalized processor sharing (GPS) discipline [28] . Simulation results show that the enhanced GPS scheduler dramatically improves the server performance, even for highly correlated traffic, such as video streams and Fractional Gaussian Noise (FGN) traces. Furthermore, we show that the LRD shifts the power distribution of input traffic from high to low frequencies. This shift causes an increase of average power in the server utilization process and a degradation of server performance.
The rest of the paper is organized as follows: Section 2 briefly introduces the filter model for server scheduling. Section 3 presents filtering properties in the frequency domain and preliminaries of frequency domain analysis. It also shows the existence of optimal scheduler and proves the optimality via simulation. Section 4 presents a new convex scheduling principle as the optimal structure for a general class of input traffic and an enhanced GPS scheduler with the convex scheduling principle. Impact of LRD on server performance is studied in Section 5. Related work is summarized in Section 6. Finally, Section 7 concludes the paper with remarks on future work.
FILTER MODEL OF SERVER SCHEDULER
Filter Model in the Time Domain
We consider a general Internet server that takes requests from clients as input and produces responses as output. The server can be a simple Web server feeding clients with static or dynamic contents or a multitier Website that implements business transactions in response to client requests. In the latter case, because the interactions between adjacent tiers tend to be in a synchronous manner in a typical three-tier server organization, we view such Websites as a Web server at a high level of request/response transactions.
We model the server in discrete time, with t as a scheduling epoch index and t s as the arrival time of a request. Because interactive request/response transactions of an Internet server often involve people with limited patience, they are often viewed as real-time tasks with a software deadline. Let t d denote the response deadline. As shown in Fig. 1 , the model consists of three components: incoming request process, decay function scheduling, and system utilization process.
We model the input traffic as a fluid process:
nð1Þ; nð2Þ; nð3Þ; . . . ; nðtÞ; . . .;
where nðtÞ is the number of requests arrived in the time interval ½t À 1; t. Each individual request is of size w i ðtÞ, which represents the amount of resource it needs to complete the task. The assumption of a priori knowledge about the request size is generally valid in streaming services. For other Internet services like e-commerce, request size information can be obtained by profiling [10] . Taking the size into consideration, the input traffic can be rewritten as a process: ffw i ðtÞg i¼1;2;::nðtÞ g t¼0;1;... :
The compound input processwðtÞ f g at time t is the aggregation of nðtÞ input requests, where 
In the case when nðtÞ is an independent identically distributed (i.i.d.) random process and w i ðtÞ is another i.i.d. sequence, their compound process fwðtÞg follows a distribution of random sum. We assume that the mean and variance of the process are finite. That is, the compound input process is a wide-sense stationary (WSS) process. Early research on Internet traffic characterization showed that the traffic could be modeled accurately by a piecewise stationary random process [35] .
In [41] , we defined a decay function dðt; wðt; t s ÞÞ to abstract resource allocation for a request of size w arrived at time t s . Output of the function is the amount of resource allocated to the request at each scheduling epoch from t s to t s þ t d . The service time t d is a tunable parameter in the sense that the scheduler can adjust the service time according to system utilization. For example, in a heavily loaded server, the scheduler can increase the service time t d to reduce the average resource demand at each scheduling epoch so as to degrade the service quality in a controlled manner. This modeling technique facilitates service quality control with respect to service deadline miss rate. We consider a class of requests with same deadline t d for simplicity in treatment; the model can be extended to handle requests with different service deadlines. We also assume that the resource allocation function dð _ Þ is stationary. That is, the adaptation of scheduling to job size does not change over time.
The allocation function dðt; wðt; t s ÞÞ for a request of size wðtÞ can be decomposed into two steps:
1. Determine the total amount of resources to be allocated to the request. There are many studies about the relationship between the service quality of a request and its resource consumption [29] . Their relationship is beyond the scope of this paper. In general, it is recognized that the relationship should be linear or piecewise linear. In this paper, we assume that the service quality and resource consumption are in a linear relationship and the total amount is proportional to wðtÞ. 2. Determine the percentage of resources to be allocated at current time t to a request, denoted by hðt; t s Þ. The scheduling stationary implies that the amount of resources allocated depends only on the time duration, independent of the starting time t s . That is, hðt; t s Þ ¼ hðt À t s Þ. We refer to hðtÞ as scheduling function throughout the paper. In nonwork-conserving scheduling, it follows
hðtÞ ¼ 1; and ð4Þ
The scheduling function hðtÞ is a window function that is zero-valued outside of the interval t d . Given the function hðtÞ, server workload at time t, denoted by lðtÞ, is the summation of allocated resource to all active requests that are in processing in the system. That is,
where Ã is the convolution operator. For a system with a fixed capacity, the workload lðtÞ determines the system utilization. In the rest of the paper, we use the terms of workload and utilization interchangeably. The scheduling function hðtÞ in (7) essentially defines a finiteduration impulse response (FIR) filter that transforms input traffic into server utilization. The filter design objective is to reduce the variance of server workload under the service time constraints so as to minimize overload probability.
We note that the filter model is targeted at servers under a heavily load condition. Existing best-effort, work-conserving scheduling policies are sufficient for lightly loaded servers. When the sever becomes overloaded, service quality assurance would be beyond the capability of any scheduling disciplines without complementary admission control. Although the time constraint t d in (7) is defined as server-side response time, it reflects client-perceived endto-end response time to a large extent when the server is in a heavily loaded condition. Early critical path analysis showed that server-side delay should constitute a significant portion of client-perceived latency when server load was high and the percentage could be more than 80 percent for small requests [5] . Recent empirical studies on end-toend response time measurement and service quality assurance also confirmed these findings [36] , [37] .
In [41] , we have proved through time domain analysis that there exists a unique scheduler that minimizes the variance of the process lðtÞ. The solution for the optimality can be found via nonlinear programming. The issues remaining open are the general structure of the optimal scheduler and the impact of LRD traffic on the server performance. They are to be addressed in the frequency domain.
Frequency domain analysis comes with three immediate advantages. First, most of the newly discovered secondorder statistics, such as LRD and time scaling [43] , [7] , [1] , of Internet traffic were originally defined or studied in the frequency domain with Fourier or Wavelet transform. Frequency domain representations of the request traffic would make it possible to apply these results from frequency analysis directly to server performance modeling and optimization. Second, filter design in the frequency domain provides a fresh look into the problem of server performance optimization by the use of well-developed filter theories in signal processing. Third, the filter model is based on statistical signature of random processes-PSD function, instead of random processes themselves in the time domain. This broadens the applicability of the model.
Preliminaries of Frequency Analysis and Filter Design
In general, a signal is a function of a number of independent variables.wðtÞ is a discrete-time information-bearing aperiodic input signal with real values at each instant, representing the request size. The scheduling hðtÞ in (4) defines a system that performs filter transformation on the compound request signalwðtÞ and produces output utilization signal lðtÞ.
A key concept of signal is power, which defines as the average square value of the signal over time. It is the actual power carried by the physical wave, if the signal was a voltage applied to a 1-ohm load. The total power of the signal over a period of time is energy. Instantaneous power of a signal changes with time, reflecting the variation and autocorrelation of the signal in the time domain.
It is known that most signals of practical interest can be decomposed into a sum of sinusoidal frequency components via Fourier transform (for aperiodic signals) or Fourier series (for periodic signals). The frequency content forms the signal spectrum. Frequency domain analysis provides a powerful tool to study the properties of scheduling function hðtÞ in sinusoidal frequency components. Because input request sequence is an aperiodic signal, we limit our discussion about frequency analysis to Fourier transform.
In the frequency domain, the power (or variation) of a signal is distributed in the entire frequency spectrum. The distribution is defined by a PSD function. Correspondingly, energy spectral density (ESD) is the energy distribution as a function of frequency. A PSD graphical representation, as shown in Figs. 2b and 5b, contains a number of lobes of different widths. The first lobe in lower frequency is often referred to as main lobe, and the others side lobes. The power (or variation) of the signal is often concentrated in the main lobe.
In (7), we model server scheduler as a filter that convolutes the input signalwðtÞ with window function hðtÞ to reshape the PSD function. The convolution with any window function will leak power to side lobes of the output signal that are not contained in the input signal. This side lobe power is called leakage. The filter structure determines the power leakage in high frequencies. Because the PSD function of request inputwðtÞ and workload output lðtÞ, the filter objective is to reduce the variation of the workload process or minimize the power leakage from the request process to the workload process.
FILTER ANALYSIS OF SERVER SCHEDULER
Basic Properties
We apply Fourier transform to the scheduling and workload functions. Let f be an angular frequency variable in ½À; . The Fourier transform of the scheduler hðtÞ, denoted by HðfÞ, is
In general, the spectrum HðfÞ is a complex-valued function of frequency. jHðfÞj represents the magnitude spectrum and the quantity jHðfÞj 2 is the PSD function, representing the power spectrum of hðtÞ. Because hðtÞ is real-valued, it follows that jHðÀfÞj ¼ HðfÞ. That is, the magnitude spectrum is a symmetric function of frequency about the origin. Therefore, it is sufficient to consider the frequency variable f in ½0; .
According to the definition of Fourier transform, HðfÞ has the following properties:
Lemma 3.1. The server scheduler HðfÞ has the following properties:
Lemma 3.1 reveals that the scheduler is not a strictly lowpass filter as traditionally perceived. It does not guarantee jHðfÞj ¼ 0 for a large frequency f, as required by a low-pass filter. Although some theoretically valid schedulers satisfy this requirement, they, in general, exhibit a "comb-alike" frequency shape. Fig. 2 shows such an "edge scheduler" in both the time domain and frequency domain. It allocates resource at the beginning t s ¼ 0 and at the end of the request life span t d ¼ 10. The PSD function jHðfÞj 2 contains one main lobe (in shadow) and four side lobes of equal width across the whole frequency range. This implies that the server performance is sensitive to the traffic of both low and high frequencies.
For the input compound processwðtÞ f g, the PSD function PwðfÞ is
where RwðÞ ¼ EðwðtÞ;wðt þ ÞÞ is the autocorrelation function ofwðtÞ of correlation lag in time. PSD function P l ðfÞ for the utilization process lðtÞ can be defined in a similar way, which characterizes the distribution of average power in entire frequency spectrum. For a stationary scheduler and a WSS input process, the convolution relationship in the utilization function (7) can be rewritten in the frequency domain as
The PSD function jHðfÞj 2 characterizes the filtering properties of the scheduler in the frequency domain. It determines the "power leakage" of the filter transform from PwðfÞ to P l ðfÞ. Because the power of a signal reflects, its variation and autocorrelation, the design objective of the scheduler is to minimizing the power leakage.
Because the optimality of the scheduler is defined across whole frequencies, we define a cumulative power function (CPF) for scheduler hðtÞ as Similarly, the CPF for a random process wðtÞ f gis defined as
Evidently, both A h ðfÞ and A w ðfÞ take the maximum value at f ¼ .
In Fig. 2 , we can see that the Fourier transform of the edge scheduler has a number of lobes. According to Lemma 3.1, the main lobe leaks lower frequency power in the input traffic to server utilization process, and the side lobes determine the power leakage in higher frequencies. The main lobe often dominates the scheduler performance because a majority of variation intensity of Internet traffic lies in low frequencies.
We establish a trade-off between the main lobe size and service deadline in Theorem 3.1. It can be proved by the definition of Fourier transform. Fig. 3a shows a uniform scheduler with a service deadline of 10 in which hðtÞ ¼ 1=10, for t 2 ½0; 9. Another line shows an extension of the deadline to 20. Accordingly, the main lobe width of the scheduler with the extended deadline drops from =5 to =10, as shown in Fig. 3b. Fig. 3c shows that its CPF value is reduced by approximately half in high frequencies.
Theorem 3.2 shows the main lobe size of the edge scheduler. Comparing the edge scheduler in Fig. 2 with the uniform scheduler in Fig. 3 , we can observe the difference between their main lobe widths (=9 versus =5 when t d ¼ 10). In fact, the main lobe width of a scheduler is determined by the scheduler structure and bounded by the main lobe width of edge scheduler. 
In (17), the maximum multiplier for frequency variable f in the cosðÁÞ function is t d À 1. We know that Fourier transform of edge scheduler is
Clearly, jH e ð tdÀ1 Þj 2 ¼ 0 and the width of its main lobe is (17) is monotonically decreasing for n 2 f0; . . . ; t d À 1g, so is jHðfÞ 2 j for general traffic.
When f ¼ tdÀ1 , and t d > 2,
Equation (21) states that when an edge scheduler reaches its main lobe, all other schedulers still have value greater than zero, while decreasing from zero frequency. This proves that the edge scheduler has the narrowest main lobe.
t u In Figs. 2 and 3 , we can also see a big difference between the side lobes of edge and uniform schedulers. It means that, other than the main lobe in low frequencies, the scheduler structure also determines power distribution in high frequencies. This will be discussed in the following section.
Optimality Analysis
Recall that designing an optimal scheduler in second-order statistics is to minimize the power leakage of filter transformation for input traffic. Because CPF of a random process reflects an accumulated variation intensity in a frequency band, reducing the CPF of the system utilization process leads to a more stable and predictable server operation condition. It can also help reduce the demand for server capacity in QoS provisioning.
From the definition of PSD function, we know that CPF A l ðÞ is equivalent to the variance of process lðtÞ in the time domain. We present the existence of the optimal scheduler in the frequency domain in the following theorem: Theorem 3.3. For input traffic with a wide-sense stationary compound input processwðtÞ in (3), there exists one and only one scheduler that minimizes the CPF A l ðÞ of server utilization process lðtÞ. Generally, the optimal scheduler could be any structure as long as it meets the requirements for scheduling function in (4). When input traffic is i.i.d., its PSD function is a horizontal line of frequency variable in graphical representation. The flat PSD function means that the total variations of input traffic are distributed evenly in all frequencies. In the following theorem, we prove that uniform scheduler h u ðtÞ is optimal for i.i.d. traffic: 
Proof. By Parseval theorem, we have
According to Cauchy Inequality, the time domain constraint for hðtÞ in (4) becomes
Consequently, (22) becomes
and it takes equality only when hðtÞ ¼ When the input traffic is i.i.d., the PSD function takes a constant value in all frequencies f. This means that minimizing A l ðÞ is equivalent to minimizing A h ðÞ. t u
Simulation Results
We conducted simulation experiments to validate the above theorems. Four performance indexes were considered in the simulation: mean value of response time, variance of response time, percentage of requests that exceed a predefined service deadline of 10 time units (deadline missing rate), and the maximum response time among all requests. The response time is defined as queuing delay plus actual service time.
We considered three input traffics with different characteristics as follows:
1. a video trace taken from Simpson Cartoon Video [33] ; 2. a trace generated from FGN model using Paxson method [27] ; and 3. a measured Internet HTTP trace from Internet Traffic Archive [2] . For FGN and Video traffic, each request was matched independently with size from Gaussian distribution Nð20;637; 95;992Þ. The mean and variance for the distribution were taken to match with the mean and variance of response size in HTTP trace. The HTTP traffic was matched with real HTTP response size from the trace. When the server became overloaded (utilization is close to 1), the excess requests were kept in a waiting queue. Fig. 4a shows the wave shapes of the three traces. Their PSD functions for each traffic were estimated using a periodiagram method, as shown in Fig. 4b . FGN traffic has more power in low frequencies. HTTP trace appears to be more independent than the other two, with PSD in high frequencies approximately of being flat. The video traffic has less power in the lower frequency range than the FGN trace. It shows a spike in frequency range ½0:6; 0:7. The spike in its PSD function indicates a periodic scene in video traces, which is common for VBR video streams.
The martingale distributions for three input processes are shown in Fig. 4c . In the figure, HTTP trace shows a Zipfalike distribution, which is in agreement with past findings in Internet traffic characterization. In summary, three experimental traces have distinct time domain wave shapes, distributions, and PSD functions. The choice of these traces is to demonstrate the applicability of our model in typical Internet traffic.
In the experiments, we compared scheduling policies: 1) random scheduling function (random), 2) optimal scheduling function (optimal), and 3) uniform scheduler (uniform). We calculated the optimal scheduler for each traffic trace with nonlinear programming under the conditions in Theorem 3.3. They were plotted in Fig. 5a . In the figure, we can observe that the schedulers for FGN and HTTP are both convex-structured and FGN's has a "deeper bowel." The scheduler for video streams shows a local concaveness within the valley of convex function. From their PSD plots in Fig. 5b , we can see that the scheduler for FGN has the narrowest main lobe; this explains the deeper bowel in convex shape. The HTTP scheduler is closer to uniform allocation. It is because the HTTP trace exhibits weaker autocorrelation than the other two traces. The video scheduler has a much lower value in frequency range ½0:6; 0:7, which illustrates that optimal scheduler is adapted to the spike in video trace's PSD function. From the plots of their CPF functions in Fig. 5c , we can also see that the FGN and video schedulers share a similar property that small accumulated power value in low frequencies comes at the cost of high value in high frequencies. Table 1 shows the server performance due to different schedulers. (The table also contains results due to a new convex scheduling policy. The policy is to be discussed in the next section.) The optimal schedulers can outperform the other two in all test cases with respect to any performance metric. Comparing to random scheduler, the optimal schedulers reduced the deadline missing rate by more than 50 percent for all input traffic. Same results were observed in terms of the maximum response time.
The optimal schedulers outperform uniform scheduler marginally. There are two reasons for this. Even though three traffic traces have different PSD functions, the functions all decrease fast in lower frequencies and at a much slower rate in higher frequencies. This corresponds to the signature of i.i.d. traffic. Second, the main lobe width of each scheduler almost covers the fast decreasing regions of its PSD function. We define the cutoff frequency of this fast decreasing region as "cut frequency," and define the corresponding time unit in the time domain as "main timescale." Since service deadline determines the main lobe width, we conclude that if service deadline is approximately the same as the main timescale of input traffic, the uniform scheduler can be used as a good approximation to the optimal scheduler.
The big performance gap between the random scheduler and optimal schedulers raises an important question: what determines the scheduler optimality from the viewpoint of structure? This is the question to be addressed next.
CONVEX SCHEDULING
In the preceding section, we show that the uniform structure is optimal for i.i.d. input traffic. In reality, Internet traffic can rarely be modeled as independent. The three input traffic traces, video stream, FGN, and HTTP traces, considered in the simulation in Section 3.3, share common characteristics in PSD function (Fig. 4b) . Their power is mainly concentrated on lower frequencies, and their PSD functions are asymptotically "monotonically decreasing." These characteristics are common in real Internet traffic [1] , [6] , [23] .
Optimality of Convex Structure
In this section, we prove that for traffic with decreasing PSD functions, the optimal scheduler structure is convex. Before presenting the main result, we introduce a concept of scheduler permutation. For a given scheduler h with service deadline k, we represent its structure as a sequence of instant allocations hhð0Þ; hð1Þ; . . . ; hðk À 1Þi:
The scheduler can be in a different structure, such as random, convex, concave, or any other regular or irregular shape.
Let denote a permutation of list ð0; 1; . . . ; k À 1Þ. The permutation h is hhðð0ÞÞ; hðð1ÞÞ; . . . ; hððk À 1ÞÞi. In the time domain, the permutation for a request changes the way of resource allocation, while keeping the total amount of allocated resources the same. In the frequency domain, this structure change causes the redistribution of the power in the frequency spectrum.
According to Parseval theorem, we have the following: 
The permutation operator provides us a tool to study the impact of scheduler structure on the server performance. A special structure is "exact convex," defined as a permutation h , such that fhðð0ÞÞ; hððk À 1Þg ! fhðð1ÞÞ; hððk À 2ÞÞg ! fhðð2ÞÞ; hððk À 3ÞÞg; . . . ;
where fa; bg ! fc; dg means a ! c; b ! c; a ! d; and b ! d.
Theorem 4.1. For input traffic with monotonically decreasing PSD functions, the optimal scheduler that minimizes the CPF of server utilization process is in an exact convex structure.
Proof. By Theorem 3.3, there exists one and only one optimal scheduler that can minimize the power of workload process. Assume that the optimal scheduler is h Ã . We prove that if h Ã is not convex, there exists a convex permutation h of h Ã , which will generate smaller power of the workload process.
It is known that 
Because PwðfÞ is monotonically decreasing with f, by using Rearrangement Inequality, we can prove the following:
It means that in order to prove that h is a better scheduler than h Ã , we only need to prove inequalities (27) . Following the proof of Theorem 3.2, we know
We define two matrices to simplify the equation:
and
where N ½0;t d À1 is set of integers between 0 and t d À 1. It follows that
where is the "inner product" of two matrices that sums up elementwise products of the matrices. We call matrix SðfÞ as cosine surface. Cosine surface has the following properties when f 2 ½0; =ðt d À 1Þ: 2 Þ, it is evident that jx 1 À y 1 j jx 2 À y 2 j, which means SðfÞ x1;y1 ! SðfÞ x2;y2 . The two inequalities only take the equal sign when the straight line happens to be the main diagonal line.
Similarly, we can prove that, when a scheduler is in the shape of exact convex, the scheduling surface defined by C takes minimum value at its center ð½ Based on Rearrangement Inequality, an exact convex permutation will have a smaller value in jH ðfÞj 2 , when f 2 ½0; =ðt d À 1Þ. This exactly proves the inequalities (27) . Consequently, the optimal scheduler must have an exact convex shape.
The above proof makes a simplification at the center of ðt 1 À t 2 Þ plane. Strictly speaking, the points in the plane are discrete. When t d is an even number, there would be four points qualifying for the plane center. We can make further discussions by treating one of them as the center. The conclusion remains the same. This completes the proof. t u Intuitively, for traffic with a decreasing PSD function, we would expect that the optimal scheduler can minimize the power leakage in lower frequencies (contained in its main lobe). This is exactly what a convex scheduler achieves.
To validate the theorem, we conducted another simulation in the same setting as the simulation in Section 3.3. We built a new convex scheduler by permuting the random scheduler used in that experiment. The sequence for the new scheduler, which is exact convex, is h ¼ hhðð0ÞÞ; hðð1ÞÞ; . . . ; hððk À 1ÞÞi such that hðð0ÞÞ ! hððk À 1ÞÞ ! hðð1ÞÞ ! hððk À 2Þ; . . . : Table 1 shows the results due to convex scheduling in the last column. Comparing them with the performance of the random scheduler in the same table, we can see that the convex scheduler performs almost as well as optimal schedulers. It is a surprise that reshuffling same resource allocation would produce more than 50 percent of improvement in response time variance and deadline missing rate for HTTP traffic, 100 percent for video streams, and 20 percent for FGN traces. It is also interesting to see that different traffic can lead to different performance gains in this situation. The small improvement for FGN traffic is because FGN generates traffic with stronger LRD and imposes more negative impact on server performance.
Enhancement of GPS Scheduler
GPS [28] is a popular scheduler for Internet traffic without assuming any advance knowledge about request sizes and their correlation. It allocates server resource equally to all requests waiting for service at any time.
An Internet server can be run into one of the four states with respect to system utilization as follows:
1. underload, 2. transition from under to heavy load, 3. heavy load, and 4. transition from heavy to underload. Fig. 6 shows an example of server utilization processes under the input of video traffic benchmark in our simulation.
In states 1 and 4, the server has more than enough resources to allocate. As a conservative scheduler, GPS can process requests at their fastest paces. There is little space for improvement of resource allocation in these two situations. In state 2, as the server becomes more heavily loaded, the waiting requests tend to receive less and less resources until their completion. In state 3, the amount of resources allocated to a request tends to be a random number, depending on the actual number of requests in the server. According to Theorem 4.1, for traffic with monotonically decreasing PSD functions, GPS is nonoptimal in either of these two cases.
An improvement is to integrate the exact convex scheduling principle into the GPS scheduler. For each request, the scheduler calculates a resource amount using the standard GPS algorithm. It compares this value with the past average of allocation for the request and then assigns the larger one. This modification incurs little overhead to the original GPS implementation.
The motivation for the modification is to prevent the amount of allocated resources in each scheduling epoch from randomly fluctuating. Because GPS assumes no knowledge about request sizes, there is no way to devise a strictly convex-structured scheduler. However, the resulting scheduler becomes close to uniform allocation, which is an approximation of the optimal scheduler for the input traffic with monotonically decreasing PSD functions.
We compared the convex-structured enhanced GPS scheduler (eGPS) with the original GPS scheduler via simulation. Table 2 lists the service quality under the GPS schedulers for the three traces used in previous experiments. The eGPS gained an improvement of 17-44 percent in terms of the mean response time. The GPS scheduler led to high variances in request response time, which suggested that the scheduler might not be a good choice if stringent service quality assurance is required by all requests. In contrast, the eGPS reduces the variances by an order of 2.5 times in FGN input and 4.8 times in the video streaming case.
IMPACT OF LRD ON SERVER PERFORMANCE
In this section, we turn focus onto LRD traffic models and apply the filter model to predict the performance implication of LRD. The impact of LRD was often studied based on Hurst parameter estimation [26] . In this section, we apply the filter model to study the impact of LRD from the perspective of power distribution in the frequency domain. It is more fundamental than the Hurst parameter approach because there is no need for parameter estimation. The result is applicable to all LRD traffic models.
In the frequency domain, LRD is characterized by a highly condensed power in low frequencies. Asymptotically, any LRD process has a PSD function in the form as
where CðfÞ is a constant function (i.e., a constant as f approaches 0 and slowly varying at infinity), symbol $ indicates that the ratio of the left and right-hand sides tends to 1, and is a real number in the range of ð0; 1Þ. is related to Hurst parameter and ¼ 2 À 1.
By (12), we know the power of server utilization process is
Its CPF function is maximized at f ¼ and Because P w ðfÞ in (33) has a singular point at f ¼ 0 for LRD traffic, for a given , 2 ð0; Þ and ! 0, (35) can be rewritten as
Because P w ðfÞ is monotonically decreasing, based on our convex scheduling policy, there exists an optimal scheduling function h Ã ðtÞ that leads to a smaller A l ðÞ than any other scheduling function, including uniform scheduling h u ðtÞ. In light of these, (36) becomes
where t d is service deadline. Model and traffic constant parameters are summarized into term Â. Because the term f À2À is a nonincreasing function of f, and f À2À > 0 for f > 0, there exists an X 2 ð; Þ such that Z
where Bðt d ; X; Þ R X sin 2 ðft d =2Þdf. The value of B is a definite integration of function sin 2 ðÞ. According to the theorem of mean value in definite integration, we have B $ ðX À Þsin 2 ðÞ, where 2 ð; XÞ. When is considerably smaller than X, the value of B can be treated as a constant.
When a server is optimized for LRD input traffic, we assume that there exists a uniform scheduler h 
Putting the upper bound in (38) and the lower bound in (40) together, we have the following:
The bounds are established on the power of the server utilization process. Clearly, for pure LRD traffic, the power becomes unbounded as ! 0. For real Internet traffic, PSD function can never take an infinite value at zero frequency. This means that we can treat as the starting point that the PSD function of the utilization process begins dropping exponentially in (33) .
From the bounds, we can draw the following two results immediately:
Theorem 5.1. When the PSD function starts exponential dropping at a very low frequency < 1, input traffic with strong LRD (i.e., large ) will lead to an increase of the power in the server utilization process by a factor of À2À .
It is remarked that if the PSD of the input traffic keeps stable until a higher frequency (i.e., is getting larger), the negative impact of LRD on server performance will become smaller and diminish when ! 1.
Theorem 5.2. With the increase of service deadline t d , variation intensity of the server utilization process drops at a geometric rate.
This is expected because an extended service deadline gives the scheduler more opportunities to reduce workload variations in resource allocation. It comes at the cost of service quality.
RELATED WORK
Queuing models are widely used to address similar issues in packet scheduling in networks and job scheduling in closed computer systems [30] . Queuing theories are generally based on the assumption of input renewal or Markovian processes. There were early studies that treated Internet requests as packets in routers or jobs in computer systems and simply applied the queuing models for performance evaluation of Internet servers, see [24] , for example. But the models' applicability and accuracy were found very limited.
There were studies for queuing responses to more complex traffic. One approach focuses on extending the simple renewal model by incorporating a modulated process. Examples of the models include Markov-Modulated Poisson Process (MMPP) [4] , [20] , [21] , [25] and Quasi Birth and Death (QBD) [18] process. For example, Mi et al. [25] used the index of dispersion of the service process, together with other measurements that reflect the mean and 95th percentile of service times to derive a Markov-modulated process that captures burstiness and variability of the original service process. These models can be solved with mathematical deductions or numerical methods. But their solvability is limited to low-order Markovian processes, due to the computational complexity. Moreover, the low-order Markovian process can only model traffic with short-range dependency. Khojastepour and Sabharwal [17] applied the filter concept to the design and analysis of packet scheduler in wireless communication. Their results were limited to a special case of independent input traffic. Request correlation would greatly complicate the analysis of server scheduler.
To overcome the limitations of Markovian processes, other models were proposed to deal with LRD input traffic, such as M=G=1=G=1 queue model and F GN=G=1 model [32] , [11] , [26] , [38] . They can only be analyzed asymptotically with Large Deviation (LD) [9] techniques. For example, Norros [26] characterized negative impacts of self-similarity of input traffic on storage servers; Xia and Liu [38] modeled the server performance with different service time distributions under the LRD traffic generated by M=G=1 and F GN models. LD techniques assume that the steady state of a process can be bounded by "envelope process." The envelope process in a simpler analytical format makes it easier to derive performance bounds. The results are insightful, but they only give information about the systems' steady-state performance under various assumptions, such as traffic models, queuing disciplines, infinite buffer, and infinite time horizon.
On another track altogether, feedback control approaches have recently been applied to QoS-aware server resource management to deal with the impact of high-order moments of Internet traffic on server performance, see [13] , [40] , [39] for reviews of representative work. Unlike feed-forward approaches like queuing and decay function models, feedback control approaches regard the input traffic variation as disturbance to the server, and operate by regulating admission and resource allocation according to the deviation of measurement from desired performance.
Feedback control operates by responding to measured deviations from the desired performance. It is oblivious to the change of workload input. When the residual errors are too big, the feedback controller would have poor controllability. In contrast, queuing theories provide predictive frameworks for inferring expected queuing delays according to the input load change. There were recent studies on model predictive control that integrates into the control loop a queuing model for initial estimates for server performance optimization [22] , [40] . There is a nonnegligible dead time (or delay) from the time when a correction action is taken to the time its effect is observed, and the delay is quite long in comparison with the change of input traffic in a heavily loaded server. The dead time sets a fundamental limit on the stability of the feedback control approaches.
CONCLUDING REMARKS
In this paper, we have presented a filter model to characterize the relationship among server capacity, resource allocation (request scheduling), and service quality for general input traffic in the frequency domain. We have proved the existence of the optimal scheduler in the frequency domain for a general class of input traffic that has finite first-order and second-order statistics. The optimal scheduler has a convex structure for input traffic with monotonically decreasing PSD functions. The model also provides a powerful venue to study the impact of LRD on server performance. In the model, we have shown that LRD shifts the power distribution of input traffic from high to low frequencies and that this shift causes a power increase of the server utilization process and a degradation of server performance.
The input traffic of our filter model is of general type with respect to both request arrival time and request size. There are other size-aware schedulers, such as shortestremaining-processing-time (SRPT) policy [34] . They focus on the factor of size, assuming request arrival in a Poisson process. Our filter model would open an opportunity to study the effect of both factors. We note that like SRPT and other size-aware scheduling, the filter-alike scheduling assumes a priori knowledge about request sizes. In Web systems that serve static contents, it was observed that the service demand of a request is proportional to the size of the file requested [12] . In e-commerce servers, requests are classified into a small number of types such as browsing, search, ordering, adding-to-shopping-cart, and checkout. The size information of each request type can be obtained by profiling, see [10] , for example.
We also note that the design and analysis of the filter in this work was based on a simple request/response model for tractability. It is valid in simple Web servers. In multitier Websites, different types of requests may consume different amount of resources in different tiers. For example, browsing-type requests like browsing and search would consume more resources in the database server; in contrast, shoppingoriented requests like add-to-shopping-cart and purchase would put more burdens on the application server. Evidently, a single scheduling function hðtÞ in the filter model in (7) is insufficient to capture the differences. A possible extension is to define various scheduling functions for different tiers. Associativity of the convolution operator in the filter model makes it possible to compose individual filters together. The composed filter model could be extended further for performance modeling and optimization of future large-scale component-based distributed systems [15] . . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
