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ABSTRACT
APPROXIMATE DYNAMIC PROGRAMMING
APPROACH FOR SEQUENTIAL CHANGE DIAGNOSIS
PROBLEM
Elif Akbulut
M.S. in Industrial Engineering
Supervisor: Assoc. Prof. Dr. Savas¸ Dayanık
August, 2013
We study sequential change diagnosis problem which is the combination of change
diagnosis and multi-hypothesis testing problem. One observes a sequence of in-
dependent and identically distributed random variables. At a sudden disorder
time, the probability distribution of the random variables change. The disorder
time and its cause are unavailable to the observer. The problem is to detect this
abrupt change in the distribution of the random process as quickly as possible
and identify its cause as accurately as possible. Dayanık et al. [Dayanık, Gould-
ing and Poor, Bayesian sequential change diagnosis, Mathematics of Operations
Research, vol. 45, pp. 475-496, 2008] reduce the problem to a Markov optimal
stopping problem and provide an optimal sequential decision strategy. However,
only a small subset of the problems is computationally feasible due to curse of di-
mensionality. The subject of this thesis is to search for the means to overcome the
curse of dimensionality. To this end, we propose several approximate dynamic
programming algorithms to solve large change diagnosis problems. On several
numerical examples, we compare their performance against the performance of
optimal dynamic programming solution.
Keywords: Sequential change diagnosis, approximate dynamic programming,
function approximation.
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O¨ZET
ARDIS¸IK DEG˘I˙S¸I˙M VE TANI PROBLEMI˙ I˙C¸I˙N
YAKLAS¸IK DI˙NAMI˙K PROGRAMLAMA YAKLAS¸IMI
Elif Akbulut
Endu¨stri Mu¨hendislig˘i, Yu¨ksek Lisans
Tez Yo¨neticisi: Doc¸. Dr. Savas¸ Dayanık
Ag˘ustos, 2013
Bu aras¸tırmada, deg˘is¸im tanı ve c¸oklu denence sınamı problemlerinin birles¸imi
olan ardıs¸ık deg˘is¸im tanı problemi c¸alıs¸ılmıs¸tır. Bir go¨zlemci, bag˘ımsız o¨zdes¸c¸e
dag˘ılmıs¸ rassal deg˘is¸ken dizisini go¨zlemler. Ani bir bozulma zamanında, ras-
sal deg˘is¸kenin olasılık dag˘ılımı deg˘is¸ir. Bu deg˘is¸imin zamanı ve nedeni go¨zlemci
tarafından bilinmemektedir. Problem, bozulma zamanını ve bozulmanın ne-
denini mu¨mku¨n oldug˘unca kısa zamanda ve dog˘ru olarak bulmaktır. Dayanık ve
ark. [Dayanık, Goulding and Poor, Bayesian sequential change diagnosis, Math-
ematics of Operations Research, vol. 45, pp. 475-496, 2008] problemi Markof
eniyi durma problemine indirgedi ve eniyi ardıs¸ık karar stratejisini sundu. An-
cak problem boyutu bu¨yu¨du¨kc¸e problemler bu yolla c¸o¨zu¨lememektedir. Bu tezin
amacı yaklas¸ık dinamik izlenceleme algoritmaları ile bu¨yu¨k boyutlu problemleri
c¸o¨zu¨lebilir kılmaktır. Bir c¸ok sayısal o¨rnekte, yaklas¸ık eniyi izlenceleme algorit-
malarının bas¸arımı ile eniyi dinamik izlenceleme bas¸arımı kars¸ılas¸tırılmıs¸tır.
Anahtar so¨zcu¨kler : ardıs¸ık deg˘is¸im tanı problemi, yaklas¸ık dinamik izlenceleme,
is¸lev yaklas¸ıklama.
iv
Acknowledgement
First and foremost, I would like to express my deepest gratitude to my advisor
Professor Savas¸ Dayanık for everything I learned from him. He has been always
supportive and extremely patient throughout the course of this research. It was
a valuable and great experience to work with him.
I thank TU¨BI˙TAK for providing me financial support during my studies through
the Grant 110M610.
Finally I would like to thank my husband, my best friend, Muhammed Akbulut
for his continuous support. I am also truly grateful to my parents Sevim Keten
and Mehmet Keten and my brother Emre Keten for their countless sacrifices.
v
Contents
1 Introduction 1
2 Literature Review 3
3 Sequential Change Diagnosis Problem 5
3.1 Optimal Stopping Problem . . . . . . . . . . . . . . . . . . . . . . 7
3.2 Optimality Equation . . . . . . . . . . . . . . . . . . . . . . . . . 9
4 Background 10
4.1 An Overview of Dynamic Programming . . . . . . . . . . . . . . . 10
4.2 An Overview of Approximate Dynamic Programming . . . . . . . 12
4.2.1 Function Approximation . . . . . . . . . . . . . . . . . . . 13
5 Methodology 16
5.1 Dynamic Programming Approach for Sequential Change Diagnosis
Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
5.1.1 Value Iteration . . . . . . . . . . . . . . . . . . . . . . . . 17
vi
CONTENTS vii
5.2 Approximate Dynamic Programming Approach for Sequential
Change Diagnosis Problem . . . . . . . . . . . . . . . . . . . . . . 18
5.2.1 Simulating Posterior Probability Process Π . . . . . . . . . 19
5.2.2 Value Function Approximation . . . . . . . . . . . . . . . 20
5.2.3 Updating Value Function Approximation . . . . . . . . . . 29
5.2.4 Exploration vs. Exploitation . . . . . . . . . . . . . . . . . 29
6 Computational Study 31
6.1 Two Alternatives After the Change . . . . . . . . . . . . . . . . . 31
6.2 Three Alternatives After the Change . . . . . . . . . . . . . . . . 33
7 Conclusion 47
List of Figures
4.1 A basic approximate dynamic programming algorithm . . . . . . . 15
5.1 Value Iteration . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
5.2 Approximate Dynamic Programming Algorithm . . . . . . . . . . 19
5.3 Simulation of the next observation . . . . . . . . . . . . . . . . . . 20
5.4 Linear Regression Model . . . . . . . . . . . . . . . . . . . . . . . 22
5.5 Broken Stick Model . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.6 Basis Functions Corresponding to p = 1 . . . . . . . . . . . . . . . 23
5.7 Pig Weight Measurements Data . . . . . . . . . . . . . . . . . . . 26
6.1 Linear Mapping from S2 ∈ R3 to L(S2) ∈ R2 . . . . . . . . . . . . 32
6.2 Decision Regions for Example 1: a01 = a02 = 10, a12 = a21 = 3, c = 1 34
6.3 Histograms of Percentage Relative Error for Example 1: a01 =
a02 = 10, a12 = a21 = 3, c = 1 . . . . . . . . . . . . . . . . . . . . . 35
6.4 Decision Regions for Example 2: a01 = a02 = 50, a12 = a21 = 3, c = 1 36
6.5 Histograms of Percentage Relative Error for Example 2: a01 =
a02 = 50, a12 = a21 = 3, c = 1 . . . . . . . . . . . . . . . . . . . . . 37
viii
LIST OF FIGURES ix
6.6 Decision Regions for Example 3: a01 = a02 = 10, a12 = a21 =
10, c = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
6.7 Histograms of Percentage Relative Error for Example 3: a01 =
a02 = 10, a12 = a21 = 10, c = 1 . . . . . . . . . . . . . . . . . . . . 39
6.8 Decision Regions for Example 4: a01 = a02 = 10, a12 = 16, a21 =
4, c = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
6.9 Histograms of Percentage Relative Error for Example 4: a01 =
a02 = 10, a12 = 16, a21 = 4, c = 1 . . . . . . . . . . . . . . . . . . . 41
6.10 Decision Regions for Example 5: a01 = 14, a02 = 20, a12 = a21 =
8, c = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
6.11 Histograms of Percentage Relative Error for Example 5: a01 =
14, a02 = 20, a12 = a21 = 8, c = 1 . . . . . . . . . . . . . . . . . . . 43
6.12 Decision Regions for Example 6: a01 = 14, a02 = 20, a12 = a21 =
8, c = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
6.13 Histograms of Percentage Relative Error for Example 6: a01 =
14, a02 = 20, a12 = a21 = 8, c = 2 . . . . . . . . . . . . . . . . . . . 45
6.14 An example with three alternative change distributions . . . . . . 46
List of Tables
6.1 Model Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
x
Chapter 1
Introduction
We study sequential change diagnosis problem by adopting approximate dynamic
programming approach. Sequential change diagnosis problem is a combination of
classical change diagnosis problem and multi-hypothesis testing. Change diagno-
sis problem consists of detection of the time of a sudden and unobservable change
in the distribution of a random process. Multi-hypothesis testing focuses on iden-
tifying the change distribution. The aim of sequential change diagnosis problem
is to both detect and identify the change in the distribution as quick as possible.
The problem has a wide range of applications including healthcare, finance, qual-
ity control, fault detection and national defense. For example, Dayanık, Powell,
and Yamazaki [1] study sequential change diagnosis problem in public health.
They aim to detect a change in the distribution of sales of cough medicine and
sales of tissues and identify whether the cause of the change is Anthrax or a
common cold. It is crucial to detect and identify the change immediately if it
is due to Anthrax since Anthrax is a fatal and highly infectious disease. A false
alarm cost is incurred if one claims that the change is due to Anthrax and it is
not. Observing more information gives the opportunity to make an accurate de-
cision, however, it raises the risk that the disease enters the population. Hence,
the problem includes trade-off between detection and identification delay cost
and false alarm cost. Dayanık, Goulding and Poor [2] study the problem in a
Bayesian framework. They show that sequential change diagnosis problem can
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be turned into a Markov optimal stopping problem. By using this fact, they
use tools of optimal stopping theory and submit the optimality equation for the
problem. The dynamic programming (DP) formulation allows us to find the op-
timal solution. However, DP formulation works only in small size problems due
to curse of dimensionality [3].
In this thesis, we study the sequential change diagnosis problem in a Bayesian
set-up where the change time is assumed to be random. We use dynamic program-
ming equation in [2] and employ approximate dynamic programming approach
to avoid curse of dimensionality. Briefly, in approximate dynamic programming,
we step forward in time by using a sample realization and use a value function
approximation instead of exact value of the value function. In our study, we
use basis functions for value function approximation. The set of basis functions
we adopt is radial-basis penalized splines. Together with radial-basis penalized
splines, linear mixed models are used to approximate value function. In dynamic
programming, when we step backward in time, we always take the best decision.
However, in approximate dynamic programming algorithm, we sometimes take a
worse decision to explore unvisited states. This concept is referred as exploration
vs. exploitation problem. We used a simple heuristic to decide when to take the
best decision and when to explore unvisited states. In general, this thesis rep-
resents an approach to solve large size sequential change diagnosis problems in
which DP formulation becomes intractable.
The remainder of the thesis is organized as follows. Chapter 2 reviews the
related literature on sequential change diagnosis problem. In Chapter 3, we pre-
cisely formulate the problem and show that it can be treated as an optimal
stopping problem. We also present dynamic programming optimality equation
for the problem. Some background about classical dynamic programming and ap-
proximate dynamic programming is given in Chapter 4. Chapter 5 presents our
solution methodology. We present both dynamic programming and approximate
dynamic programming models of sequential change diagnosis problem. Experi-
mental results are presented in Chapter 6. Chapter 7 concludes the thesis.
2
Chapter 2
Literature Review
Foundations of sequential change detection problem are discussed in Lorden [4]
and Shiryayev [5]. Early problems of sequential hypothesis testing are studied by
Wald and Wolfowitz [6] and Arrow, Blackwell, and Girshick [7]. Both change de-
tection and sequential hypothesis testing problems have been studied extensively.
Background information on sequential change detection and the design and inves-
tigation of change detection algorithms can be found in Basseville and Nikiforov
[8] and Poor and Hadjiliadis [9]. On the other hand, the literature about se-
quential change diagnosis problem which is the combination of change detection
problem and multi-hypothesis testing is sparse. The foundational studies of se-
quential change diagnosis problem are presented by Nikiforov [10] and Lai [11].
They study the problem in a non-Bayesian framework. Dayanık, Goulding, and
Poor [2] study the problem in a Bayesian framework and provide non-asymptotic
results. They show that the problem can be turned into a Markov optimal stop-
ping problem. They come up with an optimality equation for the value function
of the problem via tools of optimal stopping theory. They present the properties
of optimal sequential decision strategy. They also provide illustrative examples
showing geometric properties of optimality results. In [2], it is assumed that dis-
order distribution is geometric, disorder time is statistically independent on its
cause and only a single change can be detected. This assumptions may not hold
in some applications. Dayanık and Goulding [12] provide a more comprehensive
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formulation. Their model allows a general disorder distribution. There are also
some applications in which more than one changes occur. That is, the distri-
bution of observations may change several times before we raise an alarm. The
formulation of Dayanık and Goulding allows for multiple disorder times. Their
model also removes the assumption that disorder time is statistically independent
from its cause. A case in point is that if a change occurs within a specific period
of time then the change type is most likely a specific one. Their formulation
captures above relaxations both individually and concurrently. In this paper,
Dayanık and Goulding study the problem via a hidden Markov model. They
make a Bayesian posterior analysis and come up with an optimal solution for the
problem. By using the optimality results in [2] and [12] optimal decision for
the problem can be found via dynamic programming. However, the state space
exponentially increases in the number of change types. Hence, finding an optimal
strategy for the problems with large state space is computationally impossible
by using tools of dynamic programming. Dayanık et al. [13] come up with two
strategies that are computationally tractable and asymptotically optimal. First
strategy is asymptotically optimal with respect to Bayes risk formulation. In
Bayes risk formulation, the aim is to minimize a Bayes risk function which is
the sum of the expected delay cost, expected false alarm cost and expected false
identification cost. The second sequential decision strategy is asymptotically op-
timal in fixed-error formulation, which minimizes the expected delay cost subject
to some upper bound on the expected false alarm.
The literature about dynamic programming and approximate dynamic pro-
gramming is also related with our work. Dynamic programming [14] offers a
general approach to formulate and solve sequential decision making problems.
We refer reader to Bertsekas and Tsitsiklis [15], Sutton and Barto [16], and
Powell [3] for a comprehensive reference.
4
Chapter 3
Sequential Change Diagnosis
Problem
Consider a probability space (Ω,F ,P) hosts a stochastic process X = (Xn)n≥1
which takes values in some measurable space (E, E). Let θ : Ω 7→ {0, 1, ...} and
µ : Ω 7→ M , {0, 1, ...} be some random variables belonging to the probability
space (Ω,F ,P). An observer observes the process X = (Xn)n≥1. A sudden change
occurs at a disorder time θ. Before θ, X1, ..., Xθ−1 are independent and identically
distributed with a common distribution P0. The initial distribution function P0
is known. After the disorder time θ, the process X = (Xn)n≥1 shifts to one of the
alternative change distributions µ = i where i ∈ {0, 1, ...,M} and Xθ, Xθ+1, ...
are independent and identically distributed with a common distribution function
Pµ. Suppose that for every t ≥ 1, i ∈M, n ≥ 1, and (Ek)nk=1 ⊆ E ,
P{θ = t, µ = i,X1 ∈ E1, ..., Xn ∈ En}
= (1− p0)(1− p)t−1pνi
∏
1≤k≤(t−1)∧n
P0(Ek)
∏
t∨1≤l≤n
Pi(El). (3.1)
We denote the probability that the change type is i as νi where i ∈ {0, 1, ...,M}
ν1 + ν1 + ....+ νM = 1. (3.2)
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The set of alternative change distributions (change types) consists of M different
probability distributions and the random variable µ is the change index repre-
senting the change type. θ has a zero modified geometric distribution with p0
and p.
θ =
{
0 w.p p0,
t w.p (1− p0).(1− p)t−1p for every t = 1, 2, . . .
The observations are available to the observer sequentially. Each time an obser-
vation arrives, the observer takes the decision of raising an alarm or continuing
to observe the system. When he raises an alarm he determines which type of
a change occurred. Let F = (F)n≤0 denotes the natural filtration of the obser-
vation process X. F0 = {∅,Ω} and Fn = σ(X1, ..., Xn), n ≥ 1. δ = (τ, d) is
a sequential decision strategy which consists of a stopping rule τ of F and an
isolation decision d : Ω 7→ M measurable with respect to the observation history
Fτ = σ(Xn∧τ ;n ≥ 1). Namely, τ is the time when an alarm is raised and the
observer claims that θ ≤ τ .
Let ∆ be the set of all possible sequential change strategies which is defined as
follows.
∆ , {(τ, d)|τ ∈ F, and d ∈ Fτ is anM− valued random variable}.
The aim is to find the decision strategy δ = (τ, d) ∈ ∆ which minimizes total
expected cost. The cost is incurred by detection delay, false alarm and false
isolation. We introduce these costs as follows.
Let c be the cost for each observation after the disorder time θ. a0j denotes the
cost associated with the decision δ = (τ, d = j) when τ < θ, i.e., a0j is the cost
of a false alarm. Let aij be the cost associated with our decision δ = (τ, d = j)
when τ ≥ θ and µ = i, i.e., false isolation cost. Since accurate isolation does not
incur a cost, aii = 0 for every i ∈M.
Then expected costs are the followings:
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Expected decision delay cost for δ = (τ, d) is E[c(τ − θ)+]
Expected false alarm cost for δ = (τ, d) is E[a0d1{θ≤τ<∞}]
Expected false isolation cost for δ = (τ, d) is E[aµd1{θ≤τ<∞}]
For every decision δ = (τ, d), we can define a Bayes risk function:
R(δ) = cE[(τ − θ)+] + E[a0d1{τ<θ} + aµd1{θ≤τ<∞}], (3.3)
where aii = 0 for every i ∈ M. The problem is to obtain δ = (τ, d) ∈ ∆ (if it
exists) with the minimumBayes risk
R∗ , inf
δ∈∆
R(δ). (3.4)
3.1 Optimal Stopping Problem
In this section, it is discussed that the Bayesian risk formulation (3.3) can be
turned into a Markov optimal stopping problem [2].
Let Π , {Πn = (Π(0)n , ...,Π(M)n )}n≥0 be a random process, Π0n is the posterior
probability that θ > n and Πin is the posterior probability that θ ≤ n, µ = i with
respect to the history of the first n observations of the process X = (Xn)n≥1.
Π(0)n , P{θ > n|Fn} and Π(i)n , P{θ ≤ n, µ = i|Fn}, i ∈M, n ≥ 0. (3.5)
Then the Bayes risk function can be rewritten as follows.
R(δ) = E
[
τ−1∑
n=0
c(1− Π(0)n ) + 1{τ<∞}
M∑
j=1
1{d=j}
M∑
i=0
aijΠ
(i)
τ
]
(3.6)
for a decision strategy δ = (τ, d).
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In [2], it is showed that the process Π , {Πn = (Π(0)n , ...,Π(M)n )}n≥0 is a Markov
process. Posterior probabilities are calculated as follows:
Π
(i)
n+1 =
Di(Πn, Xn+1)
D(Πn, Xn+1)
, i ∈ {0} ∪M, n ≥ 0, (3.7)
where Di(pi, x) ,
(1− p)pi0f0(x) if i = 0(pii + pi0pν)fi(x) if i ∈M (3.8)
D(pi, x) ,
M∑
i=0
Di(pi, x).
Let us define functions h, h1, ..., hM : Π 7→ R+
h(pi) , min
j∈M
hj(pi) and hj(pi) , piiaij, j ∈M.
Then the minimum Bayes risk function R∗ is turned into the below optimal
stopping of Markov process Π:
R∗ = inf
(τ,d)∈∆
R(τ, d) = inf
τ∈F
E
[
τ−1∑
n=0
c (1− Π(0)n ) + 1{τ<∞}h(Πτ )
]
. (3.9)
The function hj(Πn) calculates the expected cost of a decision δ = (τ = n, d = j).
It is always better to take the decision which gives minimum expected cost. Hence,
if hi(pin) = min
k∈M
hk(pin), then the observer decides to raise an alarm at any stage
n and claims that the change type is i. Since aij is known for all (i, j) ∈M, the
observer gives the decision of isolation according to Π process at the time when
an alarm is raised.
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3.2 Optimality Equation
By using optimal stopping theory, Dayanık et al. [2] derive an optimal solution
to the problem. The optimality equation is
V (pin) = min {h(pin), g(pin) + V (pin+1)} and
C(pin) = E[min {h(pin+1), g(pin+1) + C(pin+1)}],
where g(pi) = c(1− pi(0)). The optimal value for the problem is
R∗ = V0(1− p0, p0ν1, . . . , p0νM). (3.10)
g(pin) is the expected cost of an observation when the system is at stage n.
C(pin) represents the expected continuation cost at period n. Continuation cost
is the cost incurred after the observer decides to continue and take one more
observation.
9
Chapter 4
Background
4.1 An Overview of Dynamic Programming
The problems of decision making over time under uncertainty can be solved in
principle with dynamic programming techniques. Sequential change diagnosis
belongs to this class of problems.
Let us consider a system, whose state at time t is St. At each time t we make
a decision xt and then observe new exogenous information Wt+1, which together
with xt takes us from the state St to a new state St+1.
Making a decision xt is rewarded with C(St, xt). The problem is to come up with
a policy pi ∈ Π that solves
sup
pi∈Π
E
T∑
t=0
γC(St, xt),
where γ is a discount factor.
Suppose that at time t the system is in state St, an action xt is taken, and
p(s|St, xt) represents the probability that the system will be at state s at t + 1.
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Then optimal decision is calculated as follows.
xt = arg max
x∈X
(
C(St, x) + γ
∑
s′∈S
p(s′|St, x)Vt+1(s′)
)
and
Vt(St) = max
xt∈X
(
C(St, xt) + γ
∑
s′∈S
p(s′|St, xt)Vt+1(s′)
)
(4.1)
Equation 4.1 is called Bellman equation, which is also known as optimality
equation. At each period of time, one can find the best action by solving the
Bellman equation. However, to solve Bellman equation, one needs to know the
value Vt+1(s) of being in state s at the next period. One solution approach is the
backward induction, which requires looping over all possible states. Suppose that
the time horizon is finite, and the length of the horizon is T . Let S denote the
set of all possible states. VT (s) for every state s is known. Assume that for some
1 ≤ t ≤ T , Vt(s) was calculated for all possible states s ∈ S. Given Vt(s), Vt−1(s)
can be calculated by Bellman equation for every s ∈ S. By applying this method
backward in time, the value of being in any state s ∈ S in any time t can be found.
Hence, one can find the best action x by solving Bellman equation. However,
the method is inapplicable to large problems due to curse of dimensionality.
There are many challenges for the problems with multidimensional state variables,
multidimensional random variables, and multidimensional decision variables. We
can categorize computational difficulty of Bellman equation into three groups [3]:
1) Finding the value of being in a state
2) Computing expectation
3) Making decision
This three challenges are called three curses of dimensionality. First curse of
dimensionality is due to state variable. If value of being in a state is a continuous
variable, finding the value of being for all states is computationally infeasible.
Even for the cases in which the state variable is discrete, if the state variable is
a vector, then the number of possible states that one needs to calculate grows
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exponentially. The second challenge is to compute the expectation in Bellman
equation. It is difficult to compute the expectation if we do not know the prob-
ability distribution. The random variables can also be correlated. Finally, if the
action variable is a vector, to solve the optimization problem in (4.1), one needs
to enumerate the action space. However, like the first curse of dimensionality the
number of possible actions grows exponentially and makes it impossible to enu-
merate. One way to overcome difficulties of dynamic programming is to discretize
all the states and actions under the assumption that we can compute expectation.
If the state and action spaces are not large, discretization can solve the problem.
However, if the state variable or the action variable is vector-valued, then the
problem still cannot be solved by Bellman equation.
4.2 An Overview of Approximate Dynamic Pro-
gramming
In this section, a general discussion about approximate dynamic programming
is given following [3]. Approximate dynamic programming is used to overcome
the computational challenges of the classical dynamic programming [3]. As
mentioned before, in dynamic programming, Bellman equation is generally solved
by stepping backward in time. Suppose that time horizon is finite, and there are
T periods to go. One needs to calculate value function for all possible values
of the state variable St, starting with the time T . However, in approximate
dynamic programming the basic idea is to step forward in time by simulating
a sample path and to use an approximation for the value of being in a state
at a future time. The main theme of approximate dynamic programming is
to find a good approximation for the value function. In approximate dynamic
programming we approximate the value function iteratively. We start with an
initial approximation, denoted by V¯ 0t+1(s), for all states s ∈ S. Usually we assume
that V¯ 0t+1(s) = 0 for all states s ∈ S. Suppose we are in state St in iteration n
and follow a sample path. To solve Bellman equation we need the value of being
in state St+1. Instead of using true value of being in state St+1, we use the value
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function approximation after n− 1 iterations. The value function approximation
after n − 1 iterations is denoted by V¯ n−1t+1 (St+1). Namely, in any period t of
iteration n, V¯ n−1t+1 (St+1) is used to compute value of being in state St+1. Then we
determine xt by solving Bellman equation.
xt = arg max
x∈X
(
C(St, x) + γ
∑
s′∈S
p(s′|St, x)V¯ n−1t+1 (s′)
)
After the decision xt, exogenous information Wt+1 arrives. Wt+1 comes from
the sample path we follow. Given St, xt and Wt+1, the next state St+1 is com-
puted. We proceed until the end of the time horizon. In each iteration, we update
the value function approximation by performing a smoothing operation. We can
not guarantee a good approximation by stepping forward through time following
only one sample path. The idea is to repeat this procedure iteratively by using a
fresh set of sample path realizations and update value function approximation as
we progress. Simply, approximate dynamic programming is learning how to make
decisions by simulating real life. A basic approximate dynamic programming al-
gorithm is in Figure 4.1. Fundamental to approximate dynamic programming is
to use an approximation for the value function. There are many ways to approx-
imate the value function. A discussion about the value function approximation
is given below.
4.2.1 Function Approximation
In Figure 4.1, it is assumed that we use a look-up table representation for the
value function. That is, the state space is discretized into, say Sd elements, and
we have an estimate Vt(s) for each state s ∈ Sd. To have a good approximation
for the value function, we iteratively update current estimate for value of being
in a state. However, we update the value function approximation for only states
which we actually visit. The problem about using look-up table representation is
that we need an estimate for the value of being in each state that we may visit.
For a large state space, the value approximation for only visited states does not
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solve the problem. However, it replaces the computational difficulty in solving
Bellman equation with the need for the value approximation for the states that
may visit. The difficulty in using look-up table representation is to estimate one
parameter for each state. That is, value function approximation is represented
by using a large number of parameters. Estimating a large number of param-
eters introduces large statistical errors. Fundamental to approximate dynamic
programming is to find a value function approximation which requires estimating
smallest possible number of parameters. The general way of doing this is through
state aggregation. The basic idea is to simplify state space by aggregating states
into a smaller state space. Then the problem is solved by using aggregated state
space. However, there is not a definitive way of deciding the correct level of aggre-
gation. Coarser aggregation reduces the number of iterations the algorithm runs,
but introduces errors. In the origins of dynamic programming, Bellman recog-
nized that regression models can be used for value function approximation [17].
Using the vocabulary of approximation theory, expansion into basis functions is
one of the most widely adopted strategy, which is simply a way of describing
statistical regression models. The strategy is simply to use regression models for
approximating the value function. Suppose that we use linear regression model,
to estimate value function. We fit a model
V (St) = β0 +
∑
i
βiφi(St) + error
that estimates β vector given St vector. In our regression model, instead of using
St values as independent variables we consider some functions of St values which
are called basis functions and denoted by φi(St). One can think of the basis
functions as the explanatory variables and V (St) as the response variable. We
regress the realizations of V (St) on φ(St). The approximation of value function
can be expressed in terms of basis function as follows.
V (St) ≈ V¯ (St) = β0 +
∑
i
βiφi(St),
where β is the parameter vector and has to be estimated.
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Step 0 Initialization:
Initialize V¯ 0t (St) = 0 for all states s ∈ S.
Choose an initial state S10 .
Set n = 1.
Step 1 Choose a sample path ωn.
Step 2 For t = 0, 1, 2, ..., T do:
Solve:
vˆnt = max
xt∈X
(
C(Snt , xt) + γE{V¯ n−1t+1 (St+1)}
)
= max
xt∈X
(
C(Snt , xt) + γ
∑
s′∈S
P(s′|Snt , xt)V¯ n−1t+1 (s′)
)
,
where P(St+1|St, xt) is called transition matrix which is the probability that the next
state will be St+1 if we are in state St at time t and make a decision xt.
Update V¯ n−1t (St):
V¯ nt (St) =
{
(1− αn−1)V¯ n−1t (Snt ) + αn−1vˆnt , if St = Snt ,
V¯ nt (St), otherwise.
Compute Snt+1 by using S
n
t , xt and W
n
t+1 which is coming from ω
n.
Step 3 If n = N stop.
Otherwise set n← n+ 1 , go Step 1.
Figure 4.1: A basic approximate dynamic programming algorithm
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Chapter 5
Methodology
5.1 Dynamic Programming Approach for Se-
quential Change Diagnosis Problem
Dayanık et al. [2] derive an optimality equation for the sequential diagnosis
problem. We begin with the dynamic programming model for the sequential
change diagnosis problem. For every stage s, the posterior probability vector
Πs , (Π0s,Π1s, ...,ΠMs ) is the state variable. The state space which is the set of all
possible state variables is the standard M-dimensional probability simplex SM .
The observer takes actions based on the state variable Πs. At any period s, the
observer decides between stopping and waiting for at least one more observation.
The expected cost of stopping is h(Πs) and the expected cost of waiting for at
least one more observation is g(Πs) + C(Πs). The observer determines to stop
and raise an alarm if h(Πs) < g(Πs) + C(Πs) and waits for at least one more
observation if h(Πs) > g(Πs) + C(Πs). The continuation cost, C(Πs), is the cost
which the observer will face at the next period, s+ 1, if he decides to continue:
C(pis) = min{h(pis+1), g(pis+1) + C(pis+1)}. (5.1)
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C(pis) depends on the expected continuation cost of the next period. Hence,
at any period s, before making a decision between stopping and waiting, the
observer needs to know expected continuation cost of the next period. It can
be easily seen that the state space, SM increases exponentially in the number of
alternative change distributions M . Hence, solving sequential change diagnosis
problem via classical dynamic programming is computationally intractable due
to curse of dimensionality.
5.1.1 Value Iteration
For finite horizon problems, value iteration algorithm is similar to backward dy-
namic programming. The difference is that we first initialize the value of being
in any state and then update the value of being in that state iteratively until the
convergence is satisfied [3]. The value iteration algorithm for sequential change
diagnosis problem is in Figure 5.1. However, for large values of M , solving the
problem via value iteration becomes intractable. Here, approximate dynamic
programming steps in.
Step 0 Initialization:
Initialize C0(pi) = 0 for all states pi in the discretized state space SMD .
Fix a tolerance parameter  > 0.
Set n = 1.
Step 2 For all pi ∈ SMD do:
Simulate next state pi′
Compute:
Cn(pi) = min{h(pi′′), g(pi′′) + Cn−1(pi′′)}
where pi′′ is the nearest state to pi′ in SMD .
Step 3 If max
pi∈SMD
∥∥Cn(pi)− Cn−1(pi)∥∥ < , stop.
Otherwise, set n← n+ 1 , go Step 1.
Figure 5.1: Value Iteration
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5.2 Approximate Dynamic Programming Ap-
proach for Sequential Change Diagnosis
Problem
We begin by discussing our approximate dynamic programming algorithm at
a basic level. We mention the details later. An overview of our approximate
dynamic programming algorithm is as follows. We simulate Π0,Π1, . . . until we
stop and raise an alarm. Details of simulation is discussed later. As we decide
between stopping and waiting along the entire sample path, suppose that we use
the same continuation function C(pi). If we have not stopped before time s yet,
then at time s, we stop if h(pis) ≤ C(pis)+g(pis) and wait if h(pis) > C(pis)+g(pis).
When we eventually stop and raise an alarm, say after S periods of time, we learn
a new continuation function. We have:
Time State Continuation Function Estimate
0 Π0 min{h(Π1), g(Π1) + C(Π1)} = Cˆ0,
1 Π1 min{h(Π2), g(Π2) + C(Π2)} = Cˆ1,
...
...
...
S − 1 ΠS−1 min{h(ΠS), g(ΠS) + C(ΠS)} = CˆS−1.
Then we can apply a function approximation technique to the data (Πi, Cˆi), i =
0 . . . , S−1. However, when we stop and raise an alarm, we may not have sufficient
observations to learn a new continuation function. A remedy to this problem is
to repeat above process with a fresh set of sample realizations until at least a
specified number of observations, say S˜, are accumulated. After we eventually
collect sufficient number of observations, we use these data to fit a regression
model. We decided to approximate the continuation function with an affine
combination of radial basis penalized splines. Suppose that βˆ is the vector of
parameters of the regression. Due to random sampling of the sample paths, there
is some noise in βˆ. Hence, we perform a smoothing operation to find the current
estimate of the parameter vector, denoted by β¯ by the formula
β¯n = (1− α)βˆn + αβ¯(n−1), (5.2)
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where α ∈ (0, 1) is a fixed smoothing parameter, and n is the iteration number.
Figure 5.2 gives the details of the algorithm.
Step 0 Initialization:
Initialize β¯0 = 0.
Fix a tolerance parameter  > 0.
Fix the number of required observations for function approximation S˜.
Set n = 1.
Set s˜ = 0.
Step 1 Choose a sample path.
Set s = 1.
Set initial state pin1 = (pi
n,0
1 , . . . , pi
n,M
1 ) where pi
n,0
1 = 1− p0 and pin,i1 = p0νi.
Step 2 Compute:
Cˆns (pi
n
s ) = min
{
h(pins+1), g(pi
n
s+1) + C¯
n−1(pins+1)
}
where pins+1 is the next state on the sample path.
Step 3 If Cˆns (pi
n
s ) + g(pi
n
s ) < h(pi
n
s ), set s← s+ 1 and go Step2.
Otherwise, set s˜← s˜+ s,
if s˜ < S˜, go step1,
otherwise, go step 4.
Step 4 Update β¯n−1 :
Apply a function approximation technique to the data and find βˆn.
β¯n = (1− 1n )βn−1 + 1n βˆn.
Set s˜ = 0.
Step 5 If
∥∥β¯n−1 − β¯n∥∥ <  stop.
Otherwise set n← n+ 1 , go Step 1.
Figure 5.2: Approximate Dynamic Programming Algorithm
5.2.1 Simulating Posterior Probability Process Π
In Figure 5.2, at any period s of iteration n, a decision between stopping and
waiting for at least one more observation is taken. Suppose that we are in period
s + 1 and we decide to take one more observation. Π0,Π1, ...,Πs are already
calculated based on the past and present observations. We can, therefore simulate
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the next observation, Xs+1, according to
P{Xs+1 ∈ dx|pi0, ..., pis} = P{Xs+1 ∈ dx|pis}pi(0)s (1− p)f0(x)dx
+
M∑
j=1
pi(0)s pνjfj(x)dx+
M∑
j−1
pi(j)s fj(x)dx.
Then we calculate Πs+1 by (3.7). Figure 5.3 describes the simulation algorithm.
Suppose that we have not raised an alarm at or before time s, and pi0, . . . pis are already
calculated.
Simulate Xs+1:
There are three cases:
Case 1. Change occurs before time s.
Case 2. No change occurs before time s+ 1.
Case 3. Change occurs at time s.
Simulate a uniformly distributed random number u1 in the interval [0, 1]
If
j−1∑
i=1
piis ≤ u1 <
j∑
i=1
piis for some j ∈M, then simulate Xn+1 from fj . (Case 1)
Else, simulate a uniformly distributed random number u2 in the interval [0, 1].
If p < u2 ≤ 1 then simulate Xn+1 from f0. (Case 2)
If 0 < u2 ≤ p then simulate a uniformly distributed random variable u3
in the interval [0, 1].
Simulate Xn+1 from fl where
l−1∑
k=0
νk ≤ u3 ≤
l∑
k=0
νk, l ∈M. (Case 3)
Figure 5.3: Simulation of the next observation
5.2.2 Value Function Approximation
To approximate the expected continuation cost function, we use regression meth-
ods which we overviewed in Chapter 4. In each iteration, we collected all observed
state variables and the corresponding continuation cost estimates until we finally
raised an alarm. We approximate the continuation cost function by using this
collection of data. If we expected that the continuation cost C(pi) were affine
function of the state pi, then we would have fitted a multiple linear regression
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model
C(pi) = β0 +
∑
i
βipii + error,
where β would be estimated by the least squares estimate βˆ, and the continuation
cost would be estimated by Cˆ(pi) = βˆ0 +
∑
i βˆipii. However, C(pi) is a nonlinear
concave function of pi, and we model C(pi) as an affine combination of some
suitable basis functions, denoted by φ(pi). One can think of the basis functions as
the feature/explanatory variables. Let I denote the number of basis functions in
the regression model. We regress the realizations of the continuation cost, Cˆ(pis)
on basis functions, φi(pis) where i = 1, ..., I. The approximation of continuation
cost function can be expressed in terms of basis function as
C(pi) = β0 +
∑
i
βiφi(pi) + error,
E [C(pi)] = C¯(pi) = β0 +
∑
i
βiφi(pi),
C¯(pi) ≈ Cˆ(pi) = βˆ0 +
∑
i
βˆiφi(pi),
(5.3)
where βˆ is the least squares estimate of the parameter vector β. We decided to
use the very flexible radial basis functions in the regression models. A general
discussion about these regression models is given below following [18]:
5.2.2.1 Radial Basis Function Expansions
Consider the simple linear regression model,
y = Xβ + 
where y=

y1
...
yn
 ,β =
[
β0
β1
]
and X =

1 x1
...
...
1 xn
. The columns of X matrix is called
basis functions for the regression model. Note that y is the linear combination of
columns of X matrix. A linear regression model can easily be fitted to the data
in Figure 5.4. However, it is not possible to model the data in 5.5 by using 1
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and x as basis functions since the data contain nonlinear effects. On the other
hand, the basis functions 1, x, and (x− 0.6)+ can handle the nonlinearity in the
data. Those two examples show that the selection of the basis functions affects
the quality of regression model to estimate the response variable.
Figure 5.4: Linear Regression Model
Figure 5.5: Broken Stick Model
Radial basis functions are in the form of ‖x− κk‖p, where κk is a knot point
and p is an odd number. The model consists of K knot points κ1, . . . , κK . Con-
sider the model,
yi = β0 + β1xi + β2x
2
i + . . .+ βm−1x
m−1
i +
K∑
k=1
βmk ‖xi − κk‖2m−1 , (5.4)
where m = p+1
2
.
Figure 5.6 shows the basis functions corresponding to p = 1.
22
Figure 5.6: Basis Functions Corresponding to p = 1
The advantage of using radial basis functions is that the extension of the
model to higher-dimensional predictor variables is simple. Suppose that x∈ Rd
and κ1, . . . , κK are knots in Rd, then basis functions are ‖x− κk‖p, where ‖.‖ is
the Eucledian distance in Rd. This is useful since the M + 1 dimensional state
variable is the predictor variable in our model. Any complex data can be easily
handled by using radial-basis functions. The number of knots in the model is
crucial since too many knots result in overfitting and too few knots introduce
bias. A penalized spline regression method can help continuously control the
smoothness of the fitted model. In penalized spline regression, large number of
knots is preferred, but the model complexity is penalized. The logic is to limit
the effects of some knots in the model. Consider the radial basis penalized spline
model with K knots. Assume that K is a large number. The minimization
problem is
min ‖y-Xβ‖2 , (5.5)
where β=[β0, . . . , βm−1, βm1, . . . , βmK ]T and βmk is the coefficient of the kth knot.
Unconstrained estimation of the βmk results in overfitting. An easy to imple-
ment constraint is that
∑
β2mk < C for some number C. For a penalty matrix
K=
[
‖κk − κk‖2m−1
1≤k,k≤K
]
, the minimization problem is
min ‖y-Xβ‖2 subject to βTKβ ≤ C.
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Via Lagrange multiplier rule, the above minimization problem becomes
min ‖y-Xβ‖2 + λ2m−1βTKβ
where X=

1 x1 . . . x
m−1
1 |x1 − κ1|2m−1 . . . |x1 − κK |2m−1
...
. . .
...
...
. . .
...
1 xn . . . x
m−1
n |xn − κ1|2m−1 . . . |xn − κK |2m−1

The solution of the minimization problem is
βˆλ =
(
XTX+ λ2m−1K
)−1
XTy.
Fitted values are
yˆ = X
(
XTX+ λ2m−1K
)−1
XTy.
One important issue is how to choose the knots. Selecting knots without
considering the distribution of the predictor space results in waste of knots. One
approach to overcome this problem gives the knot locations according to
κk = (k/K)
th
sample quantile of x1, . . . , xn. Sample quantiles correspond to maximal separa-
tion of K points among the unique xi . However, this solution works for one-
dimensional predictor variable. Recall that, for our problem we are interested
in high-dimensional smoothing. For high-dimensional data, space filling designs
[19] correspond to maximal separation principle. To choose the knots we apply
the procedure described in [18] with minor changes:
(1) The number of knots K = min{max{20, sample size/4}, 50}.
(2) If sample size < 1500 every explanatory variable, xi, is a candidate to be
a knot. Otherwise, take a random sample of the xi of size 1500 as the candidate
points to be a knot.
(3) Apply space filling algorithm to the candidate points. The space filling
algorithm we use is the swapping algorithm [20], which is available in R software,
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fields package. The swapping algorithm finds a set of points called design points
among a given set of candidate set with respect to a space-filling criterion spec-
ified by the user. The criterion we used in our algorithm is the following. Our
algorithm selects the design points D from the set C of the candidate points so
as to minimize the criterion
f(C,D) =
∥∥∥∥∥∥
∑
c∈C
(∑
d∈D
‖d− c‖p
)q/p∥∥∥∥∥∥
1/q
,
where p and q are some parameters. The number p affects the weight of distance
from a point c ∈ C to all points in D, and q affects the weight of the distance
from all points in C to all points in D. Design points, assigned by the swapping
algorithm among candidate points, are selected as the knots.
5.2.2.2 Linear Mixed Models
Linear mixed models are extensions of regression models which allow for both
fixed and random effects. They are generally used to model grouped data. Fixed
effects are population averaged parameters which influence the mean of the re-
sponse. Random effects take into account the randomness due to sampling from
different groups of data [18].
Linear mixed models can be illustrated at best with an example. Consider
the scatterplot in Figure 5.7 consisting of weight measurements of 48 pigs for 9
successive weeks. Measurements belonging to the same pig are connected with a
line. Let weightij be the weight of pig i on week number j. The ordinary least
squares model is as follows:
weightij = β0 + β1weekj + ij, 1 ≤ i ≤ 48 and 1 ≤ j ≤ 0, (5.6)
with ij i.i.d. N(0, σ
2).
Figure 5.7 shows that weight measurements have less variability within each pig.
To incorporate the variance among weights of different pigs, a random term Ui
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to the least squares model is added. Then the model becomes
weightij = β0 + Ui + β1weekj + ij. (5.7)
The model allows different intercepts for different pigs. Ui represents intercept
for the ith pig, where U1, . . . , U48 is a random sample from a N(0, σ
2
U) distribution
for some σ2U .
Figure 5.7: Pig Weight Measurements Data
For the pig example above, the fixed effects are β0 and β1, and the random effects
are U1, . . . , U48, and the covariance matrix parameters are σ
2
U and σ
2
 .
The standard linear model can be expanded to a linear mixed model as follows:
y = Xβ + Zu+ , (5.8)
where E
[
u

]
=
[
0
0
]
and Cov
[
u

]
=
[
G 0
0 R
]
.
V ≡Cov(y) = ZGZT +R.
Here, Z is the design matrix for random effects, and u ∼ N(0, σ2u),  ∼ N(0, σ2 ).
Pig example is a special case of linear mixed models, for which
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y=

weight1,1
...
weight1,9
...
weight48,1
...
weight48,9

, X =

1 week1
...
1 week9
...
1 week1
...
1 week9

, β =
[
β0
β1
]
,
Z=

19×1 09×1 . . . 09×1
09×1 19×1 . . . 09×1
...
...
. . .
...
09×1 09×1 . . . 19×1
, u=

U1
...
U48
,
G=σ2UI and R=σ
2
 I.
Consider the model in (5.4). Let
β =

β0
...
βm−1
 and u =

βm,0
...
βm,K−1
,
X =

1 x1 x
2
1 . . . x
m−1
1
...
...
...
. . .
...
1 xn x
2
n . . . x
m−1
n
,
Z =

|x1 − κ0|2m−1 . . . |x1 − κK−1|2m−1
...
. . .
...
|xn − κ0|2m−1 . . . |xn − κK−1|2m−1
 .
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Then the radial basis penalized splines model can be viewed as a linear mixed
model
y = Xβ + Zu+ . (5.9)
We need to estimate β, predict u, and estimate the parameters in G and R. One
of the ways to estimate the parameters in the model is to use best linear unbiased
prediction method. Consider the linear model
y=Xβ + ∗ with correlated errors ∗ = Zu+  where Cov(∗) = V.
For a given V,
βˆ = XT(V−1X)−1XTV−1V−1y
and for a given βˆ,
uˆ = GZTV−1(y −Xβˆ)
are best linear unbiased predictors (BLUP) of β and u. As mentioned before,
mixed models and penalized splines have close ties. Indeed, penalized spline esti-
mation can be written as BLUP of a mixed model. BLUP representation of the
radial basis penalized spline model is as follows:
y =

y1
...
yn
 , X =

1 x1 x
2
1 . . . x
m−1
1
...
...
...
. . .
...
1 xn x
2
n . . . x
m−1
n
,
Z =

|x1 − κ0|2m−1 . . . |x1 − κK−1|2m−1
...
. . .
...
|xn − κ0|2m−1 . . . |xn − κK−1|2m−1
,
G = σ2uI, R = σ
2
 I, λ2m−1 = σ
2
/σ
2
u.
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5.2.3 Updating Value Function Approximation
Recall that, in each iteration we fit a regression model to learn the continuation
function. βˆn is the parameter vector of the regression model at iteration n. Then
we perform the smoothing operation:
β¯n = (1− α)βˆn + αβ¯n−1.
Since we select knots among predictor variables by using a space filling algorithm,
the regression model changes in each iteration with respect to the selected knots.
Consequently, βˆn and β¯n−1 are the parameters of different regression models, and
we can not perform the smoothing operation above. Suppose that we are at
iteration n. We perform smoothing as follows:
Step 1.Generate predictor variables, x˜i’s.
Step 2.Find corresponding response variables, y˜i’s by using the regression model
of previous iteration n− 1.
Step 3.Find parameters of the regression model:
y˜i = β˜0 + β˜1x˜i + β˜2x˜
2
i + . . .+ β˜m−1x˜
m−1
i +
K∑
k=1
β˜mk ‖x˜− κk‖2m−1 + errori,
where κk’s are knots of the regression model of current iteration n.
Step 4.Perform smoothing:
β¯ = (1− α)β˜ + αβˆ.
5.2.4 Exploration vs. Exploitation
Making the best decision based on current estimate of the value function is called
a greedy strategy [3]. In a greedy strategy, some states might look worse since we
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have not visited them and we never visit and discover these states. We may loop
over the visited states and stuck in a local optimum. This problem is referred as
the exploration vs. exploitation problem. Exploration stands for visiting states
randomly for just discovering new states. However, for problems with large state
spaces, making decision randomly can be costly and does not ensure that we visit
all the states. Hence, at some point we should exploit from our current estimate
and make decision based on it. One of the challenges in approximate dynamic
programming is to strike balance between exploration and exploitation. There
are some mix strategies. For example, an exploration rate ρ can be specified.
With probability ρ we decide randomly and with probability 1 − ρ we take the
best action based on current estimate of value function. The results of mixed
strategies we used are demonstrated in the computational study section.
30
Chapter 6
Computational Study
One of the challenges of approximate dynamic programming is to decide how to
evaluate a new algorithm. Powell [21] states that it is essential to have some sort
of benchmark. One of the strategies suggested is to compare the algorithm to an
optimal Markov decision process. The strategy is to simplify the complex problem
and solve it optimally via dynamic programming. Then we solve the simpler
problem by using the ADP algorithm and compare the results. To evaluate
our algorithm we solve the sequential change diagnosis problem optimally for
the special cases M = 2 and M = 3. We apply our ADP algorithm to the
same examples. The results of the approximate and optimal algorithm are then
compared. We used the examples of [2] for comparison.
6.1 Two Alternatives After the Change
In this section we study the examples in which there are two change distributions,
f1(.) and f2(.). We use the value iteration and approximate dynamic programming
algorithms to find optimal and approximate continuation costs and optimal and
approximate decision regions over a fine discretization of S2. A state pi is in the
stopping region if h(pi) < C(pi) + g(pi) and in the continuation region otherwise.
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Graphical representation of stopping and continuation regions is illustrated by us-
ing linear mapping L : R3 → R2, defined by L(pi0, pi1, pi2) ,
(
2√
3
pi1 +
1√
3
pi2 + pi2
)
.
Two dimensional probability simplex, S2 ∈ R3 can be mapped into R2 via L(pi)
(see Figure 6.1).
Figure 6.1: Linear Mapping from S2 ∈ R3 to L(S2) ∈ R2
We study six examples with different cost parameters as depicted by Table
6.1. For all six examples, the change distributions f0 =
(
1
4
, 1
4
, 1
4
, 1
4
)
, f1 =(
4
10
, 3
10
, 2
10
, 1
10
)
, f2 =
(
1
10
, 2
10
, 3
10
, 4
10
)
and the parameters, p0 =
1
50
, p = 1
20
, ν1 =
ν2 =
1
2
are in common.
Example a01 a02 a12 a21 c
1 10 10 3 3 1
2 50 50 3 3 1
3 10 10 10 10 1
4 10 10 16 4 1
5 14 20 8 1 1
6 14 20 8 1 2
Table 6.1: Model Parameters
Figure 6.2(a) illustrates optimal decision regions obtained by the value iteration
for Example 1. Figures 6.2(b) and 6.2(c) show the decision regions of ADP al-
gorithms for pure exploitation strategy and mixed strategy with exploration rate
ρ = 0.5, respectively. For a fine discretization of S2, we compare optimal contin-
uation continuation cost and the continuation cost of ADP algorithm. Let S2d be
the discretized state space. Let C(pi) be the continuation for state pi computed
by using the value iteration algorithm, and C¯(pi) be the continuation cost ap-
proximated by ADP. Figures 6.3(a) and 6.3(b) are the histograms of percentage
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relative error C(pi)−C¯(pi)
C(pi)
× 100 where pi ∈ S2d for pure exploitation strategy and
for mixed strategy with exploration rate ρ = 0.5. The similarity of optimal and
approximated decision regions shows the performance of ADP algorithm. Deci-
sion regions in Figures 6.2(b) and 6.2(c) are almost identical to optimal decision
regions in 6.2(a). The distribution of the percentage relative error is also a per-
formance criterion. We expect that the percentage relative error is distributed
around zero. In 6.3(a) and 6.3(b), percentage relative error is dense around zero.
Also, in Examples 2–6, approximated decision regions are similar to the optimal
decision regions (see Figures 6.2, 6.4, 6.6, 6.8, 6.10 and 6.12) and percentage
relative error is accumulated highly around zero (see Figures 6.3, 6.5, 6.7, 6.9,
6.11and 6.13).
Both pure exploitation and mixed strategies provide reasonable approximation.
Since the state space is not very large for M = 2, we can still explore most of the
states with pure exploitation strategy. Therefore, the difference between decision
regions in pure exploitation strategy and mixed strategy is not remarkable.
6.2 Three Alternatives After the Change
In this section we study the case M = 3 in which there are three change
distributions, f1(.), f2(.) and f3(.). Similar to the two alternative change sec-
tion, we generate the optimal and approximate decision regions mapped into
S3 by the linear mapping L : R4 → R3 is defined by L(pi0, pi1, pi2, pi3) ,(√
3
2
pi1 +
1
2
√
3
2
pi2,
1
2
√
3
2
pi3,
3
2
√
1
2
pi2 +
1
2
√
1
2
, pi3
)
. The change distributions are
f0 =
(
1
4
, 1
4
, 1
4
, 1
4
)
, f1 =
(
4
10
, 3
10
, 2
10
, 1
10
)
, f2 =
(
1
10
, 2
10
, 3
10
, 4
10
)
, f3 =
(
3
10
, 2
10
, 2
10
, 3
10
)
.
The parameters are c = 1, a0j = 40, aij = 20 i, j = 1, 2, 3. Figure 6.14 shows
the histogram of percentage difference for pure exploitation and exploration rate
ρ = 0.5.
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(a) Optimal decision regions
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(b) Decision regions of the ADP algoritm with
pure exploitation
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(c) Decision regions of the ADP algoritm with
exploration rate ρ = 0.5
Figure 6.2: Decision Regions for Example 1: a01 = a02 = 10, a12 = a21 = 3, c = 1
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(a) Percentage relative error of the ADP algorithm with pure
exploitation
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(b) Percentage relative error of the ADP algorithm with ex-
ploration rate ρ = 0.5
Figure 6.3: Histograms of Percentage Relative Error for Example 1: a01 = a02 =
10, a12 = a21 = 3, c = 1
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(a) Optimal decision regions
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(b) Decision regions of the ADP algoritm with
pure exploitation
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(c) Decision regions of the ADP algoritm with
exploration rate ρ = 0.5
Figure 6.4: Decision Regions for Example 2: a01 = a02 = 50, a12 = a21 = 3, c = 1
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(a) Percentage relative error of the ADP algorithm with pure
exploitation
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(b) Percentage relative error of the ADP algorithm with ex-
ploration rate ρ = 0.5
Figure 6.5: Histograms of Percentage Relative Error for Example 2: a01 = a02 =
50, a12 = a21 = 3, c = 1
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(a) Optimal decision regions
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(b) Decision regions of the ADP algoritm with
pure exploitation
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(c) Decision regions of the ADP algoritm with
exploration rate ρ = 0.5
Figure 6.6: Decision Regions for Example 3: a01 = a02 = 10, a12 = a21 = 10, c = 1
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(a) Percentage relative error of the ADP algorithm with pure
exploitation
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(b) Percentage relative error of the ADP algorithm with ex-
ploration rate ρ = 0.5
Figure 6.7: Histograms of Percentage Relative Error for Example 3: a01 = a02 =
10, a12 = a21 = 10, c = 1
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(a) Optimal decision regions
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(b) Decision regions of the ADP algoritm with
pure exploitation
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(c) Decision regions of the ADP algoritm with
exploration rate ρ = 0.5
Figure 6.8: Decision Regions for Example 4: a01 = a02 = 10, a12 = 16, a21 =
4, c = 1
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(a) Percentage relative error of the ADP algorithm with pure
exploitation
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(b) Percentage relative error of the ADP algorithm with ex-
ploration rate ρ = 0.5
Figure 6.9: Histograms of Percentage Relative Error for Example 4: a01 = a02 =
10, a12 = 16, a21 = 4, c = 1
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(a) Optimal decision regions
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(b) Decision regions of the ADP algoritm with
pure exploitation
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(c) Decision regions of the ADP algoritm with
exploration rate ρ = 0.5
Figure 6.10: Decision Regions for Example 5: a01 = 14, a02 = 20, a12 = a21 =
8, c = 1
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(a) Percentage relative error of the ADP algorithm with pure
exploitation
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(b) Percentage relative error of the ADP algorithm with ex-
ploration rate ρ = 0.5
Figure 6.11: Histograms of Percentage Relative Error for Example 5: a01 =
14, a02 = 20, a12 = a21 = 8, c = 1
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(a) Optimal decision regions
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(b) Decision regions of the ADP algoritm with
pure exploitation
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(c) Decision regions of the ADP algoritm with
exploration rate ρ = 0.5
Figure 6.12: Decision Regions for Example 6: a01 = 14, a02 = 20, a12 = a21 =
8, c = 2
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(a) Percentage relative error of the ADP algorithm with pure
exploitation
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(b) Percentage relative error of the ADP algorithm with ex-
ploration rate ρ = 0.5
Figure 6.13: Histograms of Percentage Relative Error for Example 6: a01 =
14, a02 = 20, a12 = a21 = 8, c = 2
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(a) Percentage relative error of the ADP algo-
rithm with pure exploitation
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(b) Percentage relative error of the ADP algo-
rithm with exploration rate ρ = 0.5
Figure 6.14: An example with three alternative change distributions
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Chapter 7
Conclusion
Sequential change diagnosis problem is the joint problem of change detection and
sequential hypothesis. Although both change detection and sequential hypothe-
sis testing problems have been studied extensively, there are few studies about
sequential change diagnosis problem. Dayanık et al. [2] provide the complete
optimal dynamic programming solution. However, due to curse of dimensional-
ity, dynamic programming approach becomes computationally intractable for the
problems with large number of alternative regimes after change. To overcome the
curse of dimensionality, we have employed in this thesis the tools of approximate
dynamic programming. The aim is to obtain an approximate continuation cost
function. At any state, one can optimally decide between stopping and continua-
tion to observe by comparing the continuation cost and stopping cost. We design
an ADP algorithm which employs a basis function expansion of the continuation
cost function. We represent the continuation cost function as an affine combi-
nation of radial basis functions. Linear mixed model is applied on radial basis
functions. To evaluate designed ADP algorithm, we compare the solutions of the
ADP algorithm to the optimal solutions in small problems. If the ADP reason-
ably approximates the optimal solution for the simpler problem, then we are more
confident that the algorithm works fine [21] for the complex problem. One of the
performance criteria is the similarity between approximate decision regions and
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optimal decision regions. In Examples 1–6, the optimal and approximate deci-
sion regions are overlapping (see Figures 6.2, 6.4, 6.6, 6.8, 6.10and 6.12). We also
compare the approximate continuation cost and the optimal continuation cost
over a fine discritization of the state space. We compute the percentage relative
error C(pi)−C¯(pi)
C(pi)
×100 for every pi in the discretized state space. The distribution of
the percentage relative error indicates how well the algorithm approximates the
continuation cost. We expect that the percentage relative error is accumulated
around zero. Figures 6.3, 6.5, 6.7, 6.9, 6.11, 6.13 are the histograms of the per-
centage relative error for Examples 1–6. In Examples 1–6 the percentage relative
error is distributed highly around zero. This shows that the algorithm reasonably
approximates the optimal solution. We compare also pure exploitation strategy
and mixed strategy with ρ = 0.5. Both pure exploitation and mixed strategies
give reasonable approximation. Since the state space is not very large for M = 2,
we manage to explore most of the states with pure exploitation strategy. Thus,
there is little difference between decision regions in pure exploitation strategy and
mixed strategy in Examples 1–6.
In Example 7, which is the special case in which M = 3 the percentage difference
increases (see Figure 6.14). As M increases, the state space is getting larger and
the number of unvisited states increases. Therefore, for complex problems with
large M values, pure exploitation strategy tends to produce poor results. Simple
heuristics such as using a constant exploration rate ρ may work well for small
problems but has no value if the state space is large. Exploration rate ρ can be
reduced after sufficient exploration. Determining how exploration rate should be
decreased can be the subject of another research. Exploration vs. exploitation
problem is a one of the unsolved problems in approximate dynamic program-
ming. There is not a certain way to strike the balance between exploration and
exploitation [3]. In future work, different exploration vs. exploitation strategies
can be applied to the problems with large M values.
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