Abstract-We consider low-density parity-check code (LDPCC) design for additive white Gaussian noise (AWGN) channels with erasures. This model, for example, represents a common situation in magnetic and optical recording where defects or thermal asperities in the system are detected and presented to the decoder as erasures. In this correspondence, we give thresholds of regular and irregular LDPCCs and discuss practical code design over the mixed Gaussian/erasures channel. The analysis is an extension of the Gaussian approximation work of Chung et al. In the two limiting cases of no erasures and large signal-to-noise ratio (SNR), the analysis tends to the results of Chung et al. and Luby et al., respectively, giving a general tool for a class of mixed channels. We derive a steady-state equation which gives a graphical interpretation of decoder convergence. This allows one to estimate the maximum erasure capability on the mixture channel, or conversely, to estimate the additional signal power required to compensate for the loss due to erasures. We see that a good (capacity-approaching) LDPCC over an AWGN channel is also good over the mixed channel up to a moderate erasure probability. We also investigate practical issues such as the maximum number of iterations of message-passing decoders, the coded block length, and types of erasure patterns (random/block erasures). Finally, we design an optimized LDPCC for the mixed channel, which shows better performance if the erasure probability is larger than a certain value (0 1 in our simulation) at the expense of performance degradation at unerased (AWGN channel) and lower erasure probability regions (less than 0 1 in our simulation).
I. INTRODUCTION
Low-density parity-check codes (LDPCCs) are due to Gallager [1] , [2] , and renewed interest began as a result of a great success of turbo codes [3] and subsequent rediscovery by MacKay [4] , MacKay and Neal [5] , and Sipser and Spielman [6] . Since the rediscoveries, much effort has been paid to designing good LDPCCs over various channels such as binary erasure channels (BECs), binary symmetric channels (BSCs), and additive white Gaussian noise (AWGN) channels. Luby et al. [7] designed good LDPCCs over BECs and introduced an irregular edge degree distribution. Richardson and Urbanke [8] investigated variations of message densities in message-passing decoders and devised an algorithm called density evolution for iteratively computing message densities and the signal-to-noise ratio (SNR) threshold of an LDPCC. Although Chung [9] introduced a simplified density evolution called discretized density evolution (DDE), computing thresholds and designing good LDPCCs over most channels, except BECs, require intensive computations. To address the computational difficulty, Chung [10] used the Gaussian approximation (GA) that models the message densities in message-passing decoders as Gaussian distributions for regular LDPCCs and a mixture of Gaussian distributions for irregular x is a message bit in f1; 0g, c is a coded symbol in f01; +1g, n is white Gaussian noise (n N(0; )), e is in f1; 0g, P (e = 0) = e , p(e = 1) = (1 0 e ), andx is a decoded bit in f1; 0g. (b) r is a received signal and m is the mean of the received signal.
LDPCCs. A prerequisite of the approximation is the symmetry condition [11] . At the expense of accuracy, the approximation gives a faster threshold computation, more insight into the convergence of message-passing decoders, and an analytic expression of the variations of the message densities during iterations. From the design point of view, the approximation makes the design problem a linear optimization that can be easily solved with linear programming. In this correspondence, we extend Chung's work to include a channel model that is a mixture of Gaussian noise with random erasures, as depicted in Fig. 1 (a) and (b). In this model, a binary symbol is corrupted with either added white Gaussian noise or is erased with a probability of e (0) . This model, for example, represents a common channel in magnetic recordings where thermal asperities in the system are detected and represented at the decoder as erasures. A typical code must correct a burst of up to 48 bytes over a 512-byte sector. In an optical recording, defects or scratches cause long numbers of bytes (several hundred or thousand) to be erased. The probability density function of the log-likelihood ratio (LLR) of the channel output is (1) where v = log e [p(rjc=1)=p(rjc=01)] is the LLR of r, r is the channel output shown in Fig. 1(b 
is the random erasure probability, and 1 x (v)= (v0x) is a shifted delta function. The probability density function satisfies the symmetry condition [11] , f (v) = f (0v)e v . We analyze the message density evolution over the channel model shown in Fig. 1 (a) and (b) with some modifications to the Gaussian approximation. The remainder of the correspondence is organized as follows. In Section II, for the reader's convenience, we briefly summarize Chung's work in [10] . In Section III, we consider regular LDPCCs and define the basic terminology used in the subsequent sections. In Section IV, we extend the results of Section III to irregular LDPCCs. In Section V, we simplify the results of Section IV using the fact that the erasure 0018-9448/03$17.00 © 2003 IEEE probability during iterations does not depend on an SNR. The simplified equation, called a steady-state equation, gives us a graphical interpretation of decoder convergence that was originally introduced in [10] . In Section VI, we verify our analysis and the channel model by comparing theoretical E b =N 0 thresholds of regular and irregular LDPCCs with simulation results of actual LDPCCs. We also investigate some practical issues such as maximum number of iterations of message-passing decoders, coded block length, and types of erasure patterns (random/block erasures). In Section VII, we design an LDPCC for the mixed channel and compare the designed LDPCC with an LDPCC optimized for an AWGN channel in [10] . We conclude our work in Section VIII.
II. GAUSSIAN APPROXIMATION (GA)
Our work is based on the results of Gaussian approximation (GA) in [10] . In this section, we briefly summarize GA to help readers understand the following sections. This summary is the minimum needed to understand our work and describes GA for irregular LDPCCs only, which includes regular LDPCCs as a special case.
The LLR message (message for short) of a check node at the kth iteration (u (k) and k 2 ) during message-passing decoding is approximated as a Gaussian probability density function that is completely specified by its mean (m Between a check node of degree d c and the variable nodes, there is the well-known tanh rule [12] :
where v (k) j , j = 1; . . . ; dc 01 are the incoming messages from dc 01
neighbors and u (k) is the message sent to the remaining node. The expectation of each side of (2) can be simplified as
Because the variable node messages are independent and identically distributed (i.i.d.), we can omit the index j in (2) By applying (4) and (x) to both sides of (3), we can calculate the updated mean of a degree j check node as 
where s = m u and r 0 = (m u ).
In the recursion, the degree distribution pair ((x); (x)) and s determine the convergence to a fixed point (not necessarily zero). As shown in (5) and (6) 
III. ANALYSIS OF REGULAR LDPCCS
The message flows between a check and a variable node are depicted in Fig. 2 of neighbors of a check (variable) node. u
is the message of a check (variable) node emitting through the jth edge (hereafter, without loss of generality, we will drop the index j). In the sum-product decoding algorithm, if at least one of the variable nodes connected to a check node is erased, the check node has zero LLR as its message.
Thus, the probability of " 
where hf(v); g(v)i = f(v)g(v) dv, and g (k) (v) is the probability density of a variable node message given v u , we need an expression for the probability density of a variable node message. In the log-probability domain, the variable node message is determined by the linear sum of dv 0 1 incident check node messages as shown in Fig. 2 . Thus, the probability that the message of a variable node is zero can be computed as (11) which is the probability that all incident check messages are zeros and the variable node is erased. The probability density of a variable message can be factored into three terms as shown in (12) . The first term gives the probability in (11), the second term is made up of the incident check node messages given the variable node is erased, and the last term is the combination of the check node messages with the unerased received message. The last two terms comprise the continuous part (13) where htanh(v=2); N(x; 2x)i = 1 0 (x). Now, the updated mean becomes a recursive equation for a given random erasure rate e (0) .
IV. ANALYSIS OF IRREGULAR LDPCCS
To describe irregular LDPCCs, let
be a pair of generating functions (used in [12] ) of the degree distributions for the variable and check edges, respectively. To include the degree distribution in calculating the probability of " (k) and the updated mean m (k) u that describe the check node message density, we need to modify (8) and (9) to form (14) and (15), respectively
where P (dc = s) is the probability that an edge belongs to a degree s check node. Thus, by making use of (10), we compute the updated mean as
The probability density of a variable node message can be calculated by modifying (11) and (12) . The expression of e (k) in (11) is changed to
where P (d v = j) is the probability that an edge belongs to a degree-j variable node. The recursive erasure probability of a variable node e (k) is exactly the same as the erasure probability derived by Luby et al. in [7] . There is a threshold e . The threshold does not depend on the SNR but on the code structure specified by a degree distribution pair ((x), (x)). Thus, as long as the erasure probability (e
) is less than the threshold (e (0) max(; )), we can make the probability of an erased symbol as small as possible with the sum-product algorithm. If we increase the SNR of the transmitted signal to infinity, which becomes a pure erasure channel, the probability density of a variable node message becomes
10(v):
The continuous part of the probability density, g (k) (v), can be calculated with proper conditioning on j , and the probability density of a variable node message can be factorized into three parts as we did in (12) In the error probability, the first term is half of the unrecovered erasure probability at the kth iteration, the second term is the error probability due to the erased symbols, and the last term comes from the unerased symbols.
V. STEADY-STATE RECURSIVE EQUATION
In this section, we provide a simplified steady-state equation which gives us a graphical interpretation of the convergence of LDPCCs. As long as e (0) is less than the threshold e which corresponds to an AWGN channel. From (22), we can notice that the variable node degree distribution j must be optimized to minimize m u , while satisfying the inequality for a given erasure probability e (0) < e (0) max(; ), which becomes a simple linear optimization.
The details of the design process will be discussed in Section VII. We explain the steady-state equation with a graphical interpretation by evaluating a 1=2 rate irregular code in [9] whose degree distributions are If it does reach zero, the point of intersection becomes a fixed point of the recursive equation.
VI. PERFORMANCE PREDICTION
In this section, we verify our analysis and the channel model by comparing theoretical E b =N0 thresholds of regular and irregular LDPCCs with simulation results of actual LDPCCs. We also investigate some practical issues concerning small maximum number of iterations of the message-passing decoders, types of erasure patterns, and short block lengths.
In magnetic storage, a code block length of 4096 and coding rates of 4=5, 8=9, and 16=17 are common. In Fig. 5 , we compare simulation results of corresponding regular LDPCCs for a bit-error rate (BER) of 10 04 with the thresholds predicted by GA. In the simulation, we limit the maximum number of iterations of the message-passing decoder to 25. The computed theoretical thresholds fairly predict asymptotic performances of the LDPCCs, which confirms our analysis of regular LDPCCs over the mixed channel. Although regular LDPCCs may be a more practical choice, irregular LDPCCs give us more freedom in searching for capacity-approaching LDPCCs. In Fig. 6 we evaluate BER performances of an irregular LDPCC. The code is of length 131072 and is implemented with the degree distribution pair in (23). The analysis with GA fairly predicts the thresholds of the LDPCC over the mixed channel. In Fig. 7 we depict thresholds predicted by GA and DDE [9] , which are compared with the required E b =N0's for a BER of 10 04 shown in Fig. 6 .
To see the effect of the maximum number of iterations and erasure patterns, we did the same simulation with two different values for the maximum number of iterations (25 and 200) and types of erasure patterns (random and block erasures). The thresholds predicted by GA and DDE have a 0.2-dB discrepancy, which was observed for the AWGN channel in [10] . In Fig. 8 , we depict a magnified view of the gaps between the thresholds and the capacity of the mixed channel CBPSK (1 0 e (0) ). The threshold from DDE is less than 0.2 dB from the capacity as long as the erasure probability is less than 0.2. Thus, good (capacity-approaching) LDPCCs over AWGN channels are still good over the mixed channels up to a moderate erasure probability. However, at a high erasure probability there is a more distinct gap from the capacity. We can design an LDPCC optimized for a high erasure probability or for a small average gap from the capacity over several erasure probabilities. Although the optimized LDPCC has better thresholds at high erasure probabilities than those of an LDPCC for an AWGN channel, the LDPCC will suffer some loss in performance at low erasure probabilities.
Figs. 7 and 8 also show the effects of the maximum iterations and the types of erasure patterns (random and block erasures). In both erasure cases, we erase a fixed number of symbols. In the random erasure case, the positions of erased symbols are chosen randomly. In the block erasure case, we randomly choose the beginning of an erasure block from which we erase consecutive symbols. The block and random erasure cases (unfilled circles and triangles) show almost the same performance with a large number of iterations (200 iterations). We see performance degradation (filled circles and triangles) in both cases due to a smaller number of iterations (25 iterations). However, the degradation is more severe in the block erasure case. In Fig. 8 , the additional E b =N 0 's (the additional gaps from the capacity) in the random erasure case do not depend on the erasure probabilities. That is, at each erasure probability, the additional E b =N0 is almost the same. In the block erasure case, more additional E b =N 0 is required for a higher erasure probability. Because block erasures can be efficiently converted to random erasures with a proper interleaver, the results in Sections III-V are still useful in the block erasure case.
We evaluate E b =N 0 performances of the LDPCC used in Figs. 7 and 8 with several different block lengths (131072, 16384, and 4096), erasure patterns (random and block erasures), and maximum iterations.
In Fig. 9 , we depict the required E b =N0's for a BER of 10 04 with a fixed maximum number of iterations, 200. At each erasure probability, the block and random erasure patterns have the same performances. Fig. 10 shows the variations of required E b =N 0 's with different maximum iterations at an erasure probability of 0:1. The results show that the performance variation decreases as the number of maximum iterations increases. Block and random erasure patterns have the same required E b =N0 as the maximum number of iterations becomes large enough (200 in our simulations). Figs. 9 and 10 have a similar trend to Figs. 7 and 8. Thus, either a large number of iterations or a proper interleaver can remove the performance variations due to the erasure patterns. Yang and Ryan [14] designed LDPCCs based on our results and showed that better designed LDPCCs can also efficiently avoid the performance variation between random and block erasure patterns.
VII. DESIGN OF AN LDPCC FOR THE MIXED CHANNEL
In this section, we discuss code optimization with respect to left and right degree distributions to minimize the following metric: 
where E (1) is the E b =N 0 threshold computed with GA given the degree distribution pair ((x); (x)), K (1) is E b =N0 of the capacity for a coding rate of r, e j 's are the erasure probabilities at which E(1) and K(1) are evaluated, and w j 's are positive real weighting factors.
For an LDPCC on an AWGN channel, the weight factors become w 0 = 1 and w j = 0 for all j 6 = 0, and e 0 = 0. The optimization on the left degree distribution can be done through a linear optimization as described in Section V for a given right edge degree distribution that is jointly optimized through the differential evolution technique in [13] . It is also possible to design an LDPCC with the differential evolution technique on the left and right degree distributions with the recursive equation (20). We state the latter design procedure as follows. 2) n = n + 1.
3) [Differential Evolution] Get a trial vector composed of a pair of distributions (n(x); n(x)) from the differential evolution whose coding rate is fixed. c) E ( n (x); n (x); e j ) = (E max + E min )=2; (14) and store " (k) for computing "
at the next iteration; g) compute m from the differential evolution routine and stop. The design procedure is a combination of the differential evolution and the binary search algorithm. In the design procedure, we search for the best degree distribution pair ( 3 (x); 3 (x)) that minimizes the metric defined in (24). The equality in each step is an assignment operator instead of a Boolean operator. That is, the left variable will be the same as the right variable. In step 1) we define the initial values, where max E b =N 0 and min E b =N 0 are the upper and lower limits of the E b =N0 threshold at each erasure probability (ej ), Nmax is the maximum number of iterations of this design procedure, and min P e and min Pe are the minimum bit-error probability and the minimum bit-error probability decrease, respectively, which are explained in step 4). In step 3), the differential evolution routine returns a randomly generated edge degree distribution pair (n(x); n(x)). In step 4), the threshold at each erasure probability (e j ) is evaluated with the binary search algorithm. In the binary search, the threshold of an LDPCC is presumed to be between Emax and Emin. In a), Emax and Emin are set to max E b =N 0 and min E b =N 0 , respectively. E ( n (x); n (x); e j ) will be always the middle of E max and E min . In d), if the difference between Emax and Emin is less than E 1, which means the threshold is within E=2 from the true threshold, the binary search terminates. From e) to h), the bit-error probability at the kth iteration, P (k) e , and the decrease of the bit-error probability P (k) e are evaluated. In i), if the bit-error probability is less than min P e , that is regarded as zero probability, the threshold is less than or equal to the current threshold. Thus, Emax = E (n(x); n(x); ej ) and a search for the thresholds between E max and E min is performed again. In j), if K max < k (too many iterations) or P e < min P e , which means the iterative bit-error probability falls into a fixed point, the threshold must be larger than the current threshold E ( n (x); n (x); e j ). In step 5), with the thresholds found through the binary search, the metric defined in (24) is passed to the differential evolution routine that makes a new random vector in step 3). The steps from 3) to 5) will be iterated N max times, and we get the best results ( 3 (x); 3 (x)).
One can design a code that has been optimized for a specific erasure probability. We are more interested in a single code that is optimized across a range of erasure probabilities. Again, this is common in recording when the code is designed to handle a maximum number of erasures. We consider an LDPCC which has a coding rate of 1=2 and is optimized with uniform weighting factors. The metric in (24) is evaluated at every erasure probability between 0 and 0:35 with a 0:05 step. In Fig. 11 , we compare between a well-designed LDPCC with GA for an AWGN channel in [10] and an LDPCC designed for the mixed channel, where the thresholds are computed with GA and DDE. The edge degree distribution pairs of the LDPCC in [10] and the designed one are listed in Table I . The designed LDPCC shows better thresholds if the erasure probability is greater than 0:1 in both the GA and DDE cases. The thresholds from DDE with erasure probability less than 0:1 are poorer than the LDPCC designed for the AWGN channel, which can be either mitigated or avoided with proper weighting factors. 
VIII. CONCLUSION
The Gaussian approximation is extended to include the mixture of white Gaussian noise with erasures, and the analytic results not only provide a way to predict asymptotic performance of LDPCCs but also help us design good LDPCCs over the mixed channel. The analysis tells us that the variation of the erasure probability during iterations does not depend on the received signal power but only on the structure of LDPCCs, which can be defined with edge degree distributions. Thus, as long as the erasure probability is less than a threshold of an LDPCC over BECs, we can assume that the erasure probability monotonically decreases to zero, which gives us a simple recursive equation describing message densities, called a steady-state equation. This simplified equation leads us to a design rule of good LDPCCs over the mixed channel and a graphical interpretation of the convergence of LDPCCs over the mixed channel.
To show the validity of the analytic results and the channel model, we simulated an LDPCC having a code block length of 131072 and a coding rate of 1=2. We also computed the E b =N 0 thresholds of the LDPCC using the analytic results. The comparison between the simulation results and the thresholds showed that the prediction from the theoretical results was accurate enough.
We have found that well-designed LDPCCs for AWGN channels are still good over the mixed channel. In the simulation, we had less than 0.1-dB E b =N 0 loss up to an erasure probability of 0:2. We also investigated the performance variations due to types of erasure patterns with different block lengths and different values of maximum iterations. The simulation results allowed us to conclude that to mitigate the performance variations, we need a large number of iterations or a proper interleaver before the decoder.
Although good LDPCCs are also good over the mixed channel, we can, in the average sense, improve LDPCCs over several erasure probabilities. We optimized an LDPCC for the mixed channel with a design rule from the analytic results to achieve a better average metric. The designed code shows better thresholds at erasure probabilities larger than 0:1 by 0.1 dB in GA and DDE. From a practical point of view, we believe our work would be helpful to predict thresholds of LDPCCs over the mixed channel, especially for magnetic and optical storage applications. From a theoretical point of view, it also paves the way for a new study of LDPCCs over the mixed channel. I. INTRODUCTION Let = f0; 1g be the binary field. An (n; K ) code is a K -element subset of the space n , and an [n; k] linear code is a k-dimensional subspace of n . The covering radius R(C ) of a code C is by definition the maximum (Hamming) distance from vectors in n to the code C , i.e., An (n; K )R (or an [n; k]R) code is a code with covering radius at most R. The covering radius of a linear code can be calculated by means of its parity-check matrix H . Namely, the covering radius of an [n; k] code is the smallest integer R such that every binary column vector of length n 0k is a sum of at most R columns of H (for a proof, see [2, Ch. 2, p. 21]).
New Covering Codes From an ADS-Like Construction
Let A be a k 2 n matrix over . We shall always assume that A has full rank. A set S k is said to R-cover k using A if for every x 2 k there is a vector y 2 n of weight at most R and a vector s 2 S such that x = Ay + s. The following theorem is from [1] and [5] (see also [2, Ch. 3, p. 70]); it is known as the matrix construction.
Theorem 1:
If the set SR-covers k using A, then the code C = fc 2 n : Ac 2 Sg has jSj2 n0k codewords and covering radius at most R.
The code in Theorem 1 is a union of some cosets of a linear code. In particular, if S = f0g, or more generally, if S is linear, then the code is linear.
Let C be a binary (n; K ) code with covering radius R. Let C (i) 0 (resp., C
1 ) denote the set of codewords in which the ith coordinate is 0 (resp., 1). The code C is said to be normal if there is a coordinate i such that for all In this case, the coordinate i is said to be acceptable.
The columns of a k 2 n matrix H are denoted by h 1 ; h 2 ; .. .; h n .
The following lemma is an immediate generalization of a theorem in [4] .
