INTRODUCTION
Hypertext systems are used in many applications because of their flexible structure and the great browsing freedom they give to users. However, this same flexibility and freedom is the cause of a major concern: the "lost in hyperspace"
problem. If there is a path (of length > 1) between two nodes, then we can say that the first node in the path has an indirect influence (except for the second node on which it has a direct influence) over all the other members in the path. Clearly, person "e" is the most central member in this group, since she/he is the only one that has direct influence over all other members of the organization. Figure  lb shows a similar organization; however, none of its members can influence all the others. How can we define which person is the most central? Clearly, either "e" or "b" are most central since they influence the greatest number of other members. But while node "e" has direct influence over 3 nodes, node "b" has direct influence over 2 nodes and indirect influence over the other 2 nodes. To formalize the notion of centrality, the sum of distances from a node to all other nodes in the organization is used. A matrix that has as its entries the distances of every node to every other node is called the distance matrix of the graph. Unfortunately, when a node does not reach another node in the hypertext, the entry in the distance matrix is infinite. Operating with infinite values is not convenient. Figure  2 shows the distance matrix of the graph in Figure  lb . Because of the many infinite entries in it, it is not easy to distinguish which node is more central. -Let o be the standard deviation of the outdegrees of the nodes.
-Let u' be the standard deviation of the indegrees of the nodes.
-Let~be a threshold value.
-An index node is a node whose outdegree is greater than p + r.
-A reference node is a node whose indegree is greater than p + r.
In the examples that follow, T is given the value of 3 * o. This value was heuristically chosen to be high, so that only a small number of nodes will be identified as index and reference nodes. Figure  6a we chose the value of K to be equal to 2 * n (n is the number of nodes in the hypertext). This strengthens the requirement that, to be central, a node needs to reach all the other nodes. In this figure, node "b" is clearly the most central (ROC = 11. O).
Centrality Metrics
Suppose now that this hypertext is still in an authoring phase and that many links are still to be added. Making K have a smaller value than before allows nodes that do not reach all other nodes to be central. In the graph of Figure  6 node "a" reaches all the nodes, but "b," in one step. This suggests that "a" should be central and that the link "ah" might have been forgotten. A node at level 4, for example, will be at distance 3 from the root, since the root is at level 1. The node "Introduction" does not appear in this figure because none of the chapters point back to it. In this figure most of the professors appear in two chapters: "building directory" and "faculty member index," and their distance from the root is only 3. Also, all the courses are directly pointed to by chapter "undergraduate courses (upper level 3) mmker, ,.ck Figure  20d shows the extreme case where the stratum is O, but the hypertext has a reasonable compactness metric. Again, CMSC, HHO, and GOVA are studied and their stratum compared. Their stratum are respectively 0.13, 0.05, and 0.01. From these numbers, the following conjectures can be made:
-Hypertexts, even the simple ones such as CMSC, are far from linear, which shows that authors use cross-reference links liberally.
-Since the LAP grows in the order of 0( n3) it does not make much sense to compare hypertext that have large differences in the number of nodes. Although HHO is very well structured, its stratum is half that of CMSC. However, the stratum still indicates the complexity of the hypertext. Let n be the number of elements in the linear hypertext. Assume that node "l" is the root and that it links to node "2" that links to node "3,"
and so on. Let s, be the status of node z and following is easily seen for the contrastatus: cs~= o; since node 1 is not reachable.
CS2 = 1;
it is at distance 1 from node " 1" cs~= 3; it is at distance 1 from node "2" node'' l". Observe that because of the absolute value, the formula above is symmetric. We appreciate the dilligent efforts of Robert B. Allen in expediting the reviewing process and also the numerous thoughtful comments of the referees, especially those of G. Furnas.
