This paper describes a database mining system that synthesizes regularity ezposing attributes in large protein databases. A f l e r processing primary and secondary structure data, this system discovers an amino acid representation that captures what are thought t o be the three most important amino acid characteristics (site, charge, and hydrophobicity) for tertiary structure prediction [6, 181. A neural network trained using this 16 bit representation achieves a performance accuracy on the secondary structure prediction problem that is comparable t o the one achieved b y a neural network trained using the standard 24 bit amino acid representation.
Iiitroduction
Finding the tertiary structure of a protein is an important step in elucidating its function. Currently, the two experimental methods used for finding tertiary structure, X-ray crystallography and nuclear magnetic resonance, are expensive and time-consuming. Although there are thousands of primary structures known, only a few hundred tertiary structures have been determined and only about 50 new ones are determined each year [14] . The determination of each structure is still considered a major event.
Predicting secondary structure is thought to be an important step in determining tertiary structure computationally from primary structure. Since 1988, researchers have used machine learning techniques, primarily neural networks, to predict secondary structure. The best programs have accuracies of 60% to 70%. This paper continues this line of research. To be precise, the secondary structure prediction problem is:
Produce an algorithm that given as input the primary sequence of a protein and a distinguished amino acid in that protein produces as output the secondary structure assignment (alpha helix, beta sheet, or coil) of the distinguished amino acid in the protein.
This paper describes a database mining system that rediscovers important biochemical properties of amino acids in secondary structure data. The system searches for amino acid representations that improve secondary structure prediction and then uses biochemical properties of the amino acids to explain why these representations are good. As in other work in this field, amino acids are represented as bitstrings.
A clear criteria for success
How should a system that claims t o synthesize regularity exposing attributes be judged?
We suggest two criteria for success:
0 The synthesized attributes should capture interesting properties that can be explained by other means.
0 The synthesized attributes should be superior, along some significant dimension, to the original input attributes.
System description
A system that meets both of these criteria is shown in Figure 4 and is explained in this section.
Overview
The goal of the system shown in Figure 4 is to produce amino acid representations that facilitate sec-ondary structure prediction. The system is divided into four subsystems: 0 A search algorithm that searches over the space of representations. I use a genetic algorithm that searches over the space of bit strings. 0 A learning algorithm that quantifies the quality of a representation. In this work, the quality of a representation is the performance accuracy of a neural network trained using that representation. 0 A clustering algorithm that groups amino acids using their representations. I use a clustering algorithm that uses Hamming distance to group amino acids. 0 A learning algorithm that explains these clusterings using biochemical data. I use a decision tree system that predicts the cluster of an amino acid given its biochemical properties.
These four subsystems are grouped into two parts. The first part (generate and test), which consists of the genetic algorithm and the neural network, produces amino acid representations that are designed to improve secondary structure prediction. These amino acid representations are composed of 24 bitstrings. There is one bitstring for each amino acid and an additional four bitstrings to represent three characters that appear in the primary sequence database (B for asparagine or aspartic acid, X for unknown, and Z for glutamine or glutamic acid) and the wrap-around character. The traditional orthogonal amino acid representation, which has 24 bits per bitstring', assigns a single bit to each of the characters. The second part (explain), composed of the clustering algorithm and the decision tree system, explains the representations generated by the first part in terms of biochemical properties of amino acids. The biochemical properties database is shown in Table 3 .
The particular choice of a neural network and genetic algorithm for the first component of the system and the choice of a clustering algorithm and a decision tree system for the second part is not essential. What is important is that the first part produces amino acid representations that attempt to optimize some metric (such as prediction accuracy) and that the second part explains why these representations are good in terms of some qualities (such as amino acid biochemical properties) that are not directly accessible by the first part. This meta-strategy is called generate, test, and explain. For example, the neural network could be replaced by any classification scheme, such as a nearestneighbor method [l] , and the genetic algorithm could be replaced by any search algorithm, such as a simulated annealing procedure [12] , and the essential structure of the system would remain the same. This essential structure and the particular choices made for this system are shown in Figure 5 .
We now turn to a detailed description of the system.
Detailed description
The structure of this description mirrors the structure of the system itself. This section is divided into two parts. The first describes how the system generates amino acid representations that facilitate secondary structure prediction, and the second describes how the system explains these representations in terms of the biochemical properties of amino acids.
Generating and testing amino acid representations
The first part of the system is composed of a genetic algorithm and a neural network.
Genetic algorithm Genetic algorithms are patterned after biological systems. They maintain a population of individuals that undergo crossover and mutation (recombination). Individuals that are significantly less fit than the rest of the population are gradually eliminated, while stronger individuals are propagated (selection). One round of selection and recombination is called a generation. In this way, the genetic algorithm evolves a population of individuals of increasingly higher fitness.
In this system, individuals are amino acid representations (24 bitstrings). The system begins with a set of randomly generated representations and uses the crossover and mutation operators to improve them. To evaluate the quality of each representation a neural network is trained to predict secondary structure using the representation. The fitness of the representation is simply the performance accuracy of the neural network on a set of test instances.
The crossover operator selects two individuals in the population and exchanges their genetic material to produce two new individuals. The mutation operator randomly selects a bit in an individual and changes it (from a "0" to a "1" or from a "1" to a "0"). Complete descriptions of these operators can be found in [SI.
Genetic algorithms have several parameters that can be set: the expected number of crossovers for each individual; the expected number of mutations for each bit; the number of individuals in a population; the number of generations; and the selection procedure. In this work, the expected number of crossovers for each individual was set t o .7, and the expected number of mutations per bit was set to .00042. These numbers are similar to the ones typically used by researchers in the field. Both of them are the default settings of one of the public domain genetic algorithm packages I used. The mutation rate is quite low. The number of bits in the orthogonal representation is 24 * 24 = 576, so, on average, 576 * .00042 M .24 bits will be mutated per individual per generation. In some experiments the mutation rate was increased t o . l . This change did not affect the performance accuracy, thus confirming other experiments with genetic algorithms which show that their performance is robust with respect to these parameters.
The number of individuals in a population and the number of generations was, unfortunately, constrained by the available computational resources. A typical genetic algorithm has fifty individuals and runs for two hundred generations. In most of the experiments I describe, a genetic algorithm with ten individuals was run for ten generations. The 16-bit representation described below was produced by a genetic algorithm with twenty individuals that ran for twenty-five generations. Over the course of these genetic algorithm runs, the performance accuracy of the best individual improves by approximately 2%.
The selection procedure uses the fitnesses of the individuals to compute the expected number of copies of each individual that will participate in the next round of recombination. The standard selection procedure, called proportional selection, divides the fitness of an individual by the average fitness of the individuals in the population to arrive at the expected number of copies of that individual that will participate in the next round of recombination. So, for example, if the average fitness of a population is 8 and the fitness of a particular individual is 16, two copies of this individual will, on average, participate in the next recombination step which leads to the creation of the next population.
All of the genetic algorithms described here used
The setting for the five paproportional selection. rameters are summarized in I Average number of residues Der motein I 176 I Table 2 : Characteristics of amino acid database. The percentages of residues in the coil, beta sheet, and alpha helix classes do not sum to 100% because of roundoff errors.
Neural network Neural networks have been widely used for function approximation and classification.
Here, a perceptron (a neural network with no hidden units) with sigmoid units is used to learn a function that maps primary structure t o secondary structure. The neural network is trained using a database of proteins identical t o the one described by Zhang et al. [24] . Table 2 lists some of the characteristics of this database. No two proteins in the database are more than 50% homologous.
The neural network does not process an entire protein at one time. Instead, each protein is divided into pieces, called "windows", each of which has thirteen residues. At the ends of the protein these windows are padded with the wrap-around character mentioned above. The neural network has three outputs, one for each of the three possible secondary structure classes (alpha helix, beta sheet, and coil). The neural network is trained to predict the secondary structure class of the middle amino acid in the window. The structure of the neural network is depicted in Figure 6 .
Furthermore, each amino acid is encoded using a bitstring. The traditional orthogonal representation represents each amino acid with 24 bits, so the typical perceptron has 13 * 24 = 312 input units. Since each unit is connected to three output units, there are a total of 312 * 3 = 936 weights that needed to be updated at each epoch.
The neural network is trained using a database of 48 proteins and tested using a database of 65 proteins. The training set is divided into two parts, one of which is used to prevent overfitting. The neural network is trained for 200 epochs. This training period was chosen because it has been used successfully by Zhang et al. [24] .
Training a neural network of this size on such a large database takes approximately twenty minutes on a SparcStation 10. The 16-bit representation discussed below was generated by a run that took approximately 25 Cray C90 CPU hours.
Three neural network parameters, the learning rate, the inertia, and the number of hidden units, were set using coarse-grained searches.
The learning rate is a multiplicative factor that helps determine how much the weights change. A high learning rate causes the neural network to take large jumps in weight space. Neural networks with learning rates of 5, 1, 0.005, 0.001, and 0.0001 were trained using the traditional orthogonal representation. The neural networks with learning rates of 0.001 had the highest accuracies, so the learning rate was set at 0.001 for the rest of the experiments.
The inertia is a parameter that determines how the last weight update affects the current weight update. If the inertia is high then most of the change in the weight is determined by the last weight update. This parameter prevents the neural network from changing direction drastically in weight space. Neural networks with inertias of 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, and 0.9 were trained, and a network with an inertia of 0.5, which equally weights the last update and the current weight update, was found to have the best accuracy.
This coarse-grained parameter scanning also was performed t o determine that zero hidden units produced the best prediction accuracy. Not all possible combinations of learning rate, inertia, and number of hidden units were tried. Instead, a few points in this space were chosen and the results from these experiments were used to determine the next settings.
The neural network used in this system was implemented in ASPIRIN [15] , a public domain program.
Many researchers [20, 9, 13, 161 have used neural networks for protein secondary structure prediction.
Explaining amino acid representations
The second part of the system is composed of a clustering algorithm and a decision tree system.
Clustering algorithm The clustering algorithm used in this system is COBWEB [5] as implemented by a public domain package written by
McKusick and Thompson [19] . COBWEB is an incremental clustering algorithm that produces a concept hierarchy. When processing a new instance COB-WEB employs an information theoretic metric to decide whether t o split a node in the concept hierarchy, merge two nodes in the concept hierarchy, create a new node in the concept hierarchy, or add the new instance to a current node in the concept hierarchy.
Here COBWEB clusters amino acids using the bitstrings generated by the first part of the system. The first instance is placed at the root node of the concept hierarchy. Each node summarizes a set of instances. The root node summarizes all of the instances while nodes a t the bottom of the tree summarize a relatively small number of instances. Each node contains two
The probability that an instance is described by that node. This is computed by dividing the number of instances by the total number of instances described by that node. Thus, the root node always has a probability of 1.00 because it summarizes all of the instances.
A list of attribute/value pairs annotated with the probability that an instance that is described by that node has that particular attribute/value pair. For continuous attributes, the mean and standard deviation are kept instead of this probability.
When incorporating a new instance into a concept hierarchy, COBWEB either merges it into an already existing node or creates a new node just for that instance. In addition, COBWEB can merge two nodes or split a node. Two nodes are merged when they become too similar, and a node is split into two nodes when a node becomes too general.
COBWEB chooses among these four node operations by using an evaluation function called category utility [7] . The option which has the highest category utility is performed. This corresponds to finding a set of nodes which maximizes the difference between the probability that an instance has a certain attribute/value pair given its class and the probability that an instance has a certain attribute/value pair given no class information. The first value is stored in the node. The second value is taken to be the probability that the instances summarized by the parent node have that attribute/value pair. Thus, category utility favors forming nodes that are different from their parents.
Decision tree system A public domain version of Quinlan's C4 decision tree classifier was used in this system. This decision tree system takes as input the clustering provided by COBWEB and the database of biochemical properties shown in Table 3 and produces a decision tree that explains the clustering in terms of the biochemical properties. This decision tree is used to classify instances. Each node of the tree contains a test on an attribute. The branches that exit from a node correspond to the outcomes of the test. The leaves of the tree contain classes.
The tests a t a node depend on whether the attribute is continuous or discrete. If the attribute is continuous then the test is of the form value > N where N is a constant. The two branches that exit these nodes correspond to the test being true or false. If the attribute is discrete, then there is a branch for each value that the attribute can have.
The C4 algorithm creates a decision tree by cycling through all of the possible tests and choosing the one that maximizes an information theoretic metric. Each test splits the set of instances into subsets. The procedure is applied recursively on these subsets until all of the instances in a subset belong to one class. At that point a leaf node annotated with that class is created, and no further subdivision is performed.
Decision trees have been used by other investigators to find properties of amino acids that aid in defining secondary and super-secondary structure motifs [22] .
Results
After the genetic algorithm and neural network parameters discussed above have been set, the primary parameter that controls the prediction accuracy of the representations is the number of bits used to encode each amino acid. The first part of this section describes a set of experiments that led us to further explore 16-bit representations. The second part describes the best 16-bit representation that we have found.
How many bits should a representat ion have?
There are two opposing forces that determine the number of bits that should be used in a representation. On the one hand, the number of bits should be high because this increases the expressive power of the representation. On the other hand, the number of bits should be low so that the space can be searched thoroughly. We have searched the space of representations that have 4, 8, 12, 16 , and 20 bits per amino acid. The prediction accuracies of the best representations are summarized in Figure 7 . The graph peaks at 16 bits, and therefore we have concentrated most of our efforts on generating good 16-bit representations.
The best 16-bit representation
The best 16 bit amino acid representation we have found is shown in Figure 1 and the results of clustering this representation are shown in Figure 2 .
The decision tree system uses a table of biochemical properties of amino acids, shown in Table 3 , to explain the clustering of the amino acids. The decision tree is shown in Figure 3 . The decision tree system uses the three attributes thought to be the most important for tertiary structure prediction (bulk, hydrophobicity, and charge (PI)) to explain the clustering [6, 181. Hunter [lo] describes an amino acid representation that directly encodes biochemical properties of amino acids.
Conclusion
This paper has described a system that synthesizes regularity exposing attributes in large protein databases. The best representation discovered by the system is 33% shorter than the traditional orthogonal representation, and yet, a neural network trained with that representation achieves a performance accuracy that is equal to that of a neural network trained with the traditional representation. Readers interested in a more detailed explanation of this work are referred to [4] . A C program that implements this system is available from the author. Figure 6 : Neural network structure. The primary sequence of a protein is divided into windows and each amino acid is then encoded using the bitstrings in the amino acid representation. The bitstring representation is the input into the neural network which has no hidden layers. The three outputs correspond to the three types of secondary structure. 
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Number o f b i t s i n r e p r e s e n t a t i o n Figure 7 : Performance accuracy as a function of the number of bits used to represent an amino acid. The performance accuracy is the percentage of secondary structure instances that the neural network predicts correctly.
So, for example, the neural net trained using the best 12 bit representation found to date correctly identifies 60.1% of the secondary structure. Since the graph peaks at 16 bits, most of my efforts have been concentrated on generating good 16-bit representations. The data point for the 24 bit representation is the prediction accuracy of the orthogonal representation.
