In this paper the problem of obtaining the Voronoi diagram which approximates a given tessellation of the plane is formulated as the optimization problem, where the objective function is the discrepancy of the Voronoi diagram and the given tessellation. The objective function is generally non-convex and nondifferentiable, so we adopt the primitive descent algorithm and its variants as a solution algorithm. Of course, we have to be content with the locally minimum solutions. However the results of the computational examples suggest that satisfactory good solutions can be obtained by our algorithm. This problem includes the problem to restore the generators from a given Voronoi diagram (Le., the inverse problem of constructing a Voronoi diagram from the given points) when the given diagram is itself a Voronoi diagram. We can get the approximate position of the generators from a given Voronoi diagram in practical timl:; it take~ db out 10 s to restore the generators from a Voronoi diagram generated from thirty-two points on a computer of speed about 17 MIPS. Two other practical examples are presented where our algorithm is efficient, one being a problem in ecology and the other being one in urban planning. We can get the Voronoi diagrams which approximate the given tessellations l which have 32 regions and are defmed by 172 points in the former example, 11 regions and 192 points in the latter example) within 10s in these two examples on the same computer.
location problems numerically within a practicable time, which had been thought to be far from being practically solvable because it needs many subroutine calls for the Voronoi diagram construction (7) .
We call such a class of location problems ,geographical optimization problems.
In (7), the problem was formulated and solved as a most common geographical optimization problem, which is to obtain the locations of facilities in such a way that the total cost of people who enjoy the service from the facilities is minimized under the assumption that people should always access the nearest facility, i.e., the problem of In this paper, we formulate another type of geographical optimization problem, i.e., the problem of obtaining the Voronoi diagram which best approximates the given tessellation of the bounded subset of RN as the minimization problem with the discrepancy between the given tessellation and the Voronoi diagram as the objective function. We propose a method to get a solution --a method which belongs to a class of techniques we call the geographical optimization method. Computational results are shown and discussions are given.
The first case in which our method should be efficient is that the given diagram is itself known a priori to be a Voronoi diagram. The problem is to restore the generators from the given Voronoi diagram, that is, the inverse problem of cons truc ting the Voronoi diagram from the given points. For this problem itself, geometrical approaches have been proposed as will be shown in section 2.
If the exact Voronoi diagram were given, we could determine the position of the generators by such an elementary geometrical method. However, such a situation is unrealistic. The discrepancy between the present voting precincts (school districts) and the Voronoi diagram may be an index of the equitableness in that sense [8] . Figure 2 is the junior high school districts of TSllkuba in Japan.
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Fig. 2. Junior high school districts in Tsukuba
Judging from these examples. it is worth while in practice to consider the Voronoi diagram approximating a given tessellation. We apply our geographical optimization method to these examples in section 5.
A Geometrical Method to Restore the Generators from the Given Voronoi Di aqram
First we show the formal definition of the Voronoi diagram.
P(x)
N denotes a point in the ~dimensional Euclidean space R , where x is an I 2
For n distinct points PI (xl)' (2.1)
N is the set of points in R which are closer to P . This partition is also 
RN.
Intuitively, <jl(x) is thought to represent a population density in practical situations. Our objective function is the discrepancy F qua function of the Nn vector X:
is generally non-convex, and has nondifferentiable points.
In fact, it has a local minimum which is not the global minimum, such as shown in Next we note that the minimization <If F is equivalent LO the maximization problem of It is easy to show that n n n Thus, we have [Algorithm) Starting with a given initial guess X (0), repeat
(1)-(3) forv=0,1,2, ... until some stopping criterion is satisfied. using VF(X(v» and some other auxiliary quantities i f we want.
(2) Line search:---Determine ~(v) (up to a certain degree of approximation) such that
Here, w is an acceleration factor to avoid undesirable stagnation at nondifferentiab1e points (6), [11] .
There are a number of variants of the algorithm of the above type with different choices of the search direction in (1), of the acceleration factor in (3) and of the stopping rule.. We have tested several variants as will be described in section 5.
Calculation of the Partial Derivatives
Since the objective function in (3. 
K=l A=l
We need notation for the Voronoi diagram {V) .n1 and the given (see Fig. 9 ). L . . is of essential importance when we calculate the The partial derivative of the F of (3.1) with respect to xi is due to the varia tion of the regions Vi n Aj U:/j, W i/0) . 
The equation (4.5) can be rewritten into the form,
<P(x)dN-lx is the "length" of L . . and
is the "centroid" of L. ., each defined
with respect to the weight q,(x).
The second derivatives of F may be calculated in a similar vein but with more complicated manipulation of formulas as follows. (See Appendix for detailed derivation.) (4.7) where (4.8) It is difficult to compare theoret:ically these two kinds of descent directions from the viewpoint of computational efficiencies, but it will be good for a numerical method to have such a property of invariance. In fact, it is reported in [7] that the descent direction M is superior to S with respect to computational time for another kind of geographical optimization problem.
For the line search, we adopted the so-called "Goldstein method" 
The inverse problem of the Voronoi diaqram construction
We applied our algorithm to the problem of restoring the generators from a given tessellation which is known to be a Voronoi diagram. We
... Hence, we had 60 "solutions" in all, among which the solution with the 4th initial guess, search direction M and acceleration factor w =1.4 gave the smallest value, P min =0.4472
for each initial m1n m1n of the objective function.
(Note that
The plots in Fig. 12 show the value guess, each search direction and each value of w, where it is seen that the solution depends on the initial guess considerably. Thus it seems important to start with a physically meaningful initial guess. How to do it depends on the problem (see also §5.3 and §5.4). We furthermore tested another fifteen initial guesses, but no solution gave a value of the objective function less than F min' This would mean that it is not of much use to repeat solutions starting with randomly chosen initial guesses but we had better start with a few physically plausible initial guesses, which are chosen, for example, by inspection. 
Territories of Tilapia mossambica
We adopted Fig. 1 in section 1 The number n of territories is equal to thirty-two and the number of 
School districts in Tsukuba
As the last example we took the school districts of junior high schools in Tsukuba as .:A,} .n1 (Fig. 2) . The density'" (x) is 1 i f Xo. UA. 
] J= ]
Computation time was 65-70 ms for one iteration (Fig. 14) . 
Conclusions and Discussions
The problem which minimizes the discrepancy between a given tessellation of a b,ounded subset of R2 and a Voronoi diagram has been formulated, and a practical algorithm for approximately solving it has been proposed. This problem includes as a special case the inverse problem of constructing the Voronoi diagram when the given tessellation is itself a Voronoi diagram.
practical also in this case.
We have shown that our algorithm is If Ai is approximated well by the union of several Voronoi regions, it is helpful to geographical information processing because the Voronoi diagram has many a nice property for computational analysis [8] .
Also we assume that the angle e between the hyperplane containing IV i j and that containing objective function is A.nA. is known at each point on aL.·. 
