Objects linking with many other objects in an information network may imply various semantic relationships. Uncovering such knowledge is essential for role discovery, data cleaning, and better organization of information networks, especially when the semantically meaningful relationships are hidden or mingled with noisy links and attributes. In this paper we study a generic form of relationship along which objects can form a treelike structure, a pervasive structure in various domains. We formalize the problem of uncovering hierarchical relationships in a supervised setting. In general, local features of object attributes, their interaction patterns, as well as rules and constraints for knowledge propagation can be used to infer such relationships. Existing approaches, designed for specific applications, either cannot handle dependency rules together with local features, or cannot leverage labeled data to differentiate their importance. In this study, we propose a discriminative undirected graphical model. It integrates a wide range of features and rules by defining potential functions with simple forms. These functions are also summarized and categorized. Our experiments on three quite different domains demonstrate how to apply the method to encode domain knowledge. The efficacy is measured with both traditional and our newly designed metrics in the evaluation of discovered tree structures.
Introduction
In an information network, linked objects have different roles defined by their relationships with other objects. Many relationships are not explicitly specified, but hidden in the observed network or mingled with noisy links. Uncovering such knowledge has great importance in cleaning and reorganizing the information network for better utility. When the linked objects with such relationship can be organized into a tree-like structure, we name it hierarchical relationship. There are many instances of this kind of relationship in the real world. Parent-child, manager-subordinate, advisor-advisee are examples of such relationships among people in social networks and organizations. Many recent studies reported various applications with the help of certain hierarchical relationships in various domains, such as news dynamics tracking (Leskovec et al. [19] ), information retrieval from online discussions (Seo et al. [26] ), inference of search intent (Yin and Shah [33] ), and information cascade discovery in social networks (Gomez-Rodriguez et al. [23] ). However, no one has formalized the problem in a domain-independent generic setting, where the relationship is not detectable from single clear patterns, but needs to be learned from multiple features and constraints with the presence of labeled data. In this paper, we cast the task of hierarchical relationship reconstruction as a learning problem, and attempt a solution that is generally applicable for partially ordered objects.
The supervised scenario is worth studying because it is often the case that we need to discover the instantiated hierarchical relationship among a set of data entities in a noisy network, given attributes on the entities and interaction patterns. Also, we can use commonsense assumptions to constrain the prediction or propagate the knowledge in the network according to the dependencies existing among linked objects. Without labeled instances as training data, we are unable to determine their relative importance and make correct predictions in a generic case. On the other hand, it is challenging to handle both local features and dependency rules simultaneously in a learning framework, specifically for the tree-like structure prediction. Traditional machine learning methods designed for individual prediction cannot capture the dependencies naturally, while generic learning methods designed for structured output do not tell how to encode the specific dependencies in a tree-like structure prediction and is hard to be applied directly. Thus it is necessary to study the property of the tree-like structure prediction and develop a method that can be easily applied.
Contributions
First, the problem is novel because no one has stud-ied the generic supervised tree construction problem with the same kind of input and output. Second, our method can compromise complicated interactions and the local features in a unified model and learn their importance jointly, rather than arbitrarily assigning weights or using hard constraints to do postprocessing. For example, when predicting the family relationship of two named entities, not only the context they occur in a document, but also their age and residence location, etc., provide clues. We can define different features from these clues. "Local" features are indicative of whether two objects have a certain relationship, and have nothing to do with the relationship among others. The last name equivalence of two people is an exemplar local feature for filiation. We can also define features or rules to capture the correlation of the relationships between different pairs of objects. There are simple propagation rules, such as siblings share the same parent. There are also more complicated ones, such as the constraint that one must be born (and grow old enough) before s/he can give birth to others, which may involve complex interactions between unknown variables because one's parent and children both need to be inferred.
Third, we study the generally useful features and rules that offer clues at solving real problems. They are categorized into two major classes and eight minor types. We show that many complex dependency rules can be factorized into potential functions that are only dependent on two variables. Thus one only needs to materialize these potential functions, either in the form of singleton potential or pairwise potential, to apply our approach. The generality of our approach is validated by experimenting with different applications. We duplicated several state-of-the-art approaches and show that our method constantly beat them in these applications.
Related Work
In a broad view of relationship identification, there are studies in different domains. One category of such work is relation mining from text data. Commonly referred entity relationship extraction belongs to this category, such as those developed around the Knowledge Base Population task [15] . While most of them explore lowlevel textual features [1, 13] , some also exploit relational patterns for reasoning [24, 7] . Another line of studies focus primarily on processing the interaction events in a social network, and try to discover relationships from traffic or content patterns of the interaction, e.g., from the email communication data [22, 9] . The central problem for most of these studies is judging whether a pair of objects have a certain relationship. They do not have special requirement for discovered relationship to form certain structures.
The particular relationship considered in this paper is asymmetric among a set of linked objects, and the objects can be organized in a tree-like structure along this relationship. In a few recent studies, finding such a relationship is an essential task. Leskovec et al. [19] defines the DAG partitioning problem, which is NP-hard, and proposes a class of heuristic methods of finding a parent for each non-rooted node, which can be regarded as finding hierarchical relationships among the phrase quotations in news articles. Kemp and Tenenbaum [17] propose to use a generative model to find structure in data, and Maiya and Berger-Wolf [21] apply the similar idea in inferring the social network hierarchy with the maximum likelihood of observing the interactions among the people. In the Web search domain, Yin and Shah [33] studies the problem of building taxonomies of search intents for entity queries based on inferring the "belonging" relationships between them with unsupervised approaches. There is other related work for building taxonomies from Web tags with similar methodology [8] . NLP Researchers have also studied entity hyponymy (or is-a) relation from web documents, among whom Zhang et al.'s unsupervised approach [34] claimed the state-ofthe-art performance, though the tree structures along the relation are not exploited. In [30] , advisor-advisee relationships are mined and academic family trees are built from coauthor network in an unsupervised way. All of these unsupervised approaches rely on one kind of observation data, either links or attributes, and a clear standard of tree construction. We handle heterogeneous data with multiple attributes and links while no single factor determines the hierarchy, and we learn the important factors from training data. In Information Retrieval community, researchers developed supervised methods to discover the "reply" relationship for online conversations, which is also a hierarchical relationship [26, 31] . They use domain-specific features and could not be directly applied in more general scenario. To the best of our knowledge, this work is the first attempt to formalize and solve the general hierarchical relationship learning problem.
The term "social hierarchy" or "organizational hierarchy" are referred to stratified node ranking results in some work [11, 25] , and "hierarchical structure" is referred to hierarchical grouping/clustering by a lot of researchers including physicists and biologists [6] . They are essentially distinct concepts from what we are studying. Our output is a network where each node is an object from the input data and each link represents the existence of the target relationship between a pair of objects. 
Problem Formulation
We first give two real-world examples. In an online forum, we want to predict the replying relationship among the posts within the same thread, with knowledge of the content, author and the posting time. Every post replies to one earlier post in the same thread, except for the first one. One intuition is that a post will have similar content with the one it replies to; yet another possibility is two similar posts may reply to a common post. The output is a tree structure of each threaded discussion.
As an abstract of many such kind of problems, we give the following formalization. Given a set of objects V = {v 1 , . . . , v n } and their directed links E ∈ V × V , a relation R ⊂ E is a hierarchical relationship if (1) for every object u ∈ V , there exists exactly one object v ∈ V such that (u, v) ∈ R; and (2) 
In a general setting, there might exist multiple hierarchical relationships among the same set of nodes. In this paper we study the task of uncovering one userspecified hierarchical relationship according to labeled instance pairs with this relationship. Let the labeled pairs be L ⊂ R, we aim to uncover the remaining set R \ L. In other words, we need to predict for every pair of directly linked objects (v i , v j ) ∈ E, whether the statement "(v i , v j ) ∈ R" is true. This defines the generic hierarchical relationship learning problem. Along with each learned relation R k , the objects form a tree or a forest. So we can also name it tree-like structure prediction. Figure 1 gives one example. If we instantiate it as a family tree prediction problem, each node v i represents a person, and each link points from one person to his potential parent. v 1 and v 2 each has a link to themselves, implying they can be the root of a tree. We call G = (V, E) a candidate graph. Suppose we know the ages of these people, we can make sure the candidate graph has no directed cycles by always linking a younger person to an older one. Many other real problems also have this property.
Assumption 1. The candidate graph is a directed acyclic graph (DAG).
With this assumption, given a set of objects, a treelike structure can be learned in two steps. First, we extract a partial order for the objects and build a DAG. Next, we learn a model with given labels on some links in the DAG, and conduct prediction for the remaining links.
When the candidate graph is not a DAG in original data, additional effort needs to be made. In fact, it is an NP-hard problem to remove as few edges as possible to break cycles of a directed graph, known as minimum feedback arc set [16] . In this paper, instead of examining that issue, we simply assume such an order can be constructed and focus on how to design features and learn a joint model to handle the dependency and propagate knowledge. We will demonstrate that it is nontrivial to learn the tree structure even when the candidate graph is a DAG.
Our Approach
The relation of each pair of nodes can be determined one by one; or be determined together, by taking their interactions into consideration. We argue that a joint model should be more powerful. For instance, in Example 1 (Figure 2(b) ), parents and siblings are inter-related and mutually constrained in a network. If we decompose the inference task as a classification problem for every individual pair of nodes, it is difficult to leverage intra-dependency among nodes because one prediction depends on some other predictions which are also unknown. On the other hand, the internal dependencies within the structure provide the regularization over each individual prediction, which helps the overall predictions in the network. When we have high confidence on discovering some parts of the structure, the prediction on the less certain parts will become easier with the assumption that the knowledge can be propagated. One rescue is postprocessing. For example, after the (a) Two soft dependency rules on family tree: the relative importance need be learnt. 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 prediction, if we find some conflicts such as two siblings having different parents, we change the prediction for one of them to avoid mistakes. However, the correct parent is already missing, and we even do not know which prediction is wrong. The second challenge of our problem in general cases is that the heterogeneous information and their interplay can give different constraints, some harder, some softer, and some even inconsistent with each other. In Example 2 ( Figure 2(b) ), the two rules do not agree with each other if both are applied to making predictions. Moreover, rules like "the more similar two objects, the more probable they share the same parent" cannot be fulfilled by hard constraints. To propagate the knowledge in a systematic way, we need a model that can unify these different kinds of features and rules.
In this paper, we resort to a probabilistic graphical model to handle the uncertain dependency rules. Specifically, we develop a discriminative model CRFHier to solve the hierarchical relationship learning problem. As a conditionally trained, undirected graphical model, it is able to accommodate multiple, overlapping, non-independent features without having to generate the observed variables or modeling their dependencies. Compared to the commonly used linear chain CRFs [18] or its extension 2D CRFs [35] , our model is designed towards handling the more complicated dependencies when inferring the tree structure.
Conditional Random Field for Hierarchical Relationship
We model the joint probability of every possible relationship (v i , v j ) ∈ E being a truly existent relationship in R. We use an indicator variable x ij for the event As we have analyzed, the inference of the relationship for some pairs are not independent. Suppose we have evidence that two people v 2 and v 4 are not siblings, we may not expect the two events "(v 2 , v 1 ) ∈ R" and "(v 4 , v 1 ) ∈ R" to happen together. We formalize that kind of intuition as a Markov assumption that events involving common objects are dependent.
to connected random variables in a Markov network if and only if they share a common node, i.e., one of the following is true:
It immediately follows that the Markov network can be derived from the candidate graph G by having a node for every edge in G and connecting nodes that represent two adjacent edges in G, namely the line graph of G.
The conditional joint probability is formulated as
is a set of features defined on the given candidate graph G and the indicator variables X = {x ij }; {θ k } K k=1 are the weights of the corresponding features. H is a special feature function to enforce the hierarchy constraint
Any other hard constraints can be encoded in the same manner.
Thus, once we learn the weights {θ k } K k=1 from training data, the relation inference task could be formulated as a maximum a posterior (MAP) inference problem: for each given candidate DAG G, we target for the optimal configuration of the relationship indicator X * , such that,
where X is the set of all the possible configurations, i.e., the search space. Since every x ij can take 0 or 1, the size of the space is 2 |E| . Such a formulation keeps the maximal generality, while it poses great challenge to solve the combinatorial optimization problem. We improve it in two ways.
First, we explore the form of feature functions F k . Each of them can be defined on all variables, and then the computation of every function value relies on the enumeration of X in X . However, since we have made the Markov assumptions, the dependency can be represented by a factor graph, and each feature function can be decomposed into the potential functions over cliques of the graph (Hammersley-Clifford theorem [14] ). Moreover, we can restrict the potential functions to have interactions between at most a pair of random variables x ij and x st . In fact, we have the following claim: Any factor graph over discrete variables can be converted to a factor graph restricting to pairwise interactions, by introducing auxiliary random variables. This property is found by Weiss and Freeman [32] . Although the generic procedure of conversion may introduce additional variables, we will show that quite a broad range of features can be materialized in as simple forms as pairwise potentials without the help of auxiliary variables in the next section. Here we factorize the constraint H to exemplify the philosophy:
, where h(x is , x it ) = −∞ if x is = x it = 1, and 0 otherwise.
Next, we try to reduce the number of variables and constraints. To leverage the constraint that one node has at only one parent and the assumption that the candidate graph G is a DAG, we introduce a variable y i to represent the parent of v i , i.e., y i = j if and only if e ij = (v i , v j ) is an instance in a hierarchical relationship R. Given Assumption 1, the problem is equivalent to the task of predicting y i 's value from Y i .
Assumption 2 implies the existence of two kinds of dependencies: two variables y i and y j where v j is a candidate parent of v i ; two variables y s and y t such that v s and v t share a common candidate parent v m . With this formulation, the constraint H is not needed any more, and the objective function has the following form:
where I 1 and I 2 are the index sets of features that can be decomposed into singleton potential and pairwise potential functions respectively, and S k and P k are the decomposed singleton and pairwise cliques for the k-th feature. As an example, for the candidate graph G in Figure 4 we will build a factor graph like the one on its right. Four nodes v 1 , v 2 , v 3 , and v 4 have four parent variables y 1 to y 4 , while the range for them is
For each variable there can be one or more singleton potential functions. For each pair of directly linked nodes, we have a pairwise potential function f 4 in this example (we omit the one between y 1 and y 4 ). v 2 and v 4 have a common parent candidate, so there is one pairwise potential f 5 defined on y 2 and y 4 . We name our model CRF-Hier as it is a conditional random field optimally designed for the hierarchical relationship learning problem.
We give several examples for specific potential definitions. f
Note that these statements are not always true, e.g., twins can be siblings. But the advantage of our framework is that it does not enforce them to be true. The indicator in Example 5 takes value 0 or 1, and the weight of the corresponding feature controls how much we trust this rule. Eventually the compatibility with this rule plays a factor as the product of potential function and feature weight in the additive log-likelihood.
We see that these different features, constraints and propagation rules can be encoded in a unified form; we just need to define the potential for each of them. We discuss how to systematically design potentials in the next subsection, followed by the inference and learning algorithm.
Potential Function Design
We have restricted our focus to the features that can be decomposed into either singleton potential or pairwise potential functions. We summarize the potential types with domain-independent cognitive meanings so that one can design domain-specific potentials with the map.
We start from important singleton potentials.
• homophyly. The first kind, and probably most widely applicable, is a similarity measure between two objects. The assumption here is that the filiation connects to homophily, e.g., content similarity, interaction intensity (e.g., the frequency of telephone calls in unit time), location adjacency, time proximity (e.g., whether two documents are published within a short period). This kind of similarity measure sim is symmetric, and there are numerous metrics we can use. The potential function has the form g(
• polarity. The second kind, almost equally important, is an asymmetric similarity measure. It is used to measure the dominance of certain attributes of the parent on the child, e.g., authority difference, bias of interaction tendency (e.g., whether A writes many more emails to B than B to A), the degree of conceptual generalization/specialization. Such measure asim quantifies the partial order in terms of polarity between linked nodes, in the form of g(
• support pattern. The third kind of potentials characterize the preference to certain patterns involving a pair of nodes with filiation. We can define a potential based on the number of pattern occurrences:
where SP denotes the support pattern set.
The pairwise potentials are responsible for the knowledge propagation as well as the restrictive dependencies.
• attribute augmentation. One intuition for the knowledge propagation is that one node can inherit attributes from its parent or child to augment its own. In our model this can be realized by defining a pair-
It can be elaborated in two ways: knowing that the parent of v i is v j , v j 's parent will tend to choose a similar one with v i ; or given that the parent of v j is v yj , it affects the decision of its child towards inheriting attributes from its parent. By replacing the boolean indicator [y i = j] with a weighting function of v i and v j we can control the extent to which we propagate the attribute.
• label propagation. Sometimes we can measure how likely two nodes share the same parent, so the label of one's parent can be propagated to similar nodes with a function like f (
Given v i 's parent v yi , the more similar v j is with v i , the larger contribution to the joint likelihood this function will have via setting v j 's parent to be the same, i.e., y j = y i .
• reciprocity. This kind of potentials can handle a more complicated pattern that occurs in child-parent and parent-child pairs alternatively. For example, "if author A often replies author B, then author B is more likely to reply author A". For such kind of rule, we seem to need a big factor function like
, where a i stands for v i 's author. It requires all labels to be known. Fortunately, we find that rules in this form have equivalent decomposed representation. The above rule can be decomposed into pairwise potentials f (
For a specific application we can encode an arbitrary number of potentials of each type. In experiment part we will use three real-world examples to demonstrate that. In principle, one can apply frequent pattern mining or statistical methods to find distinguishing features in each category. When features in multiple categories are used, the model needs to be learned to reach a compromise.
Model Inference and Learning
Given a training set of network G = {V, E} with labeled instances with hierarchical relationship L, we need to find the optimal model setting Θ = {θ k } K k=1 , which maximizes the conditional likelihood defined in (4.4) over the training set.
Let Y (o) and T be the variable sets and assignments corresponding to labeled relation instances L, and Y (u) be the unknown labels in training data. Their union is the full variable set Y in training data. The log-likelihood of the labeled variables could be written as:
where F(Y, G) is the vector representation of the feature functions, F(Y, G) ). To avoid overfitting, we penalize the likelihood by L2 regularization. Taking the derivative of this object function, we could get:
When the training data are fully labeled, Y (u) = ∅, and Equation (4.6) becomes simply:
The first part is the empirical feature value in the training set, the second part is the expectation of the feature value in the given training data, and the last part is the L2-regularization. Given that the expectation of the feature value can be computed efficiently, L-BFGS [4] algorithm can be employed to optimize the objective function Equation (4.5) by the gradient, although it is not convex with respect to Θ, and we can expect to find a local maximum of it. When there are multiple training networks, we train the model by optimizing the sum of their log likelihood.
When the feature weights are fixed, the learning process requires an efficient inference algorithm for marginal probability of every clique: singletons and edges where we define our potentials. The prediction, however, requires MAP inference to find maximal joint probability. Loopy belief propagation (LBP) [12] , and its variants Tree-Based Reparameterization (TRP) [29] , residual belief propagation [10] etc., have been shown effective to achieve empirically good inference and also more scalable than general-purpose LP solvers (CPLEX).
In the toy model in Figure 4 , there are 5 different potentials g 1 , g 2 , g 3 , f 4 , f 5 . We will learn the weight vector Θ = {θ 1 , . . . , θ 5 } from training data, and then find the optimal value of Y = {y 1 , . . . , y 4 } to predict the structure.
Experimental Results
We perform the experimental study on different tasks, varying from extraction of named entity relationships to discovery of document relationships 1 . Evaluation Measure. Few studies have been carried out on how we should evaluate the quality of hierarchical relationship prediction. Accuracy on the predicted parent y i (A par ), and the accuracy on the predicted relation pairs x ij (A pair ), are two most natural evaluation criteria; they or their variants (Precision, Recall, etc.) are employed by most previous studies [26, 33, 30] . However, such measures only evaluate the prediction variables on each node or each edge in an isolated view, missing some aspects of the comprehensive goodness of structure. We take an example to illustrate. incorrect predicted parent. However, the chain is quite different from the gold standard tree with two branches, and result (c) should be regarded closer to the ground truth. So we can see that one mistake may not only affect the parent of one node, but also deviate the shaping statistics of other nodes (e.g., in their degrees, number of ancestors and descendants). In other words, different edges have different importance in preserving the shape of the tree, which is not reflected by the unweighted judgment of each prediction. Tree similarity measures for ontologies such as tree edit distance [2] are neither desirable because the edit operations do not apply here, and the computation of them has biquadratic complexity w.r.t. the tree size. We define a set of novel measures for quantitative evaluation of the quality of hierarchical relationship prediction, which can be computed in linear time. Formally, let T be the ground-truth structure for n linked objects V = {v 1 , . . . , v n }, and Y the prediction. We evaluate how well the structure is preserved in prediction by examining two additional aspects: the ancestors and the path to root.
• Precision and recall of ancestors P anc , R anc .
where Anc i (Y ) and Anc i (T ) stand for the ancestor set of node v i in prediction and in ground truth respectively.
• Accuracy of the path to root, A path .
where path i (Y ) and path i (T ) is the path from node v i to its root in prediction and in ground truth respectively. A path measures whether we can trace from each particular node to root without any mistake, thus it is the most strict measure.
As a commonly used compromise between precision and recall, we can also define F-value for the proposed measure for ancestors as the harmonic mean of precision and recall. For the example in Figure 5 , the proposed metrics have the values as shown in Table 2 . We can see that although (b) and (c) have the same accuracy on the parent prediction, three of the four proposed measures all imply the inferred structure in (c) has better quality than the chain. Also, we notice that A path is a most strict measure, and in that measure (b) is even worse than (a). That implies one predicted structure may be good in some aspect but bad in others. This reaffirms the necessity of using multiple measures for the tree structure evaluation.
The last thing we want to point out is that the hardness of the inference problem highly depends on the number of candidate parents of each node. The random guess will have much lower performance than 0.5 in most cases, even when each node only has two or three candidate parents. Algorithm Setting. We observe no obvious difference for the several variants of belief propagation algorithms. The learning results are based on LBP, and the L2 penalty parameter is λ = 2 when there is no further specification. All the features are normalized into [−1, 1].
Uncovering Family Tree Structure
We apply our method to an entity relation discovery problem. In the Natural Language Processing (NLP) community, it is sometimes studied as a slot filling task [15] , i.e., to answer questions like "who are the top employees of IBM". Some relation types satisfy our definition of hierarchical relationship, e.g., managersubordinate, parent organization-subsidiary, countrystate-city. We take the family relation (parent-child) as the case to study, and try to answer the following two questions: 1) whether the proposed method works better than the state-of-the-art NLP approaches to generic entity relation mining; and 2) how good a joint model is compared to a model that does not handle dependency rules, or uses the rules just for post processing. For clear demonstration, we define the task as automatically assembling the family tree from a set of named person entities. These named entities were extracted from two famous American families, Kennedy family and Roosevelt family, as listed in Wikipedia and Freebase [3] . We design potentials according to the map in Section 4.2. Table 3 lists the potentials we used. Given any pair of named entities we first collected all the Web context sentences (snippets) returned by Yahoo! search engine. Then we encoded features based on analysis of these snippets such as co-occurrence statistics. We also encoded additional features of various discovered attributes including residence, age, birth-date, death-date and other family members. The results of random guess reflect the hardness of the problem.
We compare our method with three baselines: (1) NLP, the general relation mining approaches based on NLP techniques described in [5] . More specifically, we applied a pattern matching algorithm to discovering parent-children relation links among entities by analyzing the Web snippets. (2) Ranking SVM, a robust machine learning technique developed from support vector machine (SVM) for ranking problem, but only singleton features can be handled. (3) Ranking SVM + post processing (PP). For Ranking SVM, we treat each node as a query, and its parent as relevant "document" and all the other candidates as non-relevant "documents". For post processing, we encode some pairwise potentials as global constraints (e.g., one person cannot have multiple parents; siblings should share the same parents) in Integer Linear Programming (ILP), in order to maxi- mize the summation of confidence values from Ranking SVM subject to these constraints. The detailed implementation is described in [20] . Table 4 shows the results on two families with 60 and 40 members respectively. We can see that the optimized model for hierarchical relationship discovery performs 2 to 3-fold better in most measures than the general purpose relation miner. Compared with the two-stage method that uses post processing rules, the joint model can better integrate them into the learning and inference framework. The margin is the largest in the most strict measure path accuracy (333%, 133%). That implies our method makes fewer mistakes at the key positions of the tree structure, where the chance of absorbing knowledge and doing regularization is higher. We also find that RankingSVM and RankingSVM + PP beat NLP in A par , but are no better than NLP in F 1 anc and A path in the first test case. Also, the post processing does not help much because the confidence estimation from the prediction is not always reliable due to noises in prediction features. As one example, the prediction component successfully identified "William Emlen Roosevelt" as the parent of "Philip James Roosevelt" but with a low confidence; while it mistakenly identified "Theodore Roosevelt" as the parent of "George Emlen Roosevelt" but with a much higher confidence due to their high mutual information value in Web snippets. Therefore, in the post-processing stage, based on the fact that "Philip James Roosevelt" and "George Emlen Roosevelt" are siblings, the label propagation rule mistakenly changed the parent of "Philip James Roosevelt" to "Theodore Roosevelt". In our model, the weights of the local features and the propagation rules are learned from the data, and the global optimization prevents this mistake.
Uncovering Online Discussion Structure
Online conversation structure is a popular topic studied by researchers in information retrieval, since the structure benefits many tasks including keyword-based retrieval, expert finding and question-answer discovery. We perform the study on the problem of finding reply relationship among posts in online forums. The data are crawled from Apple Discussion forum (http://discussions.apple.com/) and Google Earth Community (http://bbs.keyhole.com/). From each forum we crawled around 8000 threads and each thread contains 6-7 posts on average, although some threads can be as long as containing 250 posts. The posts in each thread can be organized as a tree based on their reply relationship. The task is to reconstruct the reply structure for the threads with no labels, given a few threaded posts with labeled reply relationship. Although we use the data from the forums where the reply relationship is actually recorded by the system, the real application scenario will be predicting the online conversations whose structure is unknown. Therefore, we want to study the following questions: 1) How many labeled data are needed to achieve good performance; and 2) How is the adaptability of the model when trained on one forum while testing on another.
We list the features of each type in Table 5 . More intuition behind the features can be found in [31] . The competitor we choose is Ranking SVM, used in [26] for this task. Again, it can only handle singleton features. We also compare with a naive baseline that always predicts chain structure.
To answer the first question, we fix the test data of 2000 threads and vary the training data size in two different ways. First, we use all the labels from each thread, but vary the size of training threads from 50 to 5000. Second, we fix the number of training threads as 1000, and change the number of labels we use for each thread from 3 to 11. From Figure 6 (a), we find that with a small training set, 50 labeled threads, CRFHier already achieves encouraging performance. The margin is significant because even the naive baseline of predicting every post to reply to the last post gives 0.74 in F 1 anc -compared with Ranking SVM's 0.80 and CRF-Hier's 0.86, CRF-Hier doubles the margin of what can be achieved by Ranking SVM from the naive baseline. As more training data is added, the testing performance is relatively more stable than Ranking SVM. Figure 6(b) shows that when the labels for each tree is very incomplete, CRF-Hier degrades its performance to its competitor because the pairwise features cannot be well exploited. When the labels become reasonably sufficient (5 posts in this case) to characterize the structural dependency among them, CRF-Hier presents superiority (increase the margin from baseline by 32% in A path ). Although CRF-Hier has more feature weights to learn, the L2 regularization mitigates overfitting, and the model works well even when the training data size is small.
To answer the second question, we randomly select 2,000 threads for training and 2,000 threads for testing from each of the two datasets, and perform a cross domain experiment with the 4 combinations of train/test sets. Apple Discussion is a computer technical forums, while Google Earth focuses on entertainments. From the comparative results in Table 6 , we can find that with the help of pairwise features, CRF-Hier generalizes better than Ranking SVM which relies on the singleton features only.
In conclusion, CRF-Hier constantly outperforms the baseline when the size or the domain of the training data vary. It has good adaptability to generalize. 
Uncovering Academic Family Tree
As a final experiment, we show an example in a domain involving no text data. We consider the task of academic family tree discovery according to advisoradvisee relationship which need to be inferred from research publication networks. We use the DBLP Computer Science Bibliography Database, which consists of 871,004 authors and 2,365,362 papers with time provided (from 1970 to 2009). To test the accuracy of the discovered advisor-advisee relationships, we adopt labeled data from [30] , which are crawled from the Mathematics Genealogy (http://www.genealogy. math.ndsu.nodak.edu) and AI Genealogy (http:// aigp.eecs.umich.edu).
We define the potentials according to the features used in [30] : average Kulczynski and IR measure in estimated advising period as homophily and polarity potentials, and the constraint that one cannot advise another before graduation as a pairwise potential. We compare with the unsupervised method TPFG in [30] , which is equivalent to giving every potential equal weight without learning from labeled data. We also compare to a CRF model with singleton features only. So we can have a decomposed study on the importance of the learning and the constraint respectively.
The results are shown in Table 7 . Note that we now evaluate with more strict measures than the A pair used in [30] . The result shows that learning is helpful when the same set of features are used, yet the constraint encoded by pairwise potentials is critical: without the constraint, CRF has even worse performance compared to the unsupervised model TPFG which can handle the constraint. When the constraint is added, CRF-Hier can increase A path , A par and F 1 anc of TPFG by 42%, 27% and 8%, respectively. The overall performance for this dataset is lower than that of the Forum dataset. One reason is that we use only a small number of features for fair comparison with the unsupervised method. Another reason is the dataset is not fully labeled, i.e., only a scattered part of the forest is known and we do not have even one fully labeled tree. The interaction of the variables is thus limited within a short range in the training data, and the trained model has less power in utilizing the interaction.
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Conclusions and Future Work
We define and tackle with the problem of hierarchical relationship discovery for linked objects. We study it in the supervised setting. We propose a discriminative probabilistic model that is optimized for the tree structure learning and prediction, which can handle both local features and knowledge propagation rules. We sort out the common features and rules that can be encoded in simple and unified forms. By demonstrating with various specific applications, we validate the effectiveness and generality of our approach. While we have categorized the features for tree structures, it remains a promising problem how to do feature extraction and selection automatically for these different types of features. Second, one may explore other learning framework such as max-margin markov networks [27] and structured SVM [28] . Finally, more research issues need to be studied when some assumption is violated, e.g., the linked objects do not have a cycle-free order, or the relations do not form a strict tree structure.
