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In the two-component Fermi gas with contact interactions a pseudogap regime, in which pairing
correlations are present without superfluidity, can exist at temperatures between the superfluid
critical temperature Tc and a temperature T
∗ > Tc. However, the existence of a pseudogap in the
unitary limit of infinite scattering length is debated. To help address this issue, we have used finite-
temperature auxiliary-field quantum Monte Carlo (AFMC) methods to study the thermodynamics
of the spin-balanced homogeneous unitary Fermi gas on a lattice. We present results for the thermal
energy, heat capacity, condensate fraction, a model-independent pairing gap, and spin susceptibility,
and compare them to experimental data when available. Our model space consists of the complete
first Brillouin zone of the lattice, and our calculations are performed in the canonical ensemble of
fixed particle number. We find that the energy-staggering pairing gap vanishes above Tc and that
T ∗ at unitarity, as determined from the spin susceptibility, is lower than previously reported in
AFMC simulations.
Introduction.— The unitary Fermi gas (UFG) is the
infinite-scattering-length limit of a system of spin-1/2
fermions with a zero-range interaction. This system
is relevant to a variety of physical systems, including
neutron stars, strongly correlated QCD matter [1] and
high-Tc superconductors [2]. The homogenous UFG is a
strongly correlated quantum many-body system charac-
terized by a single energy scale and is of broad interest
as a testing ground for many-body theories.
The UFG has been realized experimentally using ultra-
cold dilute gases of atoms in table top experiments on 6Li
and 40K; see, e.g., Refs. [3, 4]. These experiments have
measured various properties of the UFG, including the
thermal energy, pressure, heat capacity, compressibility,
and spectral function [5–9]. The UFG exhibits a super-
fluid phase transition at a critical temperature recently
measured as Tc = 0.167(13)TF [5] where TF is the Fermi
temperature.
The nature of pairing correlations in the UFG above Tc
remains incompletely understood. In particular, a pseu-
dogap regime, in which pairing correlations exist even
though a superfluid condensate is not present, has been
proposed to exist above Tc. Such a regime exists away
from unitarity and when the scattering length is small
and positive, the so-called BEC regime, where particles
pair to form bound dimers at a temperature T ∗ and con-
dense at the critical temperature Tc < T
∗. In the UFG,
however, it is still debated whether Tc and T
∗ should co-
incide or differ; and if they differ, what the properties of
the pseudogap regime Tc < T < T
∗ are.
A number of experimental works claimed to have ob-
served signatures of a pseudogap in the UFG [9, 10], while
others have seen no signatures of a pseudogap and argued
that the UFG exhibits properties that are consistent with
normal Fermi liquid behavior above Tc [5, 6, 11, 12]. Sim-
ilar differences have emerged in theoretical studies with
some showing a signature of a pseudogap [10, 13–21], and
others not [22, 23]. For a recent review, see Ref. [24]. A
wide variety of theoretical methods have been applied to
study the superfluid phase transition of the UFG [25].
While all these methods provided important insight into
the physics of the UFG, ab initio simulations can provide
the most accurate results [26–30].
Here we apply finite-temperature auxiliary-field quan-
tum Monte Carlo (AFMC) on a spatial lattice to study
the thermodynamic properties of the homogeneous UFG.
In particular, we focus on understanding the nature of
pairing correlations in the vicinity of the superfluid crit-
ical temperature Tc. Our calculations differ from previ-
ous AFMC calculations [13, 15, 31] in that we do not use
a spherical cutoff in momentum space, but include the
complete first Brillouin zone as our single-particle model
space, and extrapolate to zero imaginary time step. Fur-
thermore, we perform our calculations in the canonical
ensemble of fixed particle number, allowing us to com-
pute a model-independent pairing gap from the stagger-
ing of the energy in particle number. Our results also
include the heat capacity, as well as the condensate frac-
tion and static spin susceptibility.
We find that signatures of a pseudogap above the ex-
perimental value of Tc are reduced in our results. In
particular, the spin susceptibility shows a suppression at
lower temperatures than previously reported in lattice
simulations of the UFG with similar densities and lat-
tice sizes, and the energy-staggering gap does not differ
significantly from zero at temperatures greater than the
condensation temperature.
Lattice formulation and Hamiltonian.— We consider a
fixed number N of spin-1/2 fermions that interact via a
contact interaction V = V0δ(r− r′) within a spatial vol-
ume with periodic boundary conditions. The volume is
discretized into a lattice with an odd numberNL of points
in each dimension, each lattice point centered within a
cube of side length δx. The lattice Hamiltonian is
Hˆ =
∑
k,σ
kaˆ
†
k,σaˆk,σ + g
∑
x
nˆx,↑nˆx,↓ , (1)
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2where aˆ†k,σ and aˆk,σ are creation and annihilation opera-
tors for fermions with momentum k and spin σ = ±1/2.
The single-particle dispersion relation is k = ~2k
2
/2m
and nˆx,σ = ψˆ
†
x,σψˆx,σ where ψˆ
†
x,σ, ψˆx,σ obey anticommu-
tation relations {ψˆ†x,σ, ψˆx′,σ′} = δx,x′δσ,σ′ . The coupling
constant is g = V0/(δx)
3.
Our single-particle model space consists of all single-
particle states with spin σ = ±1/2 and with momentum k
within the complete first Brillouin zone of the lattice, de-
scribed by a cube |ki| ≤ kc (i = x, y, z) with kc = pi/δx.
The thermodynamic limit of the UFG is recovered in the
limits of zero density (N/N3L → 0) and large number of
atoms (N →∞).
We choose V0 to reproduce the two-particle scattering
length a [32]
1
V0
=
m
4pi~2a
−
∫
B
d3k
(2pi)32k
, (2)
which can be derived by solving the Lippmann-Schwinger
equation. We use the complete first Brillouin zone B
when calculating the integral in (2). Solving the scat-
tering problem numerically on the lattice, we find that
Eq. (2) is very accurate even for finite lattices: on the
93 lattice it yields an inverse scattering length of a−1 =
0.006 (δx)−1 and effective range of re = 0.34 δx [33], in
close agreement with its value re = 0.336 δx in the limit
of large lattices [32].
Finite-temperature AFMC.— The AFMC method (for
a recent review, see Ref. [34]) is based on the Hubbard-
Stratonovich (HS) transformation [35, 36], which ex-
presses the thermal propagator e−βHˆ (β = 1/kBT is
the inverse temperature with Boltzmann constant kB) as
a path integral over imaginary time-dependent auxiliary
fields.
Dividing the imaginary time β into Nτ time slices of
length ∆β = β/Nτ , we use a symmetric Trotter decom-
position
e−βHˆ = [e−∆βHˆ0/2e−∆βVˆ e−∆βHˆ0/2]Nτ +O((∆β)2) , (3)
where Hˆ0 and Vˆ are, respectively, the kinetic energy
and interaction terms of the Hamiltonian Hˆ in Eq. (1).
Rewriting the interaction as Vˆ =
∑
x g(nˆ
2
x− nˆx)/2 where
nˆx = nˆx,↑+nˆx,↓, and expressing exp
(−∆βgnˆ2x/2) at each
of the N3L lattice points x and Nτ time slices τn = n∆β
(n = 1, 2, . . . , Nτ ) as a Gaussian integral over an auxil-
iary field σx(τn), the propagator becomes
e−βHˆ =
∫
D[σ]GσUˆσ +O((∆β)
2) . (4)
Here D[σ] =
∏
x,n
[
dσx(τn)
√
∆β|g|/2pi
]
is the integra-
tion measure, Gσ = e
− 12 |g|∆β
∑
x,n σ
2
x(τn) is a Gaussian
weight, and Uˆσ =
∏
n e
−∆βHˆ0/2e−∆βhˆσ(τn)e−∆βHˆ0/2 (a
time-ordered product) with hˆσ(τn) = g
∑
x σx(τn)nˆx −
gNˆ/2 is the many-particle propagator of a non-
interacting system of fermions in time-dependent exter-
nal fields σx(τ). As in Refs. [13, 15, 31], we use a fast
Fourier transform to efficiently change basis between co-
ordinate and momentum space in order to implement
the potential and the quadratic single-particle disper-
sion relation, respectively. We discretize the integral over
each of the σ fields using a three-point Gaussian quadra-
ture [37].
The thermal expectation value of an observable Oˆ is
〈Oˆ〉 = Tr(Oˆe
−βHˆ)
Tr(e−βHˆ)
=
∫
D[σ]〈Oˆ〉σWσΦσ∫
D[σ]WσΦσ
, (5)
where Wσ = Gσ|Tr(Uˆσ)|, Φσ = Tr(Uˆσ)/|Tr(Uˆσ)| is the
Monte Carlo sign, and 〈Oˆ〉σ = Tr(OˆUˆσ)/Tr(Uˆσ) is the
expectation of Oˆ with respect to a field configuration
σ. In AFMC, we sample uncorrelated field configura-
tions according to the positive-definite weight Wσ and
use them to estimate 〈Oˆ〉 and its statistical fluctuation.
We project onto fixed particle number Nσ for each spin
σ using the discrete Fourier transform
PˆNσ =
e−βµNσ
M
M∑
m=1
e−iϕmNσe(βµ+iϕm)Nˆσ , (6)
where ϕm =
2pim
M and M = N
3
L is the number of lattice
points. The chemical potential µ in (6) ensures the nu-
merical stability of the Fourier sum. The traces in (5)
are then computed as canonical traces, TrN↑,N↓Xˆ =
Tr(PˆN↑ PˆN↓Xˆ) or TrN Xˆ = Tr(PˆN Xˆ) (N = N↑ + N↓),
which are sums of grand-canonical traces using the pro-
jection formula (6). These grand-canonical traces can be
computed using the matrix Uσ that represents Uˆσ in the
single-particle space, e.g.,
TrGC[e
(βµ+iϕm)Nˆ Uˆσ] = det[1 + e
(βµ+iϕm)Uσ] . (7)
We use the diagonalization method of Refs. [38, 39] to
compute the Fourier sums in the number projection.
Results.— We have performed Monte Carlo simula-
tions for N = 20, 40, 80 and 130 particles on lattices of
size 73, 93, 113 and 133, respectively, keeping the density
low and constant at N/N3L ' 0.06; this density corre-
sponds to a finite effective range of kFre ' 0.41 [32]. We
use multiple ∆β values for each β and a quadratic fit to
extrapolate the observables to ∆β = 0. For each run, we
make sure to collect samples that are thermalized and
uncorrelated, with a typical number of such samples be-
tween 3,000 and 30,000 [33].
(i) Thermal energy: In Fig. 1(a), we show for different
particle numbers the thermal energy of the UFG in units
of the free Fermi gas energy EFG =
3
5NεF as a function
T/TF , where εF = (~2/2m)(3pi2ν)2/3 and TF = εF /kB
are the Fermi energy and Fermi temperature of a free
Fermi gas with density ν. We compare to the experimen-
tal results of Ref. [5] and the AFMC results of Ref. [29].
3Our results agree with experiment at high tempera-
ture, and are somewhat above the experimental results in
the vicinity and below the experimental critical tempera-
ture Tc ' 0.17TF . This appears to be due to finite-range
effects: at low temperature, we compare to the results
of Ref. [40] for the Bertsch parameter ξ = E(T =0)/EFG
when computed with a comparable effective range. The
calculations of Ref. [40] include a set of ground-state sim-
ulations for N = 66 particles using a quadratic dispersion
and with multiple effective ranges; their estimate of ξ at
zero effective range is ξ = 0.372(5) (see also Ref. [41]
where an improved lattice action technique was imple-
mented to obtain ξ = 0.366+0.016−0.011), in agreement with ex-
periment [5]. Their result of ξ ≈ 0.405(2) at kFre ' 0.38
is consistent with our data, indicating that our higher
energy values are likely due to finite-range effects. The
AFMC results of Ref. [29], which also included the com-
plete first Brillouin zone, are slightly lower than our re-
sults, possibly due to the lower densities used, for which
kFre ' 0.3.
(ii) Heat capacity: We calculated the heat capacity
CV = (∂E/∂T )V using the method of numerical differen-
tiation inside the path integral of the HS transformation
to reduce statistical errors [42]. The heat capacity for
20, 40, and 80 particles is shown in Fig. 1(b) along with
the experimental results of Ref. [5]. We observe overall
good agreement of our calculated heat capacity with the
experimental results except for a shift in the peak to a
lower temperature due to the finite density of the gas.
(iii) Condensate fraction: The existence of off-
diagonal long-range order in the two-body density ma-
trix 〈ψˆ†k1,↑ψˆ
†
k2,↓ψˆk3,↓ψˆk4,↑〉 is equivalent to this matrix
having a large eigenvalue which scales with the sys-
tem size [43]. We calculated the condensate fraction
n from the largest eigenvalue λ, which satisfies λ ≤
N(M −N/2 + 1)/(2M) ≤ N/2, using the definition
n = 〈λ〉/[N(M −N/2 + 1)/(2M)] , (8)
where M = N3L. In Fig. 2(a), we show the AFMC con-
densate fraction for 20, 40, 80, and 130 particles. We
compare with the experimental values of Ref. [5] (open
circles) and the simulations of Ref. [31] (open squares);
for the latter we show the results of the largest lattice
reported, 103. As the lattice size is increased, our results
appear to get closer to the experimental results.
(iv) Energy-staggering pairing gap: Using the canon-
ical ensemble, we calculated the finite-temperature
energy-staggering pairing gap
∆E=[2E(N↑, N↓−1)−E(N↑, N↓)−E(N↑−1, N↓−1)]/2 .
(9)
Here E(N↑, N↓) is the thermal energy for a system with
N↑ spin-up particles and N↓ spin-down particles. In the
calculation of (9), we have used the particle-number re-
projection method of Refs. [44] and [38].
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FIG. 1. (a) AFMC thermal energy (solid symbols) compared
to experiment [5] (open circles), the AFMC results of Ref. [29]
(open squares), and the ground state result with finite effec-
tive range kF re ' 0.38 of Ref. [40] (open triangle). (b) The
AFMC heat capacity (solid symbols) is compared to experi-
ment [5] (open circles). The dashed line is the experimental
value of Tc = 0.167TF from Ref. [5].
The pseudogap scenario suggests that pairing correla-
tions appear below a temperature scale T ∗ > Tc. Such
correlations can have various signatures, including a de-
pression in the single-particle density of states, a gap in
the single-particle excitation spectrum, and a suppres-
sion of the spin susceptibility (the latter being referred
to as a “spin-gap”) [24]. If pair formation is energet-
ically favorable, the energy-staggering gap ∆E should
be nonzero. However, this is not evident in our results,
shown in Fig. 2(b), where ∆E approaches zero near the
experimental value of Tc as well as near the temperature
of the peak in our heat capacity curve.
A pairing gap has also been computed using AFMC
by fitting the spectral function to a BCS-like dispersion
relation, where a gap of ' 0.35-0.5εF was reported at
T/TF = 0.15 [13, 14]. Those calculations are shown in
Fig. 2(b). It is unclear whether the gap computed from
the spectral function and the gap computed from the en-
ergy staggering should agree for the UFG; it would there-
fore be interesting to perform calculations using both def-
4initions within the same framework.
(v) Static spin susceptibility: In the presence of pairing
correlations, spin-flip excitations require the breaking of
pairs, causing a suppression of the spin susceptibility [19,
45, 46]. The uniform static spin susceptibility is given by
χs =
β
V
〈(Nˆ↑ − Nˆ↓)2〉 , (10)
where the expectation value on the r.h.s. of (10) is calcu-
lated for the spin-balanced system 〈Nˆ↑〉 = 〈Nˆ↓〉. To cal-
culate χs, we performed AFMC simulations using only
one particle-number projection onto the total number of
particles N = N↑ +N↓. In Fig. 2(c) we show our results
for χs in units of the T = 0 free Fermi gas susceptibil-
ity χ0 = 3ν/2εF . We also compare with the Luttinger-
Ward theory calculation of Ref. [23] (dashed line) and the
AFMC results of Ref. [15] on a 123 lattice (open squares).
Several calculations have found strong suppression of
the spin susceptibility at a temperature greater than the
superfluid critical temperature (i.e., at T/TF ≈ 0.25 or
higher) [15, 20]. This has been interpreted as evidence of
a pseudogap. In our simulations the spin susceptibility
for N = 130 particles begins to drop at a lower temper-
ature, T/TF ≈ 0.17, which is approximately the experi-
mental critical temperature but larger than the apparent
critical temperature for our finite density. We also note
that our large-lattice results agree remarkably well with
the results of Ref. [23].
Model space and spherical cutoff.— Signatures of a
pseudogap have been observed in the simulations of
Refs. [13–15] for temperatures below ∼ 0.25TF . Those
calculations used a single particle model space with a
spherical cutoff |k| ≤ kc = pi/δx in momentum. It has
been shown in Ref. [32] that when using such a cutoff,
the inverse of the low-momentum scattering amplitude
acquires a linear dependence on the center-of-mass mo-
mentum which does not appear to vanish in the contin-
uum limit. Our AFMC results change when we intro-
duce such a cutoff and become comparable to those of
Refs. [13–15] (see Fig. 5 in the Supplemental Material).
The results we present in this work are based on using
the full first Brillouin zone in momentum as our single-
particle model space.
Conclusion and outlook.— While observing signatures
of the superfluid phase transition, we have not ob-
served clear signatures of spin-gap or pseudogap physics
above the experimental superfluid critical temperature of
∼ 0.17TF . We note, however, that our simulations have
been carried out for a small but finite density for which
the critical temperature is smaller than its value in the
zero-density limit.
To gain further insight into the possible existence of
a pseudogap regime with AFMC, finite-size and effective
range extrapolations should be performed in future work
to obtain the thermodynamic and zero-density limits. It
will also be interesting to compute the dynamic proper-
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FIG. 2. (a) AFMC condensate fraction n compared with ex-
periment [5] (open circles) and previous AFMC results [31]
(open squares). (b) AFMC energy-staggering pairing gap
compared with experiment [47] (open triangle) and previous
AFMC results [13] (open squares). (c) AFMC spin suscep-
tibility compared with results based on Luttinger-Ward the-
ory [23] (dashed line) and previous AFMC results [15] (open
squares). The vertical dashed line is the experimental value
of Tc = 0.167TF.
ties and density of states using the complete first Bril-
louin zone in momentum space. Currently there is a lack
of experimental data for the uniform spin susceptibility
and pairing gap in the homogeneous unitary Fermi gas
without a trap; such measurements would provide useful
tests against theory.
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6SUPPLEMENTAL MATERIAL: NATURE OF
PAIRING CORRELATIONS IN THE
HOMOGENEOUS FERMI GAS AT UNITARITY
MONTE CARLO ANALYSIS
In this section we discuss some technical details of our
Monte Carlo analysis.
Thermalization and decorrelation
Our auxiliary-field Monte Carlo (AFMC) algorithm
works by iterating sequentially through all Nτ time
slices, and for each time slice, updating a fraction of
the auxiliary fields and then performing a Metropolis ac-
cept/reject. We refer to one iteration through all time
slices as a sweep, and to each set of sequential sweeps
as a walker. We generate a number of such indepen-
dent walkers. Initially the simulation begins in a region
of auxiliary-field configuration space that generically has
a small weight in the Hubbard-Stratonovich (HS) path-
integral, so some initial sweeps are needed to reach a
region of high weight and to ensure that the observables
are independent of the initial configuration. This can be
seen by plotting the observables, averaged over all walk-
ers, as a function of the sample number in the sequence
generated by the Monte Carlo walk. We refer to the ini-
tial number of sweeps required to reach this region as the
thermalization time M0. In Fig. 1 we show an example
for the spin susceptibility χs.
Our final observables are calculated using only sam-
ples that are obtained after the initial thermalization
time. Typically, the logarithm of the partition func-
tion lnZ, where Z = TrN↑,N↓Uˆσ (for spin-up and spin-
down particle-number projections) or TrN↑+N↓Uˆσ (for to-
tal particle-number projection), provides the clearest in-
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FIG. 1. Thermalization of the spin susceptibility χs for N =
20 particles on a 73 lattice at T/TF = 0.236, with εF∆β =
0.028. Five sweeps were taken between successive samples on
the horizontal axis.
dication of thermalization and is also slower to thermalize
than other observables. We therefore use this quantity to
determine the thermalization time. For the simulation of
Fig. 1, we determined a thermalization time of M0 = 40
samples or 200 sweeps. We perform such analysis inde-
pendently for every AFMC calculation.
Multiple sweeps are necessary to produce a Monte
Carlo sample that is uncorrelated from the previous one.
To determine the number of such sweeps for an observ-
able Xˆ, known as the decorrelation time, we compute the
autocorrelation function CXˆ(∆n) of the sequence 〈Xˆ〉σ(n)
for n > M0, where σ
(n) denotes the auxiliary-field con-
figuration of the n-th sample. Typically we compute
CXˆ(∆n) for each walker and then take its average over
all walkers. We then determine the decorrelation time
as the number of sweeps ∆n for which CXˆ(∆n) drops
below 0.05. In Fig. 2, we show the averaged autocorrela-
tion function for the spin susceptibility as a function of
sample number, in which 5 sweeps were taken between
successive samples. The decorrelation time in the exam-
ple shown in the figure is ∆n = 7 samples or 35 sweeps.
Typically, lnZ exhibits a much longer decorrelation time
than other observables. While we use lnZ to determine
the thermalization time, we determine the decorrelation
time individually for each observable.
The final expectation value 〈Xˆ〉 for a given value of
∆β is computed from 〈Xˆ〉 = ∑n〈Xˆ〉σ(n)Φσ(n)/∑n Φσ(n)
using a sequence of thermalized and decorrelated sam-
ples, and where Φσ is the Monte Carlo sign function. We
also compute a jackknife estimate of the statistical error
of the observable.
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FIG. 2. Autocorrelation function for the spin susceptibility χs
as a function of sample number. Parameters are the same as
in Fig. 1. Five sweeps were taken between successive samples
on the horizontal axis.
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FIG. 3. Extrapolation in ∆β for the spin susceptibility χs
(plotted in units of χ0). Parameters are the same as in Fig. 1.
The solid circles are the AFMC results, and the solid line is
a linear fit in (εF∆β)
2 performed for (εF∆β)
2 ≤ 0.004 to
obtain the ∆β = 0 limit. The extrapolated value is shown by
the red circle at ∆β = 0.
Extrapolation in ∆β
The AFMC method is based on a discretized version
of the HS transformation, in which the imaginary time
β is divided into Nτ discrete time slices ∆β. To ob-
tain the final values of the observables it is then neces-
sary to extrapolate their values at finite ∆β to ∆β = 0.
The error of the Trotter product used in our method
scales as O((∆β)2) (see Eq. (4) in the main text). We
therefore perform multiple ∆β runs and extrapolate in
(∆β)2 to obtain the ∆β → 0 limit. An example for the
spin susceptibility χs is shown in Fig. 3 where χs/χ0
is plotted as a function of the dimensionless parameter
(εF∆β)
2. Typically the quadratic behavior is obtained
for (εF∆β)
2 . 0.004.
TWO-PARTICLE SCATTERING ON THE
LATTICE
To verify our choice of the coupling constant, we solved
the scattering problem numerically on the lattice for
two particles with zero total center-of-mass momentum.
For each scattering eigenstate, we determine the rela-
tive momentum k from the energy of the eigenstate using
E = ~2k2/2µ where µ = m/2 is the reduced mass. We
project onto the s-wave component of the wavefunction
and determine the l = 0 phase shift δ from a fit of the
wavefunction to its form A [cos(δ)j0(kr)− sin(δ)y0(kr)]
(where j0 and y0 are, respectively, spherical Bessel func-
tions of the first and second kind) for r larger than the
range of the interaction. At low relative momenta k, the
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FIG. 4. Fits of the effective-range expansion (11) to the low-
momentum phase shift determined by exact diagonalization
for two particles with zero total center-of-mass momentum
(solid symbols) on a 93 lattice. (a) Including the full first
Brillouin zone of the single-particle momentum, with a fit
including terms through k2 in the effective-range expansion
(solid line). (b) Using a spherical cutoff in the lab-frame
single-particle momenta, |k| ≤ kc = pi/δx. The solid line in-
cludes terms through order k2, while the dashed line includes
therms through order k4. All fits were done in the range
0 ≤ k ≤ 1.75 (δx)−1. The error bars reflect uncertainties in
the phase shifts due to lattice artifacts.
s-wave phase shift can be expanded
k cot δ = −a−1 + 1
2
rek
2 − Pr3ek4 + . . . ; , (11)
where a is the scattering length, re is the effective range,
and P is the shape parameter. Using a value for the
coupling constant V0 determined by Eq. (2) in the main
text in the unitary limit a−1 = 0, we find that our cal-
culated phase shift fits well the expansion (11) up to k2
(i.e., for P = 0). Although the radius of convergence of
this expansion is unknown, the fit parameters a−1 and
re are not very sensitive to the range of k used for a fit
below k ≈ 1.75(δx)−1. In Fig. 4(a) we show the exam-
ple of a 93 lattice, where a fit to (11) with P = 0 gives
a−1 ≈ 0.006 (δx)−1 and re ≈ 0.34 δx (solid line). The
latter is rather close to its value re = 0.336 . . . δx in the
limit of large lattices [1].
SPHERICAL CUTOFF IN MOMENTUM SPACE
To determine how a spherical cutoff |k| ≤ kc = pi/δx
in the single-particle momentum space affects the results,
we performed spherical cutoff AFMC simulations for the
unitary gas on a 93 lattice, which can be compared with
the results presented in the main text.
Numerical scattering calculations similar to those done
for the cubic model space (i.e., including the complete
first Brillouin zone) verify that our coupling constant
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FIG. 5. AFMC results for (a) condensate fraction, (b) energy-
staggering pairing gap, and (c) spin susceptibility vs. T/TF .
Our spherical cutoff results (open circles) for the 93 lattice are
compared with the spherical cutoff results of Refs. [2–5] (open
squares) and with our no cutoff results (solid squares). The
vertical dashed line is the experimental value of Tc = 0.167TF
from Ref. [6].
used with the spherical cutoff is correct. We show this in
Fig. 4(b) for the 93 lattice, with the coupling constant V0
determined using Eq. (2) in the main text in the unitary
limit and with B being a sphere of radius kc. We note
that when using the spherical cutoff, a nonzero shape pa-
rameter P is required to obtain a good fit in the same
range of k as for the cubic model space, and the indi-
vidual wavefunctions also do not fit the asymptotic form
A [cos(δ)j0(kr)− sin(δ)y0(kr)] as well as with the cubic
model space, which is reflected in the larger error bars.
We find a−1 ≈ 0.0 (δx)−1, re ≈ 0.25 δx and P ≈ −1.7.
In Fig. 5 we show our AFMC results for the 93 lattice
with (open circles) and without (solid squares) a spher-
ical cutoff for the condensate fraction, pairing gap, and
spin susceptibility. Our spherical cutoff results (although
performed on an odd lattice) are comparable to the re-
sults of Refs. [2–5] (shown by open squares), but differ
from our AFMC results that use the complete first Bril-
louin zone in momentum space.
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