I. INTRODUCTION

I
N RECENT years, mobile ad-hoc networks (MANETs) has emerged as one of the high growth applications of wireless communication technology, and the interest in the transmission of video over MANETs has increased dramatically. However, this error-prone network is packet based where many potential reasons may result in packet loss which has a devastating effect on the visual quality of images at the receiver. Furthermore, in most electronic imaging applications, image with high resolution (HR) is desired and often required because HR image can offer more details that may be critical in various applications. Unfortunately, it is challenging to provide HR image transmitted over MANETs where no Quality of Service (QoS) is guaranteed at the network level. In order for HR, it would be essential to solve the following primary technical challenges:
• Trade-off between coding efficiency and error resilience.
Most current standardized video codecs, including MPEG-2/4 and H.263/4 are designed to achieve high compression efficiency at the expense of error resilience. The coding efficiency in these codecs is achieved by using motion-compensated prediction to reduce the temporal and statistical redundancy between the video frames. This brings a severe problem, namely error propagation, where errors due to packet loss in a reference frame propagate to all of the dependent frames leading to visual artifacts that can be long lasting and annoying [1] . Therefore, Error resilience is needed to achieve robust video transmission. One strategy to achieve resilience is to insert redundant information systematically into compressed video signals so that the decoder can compensate transmission errors. The redundant information can be error correction codes [2] , [3] or multiple descriptions [4] , [5] . The former one combined with layered coding can provide good performance in prioritized networks while the latter is suitable for delivery over multiple channels to enhance reliability. However, error resilience is achieved at the expense of coding efficiency in both methods. Another way can be achieved with feedback mechanism to request retransmission or adjust encoding modes according to conditions. The methods proposed in [6] , [7] rely on feedback from the decoder and are, therefore, application-limited.
• Enhance resolution under the scenario of packet loss. In order for HR image, one promising approach, which is called super resolution (SR), uses signal processing techniques to obtain a HR image from observed multiple low resolution (LR) images [8] . In the past few decades, a variety of SR methods have been proposed for estimating the HR image from a set of LR images without taking into account the packet loss during the transmission. The critical requirement for traditional SR approach is that the observations contain different but related views of the scene [8] , however, it can not be guaranteed under the framework of error-prone networks where the packet loss destroys the correlation between the related views of scene. Therefore, how to apply the SR approach to the packet loss scenario is still an open problem. Here, it is necessary to differentiate error concealment (EC) with SR. EC hides or recovers the errors by using correctly received image information without modifying source or channel coding schemes [9] , which can only produce a visually acceptable (rather than exact) image from the available data, and can not enhance the physical resolution of the image. While SR extracts the exact detail information hidden among the different but related video frames to enhance the image resolution. To meet these challenges, in this paper, we propose an entire scheme to get HR video transmitted over MANETs by in- tegrating efficient ER strategy with robust SR algorithm, which not only provides relatively efficient compression and transport performance but also provides robust resolution-enhancement performance in the presence of various packet loss rates. An outline of the remainder of this paper is as follows. In Section II, we describe the whole system and provide the related technique preliminaries used in this work; in Section III, we present an adaptive error-resilient strategy to reduce the distortion due to the packet loss; and then, a robust SR algorithm to enhance the resolution of received image is proposed in Section IV; Section V provides the simulation results and compares the performance of the proposed scheme with other comparison systems. Finally, we give some concluding remarks.
II. PRELIMINARIES
In this section, we first overview system framework of the video transmission and processing, and then present some related technical preliminaries used in this work, such as shifted 3-D SPIHT algorithm and multiple description coding.
A. System Overview
The total architecture of video transmission and processing illustrated in Fig. 1 is composed of three processes, such as image degradation, image transmission over error-prone networks and the image SR reconstruction process.
Generally, all of the video sequences we observe are LR images comparing to the real-world scenes which are viewed as the original HR images. That is because the degradation process affects the quality of images acquired by digital video camera which results from the lens' physical limits, such as motion warping, optical blur and additive noise. In addition, these LR images are usually down-sampled convenient for transmission or storage. Next, the observed LR images are encoded and packetized preparing for transmission over error-prone networks. In this paper, the method of encoding and packetizing is based on the shifted 3-D SPIHT algorithm to generate variable descriptions (substreams) at the sender, and different descriptions employ different error protection strategies according to its priority. As to the MANETs system, suppose that there are mobile nodes in the system and senders (sources) stream complementary substreams to a single receiver (destination) over different paths. In this system, sender-streams substreams-to the receiver over path-. At the receiver, the received images can be reconstructed after depacketizing and decoding the received data.
B. Shifted 3-D SPIHT Algorithm
Wavelet zero-tree image-coding technique was first addressed by Shapiro [10] , and further developed by Said and Pearlman [11] , and have provided unprecedented high performance in image compression with low complexity. Later, extended 2-D zero-tree wavelet coding (EZW) by [11] had been introduced to three dimensions (3-D EZW) by Chen and Pearlman [12] , and had shown promise of an effective and computationally simple video-coding system without motion compensation, obtaining excellent visual results. And then, Kim and Pearlman developed the 3-D SPIHT [13] coding algorithm based on the 3-D EZW mentioned in [12] .
3-D SPIHT algorithm provides excellent rate-distortion performance along with a low encoding complexity, and spatiotemporal trees are defined as groups of wavelet transform coefficients organized into trees rooted in the lowest frequency subband and the spatially and temporally related coefficients in the higher frequency subbands, which is helpful to reduce the error propagation [13] . Fig. 2(a) shows how coefficients in a 3-D transform are related according to their spatial and temporal domains. The parent-children linkage except at the highest and lowest pyramid levels (which do not have offspring) is:
where represents a 3-D of coordinates of all the offspring at node . Although the SPIHT-coded bitstream has many advantages, it is also sensitive to data losses because of the dependence among wavelet coefficients in constructing a significance map. Motivated by the packetized 2-D SPIHT coding algorithm [14] partitions the wavelet coefficients into independent packets to combat error propagation by shifting 2-D wavelet tree structure, here we apply it to 3-D case by shifting the 3-D wavelet tree structure. The essential aim is the wavelet coefficients from different sub-bands are interleaved to form independent packets that can be decoded independently. The formation of the shifted wavelet trees is shown in Fig. 2 (b). It should be noted that although a lot of multi-interlaced partitioning and packetizing methods have been presented in recent years [23] , they could enhance the encoding burden greatly. Therefore, we don't employ them here.
C. Multiple Description Coding
As to the way to protect data from packet losses induced by the error-prone channels, one of the most common ways is to add the redundant information at the bitstream so that the original video can be recovered in presence of the packet loss, and the code should be devised in such a way that the decoder is able to recover the lost information or conceal the irrecoverable errors.
One such popular approach is multiple description coding (MDC), which is similar in spirit to the multiple-substream approach. The fundamental principle of MDC is to generate multiple correlated descriptions of the source such that each description approximates the source with a certain level of fidelity [15] .
MDC does not impose any dependency among its descriptions so that each extra successfully received description improves the quality further regardless of what has been received so far.
The benefits of using MDC in video streaming can be further amplified when MDC is combined with path diversity (PD) [16] . In this approach, each substream (or description) is explicitly transmitted over an independent path to receiver. PD exploits the fact that the probability of having all the paths simultaneously congested is relatively low. As a result, the use of PD in video streaming can achieve higher throughput and increase tolerance to packet loss.
III. ADAPTIVE ERROR-RESILIENT STRATEGY
In this section, a novel error-resilient strategy is proposed based on partitioning the GOF (group of frames) into variable substreams with different priority levels adapting to the current network condition.
A. Unequal Error Protection
Progressive bitstreams provide a natural basis for unequal error protection (UEP), by which perceptually more important parts of the bitstream are assigned a greater level of error protection [17] . In this work, we propose a novel UEP based on the expected lifetime of the path to guarantee the important part (high priority) of substreams are received at the receiver. That is to say, important substream corresponds to the "good" path.
Here, we set the priority of the substreams according to the importance of the subband derived from the wavelet decomposition. In general, the provides more visual information than , and (where denotes the decomposition level), so we set priority level of as , while the other three subbands are . To the priority of path, we use the ratio of remaining energy to transmit power to denote the expected lifetime of the node. So the higher the ratio is the more lifetimes of the node. In order to maximize the lifetime of the whole network system, to an arbitrary node , the criterion of its next hop should satisfy that (2) where denotes the maximum expected lifetime for node corresponding to the optimal energy transmission to next hop which locates on the desired path. Assuming that the discovered path consists of nodes such as , , the energy consumer function of path , here we define (3) This means that the minimum expected lifetime of each node determines the whole lifetime of the path. Because once one of the nodes in the path dies, the whole path dies as well. The more the higher priority of the path, and correspond to higher level of encoded substream. Note that, in order to realize the proposed UEP, we modify the traditional DSR (Dynamic Source Routing) Protocol as follows: besides adding the node's ID to the request packet, each node also adds the information of transmit power and remaining energy to the request packet, if the node receives packet, the information of the received power is also added to the packet. So when the sender node receives the request packet, the packet should consist of the route nodes' ID, the remaining energy of each route node and each node's transmit power and received power.
B. Flexible MDC
We focus on how to design the MDC according to the networking condition: one is how many descriptions are needed to guarantee the reconstructed video quality as well as keep the total bitstream as little as possible, while the other one is how to distribute these encoded data to the determinate substreams.
Obviously, the more substream the more data received at the destination, but it is infeasible for the practical wireless network. Here, we give an oversimplified method to compute the minimum needed substream number according to the packet loss rate of the obtained channels. With regard to the channel model, we use a two-state Markov model (i.e. Gilbert model) to simulate the bursty packet loss behavior [18] . The two states of this model are denoted as G (good) and B (bad). In state G, packets are received correctly and timely, whereas, in state B, packets are assumed to be lost. This model can be described by the transition probabilities from state G to B and from state B to G. Then the average is given by (4) And the average length of burst errors is given by
So the average channel of path is . Suppose that all the transmit probability of potential paths are independent, the minimum number of substreams is (6) where is the tolerance threshold which depends on the practical application requirements. Usually, its value varies from [22] , in this paper, we set . In the case of data distribution, it also contains two aspects: one is the decision of the wavelet decomposition level, and the other one is the data distribution among these determinate paths. As to this point, we employ three basic principles:
• High priority level of the source data corresponding to high priority of the path, which is called equity principle.
• The whole transmission system only guarantees the most important source data, which has the highest priority level.
• As to other parts of the data, we use the best-effort strategy to transmit. If a -level dyadic wavelet decomposition is used, the number of wavelet coefficients in the level spatialfrequency subband is given by (7) where and represent the frame width and height respectively. The level of the wavelet decomposition is decided by the expected lifetime of the highest priority path . The essential requirement is that the GOF of the most important data should be guaranteed to transmit from source to destination over the highest priority path, so (8) where denotes the ratio of the most important part in the total data streaming;
is the frame number of one GOF; is the total source coding rate in bytes/s; is the frame rate in frames/s; is the packet size in bytes.
The fundamental distribution rule of data distribution is that the highest priority level data should be distributed at the each path while the others only distributed once at the path. Assuming , and expected life of path is , so each path should satisfy that (9) If there is the which not transmitted by this path, it is transmitted by the other potential paths with lower priority level.
IV. ROBUST SUPER-RESOLUTION ALGORITHM
Although adaptive error-resilient video transmission can reduce the transmission distortion, it can not exterminate the packet loss which has a devastating effect on visual quality. In this section, we propose a robust SR algorithm taking into consideration the various packet loss scenarios to enhance the resolution of received image. At first, we propose a simplified estimator to estimate the lost wavelet coefficients. And then, a series of convex sets which extract the exact detail information hidden among the adjacent images are constructed by taking advantage of the correlation of the wavelet coefficients.
A. Simplified Estimator
Motivated by the model of [19] , here we propose a simplified estimator to estimate the lost coefficients. Since LL subband provide basic information (low frequency) for original image, missing samples in approximation subband LL are estimated prior to processing the high frequency subbands in LH, HL, and HH. Therefore, different strategies are employed to deal with the different kinds of packet loss.
In the case of the LL subband packet loss, as the correlation of the wavelet coefficients is much less than the high-frequency subbands, it is difficult to use a common interpolation method to estimate the lost coefficients precisely. As a result, we propose a low-complexity solution which can replace the commonly used single interpolation mask by a set of masks. In this case, each of them is adapted to a specific direction of the predominant spatial correlation. Here we define the correlation from the aspects of horizontal and vertical direction respectively and use general 5 5 interpolation mask presented in Fig. 3(a) . The parameters , and are weights for the corresponding neighboring coefficients. The weights in each mask are chosen according to the predominant correlation direction (horizontal or vertical) and according to the degree of correlation (strong or weak). In order to measure the predominant correlation direction and the degree of correlation we propose the following algorithm:
After the wavelet decomposition, the sender bi-linearly interpolates each scaling coefficients as if it is lost. This process is done twice: a first approximation is obtained by using a horizontal interpolation; a second approximation by using a vertical interpolation. The horizontal interpolation pass only calculates the mean value of the left and right neighbors and the vertical interpolation pass simply calculates the mean value of the upper and lower neighbors. In this way, two approximations of the subband are created: and . The sender then calculates the sum of the absolute differences (SAD) values for these two subbands compared to the original subband: and ,
where and denote the interpolated and original coefficients respectively, and is the comparison region, here is a 5 5 mask. We define a directional correlation measure as follows: (11) The value of tells us how much one direction is better for interpolation than the other one. We define five classes: (a) , ; In the case of missing samples in LH, HL, and HH subbands, we label the weighting factors as shown in Fig. 3(b The value of can be sent as three bits (which represent the five classes) in each packet. This causes nearly no additional transmission overhead and no computational overhead for the receiver. All calculations are done by the sender and for the scaling coefficients only. According to a number of experiments, for a wavelet decomposition with depth is 3, the scaling coefficients only 1.6% of the total number of the coefficients. It should be emphasized that these factors are obtained empirically on the basis of considerable experimentation.
B. Projection Onto Convex Sets
In this subsection, a projection procedure is utilized to extract information hidden in a group of video frames to update the wavelet coefficients. Since these coefficients correspond to the high frequency information in the spatial domain, the exacted fine features from other frames augment the individual LR frame to a HR frame. The constructed convex set should satisfy the following two points: 1) enhance the resolution of the received images, 2) reduce the artifacts generated during the projection process. We account for them in the following and present the relevant notation descriptions in Table I .
Let denotes the original HR image 1 , which can be expanded as a sum of approximation component in the LL band and three detail components in the LH, HL and HH bands. (12) where , and are the translated wavelets at the next coarse scale level that capture detail information in the horizontal, vertical and diagonal directions respectively, and is the translated coarse scaling function. The approximation and detail wavelet coefficients are given by (13) (14) (15) (16) Let the current constructed LR frame and be the reference LR image. The convex set can be defined from the above four aspects: (17) where (18) (19) (20) (21) denotes the estimated value of the . So the projection of to (denoted by ) is defined as (22) Next, two steps of wavelet transform operation are implemented on the image which is produced after the interframe projection. Firstly, we don't employ the down-sampling, and get the three high frequency bands such as , and . Secondly, we employ the down-sampling, and get the low frequency band and other three high frequency bands , and . In addition, wavelet transform operation is implemented on the band and non-sampling, so we can get three bands of , and . At last, the LS (Least Square) estimation of prediction is utilized to get the three bands of , and . The convex can be constructed as follow: (23) where
where , and denote the residue between the estimated HR image through degradation and the original LR image in , and subband, respectively.
shows the boundary of the noise magnitude. After projecting by , we get (here we only take the part for example, the other two bands are similar to this) else (27) From the , , and the known , the HR image can be get easily. The flow chart of the whole SR algorithm is illustrated in Fig. 4 . 
V. SIMULATION RESULTS AND DISCUSSIONS
In this section, we conduct simulation experiments to study the performance of the proposed robust resolution-enhancement scheme in a distributed video streaming framework. First of all, we describe the simulation environment. Secondly, we present the main simulation results where we show the objective and subjective results of the performance of the proposed system under different scenarios. Finally, we conclude this section by summarizing the conclusions to be drawn based on the selected simulation results described.
In order to provide a meaningful comparison between our proposed approach and other alternative approaches, we consider use of a recent unbalanced MDC with UEP mentioned in [15] as a comparison system. This paper presents a distributed video streaming framework using unbalanced MDC and UEP under the video streaming framework that two senders simultaneously stream complementary descriptions to a single receiver over different paths. To minimize the overall distortion and exploit the benefits of multi-path transport when the characteristics of each path are different, this paper also propose an unbalanced MDC method for wavelet-based coders combined with a TCP-friendly rate allocation algorithm. In addition, three-level wavelet decomposition is applied to a group of 16 frames and the 3-D wavelet coefficients are divided into two unequal-sized groups according to the priority level. Each substream is independently protected using the Forward Error Correction (FEC) based UEP algorithm proposed in [20] . Because this method can not enhance the resolution of image, we utilize the proposed SR method to give a fair comparison. For simplicity, we note this method as unbalanced method. In addition, a fixed wavelet decomposition (the remaining is the same as our proposed approach) is compared with the flexible MDC; and traditional bilinear method (the remaining is the same as our proposed approach) is employed to compare with our SR algorithm. Similarly, the above two methods are noted as fixed method and bilinear method, respectively.
A. Simulation Environment
For these experiments, the two standard video sequences, Foreman and Weather forecast, are encoded with shifted 3-D SPIHT algorithm. These video sequences are 352 288 pixels per frame; frame rate ; down-sampling parameter ; the blur is Gaussian blur where the support of the blurring kernel is 29; frame number of one GOF . At the receiver, the desired HR frame is reconstructed from several LR 176 144 degraded frames transmitted by MANETs. In order for objective comparison, PSNR at the receiver relative to the original HR video sequence is used and its definition is (28) where is the mean-square error between the original the reconstructed luminance frame. To the network part, 30 nodes that move randomly at maximum speed 2 m/s are dispersed in the area 200 200 square meters, and the routing algorithm is based on MRDSR (Multiple Route Dynamic Source Routing) [21] . In addition, the packet size and initial energy of nodes is 1 Joule with uniform distribution. It should be noted that all the simulation results in this section have been obtained using 30 runs in order to obtain statistically meaningful average values.
B. Selected Simulation Results and Discussions
In Fig. 5 , we illustrate a plot of PSNR versus the packet loss rate with burst length for the Foreman sequence at , which is the range of low-bit services. The proposed method can be seen to achieve a much higher performance in terms of end-to-end PSNR compared to the representative fixed method which apply fixed wavelet decomposition level regardless of the condition of the network and unbalanced method which compulsively divided stream into two unbalanced substreams. For the above two methods, there is a considerable performance disadvantage due to the improper use of the decomposition level and data distribution. Obviously, for little loss transmission the fixed method achieves almost the same performance compared to the proposed scheme, and proposed method only gets marginal performance gain compared to unbalanced method when . However, as increases, the performance gap is increased dramatically since when the packet loss rate is high, more packets are unsuccessfully delivered obviously, non-adaptive scheme, including fixed and unbalanced method, can not adapt transmission strategy to this case while proposed method employ more decomposition to guarantee the most important data successfully transmitted. For example, when , the 2-level decomposition is adopted by the proposed method, so the gap between the proposed method with the fixed method is only about 0.1 dB, and when , the decomposition is adaptive to 3-level, the gap between the proposed method with the unbalanced method is about 0.3 dB, while the gap become 1.0 dB when the and 4-level decomposition is employed.
It should also be noted from Fig. 5 that the performance achieved by the proposed method is also super to the traditional bilinear method to get higher resolution. Though proposed SR method can only achieve little gain compared to the traditional bilinear method in the case of lossless transmission , the performance gap also increases sharply as the increases. In particular, as can be seen from Fig. 5 , the performance gap between proposed SR methods with bilinear comparison method is more than 1.5 dB when . The reason is that, when , few packets are lost and correlation of the adjacent packets is strong, bilinear as a simply interpolation method can also provide a relatively accurate estimation, while when (especially ), the packet correlation is so weak that bilinear can't performs well in this case. To our proposed SR method, adjacent and current frames information is utilized to enhance the resolution of the received image, therefore, it can achieve a more satisfying performance whether packet loss rate high or not.
In Fig. 6 , we repeat the results for Foreman sequence with and . It can be seen that the performance gap between the fixed or unbalanced method with the proposed method is much larger than Fig. 5 , which is the case for low-bit rate services, while Fig. 6 is for high-rate services.
This follows the fact that, when the available bit rate is high, the reconstructed video quality benefits considerably from the use of flexible MDC substreams and SR reconstruction technique which uses adaptive strategy to adapt current network condition and correlation information hidden in adjacent frames to enhance the received image resolution. Still, it can be seen that when , the proposed method can achieve a performance gain of approximately 0.4 dB compared to the unbalanced method, and 1.7 dB compared to the bilinear interpolation method, and when , the gap increases to 1.3 dB and 2.2 dB, respectively.
As discussed previously, the Foreman sequence is a high-motion sequence, while the Weather forecast sequence is a low-motion sequence. In order to provide a more comprehensive evaluation of the proposed adaptive scheme, we repeat the results for Weather forecast sequence in Figs. 7 and 8, for and , respectively, and similar behaviors as in Figs. 5 and 6 are observed. It should be note that the performance gap between the proposed adaptive scheme and the compared methods are less obvious than that in Figs. 5 and 6 for the high-motion Foreman sequence, because the correlation between the adjacent frames increases as the low-motion sequence implies. However, the proposed adaptive scheme also has the advantage of other alternative methods no matter what the is. Some subjective results to demonstrate the relative performance achieved by the proposed method are illustrated in Fig. 9 corresponding to the objective results in Fig. 8 for . Clearly, in Fig. 9 , the subjective results are consistent with the objective results in Fig. 8 . In particular, the proposed method can maintain more visual information comparing to the other alternative methods.
C. Observations
Based on the selected objective and subjective simulation results described above, there are several main observations:
• The adaptive error-resilient strategy has played an important role in the whole video transmission system. Comparing to the fixed method or the unbalanced method, the performance of the adaptive strategy is greater than those of them, especially when the packet loss rate is high.
• The proposed SR algorithm actually can enhance the resolution of the received image, and much detail information is maintained by taking advantage of the projection onto convex sets. Comparing to the traditional bilinear method, the proposed SR algorithm at least has the 0.5 dB PSNR gain, furthermore, the advantage gets more evident as the packet loss rate increases.
• The proposed method has great robust. No matter the video sequence is high-motion or low-motion, the packet loss rate is high or low, the proposed method can perform well all the time.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we propose a robust resolution-enhancement scheme for video stream transmission over mobile ad-hoc networks. As detailed in the paper, the scheme can adaptively respond to the dynamic network condition by adjusting the coding fashion at the encoder and error protection strategy during the transmission process. Furthermore, the SR algorithm used in the proposed scheme is so robust that it performs well in presence of different kinds of packet loss rates. Experiment results demonstrate that the proposed scheme outperforms the competing methods under the basis of the same simulation condition. We should note that our proposed method is hard to provide a real-time processing in wireless video system, therefore, our future work is to reduce its complexity to adapt to the real-time wireless video transmission.
