We also need the following simple criterion.
FRÉCHET DIFFERENTIABILITY OF S p NORMS
It was conjectured in [21] and [2, Remark, p.35 This manuscript gives a proof to this conjecture. Let H be an arbitrary complex Hilbert space and let us consider the Schatten-von Neumann class S p associated with H as a Banach space over the field of real numbers. We prove (in Theorem 15 below) the following Taylor expansion result (for all relevant definitions and terminology concerning differentials of abstract functions we refer to [10] 
where V ∈ S p and V p → 0.
Research is partially supported by ARC. Taking into account that for an even p ∈ N the norm of S p is obviously infinitely many times differentiable, we indeed confirm the conjecture that the norm of S p and that of their classical counterpart ℓ p share the same differentiability properties.
For the proofs of corresponding commutative results see [5] and [20] .
Our techniques are based on a new approach to and results from the theory of multiple operator integration presented in [15] . In that paper the authors (jointly with A. Skripka) applied that theory to resolve L.S. Koplienko's conjecture that a spectral shift function exists for every integral p > 2. Suitably enhanced and strengthened technical estimates from [15] and its companion paper [16] are crucially used in the proofs below.
Finally, we mention that a closely related problem concerning differentiability properties of the norm of general non-commutative L p -spaces was also stated in [13] . Our methods allow a further extension to cover also a case of L p -spaces associated with an arbitrary semifinite von Neumann algebra M. This extension will be presented in a separate article, however in the last section we resolve this problem for a special case when von Neumann algebra M is of type I.
MULTIPLE OPERATOR INTEGRALS
The proof of Theorem 15 is based on methods drawn from the theory of multiple operator integrals. A brief account of that theory is given below together with some new results. [12] and [3] . Let A m be the class of functions φ :
Multiple operator integrals from
for some finite measure space (Ω, µ) and bounded Borel functions a j (·, ω) : R → C.
The class A m is in fact an algebra with respect to the operations of pointwise addition and multiplication [3, Proposition 4.10] . The formula
where the infimum is taken over all possible representations (2) defines a norm on A m (see [11] ).
For every φ ∈ A m , and a fixed (m + 1)-tuple of self-adjoint operatorsH := (H 0 , . . . , H m ), the multiple operator integral
is defined as follows
Here a j 's and (Ω, µ) are taken from the representation (2) 
where the norm T φ p→p is the norm of multilinear operator, that is 
and
where 
A version of multiple operator integrals from [15] . We shall also need a closely related but distinct version of operators T φ introduced recently in [15] .
Let m ∈ N. Let dE j λ , λ ∈ R be the spectral measure corresponding to the self-adjoint operator H j from the (m + 1)-tupleH. We set E j l,n = E j l n , l+1 n , for every n ∈ N and l ∈ Z, where E j [a, b) is the spectral projection of the operator H j corresponding to the semi-interval [a, b).
Suppose that for every n ∈ N the series
converges in the norm of S p , where
is a sequence of bounded multilinear operators S p 1 × . . . × S p m → S p . If the sequence of operators {S φ,n } n≥1 converges strongly to some multilinear operatorT φ , then, according to the Banach-Steinhaus theorem, {S φ,n } n≥1 is uniformly bounded and the operatorT φ is also bounded. In this case the operatorT φ is called a modified multiple operator integral. If it is necessary to specify the (m + 1)-tupleH used in the definition of the multiple operator integralT φ , we writeTH φ .
Let C m be the class of functions φ : R m+1 → C admitting the representation (2) with bounded continuous functions
for which there is a growing sequence of measurable subsets Ω (k)
k≥1
, with
are uniformly bounded and uniformly equicontinuous. The class C m has the norm
where the infimum is taken over all possible representations (2) as specified above.
Hence, we have
The following lemma demonstrates a connection between two types of operator integralsT φ and T φ . 
The result above is stated in [15] under the additional assumption that
however, it is straightforward to see that the latter restriction is redundant.
It is important to observe that the class of functions to which the definition from [12] and [3] is applicable is distinct from the class of functions for which the definition from [15] makes sense. Observe also that the algebraic relations (5) and (6) continue to hold for the modified operatorsT φ (see [15, Lemma 3.2] ).
Besov spaces. For the function f ∈ L 1 byf we denote its Fourier transform, i. e.,
We shall also sometimes use the same symbol for Fourier transform of a tempered distribution.
For a given s ∈ R, the homogeneous Besov spaceḂ s ∞1 is the collection of all generalized functions on R satisfying the inequality
where
and W 0 is a smooth function whose Fourier transform is like on fig. 1 . We also require that 
∞1
are equivalent on the spaceB s ∞1 . Indeed, this equivalence may be easily inferred from [23, (36) ] (all what one needs to recall is that the Poisson integral used in [23, (36) ] commutes with the differentiation, that is P(t) f (k) = (P(t) f ) (k) ).
The elements ofB s ∞1 can also be described as follows
Recall that Λ α is the class of all Hölder functions of exponent 0 < α < 1, that is the functions f : R → C such that
The case m = 1 is proved in [14, proof of Theorem 4], the proof of the general case is identical to the case m = 1. We leave details to the reader.
Polynomial integral momenta. Let P m be the class of polynomials of m variables with real coefficients. Let S m be the simplex
and let
We equip the simplex S m with the finite measure dσ m defined by the requirement that the equality
holds for every continuous function φ : 
. Following the terminology set in [15] we shall call the function φ m,h,Q a polynomial integral momentum. This notion plays a crucial role in our present approach. Indeed, the functions φ : R m+1 → C for which we shall be considering multiple operator integrals T φ andT φ are in fact of the form φ m,h,Q for suitable choice of h and Q.
Multiple operator integral of a polynomial integral momentum. In this subsection, we describe the connection between the norm φ m,h,Q C m and a norm of the function h and thereby connect the latter with the norm T φ p→p (see (7) and (4)).
The following result extends [12, 
The constants above do not depend on N or h.
The proof is based on the following lemma
is a finite measure whose total variation satisfies
The constant above does not depend on N and h.
Proof of Lemma 5. Combining [14, Lemma 7] and the assumptions
we see that the function 1 −r 1 is a Fourier transform of an L 1 -function. Thus, r 1 is a finite measure as a combination of former L 1 -function and the Dirac delta function.
Observe further that
This completes the proof of (i).
The part (ii) follows from Young's inequality and the observation that
For the part (iii), we consider the function δ m,0 such that its Fourier transform is smooth and is as follows
By, e.g., [14, Lemma 7] 
Observe also that on the Fourier sidê
In particular,δ
The claim now follows from
and Young's inequality.
Proof of Theorem 4. To prove part (i), we fix a function
Using the definition of the integral momentum φ m,h,Q and the Fourier expansion
we obtain
We shall now make a substitution in the latter integration via replacing the current Introducing the notation
we observe that the Jacobian of our substitution is given by
Using the last column decomposition of the latter determinant, we obtain
Thus,
Therefore, the integral momentum φ m,h,Q takes the form
is in fact only taken over the strip
For the rest of the proof observe that it suffices to show the claim of the theorem for a monomial
For such monomial, we shall consider two different scenarios.
Assume first that the monomial Q ≡ 1, i.e., γ j = 0, j = 0, . . . , m. In this case, using the fact that
we can split the monomial Q ≡ 1 into m + 1 sum of monomials where not every γ j
So we have arrived at the second scenario. Assume now that not all of γ j , j = 0, . . . , m vanish. For simplicity, assume γ 0 ≥ 1. In this case, we shall show that φ m,h,Q admits a representation (2) with where
It is obvious that
formly bounded and uniformly equicontinuous. We claim that the same conclusion also holds for the functions a 0 (·,ỹ),ỹ ∈ Ω N .
Firstly, we check that
Indeed, using the notation of Lemma 5, we see that
Thus, by Lemma 5(ii) and (iii) we have
Secondly, we claim that the derivative d dx a 0 (x,ỹ) is a uniformly bounded function. Indeed, writing this derivative as
and repeating the argument used above with (γ 0 + 1) proves the uniform boundedness of a 0 (·,ỹ).
FRÉCHET DIFFERENTIABILITY OF S p NORMS 13 Now observing that 
we see that φ m,h,Q admits a representation (2) If h ∈B 0 ∞1 , then it follows from Theorem 4 and (7) that T φ is well defined. However, in the case when h ∈B 0 ∞1 , it is not generally true that φ = φ m,h,Q ∈ A m and therefore the definition (3) of the operator T φ associated with φ no longer makes any sense. In this latter case, we have to resort to the modified operator integralT φ .
An important result established in [15] , which we shall exploit here is that the concept of multiple operator integralT φ m,h,Q can be successfully defined under the assumptions that h ∈ C b (continuous and bounded) and that the index p in (3) satisfies 1 < p < ∞. The former assumption is rather auxiliary and can likely be further relaxed, whereas the later is principal. 
We briefly explain why the estimate (14) is far more superior than any previously available estimates (in particular (4) and (8)) of the norm of a multiple operator integral. For example, for special integral polynomial momenta given by divided differences (we explain this notion below in some detail), the best earlier available estimate follows from a combination of (8) 
Of course, the condition that the function h (or its derivatives) has an absolutely integrable Fourier transform is very restrictive. Even in the case when h ∈B 0
∞1
and when we deal with the 'classical' multiple operator integral T φ (defined via Theorem 4), the best estimate available from a combination of (4) and Theorem
4(ii)
is still much weaker than the estimate (14) . To see that Theorem 6 is applicable here, observe that the assumption h ∈B 0 ∞1 guarantees that the corresponding integral momentum φ ∈ C m (the latter assertion is proved in Theorem 4) and hence, by Lemma 2, we may replaceT φ on the right hand side of (14) with the operator
In the special case when m = 1, the result of Theorem 6 may be found in [17] .
For an arbitrary m ∈ N, this result was proved in [15] under an additional as- shows that the argument there continues to stand if this additional assumption is omitted. We leave further details to the reader.
We shall need a small addendum to Theorem 6, which may be viewed as a variant of (Weak) Dominated Convergence Lemma for modified operator integrals of polynomial integral momenta. 
Lemma 7. Let h n , h ∈ C b be compactly supported functions such that
for any continuous function f of compact support. Under such terms, the weak convergence claimed in the lemma, turns into the convergence
The latter can be seen via the classical dominated convergence theorem for Lebesgue integration. The lemma is proved.
Divided differences. Let x 0 , x 1 , . . . ∈ R and let f be a tempered distribution such
is defined recursively as follows.
The divided difference of the zeroth order f [0] is the function f itself. The divided difference of order k = 1, . . . , m is defined by [1] . We claim that the function f [k] admits the following integral representation
In other words, the function f [k] is an k-th order polynomial integral momentum associated with the polynomial Q ≡ 1 and the k-th derivative h = f (k) .
If k = 1, then the claim (15) is a simple restatement of the fundamental theorem of calculus with the substitution t = x 0 − s 1 x 0 + s 1 x 1 as follows
For 1 < k ≤ m, we prove (15) via the method of mathematical induction. Suppose that we have already established that
Let us prove the statement for n + 1. Forx = (x 2 , . . . , x n+1 ) denote
which is an n-th order integral momentum with the function h := f (n) and Q ≡ 1. Now, it follows from Lemma 9 below that
is an (n + 1)-th order integral momentum associated with the function h ′ = f (n+1) and Q ≡ 1, that is
In other words, the claim (15) also holds for k = n + 1.
Immediate implications of Theorems 4 and 6 for divided differences are as follows.
Theorem 8. (i) If f ∈B m ∞1 , then the operator (3) is bounded and
( x (x 0 , x 1 ). On the other hand, via the representation (15) for m = 1,
Combining the two, 
Computing the Jacobian J of the substitution, we have
Observe also that if
That is, function ψ is a polynomial integral momentum. 
Proof of Theorem 10. Let us denote
We claim that
To see the claim simply setx := (x 2 , . . . , x m+1 ) and recall from the definitions that
Note also that, since h ∈B 1 ∞1 , by Theorem 4 and Lemma 9, the operator T ψ is well-defined as well as the operators T ψ 1 −ψ 2 and T φ 1 −φ 2 , which are well-defined and satisfy
LettingṼ = (V 1 , . . . , V m ) and using (6), we then have
Hölder type estimates for polynomial integral momenta. In this section, we fix a polynomial integral momentum φ = φ m,h,Q associated with a polynomial Q ∈ P m and a function h ∈ L ∞ . Let alsoH = (H 1 , . . . , H m ) and let
. . , m be fixed. For a self-adjoint bounded operator A, we shall consider the mapping
In this section we shall establish Hölder estimates for the mapping F. In the spe- Recall that s k (U) stands for the k-th singular number associated with a compact operator U. The symbol s(U) stands for the sequence {s k (U)} k≥1 . For the purposes of this section, we introduce the following truncated norm
The theorem below estimates the singular values of the operator F(A) − F(B).

Theorem 11. Assume that
Proof of Theorem 11. Assume for simplicity that
Let W n be the Schwartz function from the definition of the Besov spaces (see (9)).
For every n ∈ Z, we set
Here, we justify the existence of the operator T φ n by appealing to Theorem 4(i). We fix N ∈ Z (the choice of N will be specified later) and set
Since h ∈B 0 ∞1 , it follows from the definition of the norm of the Besov spaceB 0
∞1
that the series ∑ n∈Z h n converges uniformly. Noting that the latter series consists of continuous (in fact smooth and rapidly decreasing at ∞) functions, we conclude that it also converges in the space of all continuous functions on R. It follows (see also [1] ) that ∑ n∈Z (h * W n ) = h and so fors = (s 1 , . . . , s m ) we have
Now, we arrive at the claim as follows
Here, the step from the second to the third line above is justified as follows. Firstly, we note that the series φ = ∑ n∈Z φ n converges also in the norm · A m . This convergence follows from the already used above fact that ∑ n∈Z h n ∞ < ∞ combined with Theorem 4(i). Hence, appealing to (4), we infer that T φ = ∑ n∈Z T φ n (in the sense of the strong operator topology).
Observing the following elementary properties of singular values
we see
where r
0 . We now estimate R N and Q N separately.
We estimate R N as follows. Observe that by Theorem 10,
where ψ n = φ m+1,h ′ n ,Q is the polynomial integral momentum of order m + 1 associated with the function h ′ n = h ′ * W n , where we view h ′ as a generalized function (the preceding equality follows immediately from the definition h n := W n * h).
Since h ′ n (ξ) = 2πiξ h n (ξ), we readily infer from Lemma 5 part (iii) with N = n and m = 1 that
It is also known as a combination of [22, Proposition 7] and [23, Corollary 2] that
Combining (19) with (4) and Theorem 4 part (i) we see that
Noting that ∑ n≤N 2 (1−α)n = const 2 (1−α)N , we obtain
In order to estimate Q N , we combine Theorem 6 (see the comments following the statement of Theorem 6, which explain why we are in a position to identify operators T φ andT φ ) and (19) as follows
Consequently,
Returning back to (17) , we arrive at
The proof can now be finished by choosing N ∈ Z such that
Indeed, suppose N is such as above. Then rewriting the preceding estimate, we have
where we used firstly the right hand side from (20) and then its left hand side, and, in the last step, the equalities
Recall that S p,∞ , 1 ≤ p < ∞ stands for the weak Schatten-von Neumann quasinormed ideal defined by the relation
Letting ν → ∞, we also have the corollary.
Corollary 12.
In the setting of Theorem 11, we have U ∈ S p,∞ and
Finally, the Hölder estimate for the mapping F is given below.
Theorem 13. In the setting of Theorem 11, if
Proof of Theorem 13. We shall consider two mutually exclusive situations. Firstly, we assume that there is p j (1 ≤ j ≤ m) such that p j < ∞. In this case the claim follows from the real interpolation method directly. Indeed, assume for simplicity
. . m be fixed such that
Applying Corollary 12 with
and with
, we have respectively
Observe that 
Applying Theorem 11 with p 0 = 1 (so
or equivalently,
In particular, setting ν = k, we obtain
Considering Césaro operator C on the space l ∞ of all bounded sequences x = {x n } n≥1 given by the formula
we may interpret the preceding estimate as
Cs(A − B).
Recalling that the operator C maps the space l p 0 into itself (for every 1
and that, by the assumption, A − B ∈ S p 0 , we obtain that Cs(A − B) ∈ l p 0 and
setting we have αp = p 0 ) and furthermore
which is equivalent to the claim.
Remark 14. We observe that the assertion of Theorem 13 also holds when α = 1 (in this case, we speak of Lipschitz functions rather than Hölder functions with exponent α). However, the proof of this case is based on totally different ideas. In fact, this case is justified by Theorem 6.
PROOF OF THE MAIN RESULT
In this section, we consider S p , 1 ≤ p ≤ ∞ as a Banach space over the field R of real numbers. 
Define an analytic function h in the strip S by setting h(z) = F z (g 1 (z), · · · , g m (z)). Since ε is arbitrarily small, it follows that We observe right away that due to the assumption 2 ≤ k < p and the choice of n, the indices r j , q j are non-trivial, that is 1 < r j , q j < ∞, j = 0, 1.
In addition, the family F z,ǫ will have also satisfied the boundary estimates 
