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The h-vector of a standard determinantal scheme
Abstract
In this dissertation we study the h-vector of a standard determinantal scheme
X ⊆ Pn via the corresponding degree matrix. We find simple formulae for the
length and the last entries of the h-vector, as well as an explicit formula for
the h-polynomial. We also describe a recursive formula for the h-vector in
terms of h-vectors corresponding to submatrices of the degree matrix of X. In
codimension three we show that when the largest entry in the degree matrix of
X is sufficiently large and the first subdiagonal is entirely positive the h-vector
of X is of decreasing type.
We prove that if a standard determinantal scheme is level, then its h-vector
is a log-concave pure O-sequence, and conjecture that the converse also holds.
Among other cases, we prove the conjecture in codimension two, or when the
entries of the corresponding degree matrix are positive.
We further investigate the combinatorial structure of the poset H(t,c)s consist-
ing of h-vectors of length s, of codimension c standard determinantal schemes,
having degree matrices of size t× (t+ c−1) for some t ≥ 1. We show that H(t,c)s
obtains a natural stratification, where each strata contains a maximum h-vector.
We prove furthermore, that the only strata in which there exists also a mini-
mum h-vector is the one consisting of h-vectors of level standard determinantal
schemes.
We also study posets of h-vectors of standard determinantal ideals, which
arise from a matrixM , where the entries in each row have the same degree, and
show the existence of a minimum and a maximum h-vector.
To my parents and my sister,
and to Maria
Acknowledgments
I would like to thank my supervisor Prof. Elisa Gorla who introduced me to
the subject of liaison theory and Hilbert functions. She has taught me much
more than mathematics. I would like to thank her for her continuing friend-
liness, guidance and support. I am also deeply indebted to Dr. Alexandru
Constantinescu for many helpful discussions, questions and comments. My sin-
cere gratitude goes also to my undergraduate advisor Prof. Markus Brodmann,
to whom I owe almost all my knowledge in local cohomology, for his support,
friendship and encouragement during all these years. I am grateful to Prof.
Juan Migliore for the helpful discussions on pure O-sequences.
From all my heart I would like to thank my family for their endless support.
Especially, I would like to thank Maria and Vladi for their help and for many
unforgettable moments during the time of writing this thesis.
This work was enabled by the financial support of the SNF (Schweizerischer
Nationalfonds).
CONTENTS
Contents
1 Introduction 6
2 Preliminaries 9
3 h-vectors of decreasing type 17
3.1 The h-polynomial of a standard determinantal scheme . . . . . . 17
3.2 Criteria for decreasing type . . . . . . . . . . . . . . . . . . . . . 27
3.3 Conditions for decreasing type in codimension 3 . . . . . . . . . . 41
4 Standard determinantal schemes and pure O-sequences 46
5 Posets of h-vectors 60
5.1 Posets of h-vectors of level standard determinantal schemes . . . 62
5.2 h-vectors of degree matrices with r-maximal rows . . . . . . . . . 66
5.3 Maximum h-vector . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.4 h-vectors of degree matrices with equal columns . . . . . . . . . . 74
5
1 Introduction
1 Introduction
Classical determinantal rings have made their way from algebraic geometry to
commutative algebra more than fifty years ago and have been an active research
topic ever since. Over the years, the study has been extended to pfaffian ideals
of generic skew-symmetric matrices and to determinantal ideals of ladders, of
symmetric matrices and of homogeneous polynomial matrices.
An ideal of height c, which is defined by the maximal minors of a homoge-
neous, polynomial, t×(t+c−1) matrixM is called standard determinantal. As
such an ideal is saturated, it defines a projective scheme X ⊆ Pn, which we call
standard determinantal. Classical examples of such objects are rational normal
curves, rational normal scrolls and some Segre varieties.
To the defining matrix M of a standard determinantal ideal I we can assign
another matrix A, whose entries are the degrees of the entries of M . In the
literature the matrix A is referred to as the degree matrix of the ideal I or of
the scheme defined by I. Since the shifts in the minimal free resolution of I,
which is given by the Eagon-Northcott complex (see [12]), can be written in
terms of the entries of the degree matrix A of I, a great piece of the numerical
data about the standard determinantal ideal I is encoded in his degree matrix
A. Using this fact we study the Hilbert function of a standard determinantal
ideal via the corresponding degree matrix.
Among many others, Hilbert functions of standard determinantal ideals have
been studied by S. Abhyankar [1], W. Bruns, A. Conca and J. Herzog [5, 10],
S. Ghorpade [18, 17], N. Budur, M. Casanellas and E. Gorla [8].
In this work we are primarily interested in the following problems: firstly,
when is the h-vector of a codimension c standard determinantal scheme of de-
creasing type, that is it is of the form (h0 < · · · < hi = · · · = hj > · · · > hs),
and secondly, is it possible to characterize the standard determinantal schemes,
whose h-vectors are pure O-sequences (i.e. the h-vector of some artinian mono-
mial level algebra) via the corresponding degree matrix.
Next to the first two problems we study also the combinatorial structure of
the poset H(t,c)s , consisting of h-vectors of fixed length s and codimension c, and
corresponding to degree matrices of size t× (t+ c− 1).
This work is organized as follows. In Chapter 2 we provide the necessary
background results that we will need in the subsequent chapters. We fix some
terminology and notation as well.
The starting point of Chapter 3 is Proposition 3.1. This result provides the key
to many of our proofs. Using a basic double link from Gorenstein liaison theory,
we describe a recursive formula for the h-vector of a standard determinantal
scheme X with defining matrix M (that is the maximal minors of M generate
the defining ideal IX ofX), in terms of h-vectors corresponding to submatrices of
M . As a direct consequence we obtain a “cancelation” result, which states that
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any two standard determinantal schemes X and Y , with degree matrices A, and
respectively B, have the same h-vector, if A has some zero entry ak,l = 0, and
B is obtained from A by deleting the k-th row and l-th column. This means
in particular that studying properties of h-vectors of standard determinantal
schemes, we may assume that none of the degree matrices contain zero entries.
Using Proposition 3.1 we obtain simple formulae for the length and the last
entries of the h-vector (Proposition 3.11 and Proposition 4.15) as well as an
explicit formula for the h-vector of any standard determinantal ring (Proposition
3.6). Motivated by Proposition 3.1 we derive (Lemma 3.19 and Lemma 3.20)
numerical criteria for decreasing type of an O-sequence, which can be written
as the component-wise sum of two other O-sequences of decreasing type. A
well known result, proved by A. Geramita and J. Migliore (see [14]), states that
the h-vector of a codimension 2 standard determinantal scheme is of decreasing
type, if the first subdiagonal of the corresponding degree matrix is entirely
positive. The criteria obtained in Lemma 3.19 and Lemma 3.20 in combination
with Proposition 3.1 allow us to obtain a new simple proof for the result of A.
Geramita and J. Migliore and to compute explicitly the place where the h-vector
stops to increase and the place where it starts to decrease.
Finally we show that the h-vector of a standard determinantal scheme of
codimension 3 is of decreasing type if the largest entry in the corresponding
degree matrix is sufficiently large and the first subdiagonal is entirely positive
(Theorem 3.38), or if all its entries are equal (Proposition 3.40) .
The main result in Chapter 4 (Theorem 4.9) states that the h-vector of a
standard determinantal scheme X ⊆ Pn is a log-concave pure O-sequence if the
degree matrix of X has equal rows, i.e. the polynomials in each column of the
defining matrix M of IX have the same degree.
We conjecture that the converse of this theorem also holds, namely if the
h-vector of a standard determinantal ideal is a pure O-sequence, then all the
degrees of the elements in a column of its defining matrix must be equal (Con-
jecture 4.12).
Besides beeing the Hilbert function of some monomial, artinian level algebra,
pure O-sequences have a purely combinatorial description as they are the f -
vector of a pure multicomplex, or of a pure order ideal. In [26], T. Hibi proved
that if h = (h0, . . . , hs) is a pure O-sequence, then h is flawless, i.e. it holds
hi ≤ hs−i for all i = 0, . . . , bs/2c. Other than the Hibi inequalities and some ad
hoc methods, we are not aware of any criteria which imply non-purity for an O-
sequence. In most specific examples, an exhaustive computer listing of all pure
O-sequences with some fixed parameters is needed to check non-purity. Notice
that the problem of giving a complete characterization for pure O-sequences is
far from beeing solved. In fact such a task is considered to be nearly impossible
by several experts (see M. Boij, J. Migliore, R.M. Miró-Roig, U. Nagel, F.
Zanello [4] ). The validity of Conjecture 4.12, together with the computational
formulae we found, would provide a fast way to construct (for fixed codimension,
socle degree and type) large families of O-sequences which are not pure.
Using the Eagon-Northcott complex, we show (in Proposition 4.13) that a
standard determinantal ideal is level (i.e. its socle is concentrated in one degree)
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if and only if the polynomials in each column of the defining matrix M have
the same degree. In the last part of the chapter we prove several cases of
Conjecture 4.12. We prove in particular that the statement is true for any
standard determinantal ideal whose degree matrix contains only positive entries
or in which the entries in the first row are strictly bigger that the entries in the
second row.
In Chapter 5 we consider the set H(t,c)s of all h-vectors of fixed codimension c
and length s, corresponding to degree matrices of fixed size t× (t+ c− 1). We
study the combinatorial structure of this poset. Grouping the degree matrices by
the number of equal rows counted from top to bottom and considering the posets
consisting of the corresponding h-vectors, we obtain a natural stratification on
the posetH(t,c)s . We prove that each strata andH(t,c)s itself contains a maximum,
which we construct explicitly (Proposition 5.5, Proposition 5.14 and Corollary
5.20). We also show that in the strata consisting of h-vectors of level standard
determinantal schemes , i.e. corresponding to degree matrices with equal rows,
there exists a minimum h-vector and we construct it explicitly (Proposition 5.5).
Furthermore, we prove that the h-vector of any standard determinantal scheme
is bounded from above by the h-vector of a level standard determinantal scheme
of the same codimension.
In the last part of Chapter 5 we study posets of h-vectors h = (h0, . . . , hs) of
standard determinantal ideals of height c, which arise from a matrix M , where
the entries in each row have the same degree. In particular, we prove that this
poset contains a minimum and maximum h-vector (Lemma 5.23 and Corollary
5.32 ). Moreover we show that posets of h-vectors obtained in this way have a
natural stratification, where each strata contains a minimum (Corollary 5.28)
and in addition the minimum h-vectors in the different strata are comparable
(Proposition 5.29).
Many of the results in this work have been suggested and double-checked
using intensive computer experiments done with CoCoA (see [9]) .
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2 Preliminaries
In this chapter we will recall most of the algebraic and geometric notions that
will be used through the work. For general considerations and further results
on the topics presented here we refer the reader to the books of W. Bruns and
U.Vetter [7], of R. M. Miro-Roig [33], and of C. Baetica [2] .
Let S = K[X0, . . . , Xn] be a polynomial ring over an infinite field K. For any
two integers t, c ≥ 1, a matrix M of size t× (t+ c− 1), with polynomial entries,
is called homogeneous if and only if all its minors are homogeneous polynomials
(if and only if all its entries and 2×2 minors are homogeneous). An ideal I ⊆ S
of height c is standard determinantal if it is generated by the maximal minors of
a t×(t+c−1) homogeneous matrixM = [fi,j ], where fi,j ∈ S are homogeneous
polynomials of degree aj−bi. We will use the notation I = Imax(M). The matrix
M is called the defining matrix of I and it defines a graded homomorphism of
degree zero
ϕ : F =
t⊕
i=1
S(bi) −→
t+c−1⊕
i=1
S(aj) = G, v 7−→ vM
where v = (v1, . . . , vt) ∈ F . This homomorphism is often referred to as the
associated homomorphism to I and is used in the computation of a minimal
free resolution of I. More precisely, a minimal free resolution of a standard
determinantal Ideal I with associated graded homomorphism ϕ : F → G is
given by the Eagon-Northcott complex (see [12]):
0 // t+c−1∧ G∗ ⊗ Sc−1(F )⊗ t∧F // t+c−2∧ G∗ ⊗ Sc−2(F )⊗ t∧F // · · ·
· · · // t∧G∗ ⊗ S0(F )⊗ t∧F // S // S/I // 0,
where
G∗ =
t+c−1⊕
j=1
S(−aj),
d∧
G∗ =
⊕
1≤j1<···<jd≤t+c−1
S(−
d∑
i=1
aji)
t∧
F = S(
t∑
i=1
bi), Sk(F ) =
⊕
1≤i1≤···≤ik≤t
S(
k∑
j=1
bij ).
Without loss of generality we can assume that the defining matrix M of I
does not contain invertible elements i.e. fi,j = 0 for all i, j with aj = bi. Clearly
whenever aj < bi we have fi,j = 0. To the matrix M we assign a matrix of
integers A = [ai,j ] ∈ Zt×(t+c−1), where ai,j = aj − bi, which is called the degree
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matrix of the Ideal I. We will assume that a1 ≤ · · · ≤ at+c−1 and b1 ≤ · · · ≤ bt,
so the entries of A increase from left to right and from bottom to top, i.e.
i ≥ k and j ≤ l implies that ai,j ≤ ak,l. If r = max {i | a1,1 = · · · = ai,1}, we
will say that A has r equal maximal rows. In the special case r = t we say that
A has equal rows. Similarly if a1,1 = · · · = a1,t we will say that A has equal
columns.
Remark 2.1. The degree matrix A = [ai,j ] ∈ Zt×(t+c−1) of the standard de-
terminantal ideal I determines its graded Betti numbers. More precisely, if we
denote by Hi the graded free modules in the minimal free resolution of I, then
for i = 0, . . . , c− 1:
Hi+1 =
⊕
1≤j1<···<jt+i≤t+c−1
1≤k1≤···≤ki≤t
S(
i∑
j=1
bkj −
t+i∑
l=1
ajl +
t∑
j=1
bj)
=
⊕
1≤j1<···<jt+i≤t+c−1
1≤k1≤···≤ki≤t
S(−ak1,j1 − · · · − aki,ji − a1,ji+1 − · · · − at,jt+i).
Furthermore, if we denote by mi+1 the minimal and by Mi+1the maximal shift
in Hi+1, then it is not difficult to see that for all i = 0, . . . , c− 1:
mi+1 = at,1 + · · ·+ at,i + a1,i+1 + · · ·+ at,t+i,
Mi+1 = a1,c−i + · · ·+ a1,c−1 + a1,c + · · ·+ at,t+c−1.
Notice that using the above notation we have Mi+1 = Mi + a1,c−i.
As we have seen the degree matrix of a standard determinantal ideal deter-
mines its graded Betti numbers. In fact even more is true, the degree matrix of
I tells us whether S/I is componentwise linear or not.
Recall that a graded S-moduleM is called d-linear if βSi,j(M) 6= 0, if and only
if j = i + d. Let M<d> be the S-module generated by Md, then M is called
componentwise linear if and only if M<d> is d-linear for any d ∈ N. According
to [35, Theorem 4.1] we have then
Theorem 2.2. Let I ⊆ S be a codimension c standard determinantal ideal with
degree matrix A = [ai,j ] ∈ Zt×(t+c−1). The ideal I is then componentwise linear
if and only if one of the following statements holds:
(1) c = 1,
(2) c = 2 and ai,i = 1, for all i = 1, . . . , t,
(3) c ≥ 3 and the entries in all rows of A except possibly the first one are equal
to one.
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Abusing language we will call any matrix of integers A = [ai,j ] ∈ Zt×(t+c−1)
a degree matrix if it is the degree matrix of some standard determinantal ideal.
The matrices of integers that are also degree matrices can be characterized in
the following way:
Proposition 2.3. Let A = [ai,j ] ∈ Zt×(t+c−1) be a matrix of integers. Then A
is a degree matrix if and only if it is homogeneous (i.e. ai,j + ak,l = ai,l + ak,j
for all i, k = 1, . . . , t and j, l = 1, . . . , t+ c− 1) and ai,i > 0, for all i = 1, . . . , t.
For the proof see e.g. [19, Proposition 2.4].
Definition 2.4. A subscheme X ⊆ Pn is said to be arithmetically Cohen
Macaulay (shortly aCM) if its homogeneous coordinate ring S/IX is a Cohen
Macaulay ring, i.e. depth(S/IX) = dim(S/IX). By the graded version of the
Auslander Buchsbaum formula we have pdim(S/IX) = codim(X).
A standard determinantal scheme X ⊆ Pn of codimension c is a scheme
whose defining ideal IX is standard determinantal. Every standard determinan-
tal scheme is arithmetically Cohen-Macaulay. More precisely in codimension 1
or 2 the family of standard determinantal schemes is equal to the family of arith-
metically Cohen-Macaulay schemes. In codimension 3 or higher the inclusion is
strict, i.e. there are aCM schemes that are not standard determinantal.
In codimension 2 (see [39, Proposition 2]), if A = [ai,j ] ∈ Zt×(t+1) is a degree
matrix such that also the first subdiagonal is positive (i.e. ai+1,i > 0, for any
i = 0, . . . t−1), then there exists a smooth aCM curve C ⊂ P3 = P3C with degree
matrix A.
For any subscheme X ⊆ Pn we will use the notation
HFX = HFS/IX (i) = dimK([S/IX ]i)
for the Hilbert function of X. For an S-module N , we denote by
NZDS(N) = {f ∈ S | f · g 6= 0, ∀g ∈ N \ {0}}
the set of non-zero divisors of N in S.
Definition 2.5. (A) Let X ⊆ Pn be an aCM projective scheme of dimension d
with defining ideal IX . Let aX = (IX+(L1, . . . , Ld+1)) ⊆ S, where Li ∈ S1
is a linear form such that Li ∈ NZDS(S/(IX + (L1, . . . , Li−1))) for all
i = 1, . . . , d + 1. The ring S/aX ∼= R/JX , where R = K[X1, . . . , Xc] ∼=
S/(L1, . . . , Ld+1) and JX ∼= IX(S/(L1, . . . , Ld+1)), is called the artinian
reduction of X (or of its coordinate ring S/IX). It has Krull dimension 0
and for his Hilbert function holds:
HFR/JX (i) = 4d+1HFS/IX (i).
Furthermore, as [R/JX ]n = 0 for n  0 the Hilbert function of R/JX is
a finite sequence of integers 1, h1, h2, . . . , hs, 0. The sequence
hX = (1, h1,, . . . , hs) is called the h-vector of X .
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(B) The series HSX(z) =
∑
i≥0
HFX(i)zi is called the Hilbert series of X. It is
well known, that it can be written in rational form as
HSX(z) =
hp(z)
(1− z)d+1 ,
where dim(S/IX) = d+ 1. The numerator
hp(z) = 1 + h1z + h2z2 + · · ·+ hszs,
with hs 6= 0 is called h-polynomial of X (or of S/IX) and its coefficients
form the h-vector of X, hX = (1, h1, . . . , hs).
Clearly hp(1) = h0 + · · ·+ hs = deg(X) = e0(S/IX), where we set
h0 = 1. We denote by τ(hX) the degree of the h-polynomial.
We call X non-degenerate, if codim(X) = h1.
(C) We define the first difference 4hX of hX as
4hXi = hXi − hXi−1 for i = 0, . . . , s.
As the degree matrix A of a standard determinantal scheme X determines the
graded Betti numbers of S/IX and thus hX , we will write hA and hpA(z) in-
stead of hX respectively hp(z). Notice that with this notation h(a1,...,ac) and
hp(a1,...,ac)(z) denote the h-vector, respectively the h-polynomial of a homoge-
neous complete intersection ideal generated in degrees (a1, . . . , ac).
The following simple lemma will be frequently used through this work.
Lemma 2.6. Let I = (f1, . . . , fc) ⊆ S be a homogeneous complete intersection
ideal generated in degrees (a1, . . . , ac). For the h-polynomial of I it holds
hp(a1,...,ac)(z) =
c∏
i=1
(1 + z + · · ·+ zai−1).
Proof. For any i = 1, . . . , c, we have the following short exact sequence
0 // S/(f1, . . . , fi−1)(−ai) ×fi // S/(f1, . . . , fi−1) // S/(f1, . . . , fi) // 0 .
For c = 1 we obtain therefore
HSS/f1S(z) =
hp(a1)(z)
(1− z)n =
(1− za1)
(1− z)n+1 ,
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so hp(a1)(z) = (1 + · · · + za1−1). The claim follows now easily by induction on
the number of generators c.
Definition 2.7. The Castelnuovo-Mumford regularity of a finitely generated
S-module M is defined by
regS(M) = max
{
j |βSi,i+j(M) 6= 0 for some i
}
.
If X ⊆ Pn is a subscheme, we define the Castelnuovo-Mumford regularity of
X as the Castelnuovo-Mumford regularity of its homogeneous ideal IX and we
will write reg(IX) or reg(X) for it. Note that reg(IX) = reg(S/IX) + 1.
Remark 2.8. If X ⊆ Pn is Cohen-Macaulay, then the Castelnuovo-Mumford
regularity of X can be read off the h-vector hX = (h0, . . . , hs) of X. More
precisely reg(IX) = s+ 1.
Next, we will summarize the main results on the behavior of Hilbert functions.
Let d ∈ N . Any positive integer n can be written in the form
n = n(d) =
(
md
d
)
+
(
md−1
d−1
)
+ · · ·+ (mjj ),
where md > md−1 > · · · > mj ≥ j ≥ 1. This is called the d-binomial expansion
of n. For any integers a, b we define
(n(d))ab =
(
md+a
d+b
)
+
(
md−1+a
d−1+b
)
+ · · ·+ (mj+a
j+b
)
.
Theorem 2.9. Let I ⊆ S be a homogeneous ideal, A = S/I and L ∈ A1
a general linear form. Then:
(1) Macaulay: HFA(d+ 1) ≤ (HFA(d)(d))11, for any d,
(2) Gotzmann: If HFA(d + 1) = (HFA(d)(d))11 and I is generated in degree
≤ d, then HFA(d+ i) = (HFA(d)(d))ii, for all i ≥ 1,
(3) Green: HFA/LA(d) ≤ (HFA(d)(d))−10 , for any d.
Proof. For (i) and (ii) see [6, Theorem 4.2.10] and [6, Theorem 4.3.3].
(iii) See [22, Theorem 1].
Definition 2.10. Let h = (h0, . . . , hs) be a sequence of positive integers. Then:
(A) h is called an O-sequence if h0 = 1 and it satisfies Macaulay’s bound
hd+1 ≤ ((hd)(d))11 for all 1 ≤ d ≤ s− 1,
(B) h is called unimodal if h0 ≤ h1 ≤ . . . ≤ hi ≥ . . . ≥ hs for some i,
(C) h is called of decreasing type if h0 < . . . < hi = · · · = hj > . . . > hs for
some i, j,
13
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(D) h is called log-concave if for all 0 < i < s, h2i ≥ hi−1hi+1.
Let h = (h0, . . . , hs) be an O-sequence. For any integer a > 0 we define h(a) to
be the sequence
h(a) = (0, . . . , 0︸ ︷︷ ︸
a
, h0, . . . , hs)
and call it the a-shift of h.
Remark 2.11. Notice that if h = (h0, . . . , hs) is a sequence of positive integers,
then:
(A) h is of decreasing type ⇐⇒4hi < 0 implies4hi+1 < 0, for all 0 < i < s.
In other words, once h has started decreasing it keeps decreasing.
(B) If h is log-concave, then h is of decreasing type.
We recall in the following some basic facts about level algebras.
Let I ⊆ S be a homogeneous artinian ideal and S/I = A = K⊕A1⊕· · ·⊕As,
As 6= 0. The socle of A is denoted by soc(A) and defined by
soc(A) = (0 :
A
A+),
where A+ = A1 ⊕ · · · ⊕ As. Since soc(A) is a homogeneous ideal of A, we
can write soc(A) = U1 ⊕ · · · ⊕ Us. Obviously, As ⊆ soc(A) and therefore
As = Us. To the algebra A we can assign the vector s(A) = (a1, . . . , as), where
ai = dimK(Ui). This is referred to be the socle vector of A. The number s is
called the socle degree of A. Artinian algebras with socle degree s and socle
vector s(A) = (0, . . . , 0, a), a > 0 are called level algebras of type a.
An integer sequence h = (h0, . . . , hs) is called level sequence if there is a level
artinian algebra, whose h-vector is equal h.
It is well known that the Betti numbers of A and the socle vector of A are
related in the following way: if
0 // Fn+1 // · · · // F1 // S // S/I // 0
is a minimal free resolution of A and s(A) = (a1, . . . , as) its socle vector, then
Fn+1 =
s⊕
j=1
Saj (−j − (n+ 1)).
In other words
βSn+1,n+1+j = aj , ∀j = 1, . . . , s.
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In particular
A is level ⇐⇒ βSn+1,n+1+j = 0, ∀j 6= s.
We will recall now quickly a very useful method for constructing Artinian
level algebras called Macaulay’s Inverse System. For more details on this sub-
ject we refer to [15] or [29].
Let R = K[X1, . . . , Xn] and R′ = K[Y1, . . . , Yn] be two polynomial rings.
The ring R′ can be regarded as a R-module via the operation Xi◦f =
(
d
dYi
)
f,
for any f ∈ R′j . We have the following 1− 1 correspondence
{Ideals ofR} ←→ {R-submodules ofR′},
given by I 7−→ I−1 = (0 :
R′
I) = {f ∈ R′| g ◦ f = 0, ∀g ∈ I} and
M 7−→ (0 :
R
M), where I is an ideal of R and M an R-submodule of R′.
The R-submodule I−1 is called the inverse system to I. Macaulay observed
that
dimK(I−1j ) = dimK(Rj)− dimK(Ij) = HFR/I(j).
It holds then in particular:
I−1 is a finitely generated R-submodule of R′ ⇐⇒ R/I is artinian.
For a finite subsetM⊂ R′, we will use the notation dM = {df | f ∈M}, where
df :=
{
df
dYi
}
i=1,...,n
denotes the set of all partial derivatives of f . For any in-
teger k ∈ N and any polynomial f ∈ R′ we define inductively dkf := dk−1(df).
If I−1 is generated as a R-module by {f1, . . . , fs} ,where fi ∈ R′di , then
I−1 =
〈
dkfi| i = 1, . . . , s and k = 0, . . . , di
〉
K
so that
dimK(I−1j ) = dimK
〈
ddi−jfi| i = 1, . . . , s
〉
K
.
The following theorem of Macaulay gives the connection between the socle
vector of an artinian algebra A = R/I and the inverse system I−1.
Theorem 2.12. Let I ⊆ R be an artinian ideal. Then I−1 has exactly aj
minimal generators in degree j if and only if dimK(soc(R/I)j) = aj.
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2 Preliminaries
An O-sequence is called pure if it is the Hilbert function of some artinian
monomial level algebra. Pure O-sequences have also a purely combinatorial in-
terpretation as follows. We will writeMon(S) for the collection of all monomials
of S. An order ideal on Mon(S) is a finite subset Γ ⊆ Mon(S) closed under
division, i.e. if M ∈ Γ and N |M , then N ∈ Γ. The partial order given by the
divisibility of monomials gives Γ a poset structure. An order ideal is called pure
if all maximal monomials have the same degree. We write
Γ = 〈M ∈ Γ|M is maximal with respect to division〉.
To every order ideal Γ we associate its f -vector f(Γ) = (f0, . . . , fs), where
fi(Γ) = | {M ∈ Γ| deg(M) = i} |. It is not difficult to check (using Macaulay’s
Inverse System ) that a vector h = (h0, . . . , hs) is a pure O-sequence if and only
if it is the f -vector of some pure order ideal. Therefore it follows in particular,
that any pure O-sequence satisfies hs−1 ≤ h1 · hs.
We will finish the chapter recalling briefly the notion of basic double link from
liaison theory.
Definition 2.13. If b ⊆ a ⊆ S are two homogeneous ideals such that S/b is
Cohen-Macaulay, ht(a) = ht(b) + 1 and f ∈ NZDS(S/b) is a form of degree d,
then the ideal I = f · a + b is called a basic double link of a.
If I = f · a + b is a basic double link, then by [30, Theorem 3.5] I can
be Gorenstein linked to a in two steps if a is unmixed and S/b is generically
Gorenstein (see also [24, Theorem 3.5]).
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3 h-vectors of decreasing type
3 h-vectors of decreasing type
3.1 The h-polynomial of a standard determinantal scheme
In [20] Gorla constructed basic double links in which all involved ideals are
standard determinantal (see also [30]). We will use this construction to obtain
a recursive formula for the h-polynomial of a standard determinantal scheme.
For any matrix A we use the following notation: A(k,l) is the matrix obtained
from A by deleting the k-th row and l-th column. By convention, A(k,0) (resp.
A(0,l)) means that only the k-th row (resp. the l-th column) has been deleted.
Proposition 3.1. Let A = [ai,j ] ∈ Zt×(t+c−1) be a degree matrix. For any
k = 1, . . . , t and l = 1, . . . , t+ c− 1 such that ak,l ≥ 0, we have:
hpA(z) = zak,lhpA
(k,l)
(z) + (1 + · · ·+ zak,l−1)hpA(0,l)(z).
Proof. We distinguish two cases.
Case 1: ak,l > 0. Without loss of generality we can assume that k, l = 1.
Consider the homogeneous matrix:
M =

f1,1 f1,2 · · · f1,t+c−1
0 f2,2 · · · f2,t+c−1
...
...
...
0 ft,2 · · · ft,t+c−1

,
where the fi,j ’s are generically chosen forms in S = K [X0, . . . , Xn], with
n ≥ c− 1 and deg(fi,j) = ai,j . Such forms exist because the field K is infinite.
Let a = Imax(M (1,1)) and b = Imax(M (0,1)) be two ideals which by the generic
choice of the forms fi,j are standard determinantal. Thus, by construction we
have ht(b) = ht(a)− 1 and f1,1 ∈ NZDS(S/b). If I := Imax(M), then by direct
computation on the generators we obtain that
I = f1,1a + b,
so I is a basic double link of a. By [20, Theorem 3.1], the ideal I is also standard
determinantal. Notice that the corresponding degree matrices of I, a and b are
A,A(1,1), respectively A(0,1). From the short exact sequence
0 // b(−a1,1) // a(−a1,1)⊕ b // I // 0
where the first map is given by the assignment g 7→ (g, f1,1 · g) and the second
by (g, h) 7→ gf1,1 − h, it follows that, if d = dimS(S/a) = n+ 1− c, then
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HSS/I(z) = za1,1HSS/a(z) + (1− za1,1)HSS/b(z)
= z
a1,1hpA
(1,1)
(z)
(1− z)d +
(1− za1,1)hpA(0,1)(z)
(1− z)d+1
= z
a1,1hpA
(1,1)
(z) + (1 + · · ·+ za1,1−1)hpA(0,1)(z)
(1− z)d
and we conclude.
Case 2: ak,l = 0. By induction on t and c we will show that
hpA(z) = hpA
(k,l)
(z).
Notice that it must be t ≥ 2.
By the ordering of the entries in A, and because ai,i > 0 for all i, if ak,l = 0,
then k > l (i.e. ak,l lies below the diagonal).
When c = 1, the h-vector corresponding to A is just a sequence of ones, of
length tr(A) =
∑t
i=1 ai,i, so the only thing that has to be shown is tr(A) =
tr(A(k,l)). This follows easily observing that
tr(A(k,l)) =
l−1∑
i=1
ai,i +
k−1∑
i=l
ai,i+1 +
t∑
i=k+1
ai,i,
since using the homogeneity of A we have
tr(A(k,l)) = tr(A(k,l)) + ak,l = tr(A).
Let c > 1. For t = 2, since a2,1 = 0, from Case 1 applied to the indices
(2, c+ 1), it follows that
hpA(z) = za2,c+1hp(a1,1,...,a1,c)(z) + (1 + · · ·+ za2,c+1−1)hpA(0,c+1)(z).
The h-polynomial of a 1-row degree matrix is the h-polynomial of the corre-
sponding complete intersection, namely
hp(a1,1,...,a1,c)(z) =
c∏
i=1
(1 + · · ·+ za1,i−1).
By induction on c we have
hpA
(0,c+1)
(z) = hp(a1,2,...,a1,c)(z) =
c∏
i=2
(1 + · · ·+ za1,i−1),
so we obtain
hpA(z) =
(
1 + · · ·+ za2,c+1 + · · ·+ za1,1+a2,c+1−1) c∏
i=2
(
1 + · · ·+ za1,i−1).
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As A is a homogeneous matrix, it holds that a1,1 + a2,c+1 = a2,1 + a1,c+1 and
we conclude.
When t > 2, there exists some positive entry ai,i, with i 6= k, l. The matrices
A(i,i) and A(0,i) contain ak,l = 0. Therefore applying Case 1 for ai,i and using
the induction hypothesis on t and c we obtain
hpA(z) = zai,ihpA
(i,i)
(z) + (1 + · · ·+ zai,i−1)hpA(0,i)(z)
= zai,ihp(A
(i,i))(k,l)(z) + (1 + · · ·+ zai,i−1)hp(A(0,i))(k,l)(z)
= hpA
(k,l)
(z)
Remark 3.2. Proposition 3.1 implies the following recursive formula for the
h-vector of A:
hAi = hA
(k,l)
i−ak,l +
ak,l−1∑
k=0
hA
(0,l)
i−k .
In particular, if A has some entry ak,l = 0, then hA = hA
(k,l) .
Remark 3.3. As we are interested in studying the h-vectors of standard deter-
minantal schemes, by Remark 3.2 we may assume from now on that none of the
degree matrices contain zero entries.
For any O-sequence h = (h0, . . . , hs) we make the convention hi = 0 if i < 0
or i > s.
Lemma 3.4. Let Q(z) ∈ Z>0[z] and P (z) =
(
1 + z + · · ·+ za−1)Q(z), a ≥ 1
be polynomials, whose coefficients h = (h0, . . . , hs), and respectively
H = (H0, . . . ,Hs+a−1) form an O-sequence. If h is of decreasing type, then H
is also of decreasing type.
Proof. Since Hi =
∑a−1
k=0 hi−k for i = 0, . . . , s+a−1, we have 4Hi = hi−hi−a.
Assume that H is not of decreasing type. Then there exists an index i, with
1 ≤ i ≤ s + a − 1, such that 4Hi < 0 and 4Hi+1 ≥ 0. Denote by t the least
integer such that ht > ht+1. As h is of decreasing type and hi < hi−a we have
i > t. From the sequence of inequalities hi−a > hi > hi+1 ≥ hi+1−a it follows
that i− a ≥ t . Therefore, we obtain
hi−a > hi+1−a > hi+2−a > · · · > hi > hi+1,
which contradicts 4Hi+1 ≥ 0 .
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Next, using Proposition 3.1 we establish a combinatorial formula for the h-
polynomial of a standard determinantal scheme.
For any degree matrix A = [ai,j ] ∈ Zt×(t+c−1) we define the vectors
d = (d1, . . . , dt+c−1) and e = (e1, . . . , et) as follows:
ei = a1,1 − ai,1 and dj = a1,j − a1,1,
for all i = 1, . . . , t, and j = 1, . . . , t + c − 1. As the entries in A increase from
left to right and from bottom to the top we have 0 = d1 ≤ d2 ≤ · · · ≤ dt+c−1
and 0 = e1 ≤ e2 ≤ · · · ≤ et. Notice that ai,j = a1,1 + dj − ei.
For any increasing sequence of integers 0 < i1 < · · · < ic−1 < t + c − 1 and
any matrix A = [ai,j ] ∈ Zt×(t+c−1), we define two ordered sets of integers:
{j1, . . . , jic−1−(c−1)} = {1, . . . , ic−1} \ {i1, . . . , ic−1},
gA(i1, . . . , ic−1) = {ai1,i1 , ai2−1,i2 , . . . , aic−1−(c−2),ic−1 ,
t∑
i=ic−1−(c−2)
ai,i+c−1}.
To the first set we associate a nonnegative number and to the second a poly-
nomial in one variable :
eA(i1, . . . , ic−1) =
ic−1−(c−1)∑
i=1
ai,ji ,
hciA(i1, . . . , ic−1) = hp(gA(i1,...,ic−1))(z).
For c = 1 we have by convention
gA(i1, . . . , ic−1) =
{
t∑
i=1
ai,i
}
,
eA(i1, . . . , ic−1) = 0
and in particular
hpA(z) = hciA(i1, . . . , ic−1) = hp(
∑t
i=1
ai,i)(z).
Remark 3.5. For any degree matrix A = [ai,j ] ∈ Zt×(t+c−1), with the above
notation, it holds
eA(i1, . . . , ic−1) =
ic−1−(c−1)∑
i=1
ai,ji = a1,1(ic−1 − (c− 1)) +
ic−1−(c−1)∑
i=1
(dji − ei).
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Proposition 3.6. The h-polynomial of any degree matrix A ∈ Zt×(t+c−1) is
given by
hpA(z) =
∑
0<i1<···<ic−1<t+c−1
zeA(i1,...,ic−1) · hciA(i1, . . . , ic−1).
Proof. We will prove the statement by induction on c and t. For t = 1 or c = 1
we obtain only one summand and the equality clearly holds. So let t, c > 1.
According to Proposition 3.1 we have
hpA(z) = za1,1hpA
(1,1)
(z) + (1 + · · ·+ za1,1−1)hpA(0,1)(z).
Let us denote the entries of the matrix A by (ai,j), the entries of the matrix
A(1,1) by (a′i,j) and the entries of A(0,1) by (a′′i,j). By definition a′i,j = ai+1,j+1
and a′′i,j = ai,j+1. By the inductive hypothesis on t we have
hpA
(1,1)
(z) =
∑
0<i1<···<ic−1<t+c−2
zeA(1,1) (i1,...,ic−1) · hciA(1,1)(i1, . . . , ic−1).
For a sequence 0 < k1 < · · · < kc−1 < t+ c− 2, using Remark 3.5 we obtain
kc−1−(c−1)∑
i=1
a′i,ji = a1,1 + a2,2(kc−1 − (c− 1)) +
kc−1−(c−1)∑
i=1
(d′ji − e′i)− a1,1
= a1,1 + a2,2 + · · ·+ ak1,k1 + ak1+1,k1+2 + · · ·+ akc−1−(c−2),kc−1 − a1,1.
On the other hand for a sequence 0 < i1 < · · · < ic−1 < t + c − 1 given by
(i1, . . . , ic−1) = (k1 + 1, . . . , kc−1 + 1) we have
{j1, j2, . . . , jkc−1−(c−2)} = {1, . . . , kc−1 + 1} \ {k1 + 1, . . . , kc−1 + 1}
= {1, . . . , k1, k1 + 2, . . . , kc−1}.
Therefore
kc−1−(c−2)∑
i=1
ai,ji = a1,1(kc−1 − (c− 2)) +
kc−1−(c−2)∑
i=1
(dji − ei)
= a1,1 + · · ·+ ak1,k1 + ak1+1,k1+2 + · · ·+ akc−1−(c−2),kc−1 .
In particular it follows that
eA(1,1)(k1, . . . , kc−1) = eA(k1 + 1, . . . , kc−1 + 1)− a1,1.
It is easy to check that this implies
hpA
(1,1)
(z) =
∑
1<i1<···<ic−1<t+c−1
zeA(i1,...,ic−1)−a1,1 · hciA(i1, . . . , ic−1).
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By the inductive hypothesis on c we obtain
hpA
(0,1)
(z) =
∑
0<i1<···<ic−2<t+c−2
zeA(0,1) (i1,...,ic−2) · hciA(0,1)(i1, . . . , ic−2).
It is not difficult to check as above that
gA(0,1)(k1, . . . , kc−2) = gA(1, k1 + 1, . . . , kc−2 + 1) \ {a1,1},
and that
eA(0,1)(k1, . . . , kc−2) = eA(1, k1 + 1, . . . , kc−2 + 1).
This implies that
hpA
(0,1)
(z) =
∑
1<i2<···<ic−1<t+c−1
zeA(1,i2,...,ic−1) · hciA(1, i2, . . . , ic−1)(1 + · · ·+ za1,1−1) ,
and we conclude.
Example 3.7. Let t = 2, c = 3, so that A = [ai,j ] ∈ Z2×4. Using the vectors
e = (0, e2) and d = (0, d2, d3, d4) we can write A in the form:[
a a+ d2 a+ d2 + d3 a+ d2 + d3 + d4
a− e2 a− e2 + d2 a− e2 + d2 + d3 a− e2 + d2 + d3 + d4
]
There are the following possibilities for (i1, i2):
• (i1, i2) = (1, 2) =⇒ {1, 2} \ {1, 2} = {∅} =⇒ eA(1, 2) = 0,
• (i1, i2) = (1, 3) =⇒ {1, 2, 3} \ {1, 3} = {2} = {j1} =⇒ eA(1, 3) = a1,2,
• (i1, i2) = (2, 3) =⇒ {1, 2, 3} \ {2, 3} = {1} = {j1} =⇒ eA(2, 3) = a1,1.
It holds also
hciA(1, 2) = hp(a1,1,a1,2,a1,3+a2,4),
hciA(1, 3) = hp(a1,1,a2,3,a2,4),
hciA(2, 3) = hp(a2,2,a2,3,a2,4).
and therefore
hpA(z) = za1,1hp(a2,2,a2,3,a2,4)(z) + za1,2hp(a1,1,a2,3,a2,4)(z) + hp(a1,1,a1,2,a1,3+a2,4)(z).
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For instance, if A =
[
3 4 5 6
2 3 4 5
]
, then hA is computed via the component-
wise sum:
0 0 0 0 1 3 6 9 11 11 9 6 3 1 0
+ 0 0 0 1 3 6 9 11 11 9 6 3 1 0 0
1 3 6 9 11 12 12 12 12 12 11 9 6 3 1
1 3 6 10 15 21 27 32 34 32 26 18 10 4 1
As a direct consequence of Proposition 3.6 we obtain the following:
Corollary 3.8. Let X ⊆ Pn be a standard determinantal scheme of codimension
c with degree matrix A = [ai,j ] ∈ Zt×(t+c−1) and assume that a = ai,j for all i
and j. Then:
(1) hpA(z) =
t∑
i=1
(
t+ c− 2− i
c− 2
)
za(t−i)hp(a,...,a,ia)(z), for c ≥ 2,
(2) deg(X) = ac
(
t∑
i=1
i
(
t+ c− 2− i
c− 2
))
, for c ≥ 2,
(3) reg(IX) = (t+ c− 1)a− (c− 1).
For c = 1 we have by convention hpA(z) = hp(ta)(z) and deg(X) = ta.
Proof. (1) For any sequence 0 < i1 < · · · < ic−1 < t+ c− 1 we have
eA(i1, . . . , ic−1) = (ic−1 − (c− 1))a
and
hciA(i1, . . . , ic−1) = hp(a,...,a,(t−(ic−1−(c−1)))a).
Therefore, to prove the claim it is enough to compute the number of sum-
mands appearing in the formula for hpA(z). For any fixed c−1 ≤ ic−1 ≤ t+c−2
there are
(
ic−1 − 1
c− 2
)
sequences (i1, . . . , ic−2, ic−1), so there are
t∑
i=1
(
t+ c− 2− i
c− 2
)
summands in hpA(z) and the claim follows.
(2) Since deg(X) = hpA(1) and hp(a,...,a,ka)(1) = kac for any k the claim follows
from (1).
(3) reg(IX) = deg(hpA(z)) + 1 = (t+ c− 1)a− (c− 1).
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More generally it holds:
Corollary 3.9. If X ⊆ Pn is a codimension c standard determinantal scheme,
whose degree matrix A = [ai,j ] ∈ Zt×(t+c−1) has ai,j = aj for all i and j then:
hpA(z) =
∑
0<i1<···<ic−1<t+c−1
z
∑ic−1−(c−1)
i=1
ajihp
(ai1 ,...,aic−1 ,
∑t
i=ic−1−(c−2)
ai+c−1).
It is sometimes useful to have a more explicit formula for the h-polynomial
of a standard determinantal scheme. In codimension 2 or 3 we have
Lemma 3.10. For the h-polynomial hpA(z) of a degree matrix
A = [ai,j ] ∈ Zt×(t+c−1) we have
(1) For c = 2 and if:
A =

a1,1 · · · a1,t+1
a2,1 a2,t+1
...
...
at,1 · · · at,t+1
 =

ut dt
ut−1 dt−1
. . .
. . .
u1 d1

it holds
hpA(z) =
t∑
i=1
z
∑t
j=i+1
ujhp(ui,
∑i
j=1
dj).
(2) For c = 3 and if
A =
a1,1 · · · a1,t+2... ...
at,1 · · · at,t+2
 =

ut dt vt
ut−1 dt−1 vt−1
. . .
. . .
u1 d1 v1

it holds
hpA(z) =
t∑
k=1
t∑
j=k
z
αk,j+
∑t
i=j+1
uihp(uj ,dk,
∑k
j=1
vj),
where αk,j are the entries of the matrix
[αk,j ] =

0 d2 d2 + d3 · · ·
t∑
i=2
di
0 0 d3
t∑
i=3
di
...
. . .
...
dt
0 · · · · · · 0

.
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Proof. Analogous to the proof of Proposition 3.6.
We now focus on the degree and the leading coefficient of the h-polynomial.
Proposition 3.11. Let A = [ai,j ] ∈ Zt×(t+c−1) be a degree matrix and let
hA = (h0, . . . , hτ(hA)). Then:
(1) τ(hA) = a1,1 + · · ·+ a1,c + a2,c+1 + · · ·+ at,t+c−1 − c,
(2) hτ(hA) =
(
r + c− 2
c− 1
)
, where r = max{i| a1,1 = · · · = ai,1},
(3) if X ⊆ Pnis a standard determinantal scheme with degree matrix A then
deg(X) =∑
0<i1<···<ic−1<t+c−1
ai1,i1 · · · aic−1−(c−2),ic−1 ·(
∑t
i=ic−1−(c−2) ai,i+c−1).
For c = 1, we have deg(X) =
t∑
i=1
ai,i.
Proof. We will prove the claim by induction on t and c. For t, c = 1 statements
(1),(2) and (3) are clear, so let t, c > 1.
(1) By Remark 3.2 applied to the indices (t, t+ c− 1) we have
hAi = hA
(t,t+c−1)
i−at,t+c−1 +
at,t+c−1−1∑
k=0
hA
(0,t+c−1)
i−k .
Thus by induction
τ(hA) = max{τ(hA(t,t+c−1)) + at,t+c−1, τ(hA(0,t+c−1)) + at,t+c−1 − 1}
= max
{
c∑
i=1
a1,i +
t∑
i=2
ai,i+c−1 − c,
c−1∑
i=1
a1,i +
t∑
i=2
ai,i+c−2 + at,t+c−1 − c
}
and the statement in (1) follows.
(2) From the proof of (1), as
τ(hA(t,t+c−1)) + at,t+c−1 ≥ τ(hA(0,t+c−1)) + at,t+c−1 − 1,
using the homogeneity of A we deduce in particular that
hAτ(hA) = hA
(t,t+c−1)
τ(hA(t,t+c−1) )
⇐⇒ τ(hA(t,t+c−1)) > τ(hA(0,t+c−1))− 1
⇐⇒ a1,t+c−2 > at,t+c−2 ⇐⇒ a1,t+c−1 > at,t+c−1
⇐⇒ A does not have equal rows.
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Therefore it is enough to prove the second statement for matrices with equal
rows (i.e. with r = t). We have by induction:
hτ(hA) = hτ(hA(t,t+c−1) ) + hτ(hA(0,t+c−1) ) =
(
t+ c− 3
c− 1
)
+
(
t+ c− 3
c− 2
)
=
(
t+ c− 2
c− 1
)
.
(3) follows directly from deg(X) = hpA(1).
Remark 3.12. (A) Let A ∈ Zt×(t+c−1) be a degree matrix and let hA =
(h0, . . . , hs). We denote by h′ = (h′0, . . . , h′s′) the h-vector of A(t,t+c−1)
and by h′′ = (h′′0 , . . . , h′′s′′) the h-vector given by
h′′i =
at,t+c−1−1∑
k=0
hA
(0,t+c−1)
i−k ,
where hA(0,t+c−1)i−k = 0 if i < k. By Proposition 3.11 we have s′ − s′′ = et
and by Proposition 3.1, hA is computed by component-wise addition:
0 . . . 0 h′0 . . . h′s−et h
′
s−et+1 . . . h
′
s +
h′′0 . . . h
′′
at,t+c−1−1 h
′′
at,t+c−1 . . . h
′′
s′′ 0 . . . 0
hA0 . . . h
A
at,t+c−1−1 h
A
at,t+c−1 . . . h
A
s−et h
A
s−et+1 . . . h
A
s
In particular, since 0 = er ≤ er+1 ≤ · · · ≤ et, the last er+1 entries of hA
are equal to the last er+1 entries of hA¯, where A¯ is the r × (r + c − 1)
upper-left block of A.
(B) Notice that if X ⊆ Pn is a standard determinantal scheme, with Artinian
reduction R/JX of the coordinate ring S/IX , then by Proposition 3.11
the last entry dimK(soc(R/JX)τ(hA)) of the socle vector of R/JX depends
only on the codimension of X and the number of equal maximal rows in
the degree matrix of X.
(C) Since a standard determinantal scheme X is Cohen-Macaulay, Proposition
3.11 gives us an easy way to read the Castelnuovo-Mumford regularity of
X directly from the corresponding degree matrix A = [ai,j ] ∈ Zt×(t+c−1).
More precisely
reg(X) = a1,1 + · · ·+ a1,c + a2,c+1 + · · ·+ at,t+c−1 − (c− 1).
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3.2 Criteria for decreasing type
For any homogeneous ideal I ⊆ S we will write beg(I) for the least integer α,
such that Iα 6= 0.
Definition 3.13. Let h = (h0, . . . , hs) be an O-sequence. We define:
(1) s(h) := max {i|hi > hi−1} = max {i|4hi > 0},
(2) t(h) := min {i|hi > hi+1} = min {i|4hi+1 < 0},
(3) d(h) := min {i|4hi ≥ 4hi+1} = min
{
i|42hi+1 ≤ 0
}
,
(4) e(h) := max
{
j|42hi+1 ≤ 0, ∀ d(h) ≤ i ≤ j
}
,
(5) If t(h)− s(h) + 1 = l, we will say that h has a flat of length l.
Example 3.14. We have for instance:
0 1 2 3 4 5 6 7 8 9 10
h 1 3 6 10 14 17 17 14 9 4 1
4h 1 2 3 4 4 3 0 -3 -5 -5 -3
42h 1 1 1 1 0 -1 -3 -3 -2 0 2
Therefore, s(h) = 5, t(h) = 6, d(h) = 3 and e(h) = 8. Moreover h has a flat
of length 2.
Remark 3.15. Notice that:
(A) For any O-sequence h we have d(h) ≤ t(h) and d(h) ≤ e(h).
(B) For an O-sequence h, which is obtained by component-wise addition of the
O-sequences h′ and h′′, such that max {d(h′), d(h′′)} ≤ min {e(h′), e(h′′)},
holds
d(h) ≤ max {d(h′), d(h′′)} ≤ min {e(h′), e(h′′)} ≤ e(h).
A bound on the first difference of the h-vector of a standard determinantal
scheme can be easily obtained.
Lemma 3.16. For the h-vector hX = (h0, . . . , hs) of a codimension c standard
determinantal scheme X ⊆ Pn it holds:
4hXi ≤
((4hX2 )(2))i−2i−2 , for all i = 2, . . . , s .
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Proof. We will show the claim using the same proof techniques as in [4, Propo-
sition 3.6].
Since the claim is trivial for s = 2 we can assume that s ≥ 3. Let R/JX be
the artinian reduction of S/IX and let L ∈ (R/JX)1 be a general linear form.
The short exact sequence
0 //
(JX :
R
L)
JX
(−1) //
R
JX
(−1) ×L // R
JX
// R
(JX , L)
// 0
shows that 4hXi ≤ HFR/(JX ,L)(i), where the equality holds if and only if the
kernel of the multiplication map is trivial. Therefore, by [25, Theorem 6.2]
4hXi = HFR/(JX ,L)(i), ∀i ≤
⌊
s+ 1
2
⌋
.
Repeated application of Theorem 2.9 (1) and of the relations
(n(d))ab = (n(d−1))
a+1
b+1 shows then
4hi ≤ HFR/(JX ,L)(i) ≤
((
HFR/(JX ,L)(2)
)
(2)
)i−2
i−2
=
(
(4h2)(2)
)i−2
i−2
.
The first difference of the h-vector of a standard determinantal codimension 2
scheme X can be expressed also via the minimal free resolution of the defining
ideals.
Lemma 3.17. Let X ⊆ Pn be a codimension 2 standard determinantal scheme
with minimal free resolution
0 //
t⊕
j=1
S(−bj) //
t+1⊕
i=1
S(−ai) // IX // 0 .
For any positive integer d let
λ(d) = |Λ(d)| = | {i| ai ≤ d} |, µ(d) = |M(d)| = | {j| bj ≤ d} |.
We have then 4hXd = 1− λ(d) + µ(d).
Proof. Let R/JX be the artinian reduction of S/IX , where R = K[X0, X1].
The minimal free resolution of R/JX is then given by
0 //
t⊕
j=1
R(−bj) //
t+1⊕
i=1
R(−ai) // R // R/JX // 0 .
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Thus
hXd = HFR/J(d) = d+ 1−
∑
i∈Λ(d)
HFR(d− ai) +
∑
j∈M(d)
HFR(d− bj)
and therefore
4hXd = 1−
∑
i∈Λ(d)
(d+ 1− ai) +
∑
i∈Λ(d−1)
(d− ai)
+
∑
j∈M(d)
(d+ 1− bj)−
∑
j∈M(d−1)
(d− bj)
= 1− (
∑
i∈Λ(d)
((d+ 1− ai)− (d− ai)))
+
∑
i∈M(d)
(d+ 1− bj − (d− bj))
= 1− λ(d) + µ(d).
Remark 3.18. Notice that by Lemma 3.17 we have:
(A) For any d ≥ at+1 it holds 4hXd ≤ 0. In particular at+1 > s(hX).
(B) 42hXd = 4µ(d)−4λ(d) and therefore for any d ≥ at+1 + 1 it holds
42hXd ≥ 0.
Motivated by Remark 3.2, we now establish numerical conditions, which en-
sure that an O-sequence, which can be written as a component-wise sum of two
other O-sequences, is of decreasing type.
Lemma 3.19. Let h and h′ be two O-sequences of decreasing type and let H be
another O-sequence obtained by the componentwise sum of h(a) and h′ for some
a ∈ N, i.e. Hi = hi−a + h′i for all i. Assume further that τ (h) + a ≥ t (h′)− 1.
If one of the following conditions holds:
(1) s(h′) ≤ s(h) + a ≤ t(h′),
(2) s(h′) ≤ t(h) + a ≤ t(h′),
then H is of decreasing type.
Proof. Since Hi = hi−a + h′i for all i, we have τ(H) = max {τ(h) + a, τ(h′)}.
By assumption s(h′) ≤ s(h) + a ≤ t(h′), therefore it holds 4Hi > 0 for any
i = 0, . . . , s(h) + a. Since we either have t(h) + a ≤ t(h′) or t(h) + a > t(h′) and
4Hi = 0, ∀i = s(h) + a, . . . , t(h) + a, 4Hi < 0, ∀i = t(h) + a + 1, . . . , τ(H) in
the first case, and 4Hi = 0, ∀i = s(h) + a, . . . , t(h′), respectivelly 4Hi < 0,
∀i = t(h′) + 1, . . . , τ(H) in the second, we conclude.
The second statement follows in a similar manner.
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Lemma 3.20. Let h and h′ be two O-sequences of decreasing type and let H be
an O-sequence such that Hi = hi−a + h′i for some a ∈ N. Assume that:
(1) d(h) + a ≤ t(h′) ≤ e(h) + a,
(2) d(h′) ≤ t(h) + a ≤ e(h′),
(3) d(h) ≤ t(h) ≤ e(h) and d(h′) ≤ t(h′) ≤ e(h′).
Then H is of decreasing type.
Proof. To prove the statement we have to show, that if there is some index
i = 0, . . . , τ(H)− 1, such that 4Hi < 0, then 4Hi+1 < 0. Assume that
4Hi = 4hi−a +4h′i < 0
We distinguish three cases:
Case 1: 4hi−a < 0 and 4h′i < 0.
As h and h′ are of decreasing type we have that 4hi−a+1 and 4h′i+1 are both
strictly smaller than 0 or one of them is zero. Thus 4Hi+1 < 0.
Case 2: 4hi−a < 0 and 4h′i ≥ 0.
We have then i − a > t(h) and i ≤ t(h′). We obtain therefore the following
inequalities:
d(h′) + 1 ≤ t(h) + a+ 1 ≤ i ≤ t(h′) ≤ e(h) + a,
so that in particular it is true that
t(h) + 1 ≤ i− a ≤ e(h) and d(h′) + 1 ≤ i ≤ t(h′),
and thus
4hi−a ≥ 4hi−a+1 and 4h′i ≥ 4h′i+1.
It follows then
4Hi+1 = 4hi+1−a +4h′i+1
≤ 4hi−a +4h′i = 4Hi < 0.
Case 3: 4hi−a ≥ 0 and 4h′i < 0.
From the above assumption follows i−a ≤ t(h) and i > t(h′). Thus we obtain
in this case:
d(h) + a+ 1 ≤ t(h′) + 1 ≤ i ≤ t(h) + a ≤ e(h′),
so it holds in particular
d(h) + 1 ≤ i− a ≤ t(h) and t(h′) + 1 ≤ i ≤ e(h′)
and therefore
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4hi−a ≥ 4hi+1−a and 4h′i ≥ 4h′i+1.
As in the previous case it follows
4Hi+1 = 4hi+1−a +4h′i+1
≤ 4hi−a +4h′i = 4Hi < 0.
Motivated by Lemma 3.19 and Lemma 3.20 we study in the following whether
the integers d(h), s(h), t(h) and e(h) can be explicitly computed, or at least
bounded.
Proposition 3.21. Let X ⊆ Pn be a standard determinantal codimension 3
scheme with degree matrix A = [ai,j ] ∈ Zt×(t+2). It holds then:
d(hA) = beg(IX)− 1 =
t∑
i=1
ai,i − 1.
Proof. Let R/JX be the artinian reduction of S/IX , where R = K[X1, X2, X3].
We have then by definition
b = beg(IX) = beg(JX) = min
{
d|HFR(d) > HFR/JX (d)
}
.
Since hi = HFR/JX (i),
hi =
(i+ 1)(i+ 2)
2 , ∀i = 0, . . . , b− 1 and hb <
(b+ 1)(b+ 2)
2
we obtain
4hi = i+ 1, ∀i = 0, . . . , b− 1 and 4hb ≤ b
so that
42hi = 1, ∀i = 0, . . . , b− 1 and 42hb ≤ 0.
We have therefore by definition d(hA) = b− 1 =
t∑
i=1
ai,i − 1.
Remark 3.22. Notice that for codim(X) = 2 the same proof as above shows
that d(hA) = 0. Unfortunately it does not easily generalize to any codimension,
since for c > 3 it only shows that 42hb ≤
(
c−3+b
c−3
)− 1.
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Next we will consider h-vectors corresponding to standard determinantal
schemes of codimension 2, whose degree matrix has entirely positive subdiago-
nal. In their joint work (see [14, Proposition 1.3]) A. Geramita and J. Migliore
showed that such h-vectors are of decreasing type (see also [19, Remark 4.10]).
We would like to point out that the first results in this direction were obtained
by J. Harris and by R. Maggioni and A. Ragusa. J. Harris showed (see [23]) that
the general hyperplane section of reduced and irreducible curve in PnK (where
char(K) = 0) is a set X of points in Pn−1K with the uniform position property
(UPP), i.e. all subsets of X having the same cardinality have the same Hilbert-
function. Later, R. Maggioni and A. Ragusa (see [31] and [32]) proved that the
h-vector of any set of points with the UPP is of decreasing type.
Applying Lemma 3.19 and Remark 3.2 we will give a new simple proof for
the result of A. Geramita and J. Migliore, which also allows us to compute the
integers s(h) and t(h) using the corresponding degree matrix.
Remark 3.23. It is not difficult to see, that if I ⊆ S is a homogeneous complete
intersection generated in degrees a and b, then the h-vector of I is of the form
h = (h0 < h1 < . . . < ha−1 = . . . = hb−1 > . . . > ha+b−2),
where ha−1 = · · · = hb−1 = a and the first difference satisfies:
• 4h(i) = 1 ∀ i = 0, . . . , a− 1,
• 4h(i) = 0∀ i = a, . . . , b− 1,
• 4h(i) = −1 ∀ i = b, . . . , a+ b− 2.
In particular one has that d(h) = 0, s(h) = a−1, t(h) = b−1 and e(h) = a+b−3.
Proposition 3.24. Let A = [ai,j ] ∈ Zt×(t+1) be a degree matrix with positive
subdiagonal, i.e. ai+1,i > 0 for all i = 1, . . . , t − 1. Then hA is of decreasing
type and it holds:
(1) s
(
hA
)
=
t−1∑
i=1
ai+1,i + a1,t − 1 =
t∑
i=1
ai,i − 1,
(2) t
(
hA
)
=
t−1∑
i=1
ai+1,i + a1,t+1 − 1 =
t−1∑
i=1
ai,i + at,t+1 − 1,
(3) τ
(
hA
)
=
t∑
i=1
ai,i + a1,t+1 − 2.
For the first difference we have in particular:
• 4hAi = 1∀ i = 0, . . . , s(hA),
• 4hAi = 0∀ i = s(hA) + 1, . . . , t(hA),
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• 4hA < 0∀ i = t(hA) + 1, . . . , τ(hA),
and d(hA) ≤ t(hA) ≤ e(hA).
Proof. We will prove the statement by induction on t. For t = 1 the claim
follows from Remark 3.23.
Let t > 1. We modify the matrix A by moving the first row after the last
one, obtaining the matrix
B =

a2,1 a2,2 · · · a2,1
a3,1 a3,2 · · · a3,t+1
...
...
...
at,1 at,2 · · · at,t+1
a1,1 a1,2 · · · a1,t+1
.
By Remark 3.2 (see also Lemma 3.10) we have
hAi = hBi = hB
(1,1)
i−a2,1 + h
(a2,1,
∑t
i=2
ai,i+a1,t+1)
i .
For simplicity we will use the following notation
h′ = hB(1,1) and h′′ = h(a2,1,
∑t
i=2
ai,i+a1,t+1).
It holds by induction
s(h′) =
t−1∑
i=2
ai+1,i + a1,t − 1,
t(h′) =
t−1∑
i=2
ai+1,i + a1,t+1 − 1.
By Remark 3.23 it follows
s(h′′) = a2,1 − 1 and t(h′′) =
t∑
i=2
ai,i + a1,t+1 − 1.
Using the homogeneity of A it is easy to see that
a2,1 + a1,2 + a1,3 +
∑t
i=3 ai,i+1 ≥
∑t
i=2 ai,i + a1,t+1,
so τ(h′) +a2,1 ≥ t(h′′)−1. Similarly s(h′) +a2,1 ≤ t(h′′), wherefrom by Lemma
3.19, hA is of decreasing type. Since it also holds s(h′) + a2,1 ≤ t(h′′) we have
s(hA) = s(h′) + a2,1 and t(hA) = t(h′) + a2,1.
The statement about the first difference follows easily from the induction hy-
pothesis together with Remark 3.23.
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We ask next whether the h-vector hA of a standard determinantal scheme
of codimension 3 satisfies the conditions of Lemma 3.20. Since by Remark 3.2
hA = h′i−a +Hi, where Hi =
∑a−1
k=0 hi−k and h is a codimension 2 standard de-
terminantal h-vector, we would like to know in particular how d(H), s(H), t(H)
and e(H) are related to d(h), s(h), t(h) and e(h).
Lemma 3.25. Let A = [ai,j ] ∈ Zt×(t+1) be a degree matrix with corresponding
h-vector hA = (h0, . . . , hs). For any a = 1, . . . , s(hA) let H = (H0, . . . ,Hs+a−1)
be the O-sequence given by Hi =
∑a−1
k=0 hi−k. It holds then:
(1) d(H) = a− 1,
(2) s(hA) ≤ s(H) and t(hA) ≤ t(H) ≤ t(hA) + a− 1,
(3) t(hA) + a− 1 ≤ e(H),
(4) e(h) ≤ e(H),
(5) d(H) ≤ t(H) ≤ e(H).
Proof. (1) Since Hi =
a−1∑
k=0
hi−k, it holds 42Hi+1 = 4hi+1 −4hi+1−a. There-
fore, for i = a − 1 we have 42Ha = 4ha − 4h0 = 1 − 1 = 0 and for any
0 ≤ i < a− 1, 42Hi+1 = 4hi+1 = 1 so that by definition d(H) = a− 1.
(2) The first inequality is obvious, since as hA is of decreasing type we have
4Hs(hA) = hs(hA) − hs(hA)−a > 0.
As h is of decreasing type, for any integer i such that 4Hi+1 < 0 it follows that
i+ 1 > t(hA) and thus t(hA) ≤ t(H). On the other hand, for i = t(hA) + a− 1
we have
4Hi+1 = ht(hA)+a − ht(hA) < 0
and therefore t(H) ≤ t(hA) + a− 1.
(3) By (1) we have d(H) = a− 1. We distinguish three cases:
Case 1: a− 1 ≤ i ≤ s(hA)− 1. We obtain
42Hi = 4hi −4hi−a = 1− 1 = 0.
Case 2: s(hA)− 1 ≤ i ≤ t(hA)− 1.
As 4hi+1 = 0 , 4hi+1−a ∈ {0, 1} it holds
42Hi+1 = 4hi+1 −4hi+1−a ≤ 0.
Case 3: t(hA) ≤ i ≤ t(hA) + a− 1.
Then 4hi+1 < 0 and 4hi+1−a ∈ {0, 1}, so
42Hi+1 = 4hi+1 −4hi+1−a ≤ 0.
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(4)Let e = e(h). By (1) d(H) = a − 1 and so for any a − 1 ≤ i ≤ e we have
0 ≤ i+ 1− a ≤ e− (a− 1) and thus
4hi+1 ≤ 4hi ≤ · · · ≤ 4hi+1−a.
The inequalities show in particular that 42Hi+1 ≤ 0 and we conclude.
(5) Follows directly from (2) and (3).
Corollary 3.26. With the same assumptions as in Lemma 3.25 and requiring
in addition that t(hA)− s(hA) ≥ a− 1 we obtain:
t(H) = t(hA).
Proof. Let t = t(hA) and s = s(hA). Then by assumption t− a+ 1 ≥ s. As hA
is of decreasing type it holds ht+1 < ht = ht−a+1. Thus t = t(hA) ≥ t(H) and
the claim follows from Lemma 3.25.
Lemma 3.27. Let A = [ai,j ] ∈ Zt×(t+1) be a codimension 2 degree matrix.
Then:
(1) If A has equal rows, then e(hA) = τ(hA)− 1.
(2) If A does not have equal rows, it holds e(hA) =
∑t
i=1 ai,i + at,t+1 − 2.
Proof. (1) We proceed by induction on t. For t = 1 the claim follows from
Remark 3.23. When t > 1, by Remark 3.2 we have
42hAi+1 = 42hA
(t,t+1)
i+1−at,t+1 +42h
(at,t+1,
∑t
i=1
ai,i)
i+1 .
Since
42h(at,t+1,
∑t
i=1
ai,i)
i =
{
0, i 6= at,t+1,
∑t
i=1 ai,i
−1, i = at,t+1,
∑t
i=1 ai,i
and as by induction e = e(hA(t,t+1)) = τ(hA(t,t+1))− 1, we obtain
42hAe+1+at,t+1 = 42hAτ(hA) = 42hA
(t,t+1)
e+1 ≤ 0
and the claim follows.
(2) We use induction on t. For t = 2 by Remark 3.12, hA is computed in the
following way
+ 0 · · · 0 h′0 · · · h′s−e2 h′s−e2+1 h′s−e2+2 · · · h′s
h′′0 · · · h′′a2,3−1 h′′a2,3 · · · h′′τ(h′′) 0 0 · · · 0
hA0 · · · hAa2,3−1 hAa2,3 · · · hAs−e2 hAs−e2+1 hAs−e2+2 · · · hAs
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Therefore, 42hA is obtained via:
+ 0 · · · 0 42h′0 · · · 42h′s−e2 42h′s−e2+1 42h′s−e2+2 · · · 42h′s
42h′′0 · · · 42h′′a2,3−1 42h′′a2,3 · · · 42h′′τ(h′′) 0 1 · · · 0
42hA0 · · · 42hAa2,3−1 42hAa2,3 · · · 42hAs−e2 42hAs−e2+1 42hAs−e2+2 · · · 42hAs
where h′ = h(a1,1,a1,2) and h′′ = h(a2,3,a1,1+a1,2). Since 42h′i = −1 only for
i = a1,1, a1,2 and otherwise 42h′i = 0, and as s − e2 + 2 = a1,1 + a1,2 + a2,3 −
(a1,2 − a2,2) + 2 = a1,1 + a2,2 + a2,3 + 2 > a1,2, we have 42hAs−e2+2 = 1 and42hAs−e2+1 ≤ 0 . Therefore e(hA) = s− e2 as claimed.
Let t > 2. Using Remark 3.12 we can write as above hA as the componentwise
sum of h′ = hA(t,t+1) and h′′ = h(at,t+1,
∑t
i=1
ai,i). Then
e(hA) = min {e(h′) + at,t+1, s− et}.
By induction
e(h′) + at,t+1 =
t−1∑
i=1
ai,i + at−1,t + at,t+1 − 2.
Since
s− et = a1,1 + a1,2 + a2,3 + · · ·+ at,t+1 − (a1,t−1 − at,t−1)− 2
=
t−1∑
i=1
ai,i + at,t + at,t+1 − 2
we conclude.
Example 3.28. Consider the codimension 3 degree matrix A =
4 5 6 62 3 4 4
1 2 3 3
 .
By Remark 3.2 we have then
hA = hA(3,4)i−3 +
2∑
k=0
hA
(0,4)
i−k = hA
(3,4)
i−3 +Hi
It holds in particular:
0 1 2 3 4 5 6 7 8 9 10 11
hA
(0,4) 1 2 3 4 5 6 7 7 6 4 2 1
4hA(0,4) 1 1 1 1 1 1 1 0 -1 -2 -2 -1
42hA(0,4) 1 0 0 0 0 0 0 -1 -1 -1 0 1
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and
d(hA
(0,4)
) = 0,
s(hA
(0,4)
) = 2 + 5− 1 = 6,
t(hA
(0,4)
) = 2 + 6− 1 = 7,
e(hA
(0,4)
) = 4 + 3 + 4− 2 = 9.
For H we have
0 1 2 3 4 5 6 7 8 9 10 11 12 13
H 1 3 6 9 12 15 18 20 20 17 12 7 3 1
4H 1 2 3 3 3 3 3 2 0 -3 -4 -5 -4 -2
42H 1 1 1 0 0 0 0 -1 -2 -3 -1 -1 1 2
Therefore
d(H) = 2,
s(hA
(0,4)
) < s(H) = 7
t(hA
(0,4)
) < t(H) = 8
t(hA
(0,4)
) < t(H) < t(hA
(0,4)
) + 2
e(hA
(0,4)
) < e(H) = 10
and
t(hA(0,4)) + 2 < e(H)
as expected.
Let A ∈ Zt×(t+c−1) be a degree matrix with positive subdiagonal and let B
be the matrix obtained from A by moving the first row after the last one as in
the proof of Proposition 3.24. By Remark 3.2 we have then
hAi = hB
(1,1)
i−a2,1 +
a2,1−1∑
k=0
hB
(0,1)
i−k .
For brevity we use the notation h′ = hB(1,1) , h′′ = hB(0,1) and H will be the
h-vector given by Hi =
a2,1−1∑
k=0
hB
(0,1)
i−k . We have then:
Lemma 3.29. For any degree matrix A = [ai,j ] ∈ Zt×(t+c−1) it is true that
d(hA) ≤ t(hA) ≤ e(hA).
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Proof. Since the first inequality is trivial, we show only the second. We use the
abbreviation a = a2,1. As hAi+1 = h′i+1−a +
∑a−1
k=0 h
′′
i+1−k, we have
4hAi+1 = 4h′i+1−a + h′′i+1 − h′′i+1−a
42hAi+1 = 42h′i+1−a +4h′′i+1 −4h′′i+1−a.
Let t = t(hA). Then by definition it follows
4hAt+1 < 0⇐⇒ h′′t+1−a > 4h′t+1−a + h′′t+1,
4hAt ≥ 0⇐⇒ h′′t−a ≤ 4h′t−a + h′′t .
From those inequalities it follows in particular
4h′′t+1−a = h′′t+1−a − h′′t−a > 4h′t+1−a + h′′t+1 − h′′t−a
≥ 4h′t+1−a + h′′t+1 −4h′t−a − h′′t
= 42h′t+1−a +4h′′t+1.
This shows that 42hAt+1 ≤ 0 and the claim follows.
Remark 3.30. The following example shows that the second condition
d(H) ≤ t(h′) + a2,1 ≤ e(H) of Lemma 3.20 does not hold in general. Let
A =
[
9 10 10 11
1 2 2 3
]
.
We have then
h′ = h(10,10,11) =
(1, 3, 6, 10, 15, 21, 28, 36, 45, 55, 64, 71, 76, 79, 80, 79, 76, 71, 64, 55, 45, 36, 28, 21, 15, 10, 6, 3, 1).
Since a2,1 = 1, it follows
H = h′′ = hA(0,1) = (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 12, 10, 8, 7, 6, 5, 4, 3, 2, 1).
We obtain therefore
t(h′) + a2,1 = 15 > 13 = e(h′′).
A more involved computation shows that if A is a degree matrix given by
A =
[
a+ b+ c+ d+ 1 2b+ c+ d+ 1 b+ 2c+ d+ 1 b+ c+ 2d+ 1
a b c d
]
,
where a, b, c, d are positive integers such that 2a+ b ≥ c+ 2, then
t(h′) + a2,1 > e(H).
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Since the answer to the question of whether any codimension 3 degree matrix
satisfies the first two conditions of Lemma 3.20 is negative, we study whether
there are numerical conditions on the entries of the matrix which ensure that
the inequalities (1) and (2) in Lemma 3.20 hold. Keeping the same notation as
above we obtain the following result:
Lemma 3.31. For any degree matrix A = [ai,j ] ∈ Zt×(t+2) with a2,1 = at,1 we
have
d(h′) + a2,1 ≤ t(H) ≤ e(h′) + a2,1.
Proof. By Proposition 3.21 we have d(h′)+a2,1 = a1,1+
∑t
i=2 ai,i. As by Lemma
3.25 t(h′′) ≤ t(H) the first inequality follows directly from Proposition 3.24.
For the second inequality it is enough to show that t(h′′) − 1 ≤ e(h′). We
proceed by induction on t.
Let t = 2, by Proposition 3.24 we have t(h′′) = a2,2 + a1,4 − 1, on the other
hand, as h′ = h(a1,2,a1,3,a1,4), it holds that e(h′) = a1,4+a1,3−2 (see also Remark
3.32) and the claim follows.
For t > 2 we want to show that e(h′) ≥ t(h′′)− 1 = ∑ti=2 ai,i + a1,t+2 − 2.
We denote by
B′ = B(1,1) =

a3,2 a3,3 · · · a3,t+2
a4,2 a4,3 · · · a4,t+2
...
...
...
at,2 at,3 · · · at,t+2
a1,2 a1,3 · · · a1,t+2
.
According to our notation h′ = hB′ . By Remark 3.2 we have then:
h′i = hB
′(1,1)
i−a3,2 +
a3,2−1∑
k=0
hB
′(0,1)
i−k = g′i−a3,2 +
a3,2−1∑
k=0
g′′i−k.
We will denote by G the sequence defined by Gi =
a3,2−1∑
k=0
g′′i−k. By induction
e(g′) + a3,2 ≥ t(g′′) + a3,2 − 1 =
t∑
i=3
ai,i + a3,2 + a1,t+2 − 2 = t(h′′)− 1.
On the other hand by Lemma 3.25 it is true that e(G) ≥ t(g′′) + a3,2− 1. Since
max {d(g′) + a3,2, d(G)} ≤ min {e(g′) + a3,2, e(G)},
it holds that e(h′) ≥ min {e(g′) + a3,2, e(G)} and the claim follows.
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Remark 3.32. Let I ⊆ S be a complete intersection ideal with generators
in degrees a, b and c. Using Remark 3.23 and the fact that the entries of the
corresponding h-vector h(a,b,c) are computed via h(a,b,c)i =
∑a−1
k=0 h
(b,c)
i−k it is not
difficult to verify that:
(A) h(a,b,c) has a flat of length ≥ 3 ⇐⇒ (c− b+ 1)− (a− 1) ≥ 3
(i.e. ⇐⇒ c ≥ a+ b+ 1). It holds in particular that
s(h(a,b,c)) = a+ b− 2 and t(h(a,b,c)) = c− 1.
(B) h(a,b,c) does not have a flat of length ≥ 3 ⇐⇒ c ≤ a+ b and we have
(1) c = a+ b =⇒ s(h(a,b,c)) = c− 2 and t(h(a,b,c)) = c− 1,
(2) c = a+ b− 1 =⇒ s(h(a,b,c)) = t(h(a,b,c)) = c− 1,
(3) c = a+ b− 2 =⇒ s(h(a,b,c)) = c− 1 and t(h(a,b,c)) = c,
Note that in all of the three cases above we have ht(h(a,b,c)) = ab.
(4) If (c− b+ 1)− (a− 1) = k < 0 , we have the following cases:
• If k is odd , s(h(a,b,c)) = t(h(a,b,c)) = a+ b+ c− 32 ,
• If k is even, t(h(a,b,c)) = a+ b+ c− 22 and
s(h(a,b,c)) = a+ b+ c− 42 .
Notice also that we have d(h(a,b,c)) = a− 1 and e(h(a,b,c)) = b+ c− 2.
From Remark 3.32 by induction it easily follows:
Remark 3.33. Let I ⊆ S be a codimension c ≥ 3 ideal generated in degrees
(a1, . . . , ac) and assume that ac ≥ a1 + · · ·+ ac−1 − (c− 2). Then:
s(h(a1,...,ac)) = a1 + · · ·+ ac−1 − (c− 1)
t(h(a1,...,ac)) = ac − 1.
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3.3 Conditions for decreasing type in codimension 3
In this section we will show that any degree matrix A ∈ Zt×(t+2), whose first
subdiagonal is entirely positive and whose largest entry is “big enough”, has an
h-vector of decreasing type. We will also prove that the h-vector of a standard
determinantal ideal of codimension 3 with defining matrix M is of decreasing
type, if all entries in M have the same degree (i.e. all entries in the degree
matrix of I are equal).
We have seen in Proposition 3.6 that the h-vector of any standard deter-
minantal scheme can be obtained as a component-wise sum of complete inter-
sections. We ask therefore whether the entries of any h-vector of a complete
intersection can be explicitly computed. In codimension three using the fact
hp(a1,a2,a3)(z) =
3∏
i=1
(1 + · · ·+ zai−1) (see Lemma 2.6), a more involved compu-
tation (see [38, Lemma 2.9]) shows:
Lemma 3.34. Let 2 ≤ a1 ≤ a2 ≤ a3 and h(a1,a2,a3) = (h0, . . . , ha1+a2+a3−3) be
the h-vector of a homogeneous complete intersection ideal I ⊆ K[X1, X2, X3],
generated in degrees a1, a2 and a3. Then:
(A) If a1 + a2 − 1 ≤ a3, we have:
(1) hi =
(
i+2
2
)
, for i = 0, . . . , a1 − 2,
(2) hi =
(
a1+1
2
)
+ j · a1, for i = a1 − 1, . . . , a2 − 1 and j = i− (a1 − 1),
(3) hi =
(
a1+1
2
)
+ a1(a2 − a1) +
∑j
k=1(a1 − k), for i = a2, . . . , a1 + a2 − 3
and j = i− (a2 − 1),
(4) hi = a1 · a2, for i = a1 + a2 − 2, . . . , a3 − 1,
(5) hi = ha1+a2+a3−3−i, for i ≥ a3.
(B) If a1 + a2 − 1 > a3, then:
(1) hi =
(
i+2
2
)
, for i = 0, . . . , a1 − 2,
(2) hi =
(
a1+1
2
)
+ j · a1, for i = a1 − 1, . . . , a2 − 1 and j = i− (a1 − 1),
(3) hi =
(
a1+1
2
)
+ a1(a2 − a1) +
∑j
k=1(a1 − k), for i = a2 − 1, . . . , a3 − 1
and j = i− (a2 − 1),
(4) hi = ha3−1 +
∑j
k=1(a1 + a2 − a3 − 2k),
for i = a3 − 1, . . . , a3 − 1 +
⌊
a1+a2−a3−1
2
⌋
and j = i− (a3 − 1),
(5) hi = ha1+a2+a3−3−i, for i > a3 − 1 +
⌊
a1+a2−a3−1
2
⌋
.
Using Remark 3.32 we can easily establish numerical conditions on the entries
of a degree matrix A ∈ Z2×4, which ensure that hA is of decreasing type.
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Lemma 3.35. Let A = [ai,j ] ∈ Z2×4 be a degree matrix, such that a2,1 > 0.
Assume that one of the following conditions holds:
(1) a1,4 ≥ a1,2 + a1,3 − 1,
(2) a1,4 = a1,2 + a1,3 − 2 and a2,1 ≤ a2,2 + a2,3 − 2,
(3) a1,4 < a1,2 + a1,3 − 2 and a1,2 ≤ a2,3 + a2,4 + 2(a2,2 − 1),
then hA is of decreasing type.
Proof. By Remark 3.2 we have hAi = h
(a1,2,a1,3,a1,3)
i−a2,1 +
∑a2,1−1
k=0 h
A(0,1)
i−k .
We write for simplicity h′ = h(a1,2,a1,3,a1,3), h′′ = hA(0,1) and H denotes the
O-sequence given by Hi =
∑a2,1−1
k=0 h
A(0,1)
i−k . By Lemma 3.29 and Lemma 3.25 we
have d(h′) ≤ t(h′) ≤ e(h′) and d(H) ≤ t(H) ≤ e(H). On the other hand, since
d(h′) = a1,2 − 1, e(h′) = a1,3 + a1,4 − 2 and t(H) ≥ t(h′′) = a2,2 + a1,4 − 2 we
obtain d(h′) + a2,1 ≤ t(H) ≤ e(h′) + a2,1.
Since d(H) = a2,1−1 ≤ t(h′) +a2,1 and e(H) ≥ e(h′′) = a1,3 +a2,3 +a2,4−2,
using Remark 3.32, it is easy to check that if one of the conditions (1)-(3) holds,
then d(H) ≤ t(h′) + a2,1 ≤ e(H), so by Lemma 3.20 we can conclude the proof.
Example 3.36. Consider the degree matrices
A1 =
[
2 3 4 6
1 2 3 5
]
, A2 =
[
2 3 4 5
1 2 3 4
]
and A3 =
[
2 3 4 4
1 2 3 3
]
,
which satisfy the first, second and respectively the third condition. The corre-
sponding h-vectors are:
hA1 = (1, 3, 6, 10, 14, 17, 18, 17, 14, 9, 4, 1),
hA2 = (1, 3, 6, 10, 14, 17, 17, 14, 9, 4, 1),
hA3 = (1, 3, 6, 10, 14, 16, 14, 9, 4, 1)
and as expected they are of decreasing type.
Next, we will generalize Lemma 3.35 (1).
Remark 3.37. If A is a degree matrix, whose first subdiagonal has negative
entries, then hA is in general not of decreasing type and not even unimodal as
the following example shows. For
A =

1 1 3 3 3 3
1 1 3 3 3 3
−1 −1 1 1 1 1
−1 −1 1 1 1 1

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we have hA = (1, 3, 6, 10, 9, 11, 5, 3), which is not of decreasing type and not
unimodal.
Theorem 3.38. Let A = [ai,j ] ∈ Zt×(t+2) be a degree matrix with positive
subdiagonal, i.e. ai+1,i > 0 for all i = 1, . . . , t − 1. Assume that a1,t+2 ≥
a1,t+1+a1,t−1. Then hA is of decreasing type and t(hA) = a1,t+2+
t−1∑
i=1
ai+1,i−1.
Proof. We will prove the claim by induction on t. Since for t = 1 there is
nothing to show, let t > 1.
By Remark 3.2 we have hAi = h′i−a2,1 +
∑a2,1−1
k=0 h
′′
i−k, where h′ = hA
(2,1) ,
h′′ = hA(0,1) and H is given by Hi =
∑a2,1−1
k=0 h
′′
i−k. By induction h′ is of
decreasing type and
t(h′) =
t−1∑
i=2
ai+1,i + a1,t+2 − 1.
According to Proposition 3.24 and Lemma 3.25, H is of decreasing type and
t(H) ≥ t(h′′) =
t∑
i=2
ai,i + a1,t+2 − 1.
It holds then
t(h′) + a2,1 ≤ t(h′′) ≤ t(H).
For i = t(h′) + a2,1 we have by definition 4h′i+1−a2,1 = 4h′t(h′)+1 < 0.
Using the homogeneity of the degree matrix A we obtain t(h′) + 1 ≥ s(h′′).
This shows
4Ht(h′)+1+a2,1 = h′′t(h′)+1+a2,1 − h′′t(h′)+1 ≤ 0
and therefore
4hAi+1 = 4h′i+1−a2,1 +4Hi+1 < 0.
On the other hand for any i < t(h′) + a2,1 (as i + 1 ≤ t(h′) + a2,1 ≤ t(H) and
i + 1 − a2,1 ≤ t(h′)) we have 4Hi+1 ≥ 0 and 4h′i+1−a2,1 ≥ 0. This implies
4hAi+1 ≥ 0 and it holds in particular that t(hA) =
∑t−1
i=1 ai+1,i + a1,t+2 − 1 as
claimed.
Next we show that for any t(hA) + 1 ≤ i ≤ τ(hA) we have 4hAi < 0.
Let i ≥ t(hA) + 1 = t(h′) + a2,1 + 1, we have then 4h′i−a2,1 < 0 and as
t(h′) + a2,1 + 1 ≥ s(h′′) + a2,1 it holds also that 4Hi = h′′i − h′′i−a2,1 ≤ 0. It
follows therefore that 4hAi = 4h′i−a2,1 +4Hi < 0 and we conclude.
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Remark 3.39. Notice that if the first subdiagonal is not entirely positive, then
the condition a1,t+2 ≥ a1,t+1 + a1,t − 1 has no influence on the type of the
h-vector. For
A1 =
[
2 5 5 10
−1 2 2 7
]
and A2 =
[
2 4 4 7
−1 1 1 4
]
,
we have hA1 = (1, 3, 6, 10, 13, 15, 17, 18, 18, 17, 15, 14, 12, 8, 5, 3, 1) is of decreas-
ing type, while hA2 = (1, 3, 6, 8, 10, 11, 10, 10, 8, 5, 3, 1) is not.
The simplest case where the numerical condition a1,t+2 ≥ a1,t+1 + a1,t − 1
does not hold is given by a degree matrix A ∈ Zt×(t+2) whose entries are all
equal. The next result shows that also in this case hA is of decreasing type.
Proposition 3.40. Let A = [ai,j ] ∈ Zt×(t+2) be a degree matrix with equal
entries,i.e. ai,j = a for all i and j. Then hA is of decreasing type and it holds:
d(hA) = at− 1 and e(hA) = (t+ 1)a− 2.
Proof. Applying Corollary 3.8 we can write the h-polynomial of A in the fol-
lowing way
hpA(z) = (1 + z + · · ·+ za−1)
t∑
i=1
(t+ 1− i)z(t−i)ahp(a,ia)(z).
If we denote by h′ = (h′0, . . . , h′(t+1)a−2) the coefficients of the polynomial∑t
i=1(t+ 1− i)z(t−i)ahp(a,ia)(z), then by Remark 3.23 we have in particular
4h′i = 1, ∀i = 1, . . . , a− 1
4h′i = 2, ∀i = a, . . . , 2a− 1
4h′i = 3, ∀i = 2a, . . . , 3a− 1
...
4h′i = t, ∀i = (t− 1)a, . . . , ta− 1
4h′i = −
t(t+ 1)
2 , ∀i = ta, . . . , (t+ 1)a− 2.
Notice that 4h′(t+1)a−1 = − t(t+1)2 .
Obviously h′ is a sequence of decreasing type, so by Lemma 3.4 hA is also of
decreasing type. Since hAi =
∑a−1
k=0 h
′
i−k, it holds that
42hAi+1 = 4h′i+1 −4h′i+1−a.
By Lemma 3.21 we have d(hA) = ta− 1. Since for any ta− 1 ≤ i ≤ (t+ 1)a− 2,
42hAi+1 ≤ 0 we conclude e(hA) = (t+ 1)a− 2.
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Remark 3.41. For a degree matrix A = [ai,j ] ∈ Zt×(t+2), which satisfies the
condition a1,t+2 ≥ a1,t+1 + a1,t − 1, Theorem 3.38 provides a simple formula
for the first place t(hA), where the h-vector hA start decreasing. In general it
appears to be very difficult to compute explicitly t(hA), even if we assume that
the entries of A are all equal to a. In the settings of Proposition 3.40, based on
our computations with the computer algebra system CoCoA, we conjecture that
t(hA) = at+
⌊2a− 1
t+ 3
⌋
.
Example 3.42. Consider the matrix A =
3 3 3 3 33 3 3 3 3
3 3 3 3 3
. The formula:
hpA(z) = (1 + z + z2)
3∑
i=1
(4− i)z(3−i)3hp(3,i3)(z)
obtained in the proof of Proposition 3.40 suggests the following easy way for
computing hA. First compute the component-wise sum of complete intersection
h-vectors
1 2 3 2 1
1 2 3 2 1
+ 1 2 3 2 1
1 2 3 3 3 3 2 1
1 2 3 3 3 3 2 1
1 2 3 3 3 3 3 3 3 2 1
1 2 3 5 7 9 12 15 18 12 6
and then, in order to obtain hA, simply shift the result a = 3 times by one and
add the entries component-wise as follows:
1 2 3 5 7 9 12 15 18 12 6
+ 1 2 3 5 7 9 12 15 18 12 6
1 2 3 5 7 9 12 15 18 12 6
1 3 6 10 15 21 28 36 45 45 36 18 6
We obtain as expected
d(hA) = 3 · 3− 1 = 8,
e(hA) = 4 · 3− 2 = 10,
t(hA) = 3 · 3 +
⌊
2.3− 1
3 + 3
⌋
= 9.
Using Matroid theory we will show in the next chapter, that a more general
result than the one given in Proposition 3.40 is true.
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4 Standard determinantal schemes and
pure O-sequences
Our aim in this chapter is to characterize the degree matrices whose h-vectors
are pure O-sequences and to answer the question whether each pure O-sequence
can be obtained as the h-vector of some standard determinantal scheme.
The content of this chapter is joint work with A. Constantinescu.
We will first recall some of the algebraic and combinatorial notions that will
be used through this section. Since in codimension one all h-vectors are finite
sequences of ones and thus pure O-sequences, we will assume from now on that
the codimension c is greater than two.
For a positive integer n we will write [n] for the set {1, . . . , n}. A simplicial
complex ∆ on the vertex set [n] is a collection of subsets on [n], which is closed
under the operation of taking subsets i.e. if G ⊆ F ∈ ∆, then G ∈ ∆. An
element F ∈ ∆ is called a face of ∆. The faces of ∆ which are maximal with
respect to inclusion will be called facets . We use the notation
F(∆) := {F ∈ ∆|F is a facet}.
The dimension of a face F ∈ ∆ is defined to be |F | − 1 and the dimension of
∆ is given by
dim(∆) := max {dim(F )|F ∈ ∆}.
A simplicial complex is called pure if all facets have the same cardinality.
If F1, . . . , Fm are subsets of [n], then we denote by 〈F1, . . . , Fm〉 the smallest
simplicial complex on [n] that contains them. More precisely
〈F1, . . . , Fm〉 := {F ⊂ [n] | ∃i ∈ {1, . . . ,m} : F ⊂ Fi}.
Observe that a simplicial complex ∆ is determined by F(∆), we have
∆ = 〈F |F ∈ F(∆)〉.
The dual complex of ∆ is the simplicial complex ∆c on [n] with facets
F(∆c) = {[n] \ F |F ∈ F(∆)}.
For a vertex v ∈ ∆ the link of v in ∆ is the following simplicial complex:
link∆(v) = {F ∈ ∆| v /∈ F andF ∪ {v} ∈ ∆}.
We will write ∆ \ v for the simplicial complex
∆ \ v = {F ∈ ∆| v /∈ F}
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and call ∆ \ v the deletion of v. A vertex v ∈ ∆ with v ∈ F for any F ∈ F(∆)
is called a cone point of ∆.
Denote by S = K[x1, . . . , xn] the polynomial ring over K in n variables. For
each subset F ⊂ [n] we define the monomial xF and the prime ideal pF as
follows
xF =
∏
i∈F
xi, pF = (xi| i ∈ F ).
The Stanley-Reisner ideal of ∆ is defined by I∆ = (xF |F /∈ ∆), so it is generated
by the monomials xF corresponding to the minimal nonfaces F ∈ ∆.
It is well known that the prime decomposition of the Stanley-Reisner ideal is
given by:
I∆ =
⋂
F∈F(∆)
p[n]\F =
⋂
G∈F(∆c)
pG.
A collection of vertices F ⊆ [n] is called a vertex cover of ∆ if F ∩ G 6= ∅ for
all G ∈ F(∆). A vertex cover F is called basic if there is no proper subset of F
which is again a basic cover. The ideal
J(∆) = I∆c =
⋂
F∈F(∆)
pF
is called the cover ideal of ∆. The name comes from the following equality
J(∆) = (xF |F is a basic vertex cover of∆).
We denote by K[∆] = S/I∆ the Stanley-Reisner ring of ∆ and by HSK[∆](z)
the Hilbert-Series of K[∆]. A general result states that HSK[∆](z) can be
written in a rational form:
HSK[∆] =
hpK[∆](z)
(1− z)d ,
where d = dim(K[∆]) = dim(∆) + 1. The numerator hpK[∆](z) = 1 + h1z +
· · · + hszs is called the h-polynomial of the Stanley-Reisner ring K[∆] and its
coefficients are the entries of the h-vector of k[∆], hK[∆] = (1, h1, . . . , hs).
Remark 4.1. In the classical terminology h∆ denotes the h-vector of the dual
simplicial complex ∆c. We will adopt this notation throughout this chapter, thus
h∆ := hK[∆c].
Definition 4.2. A simplicial complex ∆ is called matroid complex (or just
matroid) if one of the following properties holds:
(1) The augmentation axiom: For any two faces F,G ∈ ∆ with |F | < |G| there
exists i ∈ G such that F ∪ {i} ∈ ∆,
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(2) The exchange property: For any two facets F,G ∈ F(∆) and for any i ∈ F
there exists a j ∈ G such that (F \ {i}) ∪ {j} ∈ ∆,
(3) For any subset F ⊂ [n] the restriction ∆F = {G ∈ ∆|G ⊆ F} is pure.
Example 4.3. If A ∈ Fm×n is a matrix over a field F and ci(A) denotes the
i-th column of A, then
∆ = {F ⊂ [n]|F = {i1, . . . , ik} : ci1(A), . . . , cik(A) lin. independent overF}
is easily seen to be a matroid (see e.g. [36, Proposition 1.1.1]). This matroid is
called the vector matroid of A and denoted by M [A].
More generally the concept of matroid is an “abstraction of linear indepen-
dence”.
In this work we will use matroids to obtain a connection between h-vectors of
standard determinantal ideals and pure O-sequences.
Remark 4.4. According to [11, Remark 1.7] (see also [34, Remark 2.4]), if ∆
is a matroid and v ∈ ∆ not a cone point, then
h∆i = h
∆\v
i−1 + h
link∆(v)
i .
Notice that since ∆ is a matroid, then both ∆ \ v and link∆(v) are matroids as
well.
Definition 4.5. Let ∆ and Γ be a simplicial complexes and ϕ : ∆ −→ Γ a
function. Then ϕ is an isomorphism if ϕ is bijective and whenever F ⊆ G ∈ ∆,
we have ϕ(G) ⊆ ϕ(F ).
Definition 4.6. A matroid ∆ is called representable over a field F (or F-
representable) if there exists a matrix A ∈ Fm×n such that ∆ ∼= M [A].
The following duality results are well known:
Theorem 4.7. ([36, Theorem 2.1.1] and [36, Corollary 2.2.9])
For a simplicial complex ∆ on [n] holds:
(1) ∆ is matroid ⇐⇒ ∆c is a matroid.
(2) If ∆ is a matroid, then:
∆ is F-representable ⇐⇒ ∆c is F-representable.
Huh recently showed (see [27]) that the h-vector of any matroid representable
over a field of characteristic zero is log-concave (i.e. its entries satisfy the in-
equality h2i ≥ hi−1 · hi for any i).
The problem of characterizing pure O-sequences is far from being solved. One
of the main results on this topic is due to Hibi:
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Theorem 4.8. ([26, Theorem 1.1])
Let h = (h0, . . . , hs) be a pure O-sequence. Then:
hi ≤ hj for all 0 ≤ i ≤ j ≤ s− i.
This has the following consequences:
(1) h is flawless i.e. hi ≤ hs−i for all 0 ≤ i ≤
⌊s
2
⌋
,
(2) the first half of h is non-decreasing i.e. h0 ≤ h1 ≤ · · · ≤ h⌊s
2
⌋.
We are now ready to prove the first result in this section, namely a charac-
terization of the h-vectors corresponding to a degree matrix with equal rows.
More precisely:
Theorem 4.9. Let X ⊆ Pn be a codimension c standard determinantal scheme.
If the degree matrix A = [ai,j ] ∈ Zt×(t+c−1) of X has equal rows, i.e. ai,j = aj,
∀i = 1, . . . , t, ∀j = 1, . . . , t+c−1, then hA is a log-concave pure O-sequence. In
particular, it holds hA = f(Γ), where Γ is the order ideal of Mon(K[y1, . . . , yc])
given by
〈{
y
(
∑l1−1
i=1
ai)−1
1 · y
(
∑l2−1
i=l1
ai)−1
2 · · · y
(
∑t+c−1
i=lc−1
ai)−1
c | ∀1 = l0 < l1 < · · · < lc−1 ≤ t + c − 1
}〉
.
Proof. We will write for brevity m = t+ c− 1. For i = 1, . . . ,m let
Ai = {vi,1, . . . , vi,ai} be a set of vertices of cardinality ai. As in [11], we define
the simplicial complex ∆0(c,m, (a1, . . . , am)) on ∪mi=1Ai as{{vi1 , . . . , vic} | 1 ≤ i1 < · · · < ic ≤ m and vij ∈ Aij for every vij}.
One can easily check that ∆0(c,m, (a1, . . . , am)) is a matroid. We will show by
induction on c and t that the h-vectors hA and h∆0(c,m,(a1,...,am)) coincide.
For t = 1 or c = 1 the claim is trivial. Let t, c > 1. By Remark 3.2 applied
for am we have
hA = h′i−am +
am−1∑
k=0
h′′i−k,
where h′ and h′′ are the h-vectors corresponding to the degree matrices
A′ = A(t,m) and A′′ = A(0,m) respectively. On the other side, applying am-times
the formula in Remark 4.4 , once for every vertex in Am we obtain
h
∆0(c,m,(a1,...,am))
i = h
∆0(c,m−1,(a1,...,am−1))
i−am +
am−1∑
k=0
h
∆0(c−1,m−1,(a1,...,am−1))
i−k ,
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and we conclude by induction. In particular by [11, Theorem 3.5] we have
h∆0(c,m,(a1,...,am)) = f(Γ), so that hA is a pure O-sequence as claimed.
Furthermore ∆0(c,m, (a1, . . . , am)) is representable over any infinite field F
of characteristic zero. A presentation matrix D can be constructed as follows:
choose m generic vectors w1, . . . , wm ∈ Fc, that is any c of them are linearly
independent. Let the first a1 columns ofD be w1, the next a2 be equal to w2 and
so on. We clearly have ∆0(c,m, (a1, . . . , am)) ∼= M [D]. Since by [36, Corollary
2.2.9] a matroid is representable over F if and only if its dual is representable
over F we obtain by [27, Theorem 3] that hA is log-concave.
Remark 4.10. As the following example shows the restriction to degree matri-
ces with equal rows in Theorem 4.9 cannot be omitted. If A is a degree matrix,
which does not have equal rows, then the corresponding h-vector hA is in general
neither log-concave nor a pure O-sequence. For
A =
[
5 5 6
2 2 3
]
,
we have hA = (1, 2, 3, 4, 5, 6, 7, 7, 5, 3, 2, 1). Since any pure O-sequence, whose
last entry is one can be regarded as the h-vector of some complete intersection
ideal, we clearly have that hA cannot be a pure O-sequence, as it is not symmet-
ric. Moreover hA is not log-concave, since h29 < h8 · h10.
Remark 4.11. One could also ask whether the proof of Theorem 4.9 applies
also to any degree matrix A with equal columns and especially whether the cor-
responding h-vector hA is log-concave. Unfortunately this is not the case. For
example the h-vector corresponding to the matrix
A =

3 3 3 3 3 3
1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1
,
hA = (1, 3, 6, 10, 15, 21, 13, 9, 3, 1) is not log-concave (since h26 < h5 · h7), so in
particular there is no F-representable matroid ∆ with h∆ = hA.
Next, we study whether the converse of Theorem 4.9 is also true. We are able
to answer this question in some particular cases and we conjecture that a more
general statement is true, namely:
Conjecture 4.12. For any degree matrix A ∈ Zt×(t+c−1), which does not have
zero entries we have:
hA is a pure O-sequence ⇐⇒ A has equal rows.
Recall that a subscheme X ⊆ Pn is called level, if the artinian reduction of
its coordinate ring S/IX is level, i.e. if the last free module in the minimal free
resolution of S/IX is of the form Sb(−d).
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The next result shows that any standard determinantal scheme can be char-
acterized in terms of the corresponding degree matrix.
Theorem 4.13. Let X ⊆ Pn be a standard determinantal scheme of codimen-
sion c with degree matrix A = [ai,j ] ∈ Zt×(t+c−1). It holds then:
X is level ⇐⇒A has equal rows.
Proof. Since the defining ideal IX of X is standard determinantal it is generated
by the maximal minors of a homogeneous matrixM = [fi,j ], where the fi,j ’s are
forms of degree ai,j = aj−bi. The matrixM defines a graded homomomorphism
of degree 0
ϕ : F =
t⊕
i=1
S(bi) −→
t+c−1⊕
j=1
S(aj) = G.
The minimal free resolution of S/IX is given by the Eagon-Northcott complex
with respect to ϕ (see e.g. [7],[33]). Therefore the last free module in it is of
the form
Fc =
t+c−1∧
G∗ ⊗ Sc−1(F )⊗
t∧
F ,
where
G∗ =
t+c−1⊕
j=1
S(−aj),
t+c−1∧
G∗ = S(−
t+c−1∑
j=1
aj),
t∧
F = S(
t∑
i=1
bi)
and
Sc−1(F ) =
⊕
1≤k1≤···≤kc−1≤t
S(
c−1∑
j=1
bkj ) .
We can rewrite the shifts in Fc in terms of the entries of A. More precisely
Fc =
⊕
1≤k1≤···≤kc−1≤t
S(−a1 − · · · − at+c−1 + b1 + · · ·+ bt + bk1 + · · ·+ bkc−1)
=
⊕
1≤k1≤···≤kc−1≤t
S(−ak1,1 − · · · − akc−1,c−1 − a1,c − · · · − at,t+c−1).
Since X is level if and only if Fc = Sb(−d), we have in particular that the
summation indices (1, t, . . . , t), . . . , (t, t, . . . , t) are all equal, that is
a1,1 + at,2 + · · ·+ at,c−1 = · · · = at,1 + at,2 + · · ·+ at,c−1.
This implies that a1,1 = · · · = at,1 and therefore the rows of A are equal.
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In the case of standard determinantal schemes of codimension 2 we can actu-
ally say more, as we show in the following result.
Our Conjecture 4.12 says, that the restriction on the codimension of the
scheme is not necessary.
Proposition 4.14. Let X ⊆ Pn be a codimension 2 standard determinantal
scheme whose degree matrix A = [ai,j ] ∈ Zt×(t+1) does not have a zero entry.
Then
X is level ⇐⇒ A has equal rows ⇐⇒ hAis a pure O-sequence.
Proof. The first equivalence follows directly from Theorem 4.13. If the rows of
A are equal (i.e. the entries in each column of A are equal), then by Theorem
4.9 hA is a pure O-sequence. So we only have to show the ” ⇐ ” implication
in the second equivalence. Assume that hA is a pure O-sequence and let R/JX
be the artinian reduction of S/IX , where R = K[x1, x2]. Then there exists an
artinian monomial level algebra R/a, such that hA = HFR/JX = HFR/a. Since
A has no zero entries and we are in codimension 2, by the Theorem of Hilbert-
Burch (see for instance [13, Theorem 20.15] ) HFR/JX determines uniquely the
minimal free resolution of R/JX (and also of S/IX). Thus R/a level implies
that also R/JX is level and we conclude.
We now prove a Proposition which describes the last part of the h-vector of
a degree matrix with equal rows. In what follows, we use the convention that(
a
b
)
= 0, if b < 0 or a < b.
Proposition 4.15. Let A ∈ Zr×(r+c−1) be a degree matrix with equal rows and
let al,j = aj for all l and j. For any i = 0, . . . , ar+1 − 1 we have:
hAs−i =
(
r + c− 2
c− 1
)
·
(
c+ i− 1
c− 1
)
+
+
c−1∑
α=1
(−1)α
(
r − α+ c− 2
c− 1− α
) ∑
1≤j1<···<jα≤r
(
c+ i− 1− aj1 − · · · − ajα
c− 1
)
.
Proof. We will prove the claim by induction on r and c using the binomial
formula
a−1∑
i=0
(
d− i
b
)
=
(
d+ 1
b+ 1
)
−
(
d− a+ 1
b+ 1
)
.
For r, c = 1 the claim is trivial. Let c > 1 and denote by h′ = (h′0, . . . , h′s′)
the h-vector of a homogeneous complete intersection ideal generated in degrees
(a2, . . . , ac). For i = 0, . . . , a2 − 1 it follows by induction that:
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hs−i =
a1−1∑
k=0
h′s′−(i−k)
=
a1−1∑
k=0
(
c− 2 + i− k
c− 2
)
+
a1−1∑
k=0
(
c− 2 + i− k − a2
c− 2
)
=
(
c− 1 + i
c− 2
)
−
(
c− 1 + i− a1
c− 1
)
.
Let r > 1. For c = 1 there is nothing to show so let c > 1. We will write for
brevity h′ = hA(1,1) , h′′ = hA(0,1) , s = τ(hA), s′ = τ(hA(1,1)), s′′ = τ(hA(0,1)).
Since s = s′ + a1 and s = s′′ + (a1 − 1) for any i = 0, . . . , ar+1 − 1, by Remark
3.2 we have
hAs−i = h′s′−i +
a1−1∑
j=0
h′′s′′−(i−j) .
By induction, using the binomial formula, keeping track of the correspondence
between the indices in A,A′ and A′′ , and taking into account that if jα = ar+1,
then for any i = 0, . . . , ar+1 − 1 it holds that
(
c−1+i−aj1−···−ajα
c−1
)
= 0 , we have
h′s′−i =
(
r + c− 3
c− 1
)(
c− 1 + i
c− 1
)
+
+
c−1∑
α=1
(−1)α
(
r − α+ c− 3
c− 1− α
) ∑
2≤j1<···<jα≤r
(
c+ i− 1− aj1 − · · · − ajα
c− 1
)
and
a1−1∑
j=0
h′′s′′−(i−j) =
(
r + c− 3
c− 2
)(
c− 1 + i
c− 1
)
−
(
r + c− 3
c− 2
)(
c− 1 + i− a1
c− 1
)
+
+
c−1∑
α=1
(−1)α
(
r − α+ c− 3
c− 2− α
) ∑
2≤j1<···<jα≤r
(
c+ i− 1− aj1 − · · · − ajα
c− 1
)
−
−
c−2∑
α=1
(−1)α
(
r − α+ c− 3
c− 2− α
) ∑
2≤j1<···<jα≤r
(
c+ i− 1− a1 − aj1 − · · · − ajα
c− 1
)
.
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Putting the above results together we obtain
hAs−i =
(
r + c− 2
c− 1
)(
c− 1 + i
c− 1
)
+
c−1∑
α=1
(−1)α
(
r − α+ c− 2
c− 1− α
) ∑
2≤j1<···<jα≤r
(
c+ i− 1− aj1 − · · · − ajα
c− 1
)
+
+
c−1∑
α=2
(−1)α
(
r − α+ c− 2
c− 1− α
) ∑
2≤j1<···<jα−1≤r
(
c+ i− 1− a1 − aj1 − · · · − ajα−1
c− 1
)
−
−
(
r + c− 3
c− 2
)(
c− 1 + i− a1
c− 1
)
and the assertion follows.
Remark 4.16. Notice that by Remark 3.12, the formula from Proposition 4.15
together with Lemma 3.11 provides a lower bound for the last er+1 + 1 = a1,1 −
ar+1,1 + 1 entries of hA for any degree matrix A = [ai,j ] ∈ Zt×(t+c−1) with r
equal maximal rows.
It is not difficult to check (see e.g. [16, Proposition 5.4] ) that the entries of
a pure O-sequence can be bounded as follows:
Lemma 4.17. If h = (1, c, h2, . . . , hs) is a pure O-sequence, then
hi ≤ min
{(c− 1 + i
c− 1
)
, hs ·
(
c− 1 + s− i
c− 1
)}
, ∀i = 0, . . . , s.
For the sake of completeness we add here a proof of this fact.
Proof. Since h is a pure O-sequence, there is an artinian monomial level algebra
R/I, where R = K[X1, . . . , Xc], such that hi = HFR/I(i). It follows then
obviously
hi = HFR/I(i) ≤ HFR(i) =
(
c− 1 + i
c− 1
)
for every i.
Let F1, . . . , Fhs ∈ Rs be the generators of the inverse system I−1. Since
dimK(
〈
ds−jFi
〉
K
) = dimK(
〈
djFi
〉
K
) for any i we have
hi = HFR/I(i) = dimK(I−1i ) = dimK
〈
ds−iFj | j = 1, . . . , hs
〉
K
≤ hs ·
(
c− 1 + s− i
c− 1
)
.
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The next result shows that hA is not a pure O-sequence, when the second-
largest entry in the first column of A is positive.
Proposition 4.18. Let X ⊆ Pn be a codimension c standard determinantal
scheme, whose degree matrix A = [ai,j ] ∈ Zt×(t+c−1) has r < t equal maximal
rows (i.e. a1,1 = · · · = ar,1) and no zero entries. If ar+1,1 > 0, then hA is not
a pure O-sequence.
Proof. By Remark 3.12 the last er+1 entries of hA are equal to the last er+1
entries of hA¯, where A¯ is the r × (r + c− 1) upper-left block of A.
As ar+1,1 > 0, we have that er+1 = a1,1 − ar+1,1 < a1,1 and by Proposition
4.15
hA¯s−er+1 =
(
r + c− 2
c− 1
)
·
(
c− 1 + er+1
c− 1
)
.
Starting from the lower right corner of A, repeated application of Remark 3.12
shows that
hAs−er+1 ≥
(
r + c− 2
c− 1
)
·
(
c− 1 + er+1
c− 1
)
+
(
r + c− 3
c− 2
)
.
According to Proposition 3.11 the last entry of hA is hs =
(
r+c−2
c−1
)
, Lemma 4.17
implies therefore that hA is not a pure O-sequence.
Proposition 4.19. Let A = [ai,j ] ∈ Zt×(t+c−1) be a degree matrix and assume
that a2,1 < 0. Let hA = (h0, . . . , hs). Then for all i0 ∈ {a1,1, . . . , a1,1 − a2,1 − 1}
we have hi0 > hs−i0 .
Proof. According to Remark 3.12,
hAs−i = h
(a1,1,...,a1,c)
s−i , for i = 0, . . . , (a1,1 − a2,1 − 1).
By Proposition 4.15 , for all i = 0, . . . , a1,2 − 1 we have
h
(a1,1,...,a1,c)
s−i =
(
c− 1 + i
c− 1
)
−
(
c− 1 + i− a1,1
c− 1
)
.
In particular, as a1,2 − 1 = a1,1 + a2,2 − a2,1 − 1 > a1,1 − a2,1 − 1 ≥ a1,1, we
obtain
h
(a1,1,...,a1,c)
s−i <
(
c− 1 + i
c− 1
)
, for every i = a1,1, . . . , (a1,1 − a2,1 − 1).
Thus, as hAi =
(
c−1+i
c−1
)
for all i = 0, . . . ,
∑t
j=1 aj,j − 1, every index
i0 ∈ {a1,1, . . . , a1,1 − a2,1 − 1} satisfies hi0 > hs−i0 .
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Hibi proved in [26] that all pure O-sequences are flawless i.e. hi ≤ hs−i for
i = 0, . . . , bs/2c. For this reason Proposition 4.18 and Proposition 4.19 have the
following direct consequence:
Corollary 4.20. Conjecture 4.12 holds for any degree matrix A ∈ Zt×(t+c−1),
which has positive entries or one maximal row, i.e. a1,1 > a2,1.
The following examples show that Proposition 4.19 has no easy generalization
to matrices with two or more maximal rows.
Example 4.21. The matrices A,B below and their upper left 3×4 submatrices
A(4,5), B(4,5) show that the conditions ar+1,r < 0 and at,t−1 < 0 do not influence
the fulfillment of the Hibi inequalities. Clearly hA and hA(4,5) satisfy Hibi’s
inequalities, while hB and hB(4,5) do not. A quick exhaustive computer search
shows that none of the four is a pure O-sequence.
A =

2 2 5 5 5
2 2 5 5 5
−2 −2 1 1 1
−2 −2 1 1 1
 B =

1 2 5 5 5
1 2 5 5 5
−3 −2 1 1 1
−3 −2 1 1 1

hA = ( 1 , 2 , 3 , 4 , 5 , 6 , 4 , 4 , 4 , 2 ) hB = ( 1 , 2 , 3 , 4 , 5 , 3 , 3 , 3 , 2 )
hA
(4,5)
= ( 1 , 2 , 3 , 4 , 5 , 4 , 4 , 4 , 2 ) hB
(4,5)
= ( 1 , 2 , 3 , 4 , 3 , 3 , 3 , 2 )
The matrices C and D below show that for one maximal row and all entries pos-
itive both situations may appear, namely hC does not satisfy Hibi’s inequalities,
while hD does. By Proposition 4.18 none of them is a pure O-sequence.
C =
[
3 3 3 3
1 1 1 1
]
D =
[
2 2 2 2
1 1 1 1
]
hC = ( 1 , 3 , 6 , 10 , 9 , 7 , 3 , 1 ) hD = ( 1 , 3 , 6 , 4 , 1 )
For a degree matrix A = [ai,j ] ∈ Zt×(t+c−1) which does not satisfy the con-
ditions of Proposition 4.18 and Proposition 4.19 it is often difficult to show
explicitly that hA is not a pure O-sequence, especially when c and τ(hA) are
large. In this case also the exhaustive computer search in the corresponding list
of pure O-sequences is not feasible. Using general theory, we will present in the
following two methods, which in some cases can be successfully used to show
that a given h-vector hA is not a pure O-sequence.
Remark 4.22. (A) Let A = [ai,j ] ∈ Zt×(t+c−1) be a degree matrix with cor-
responding h-vector hA = (h0, . . . , hs) and let J ⊆ R = K[X1, . . . , Xc]
be an artinian ideal such that hi = HFR/J(i) for all i. If L ⊆ R is the
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lex-segment ideal associated to hA (that is the ideal generated by all mono-
mials remaining after deleting the smallest hi monomials of degree i for
all i ≥ 0), then a well-known result (see [3, 28]), proved by Bigatti, Hulett
and Pardue, states that
βRi,j(R/J) ≤ βRi,j(R/L) for all i and j.
According to a result obtained from Peeva in [37], the graded Betti-numbers
of R/J can be obtained from those of R/L by a sequence of consecutive
cancellations. This shows in particular, that R/J could be level, only if
any entry in the last column (except of course the one in the last row) in
the Betti-diagram of R/L can be canceled with something in the next last
column and one row lower. Clearly, if such cancellation is not possible R/J
is not level. This shows in particular, that there is no artinian monomial
level algebra whose Hilbert-function coincide with hA and therefore hA can
not be a pure O-sequence.
For example if
A =

1 1 3 3 8 12
1 1 3 3 8 12
−1 −1 1 1 6 10
−1 −1 1 1 6 10
,
then hA = (1, 3, 6, 10, 14, 18, 22, 26, 30, 32, 34, 34, 34, 32, 30, 26, 22, 18, 13, 11, 5, 3).
The Betti-diagram of the lex-segment ideal corresponding to hA is
0 1 2 3
8 0 2 3 1
9 0 1 2 1
10 0 3 6 3
11 0 3 5 2
12 0 4 8 4
13 0 4 8 4
14 0 6 11 5
15 0 5 10 5
16 0 5 10 5
17 0 6 11 5
18 0 2 4 2
19 0 6 12 6
20 0 2 4 2
21 0 3 6 3
Since β17,20 = 5 > 4 = β18,20 and β19,22 = 6 > 4 = β20,22 the cancellation
of the 5 with 4 and of the 6 with 4 is not possible and so hA is not a pure
O-sequence.
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(B) Another useful tool for showing that a given h-vector is not a pure O-
sequence is provided by the Macaulay-inverse system. Consider for exam-
ple the degree matrix
A =
 1 1 3 3 3 61 1 3 3 3 6
−1 −1 1 1 1 4
 ,
with corresponding h-vector hA = (1, 4, 10, 17, 26, 31, 33, 33, 27, 21, 10, 4).
Notice that the Betti-diagram of the lexsegment ideal associated to hA is
of the form
0 1 2 3 4
2 0 3 3 1 0
3 0 0 0 0 0
4 0 6 14 11 3
5 0 7 19 17 5
6 0 8 21 19 6
7 0 12 33 30 9
8 0 9 26 25 8
9 0 13 37 35 11
10 0 6 18 18 6
11 0 4 12 12 4
Thus, since consecutive cancellation is theoretically possible, the argu-
ments in (A) can not be used to show that hA is not a pure O-sequence.
Let I ⊆ K[x, y, z, w] be a standard determinantal ideal with degree ma-
trix A. The h-vector hA has maximal growth in degrees 3 and 4, and
dimK(I3) = 3. This shows in particular that the generators of the ideal in
degree 3 have a gcd of degree 2. We can assume without loss of generality
that they are of the form Qx,Qy and Qz. Suppose now that hA is a pure
O-sequence, then there are 4 monomial generators, F1, F2, F3 and F4, of
the inverse system I−1. The generators Qx,Qy and Qz of I annihilate all
the monomials F1, F2, F3 and F4. This shows that after taking the deriva-
tives with respect to Q the result is w9 i.e. Fi = Qw9 for all i. Since this
is impossible, hA is not a pure O-sequence.
We finish the chapter by answering the second question we asked at the be-
ginning.
Remark 4.23. Beside of the characterization of the degree matrices whose
h-vector is a pure O-sequence, we ask whether each pure O-sequence can be
obtained as the h-vector of some degree matrix. Using the computer algebra
system CoCoA we are able to answer this question negatively.
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Computing all possible h-vectors hA = (1, 3, h2, . . . , h7) of length s = 7 with
hs = 3 (notice that by Proposition 3.11 A has to be a degree matrix with two
equal maximal rows) we have:
(1, 3, 6, 10, 15, 21, 13, 3), (1, 3, 6, 10, 14, 14, 9, 3), (1, 3, 6, 10, 12, 12, 7, 3),
(1, 3, 6, 10, 12, 12, 9, 3), (1, 3, 6, 9, 11, 10, 7, 3), (1, 3, 5, 7, 9, 7, 5, 3),
(1, 3, 6, 8, 8, 8, 7, 3), (1, 3, 5, 7, 7, 7, 5, 3), (1, 3, 5, 5, 5, 5, 5, 3),
(1, 3, 3, 3, 3, 3, 3, 3), (1, 3, 6, 10, 15, 17, 11, 3), (1, 3, 6, 8, 9, 9, 5, 3),
(1, 3, 6, 10, 9, 11, 5, 3).
One can see now that the pure O-sequence (1, 3, 4, 4, 4, 4, 4, 3) does not appear
in the above list.
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5 Posets of h-vectors
In this section we will show that the set of all h-vectors of fixed codimension and
length, corresponding to degree matrices of fixed size, has a natural stratifica-
tion. We will prove in particular, that each strata contains a maximum, which
we will construct explicitly. Furthermore, we will show that the only strata
which has also a minimum is the one consisting of h-vectors of level standard
determinantal schemes.
We would like to stress that the degree matrices we will deal with during this
chapter are allowed to have zero entries.
A poset (P,≤) (short for partially ordered set) is a set P equipped with a
binary relation ” ≤ ” that is reflexive (i.e. a ≤ a for all a ∈ P ), antisymmetric
(a ≤ b ≤ a implies a = b) and transitive (a ≤ b ≤ c implies a ≤ c).
For two degree matrices A and B we will write hA ≤ hB if hAi ≤ hBi for all i.
If hA ≤ hB we will write also A ≤h B. With this order, the set
M (c) :=
⋃
t≥1
M (t,c),
where
M (t,c) :=
{
A ∈ Zt×(t+c−1)|A is a degree matrix},
becomes a poset for any fixed integer c ≥ 1. For an integer s ≥ 1 we define
N
(c)
s :=
{
A ∈M (c)| τ(hA) = s}.
To N (c)s we assign the poset H(c)s :=
{
hA|A ∈ N (c)s
}
.
Notice that the degree matrices in N (c)s are not of fixed size. This implies in
particular together with Remark 3.2 that the map
N
(c)
s −→ H(c)s , A 7−→ hA
is surjective but certainly not bijective.
Definition 5.1. Let (P,≤) be a poset.
(1) An element x ∈ P is called a maximal element in P if there exist no
z ∈ P \ {x} such that x ≤ z.
(2) An element y ∈ P is called a minimal element in P if there exist no
z ∈ P \ {y}such that z ≤ y.
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(3) A maximal element x ∈ P which satisfies x ≥ y for any y ∈ P is called
maximum.
(4) A minimal element x ∈ P which satisfies x ≤ y for any y ∈ P is called
minimum.
For totally ordered sets, the notions of maximal element and maximum on
one hand and minimal element and minimum on the other hand coincide.
The existence of a minimum and maximum h-vector in the poset H(c)s can be
easily shown.
Lemma 5.2. There exist h-vectors hmin, hmax ∈ H(c)s such that
hmin ≤ h ≤ hmax, for all h ∈ H(c)s .
Proof. Let A be the degree matrix A = [1, . . . , 1, s] ∈ Z1×c. Then clearly
hA ≤ hB , for allB ∈ N (c)s , so that hmin = hA = (1, . . . , 1).
Let C = [ci,j ] ∈ Z(s+1)×(s+c) be a degree matrix with ci,j = 1, ∀i, j. We
claim that hmax = hC . Choose A ∈ N (c)s and let X ⊆ Pn be a standard
determinantal scheme with degree matrix A. Let JX ⊆ R = K[X1, . . . , Xc] be
the artinian reduction of the defining ideal IX of X. Since hA = (h0, . . . , hs) and
hAi = HFR/JX (i) for all i, we have [JX ]i = Ri, ∀i ≥ s+ 1, so that JX ⊇ Rs+1+ .
On the other hand the ideal Rs+1+ is standard determinantal with defining matrix
X1 X2 · · · Xc 0 · · · 0
0
...
. . .
. . .
...
0 · · · 0 X1 · · · Xc
 ∈ R(s+1)×(s+c).
and degree matrix C. We obtain therefore
hAi = HFR/JX (i) ≤ HFR/Rs+1+ (i) = h
C
i , for all i.
and the assertion follows.
As we just have seen it is not difficult to determine the minimum and the
maximum in H(c)s . The situation changes quickly if we study only subsets of
M (c) and N (c)s consisting of degree matrices of fixed size.
Consider the following subset of M (t,c):
N
(t,c)
s :=
{
A ∈M (t,c)| τ(hA) = s},
for an integer s ≥ t− 1. We denote by
H(t,c)s :=
{
hA|A ∈ N (t,c)s
}
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the corresponding set of h-vectors. For an integer 1 ≤ r ≤ t we define
N
(t,r,c)
s =
{
A ∈ N (t,c)s | a1,1 = · · · = ar,1 > ar+1,1
}
and
H(t,r,c)s :=
{
hA|A ∈ N (t,r,c)s
}
.
We obtain a natural stratification on N (t,c)s and on H(t,c)s , namely
N
(t,c)
s =N (t,1,c)s ∪ . . . ∪N (t,r,c)s ∪ . . . ∪N (t,t,c)s
and
H(t,c)s = H(t,1,c)s ∪ . . . ∪H(t,r,c)s ∪ . . . ∪H(t,t,c)s .
5.1 Posets of h-vectors of
level standard determinantal schemes
By Theorem 4.13 any element in the poset H(t,t,c)s is the h-vector of some codi-
mension c, level, standard determinantal scheme. We will show first that in
H(t,t,c)s there are a minimum and a maximum. In order to show this we intro-
duce the following notation:
Ndeg(t,c,s) :=
{
(a1, . . . , at+c−1) ∈ Nt+c−1|
t+c−1∑
i=1
ai = s+ c, a1 ≤ · · · ≤ at+c−1
}
.
Thus an element a ∈ Ndeg(t,c,s) is a partition of s+ c ordered in an increasing way.
Obviously, there exists one to one correspondence Ndeg(t,c,s) ←→ N (t,t,c)s , given by
a 7−→ A , where each row of A is equal to a.
Definition 5.3. Let (P,≤) be a poset and let x, y ∈ P . We say that x covers
y (in the poset P ) if x 6= y and y ≤ x, and there does not exist z ∈ P \ {x, y}
such that y ≤ z ≤ x.
For two elements a,b ∈ Ndeg(t,c,s) we will write a / b if and only if a = b or
there exist i < j ∈ N such that
a = (b1, . . . , bi−1, bi − 1, bi+1, . . . , bj−1, bj + 1, bj+1, . . . , bt+c−1).
If there exist elements a1, . . . ,am ∈ Ndeg(t,c,s) such that a = a1 / · · · / am = b, we
will use the notation a < b.
Obviously the relation / does not define a partial order on Ndeg(t,c,s), since it is
not transitive. If a 6= b 6= c and a / b / c, it does not hold a / c. So, in order
to make Ndeg(t,c,s) to a poset, we have to take the transitive closure of /, which is
given by <. It is easy to verify that a < b < a implies a = b.
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We will show next, that the correspondence Ndeg(t,c,s) ←→ N (t,t,c)s preserves the
partial order.
Lemma 5.4. Let a,b ∈ Ndeg(t,c,s) and let A,B ∈ N (t,t,c)s be the corresponding
degree matrices with rows equal to a, respectively b. If a / b, then hA ≤ hB.
Proof. We may assume that a 6= b and a / b, hence that b = (b1, . . . , bt+c−1)
and a = (b1, . . . , bi − 1, . . . , bj + 1, . . . , bt+c−1). We will prove the claim by
induction on t and c. For c = 1 the claim is trivial.
Let c > 1. For t = 1, it holds by Lemma 2.6:
hpA(z) = hp(b1,...,bi−1,...,bj+1,...,bc)(z)
= hp(b1,...,bi−1,bi+1,...,bj−1,bj+1,...,bc)(z) · hp(bi−1,bj+1)(z).
Since for any c, d ∈ N we have
h(c,d) = (1, . . . , c− 1, c, . . . , c, c− 1︸ ︷︷ ︸
d−c+3
, . . . , 1),
h(c−1,d+1) = (1, . . . , c− 1, . . . , c− 1︸ ︷︷ ︸
d−c+3
, . . . , 1)
and τ(h(c,d)) = τ(h(c−1,d+1)) (i.e. deg(hp(c,d)(z)) = deg(hp(c−1,d+1))(z)), it
clearly holds h(c,d) ≥ h(c−1,d+1), and therefore hA ≤ hB as claimed.
Let t > 1. We assume that j < t + c − 1. The case j = t + c − 1 is proved
similarly. Applying Remark 3.1 for bt+c−1 on B and A we have:
hB = hB(t,t+c−1) +
bt+c−1−1∑
k=0
hB
(0,t+c−1)
i−k and hA = hA
(t,t+c−1) +
bt+c−1−1∑
k=0
hA
(0,t+c−1)
i−k .
As by induction it holds hB(t,t+c−1) ≥ hA(t,t+c−1) and hB(0,t+c−1) ≥ hA(0,t+c−1) ,
we conclude.
With Lemma 5.4 we are now ready to determine explicitly the minimum and
the maximum in the poset H(t,t,c)s .
Proposition 5.5. For any integer s ≥ t−1 there exist h-vectors hmin and hmax
in H(t,t,c)s such that hmin ≤ h ≤ hmax, for all h ∈ H(t,t,c)s .
Proof. Fix s ≥ t − 1 and let a = (1, . . . , 1, s − t + 2) ∈ Ndeg(t,c,s). To prove
that hA = hmin, by Lemma 5.4 it suffices to show that a < b ∀b ∈ Ndeg(t,c,s). Let
b ∈Ndeg(t,c,s),b 6= a. We can find integers i and j such that bi > 1 and bj < s−t+2.
It follows that
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b . b′ = (b1, . . . , bk − 1, . . . , bl + 1, . . . , bt+c−1),
where k = min {i| bi > 1} and l = max {j| bj < s− t+ 2}. If a = b′ , we are
done, otherwise we can repeat the process with b′ instead of b. Clearly after
finitely many steps we will reach a, since the result of each step is a non-
decreasing partition of s + c, where the difference between the entries at the
positions k and l increase by 2.
Let c = (c1, . . . , ct+c−1) ∈ Ndeg(t,c,s) , where c1 = · · · = ck = d and
ck+1 = · · · = ct+c−1 = d+ 1, for some d ∈ N. According to Lemma 5.4 in order
to show that hC = hmin it is enough to show that c > b for any b ∈ Ndeg(t,c,s).
Let b ∈Ndeg(t,c,s). Since b 6= c there exist indexes i < j, such that bj − bi ≥ 2.
Therefore
b / b′ = (b1, . . . , bk + 1, . . . , bl − 1, . . . , bt+c−1),
where k = max {m| bm = bi} and l = min {n| bn = bj}. If b′ = c we are done,
otherwise we repeat the process with b′ instead of b. After finitely many steps
c will be reached, since the result of each step is a non-decreasing partition of
s+ c, where the difference between the entries at the positions k and l decreases
by 2.
Remark 5.6. We would like to point out that the existence of a minimum and
a maximum in a poset of h-vectors is a very rare and unexpected property.
O. Greco, M. Mateev and C. Söger showed (see [21]) that a similar result holds
also for the poset of h-vectors of the union of two sets of points in P2. More
precisely the existence of a minimum in this poset was proved and the existence
of a maximum, conjectured.
A useful tool for dealing with finite posets is the Hasse diagram.
Definition 5.7. Starting with a poset (P,≤), we define a directed graph with
vertex set P by the rule that (x, y) is an edge if x covers y in P . The digraph
H is called a Hasse digraph for P . When it is drawn in the plane with edges as
straight lines going from the lower endpoint to the upper endpoint it is called a
Hasse diagram.
Using Hasse diagrams we can easily visualize the structure of the posets
H(t,r,c)s , as illustrated in the following example:
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Example 5.8. Consider the poset H(2,2,3)7 . Computing the possible partitions
of 10, we can obtain the Hasse diagram of Ndeg(2,3,7) by drawing an edge for any
a,b ∈ Ndeg(2,3,7) with a / b.
(2, 2, 3, 3) = a1
((RR
RRR
RRR
RRR
RR
vvlll
lll
lll
lll
l
a2 = (1, 3, 3, 3)

(2, 2, 2, 4) = a3
rrffffff
ffffff
ffffff
ffffff
f
a4 = (1, 2, 3, 4)
 ((RR
RRR
RRR
RRR
RR
// (1, 2, 2, 5) = a5
vvlll
lll
lll
lll
l

a6 = (1, 1, 4, 4) // a7 = (1, 1, 3, 5) // (1, 1, 2, 6) = a8

(1, 1, 1, 7) = a9
In the notation of Lemma 5.4 the corresponding h-vectors are
hA1 = (1, 3, 6, 10, 14, 14, 9, 3),
hA2 = (1, 3, 6, 10, 12, 12, 7, 3),
hA3 = (1, 3, 6, 10, 12, 12, 9, 3),
hA4 = (1, 3, 6, 9, 11, 10, 7, 3),
hA5 = (1, 3, 6, 8, 8, 8, 7, 3),
hA6 = (1, 3, 5, 7, 9, 7, 5, 3),
hA7 = (1, 3, 5, 7, 7, 7, 5, 3),
hA8 = (1, 3, 5, 5, 5, 5, 5, 3),
hA9 = (1, 3, 3, 3, 3, 3, 3, 3).
We can easily see that H(2,2,3)7 has the same Hasse diagram as Ndeg(2,3,7) and the
minimum, respectively maximum h-vector corresponds to a9, respectively a1.
Notice also that hA3 ≥ hA2 but a3 and a2 are incomparable. This shows in
particular, that in general from hA covers hB does not follow A covers B.
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5.2 h-vectors of degree matrices with r-maximal rows
Having seen that H(t,t,c)s contains a minimum and a maximum h-vector, it is
natural to ask whether the same is also true for any H(t,r,c)s , 1 ≤ r ≤ t − 1.
As the following example shows if r ≤ t − 1 the existence of a minimum is in
general not granted.
Example 5.9. Consider the set N (4,3,3)7 . It consists of the following degree
matrices
A1 =

1 2 2 2 2 2
1 2 2 2 2 2
1 2 2 2 2 2
0 1 1 1 1 1
 , A2 =

1 1 2 2 2 3
1 1 2 2 2 3
1 1 2 2 2 3
0 0 1 1 1 2
 ,
A3 =

1 1 1 2 2 4
1 1 1 2 2 4
1 1 1 2 2 4
0 0 0 1 1 3
 , A4 =

1 1 1 2 3 3
1 1 1 2 3 3
1 1 1 2 3 3
0 0 0 1 2 2
 ,
A5 =

1 1 1 3 3 3
1 1 1 3 3 3
1 1 1 3 3 3
−1 −1 −1 1 1 1
.
In particular it follows that H(4,3,3)7 consists of the h-vectors
hA1 = (1, 3, 6, 10, 15, 21, 18, 6),
hA2 = (1, 3, 6, 10, 15, 18, 15, 6),
hA3 = (1, 3, 6, 10, 13, 13, 12, 6),
hA4 = (1, 3, 6, 10, 14, 16, 12, 6),
hA5 = (1, 3, 6, 10, 12, 15, 9, 6).
The corresponding Hasse diagram is given by:
hA1

hA2

hA4
""D
DD
DD
DD
D
||zz
zz
zz
zz
hA5 hA3
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and shows that in H(4,3,3)7 there is no minimum.
We will show next that for any 1 ≤ r ≤ t − 1, the poset H(t,r,c)s contains a
maximum h-vector, which correspond to a matrix of the form
A =

a1 · · · at+c−1
...
...
a1 · · · at+c−1
a1 − 1 · · · at+c−1 − 1
...
...
a1 − 1 · · · at+c−1 − 1

(5.1)
where a1+· · ·+at+c−1 = s+c+(t−r) and the matrix A′ ∈ Zr×(t+c−1) consisting
of the first r equal rows of A satisfies hA′ = hmax ∈ H(r,r,c+(t−r))s .
By Proposition 5.5 we can write A more precisely in the the following way:
A =

a · · · a a+ 1 · · · a+ 1
...
...
...
...
a · · · a a+ 1 · · · a+ 1
a− 1 · · · a− 1 a · · · a
...
...
...
...
a− 1 · · · a− 1 a · · · a

,
for some a ≥ 1, such that the sum of the entries in the first row is equal to
s+ c+ (t− r).
Remark 5.10. Notice that for any matrix B ∈ N (t,r,c)s , we have
b1,1 + · · ·+ b1,t+c−1 ≥ s+ c+ (t− r).
This follows directly from Proposition 3.11 since
s+ c = b1,1 + · · ·+ b1,c + b2,c + br,c+(r−1) + br+1,c+r + · · ·+ bt,t+c−1
and
bi,c+(i−1) = b1,c+(i−1), for all i = 2, . . . , r
bi,c+(i−1) ≤ b1,c+(i−1) − 1, for all i = r + 1, . . . , t.
Before proving that hA = hmax for the matrix defined in (5.1), we introduce the
following notation
L(t,r,c)s =
{
B ∈ N (t,r,c)s |a1,1 − ai,1 = 1, ∀i ≥ r + 1
}
R(t,r,c)s = {B ∈ N (t,r,c)s |B /∈ L(t,r,c)s } = N (t,r,c)s \ L(t,r,c)s .
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Obviously, it holds N (t,r,c)s = L(t,r,c)s ∪ R(t,r,c)s . Furthermore, by definition any
B = [bi,j ] ∈ L(t,r,c)s is of the form
B =

b1 · · · bt+c−1
...
...
b1 · · · bt+c−1
b1 − 1 · · · bt+c−1 − 1
...
...
b1 − 1 · · · bt+c−1 − 1

, (5.2)
and it holds b1 + · · ·+ bt+c−1 = s+ c+ (t− r).
Lemma 5.11. Let A = [ai,j ] ∈ Zt×(t+c−1) be a degree matrix and assume
that there exist indexes 1 ≤ i < j ≤ t + c − 1 such that a1,j − a1,i ≥ 2. Let
k = max {m| a1,i = · · · = a1,m} and l = min {n| a1,n = · · · = a1,j}. If B is the
degree matrix obtained from A by adding 1 to the k-th column and subtracting
1 from the l-th column, then hA ≤ hB.
Proof. We prove the claim by induction on t and c. For t = 1 the claim follows
from Lemma 5.4. Let t > 1, for c = 1 the claim is trivial, so let c > 1.
Without loss of generality we may apply Proposition 3.1 for at,t+c−1, assuming
that B(t,t+c−1) and B(0,t+c−1) contain the modified columns of A. It follows
then by induction that hA(t,t+c−1) ≤hB(t,t+c−1) and hA(0,t+c−1) ≤hB(0,t+c−1) , so
by Remark 3.2 we conclude.
Lemma 5.12. Let A = [ai,j ] ∈ Zt×(t+c−1) be a degree matrix which satisfies
the following conditions:
(1) A has r ≤ t− 1 maximal rows, i.e. a1,1 = · · · = ar,1,
(2) there exists an index 1 ≤ j ≤ t+c−1 such that a1,j ≥ 2 and a1,j−a1,j−1 ≥ 1,
(3) there exists an index r+1 ≤ i ≤ t such that ai−1,1−ai,1 ≥ 1 and if i = r+1,
then ar,1 − ar+1,1 ≥ 2.
Let B be the matrix obtained from A by adding 1 to the i-th row and subtracting
1 from the j-th column. Then hA ≤ hB .
Proof. We proceed by induction on t and c. For c = 1 and t ≥ 1 the claim is
trivial. Let c > 1, t = 2 and let
B =
[
a1,1 · · · a1,j−1 a1,j − 1 a1,j+1 · · · a1,t+c−1
a2,1 + 1 · · · a2,j−1 + 1 a2,j a2,j+1 + 1 · · · a2,t+c−1 + 1
]
be the matrix obtained from A by adding 1 to the second row and subtracting
1 from the j-th column. We assume that j < t + c − 1. The computation for
j = t+ c− 1 is analogous. Applying Remark 3.2 for a1,t+c−1 we have
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hBi = h
(a2,1+1,...,a2,j ,...,a2,t+c−2+1)
i−a1,t+c−1 +
a1,t+c−1−1∑
k=0
hB
(0,t+c−1)
i−k .
By the inductive hypothesis on c it holds hB(0,t+c−1) ≥ hA(0,t+c−1) . Since we
obviously have h(a2,1+1,...,a2,j ,...,a2,t+c−2+1) ≥ h(a2,1,...,a2,j ,...,a2,t+c−2), the claim
follows.
Let t > 2. Obviously there is an entry ak,l > 0 which remains unchanged by
performing the operation described in the statement and such that B(k,l) and
B(0,l) contain the modified row and column of A. By the inductive hypothesis
on t and c we have hB(k,l) ≥ hA(k,l) , and hB(0,l) ≥ hA(0,l) . The assertion follows
therefore from Remark 3.2 applied for the indexes (k, l).
Remark 5.13. Notice that the operation defined in Lemma 5.12 does not change
the number of equal rows or the length of the corresponding h-vector.
Proposition 5.14. Let r, t, c be positive integers, where t ≥ 2 and r ≤ t − 1.
There exists a h-vector hmax ∈ H(t,r,c)s , such that h ≤ hmax for all h ∈ H(t,r,c)s .
Moreover, it holds hmax = hA, where A is the degree matrix described in (5.1).
Proof. Let C = [ci,j ] ∈ N (t,r,c)s . We can assume that C ∈ L(t,r,c)s , as for any
C ∈ R(t,r,c)s repeated application of Lemma 5.12, will produce a matrix
B = [bi,j ] ∈ L(t,r,c)s , which has the form described in (5.2). Furthermore, for the
corresponding h-vectors it holds hC ≤ hB . Notice that since by each step the
entries in a certain non-maximal row increase by one, only finitely many steps
are needed to obtain B. If C ∈ L(t,r,c)s is not equal to the matrix A defined
in (5.1), then there have to be entries c1,i < c1,j , such that c1,j − c1,i ≥ 2.
Applying Lemma 5.11 on C will produce a degree matrix A′ ∈ L(t,r,c)s , such
that hA′ ≥ hC . If A = A′ we have found the maximal h-vector, otherwise we
apply Lemma 5.11 on A′. Since each time we lower the difference between a
pair of columns of the matrix, after finitely many steps we will reach the matrix
A.
The next example illustrates the operations described in Lemma 5.11 and
Lemma 5.12.
Example 5.15. Consider again the set N (4,3,3)7 from Example 5.9. We have
L
(4,3,3)
7 = {A1, A2, A3, A4} and R(4,3,3)7 = {A5}.
Writing A
(+,−)
(i,j)
// B , respectively A
(+−)
(i,j)
// B for the degree matrix B obtained
from A by applying Lemma 5.11 on the columns i and j or respectively applying
Lemma 5.12 on the i-th row and j-th column of A, we have
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A5
(+−)
(4,4)
// A4
(+,−)
(3,4)
// A2
(+,−)
(2,6)
// A1
A3
(5,6) (+,−)
OO
5.3 Maximum h-vector
The next problem we will approach is whether there exists a maximum h-vector
in the poset H(t,c)s . We will show in this section that there is one and it is equal
to the maximum h-vector hmax in H(t,t,c)s . We start with some preparatory
lemmas.
Lemma 5.16. Given a = (a1, . . . .an) and b = (b1, . . . , bn) two integer se-
quences, such that ai ≤ bi for all i = 1, . . . , n. Let c = (c1, . . . , cn) and
d = (d1, . . . , dn) be two permutations of a, respectively b such that c1 ≤ · · · ≤ cn
and d1 ≤ · · · ≤ dn. Then ci ≤ di for all i = 1, . . . , n.
Proof. We will prove the claim by induction on n. For n = 2 we have the
following possibilities
• a1 ≤ a2 and b1 ≤ b2,
• a1 ≥ a2 and b1 ≥ b2,
• a1 ≤ a2 and b1 ≥ b2,
• a1 ≥ a2 and b1 ≤ b2.
Obviously in the first two cases there is nothing to show. The inequalities in the
third and the fourth case imply a1 ≤ a2 ≤ b2 ≤ b1 respectively a2 ≤ a1 ≤ b1 ≤ b2
and the claim follows.
Let n ≥ 2 and
ai = min {ak| k = 1, . . . , n}, bj = min {bk| k = 1, . . . , n}.
We have the sequences
(ai, a1, . . . , ai−1, âi, ai+1, . . . , aj−1, aj , aj+1, . . . , an)
and
(bj , b1, . . . , bi−1, bi, bi+1, . . . , bj−1b̂j , bj+1, . . . , bn),
where ai ≤ aj ≤ bj ≤ bi. After reordering the subsequences obtained from a
and b by removing ai and bj , we have
a˜ = (a1, . . . , ai−1, ai+1, . . . , aj−1, aj , aj+1, . . . , an)
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and
b˜ = (b1, . . . , bi−1, bi+1, . . . , bj−1, bi, bj+1, . . . , bn).
As aj ≤ bj ≤ bi, it holds by induction a˜i ≤ b˜i for any i and the assertion follows.
The next result gives us a direct way how to compare h-vectors corresponding
to degree matrices with equal rows.
Lemma 5.17. Let A = [ai,j ] ∈ Zt×(t+c−1) andB = [bi,j ] ∈ Zt×(t+c−1) be two
degree matrices with equal rows, such that ai,j ≤ bi,j for all i = 1, . . . , t and
j = 1, . . . , t+ c− 1. Then hA ≤ hB.
Proof. The claim follows directly from Theorem 4.9.
Next, using Lemma 5.16 and Lemma 5.17 we show that the h-vector of any
standard determinantal scheme is bounded from above by the h-vector of a
level standard determinantal scheme.
Theorem 5.18. To any standard determinantal scheme X ⊆ Pn there exists a
level standard determinantal scheme Y ⊆ Pnof the same codimension such that
hX ≤ hY and τ(hX) = τ(hY ).
Proof. Let A be the degree matrix of X. Without loss of generality we can
assume that τ(hX) = s and A ∈ N (t,c)s . To prove the claim it suffices to show
that there is a degree matrix B ∈ N (t,t,c)s such that hA ≤ hB . We will show this
by induction on t and c.
When t = 1 the claim is trivial, so let t > 1 and c = 1.
Let B ∈ N (t,t,1)s be the degree matrix, whose rows are equal to a nondecreasing
reordering aσ(1),σ(1) ≤ · · · ≤ aσ(t),σ(t) of the diagonal elements of A. We have
then obviously hA = hB .
Let c > 1 and ai0,j0 = min {a1,1, . . . , a1,c, a2,c+1, . . . , at,t+c−1}. If (b1, . . . , bt+c−1)
is a nondecreasing reordering of (a1,1, . . . , a1,c, a2,c+1, . . . , at,t+c−1) and
B ∈ N (t,t,c)s is the matrix whose rows are equal to (b1, . . . , bt+c−1), then
b1 = ai0,j0 and by Remark 3.2, applied on A for the indices (i0, j0) and on B
for (1, 1), we have
hAi = hA
(i0,j0)
i−ai0,j0 +
ai0,j0−1∑
k=0
hA
(0,j0)
i−k and hBi = hB
(1,1)
i−b1 +
b1−1∑
k=0
hB
(0,1)
i−k .
We distinguish the following cases:
Case 1: i0 ∈ {1, t}. Since the proof of the claim for i0 = 1 is the same as
for i0 = t, we will show it only for i0 = 1 (notice that i0 = 1 implies j0 = 1).
Consider first A(1,1). As
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a1,2 · · · a1,c a2,c+1 · · · at,t+c−1
≤ ≤ = =
a2,2 · · · a2,c a2,c+1 · · · at,t+c−1
by Lemma 5.16 we have
b2 ≤ · · · ≤ bt+c−1
≤ ≤
d2 ≤ · · · ≤ dt+c−1
,
where (d2, · · · , dt+c−1) is the nondecreasing reordering of
(a2,2, . . . , a2,c, a2,c+1, . . . , at,t+c−1). If D is the matrix with rows equal to
(d2, · · · , dt+c−1), then Lemma 5.17 together with the inductive hypothesis shows
that hA(1,1) ≤ hD ≤ hB(1,1) . On the other hand, for A(0,1), as (b2, . . . , bt+c−1)
is the nondecreasing reordering of (a1,2, . . . , a1,c, a2,c+1, . . . at,t+c−1), it holds by
induction that hA(0,1) ≤ hB(0,1)and we can conclude.
Case 2: 2 ≤ i0 ≤ t−1. Looking at the matrix A(0,j0) we obtain the inequalities
a1,1 · · · a1,c−1 a1,c · · · ai0−1,j0−1 ai0+1,j0+1 · · · at,t+c−1
= = ≤ ≤ = =
a1,1 · · · a1,c−1 a2,c · · · ai0,j0−1 ai0+1,j0+1 · · · at,t+c−1
,
which according to Lemma 5.16 imply the following inequalities on the corre-
sponding nondecreasing reorderings:
b2 ≤ · · · ≤ bt+c−1
≤ ≤
f2 ≤ · · · ≤ ft+c−1
.
By the induction hypothesis and Lemma 5.17 we have hA(0,j0) ≤ hF ≤ hB(0,1) ,
where F is the matrix whose rows are equal to (f2, . . . , ft+c−1).
Considering the matrix A(i0,j0) and using the fact that the nondecreasing re-
ordering of (a1,1, . . . , a1,c, a2,c+1, . . . , ai0−1,j0−1, ai0+1,j0+1, . . . at,t+c−1) is
(b2, . . . , bt+c−1) we have by induction hA
(i0,j0) ≤ hB(1,1) and the claim follows
from Remark 3.2 applied on A and B for the indices (i0, j0), respectively (1, 1).
Example 5.19. Consider the matrix A =
 1 2 3 3 50 1 2 3 3
−1 0 1 2 2
 ∈ N (3,3)8 , with
corresponding h-vector hA = (1, 3, 6, 9, 10, 9, 6, 3, 1). The nondecreasing reorder-
ing of (1, 2, 3, 3, 2) is (1, 2, 2, 3, 3), therefore we obtain the matrix
B =
1 2 2 3 31 2 2 3 3
1 2 2 3 3
,
whose corresponding h-vector is hB = (1, 3, 6, 10, 15, 20, 21, 15, 6) and hA ≤ hB.
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Theorem 5.18 provides the tool needed for showing the existence of the max-
imum in H(t,c)s = H(t,1,c)s ∪ . . . ∪H(t,t,c)s .
Corollary 5.20. For any positive integers t, c, s ∈ N and s ≥ t − 1 there exists
a h-vector Hmax ∈ H(t,c)s , such that h ≤ Hmax for all h ∈ H(t,c)s . Furthermore
Hmax = hmax ∈ H(t,t,c)s .
Proof. Let A ∈ N (t,c)s . By Theorem 5.18 there is a matrix B ∈ N (t,t,c)s such that
hA ≤ hB . By Proposition 5.5 there exists a degree matrix C ∈ N (t,t,c)s such that
hC = hmin ∈ H(t,t,c)s . We have therefore hA ≤ hB ≤ hC and the claim follows.
According to Corollary 5.20, H(t,c)s = H(t,1,c)s ∪ . . . ∪ H(t,t,c)s contains a max-
imum h-vector, which is the maximum in the stratum H(t,t,c)s . Therefore it is
natural to ask whether there exists a minimum h-vector in H(t,c)s . Obviously if
there exist one, then by Proposition 3.11 it has to come from H(t,1,c)s . As we
have seen in the previous section the poset H(t,1,c)s does not have a minimum
in general (see also Example 5.21). It turns out that the same is true also for
H(t,c)s . The following example is a good illustration for this fact.
Example 5.21. Consider the poset H(2,3)7 = H(2,1,3)7 ∪ H(2,2,3)7 . The strata
H(2,1,3)7 consist of the h-vectors:
hA1 = (1, 3, 6, 10, 12, 9, 4, 1), hA2 = (1, 3, 6, 9, 10, 8, 4, 1),
hA3 = (1, 3, 6, 8, 8, 6, 3, 1), hA4 = (1, 3, 6, 7, 7, 7, 4, 1),
hA5 = (1, 3, 5, 7, 7, 5, 3, 1), hA6 = (1, 3, 4, 5, 4, 4, 2, 1),
hA7 = (1, 3, 4, 4, 4, 4, 3, 1).
For H(2,2,3)7 we have
hB1 = (1, 3, 6, 10, 14, 14, 9, 3), hB2 = (1, 3, 6, 10, 12, 12, 9, 3),
hB3 = (1, 3, 6, 10, 12, 12, 7, 3), hB4 = (1, 3, 6, 9, 11, 10, 7, 3),
hB5 = (1, 3, 5, 7, 9, 7, 5, 3), hB6 = (1, 3, 6, 8, 8, 8, 7, 3),
hB7 = (1, 3, 5, 7, 7, 7, 5, 3), hB8 = (1, 3, 5, 5, 5, 5, 5, 3),
hB9 = (1, 3, 3, 3, 3, 3, 3, 3).
The Hasse diagram corresponding to H(2,3)7 is then:
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hB1

hB2

hB3
""D
DD
DD
DD
D
||zz
zz
zz
zz
hB4
 ""D
DD
DD
DD
D h
A1

hB5
 ""D
DD
DD
DD
D h
B6
 ""D
DD
DD
DD
D
((RR
RRR
RRR
RRR
RRR
RR h
A2
 ""D
DD
DD
DD
D
hB7
2
22
22
22
22
22
22
22
""D
DD
DD
DD
DD
DD
DD
DD
DD
DD
D
&&MM
MMM
MMM
MMM
MMM
MMM
MMM
MMM
MMM
M h
B8
 2
22
22
22
22
22
22
22
""D
DD
DD
DD
DD
DD
DD
DD
DD
DD
D h
A4
""D
DD
DD
DD
D h
A3

hA5
||zz
zz
zz
zz

hB9 hA6 hA7
hence there exist more than one minimal h-vector.
Notice that in the poset H(2,1,3)7 there are two minimal elements (so, there
is no minimum in H(2,1,3)7 ) and non of them is comparable to the minimum
h-vector in H(2,2,3)7 .
5.4 h-vectors of degree matrices with equal columns
As we have already seen the existence of a minimum in a poset of h-vectors is
a rare property. Therefore it is natural to ask, whether there are other posets,
besides the one defined in Proposition 5.5, where the existence of both minimum
and maximum h-vector is ensured. Inspired by Proposition 5.5, the natural
guess for such a poset is the set of h-vectors of length s corresponding to degree
matrices with equal columns.
In the following we will use the notation
Q(c) :=
⋃
t≥1
{
A ∈ Zt×(t+c−1)|A is a degree matrix with equal columns},
P (c,s) :=
{
A ∈ Q(c)| τ(hA) = s} and G(c,s) := {hA|A ∈ P (c,s)}.
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Remark 5.22. By Lemma 3.11, if A = [ai,j ] ∈ Zt×(t+c−1) is a degree matrix,
then the length of the corresponding h-vector is given by
τ(hA) = a1,1 + · · ·+ a1,c + a2,c+1 + · · ·+ at,t+c−1 − c.
Therefore, in order to obtain all matrices A with equal columns correspond-
ing to a h-vector of fixed length s = τ(hA), one has to consider all partitions
(a1, . . . , ac, ac+1, . . . , am) of s+ c, such that
a = a1 = · · · = ac and ac+1 ≥ · · · ≥ am.
Any matrix A ∈ P (c,s) is therefore of the form
A =

a · · · a · · · a
ac+1 ac+1
...
. . .
...
am · · · · · · am
 ∈ Zm−(c−1)×m.
With Remark 5.22 in mind, the existence of a maximum in G(c,s) is easily seen:
Lemma 5.23. There exists a h-vector hmax ∈ G(c,s), such that h ≤ hmax for
all h ∈ G(c,s).
Proof. Let B ∈ P (c,s) be the degree matrix with all entries equal 1, correspond-
ing to the partition (1, · · · , 1) of s+ c. The same proof as in Lemma 5.2 shows
that hA ≤ hB , for all A ∈ P (c,s).
Remark 5.24. Let A,B ∈ P (c,s) and assume that IA and IB are standard
determinantal ideals with degree matrices A, respectively B. If hA ≤ hB, then
obviously beg(IA) ≤ beg(IB), i.e.
beg(IA) = a+ ac+1 + · · ·+ am ≤ b+ bc+1 + · · ·+ bk = beg(IB),
where (a1, . . . , ac, ac+1, . . . , am) and (b1, . . . , bc, bc+1, . . . , bk), are the partitions
corresponding to A, respectively B, and a = a1 = . . . = ac, b = b1 = . . . = bc.
This inequality implies in particular s+ c− (c− 1)a ≤ s+ c− (c− 1)b, so that
a ≥ b and ac+1 + · · ·+ am︸ ︷︷ ︸
qa
≤ bc+1 + · · ·+ bk︸ ︷︷ ︸
qb
.
This shows that if there exists a minimum h-vector in the poset G(c,s), then it
will correspond to a matrix A ∈ P (c,s) which is obtained from a partition of s+c
of the form (a1, . . . , ac, ac+1, . . . , am), where a = a1 = · · · = ac has the largest
possible value and consequently qa = ac+1 + · · ·+am the smallest possible value.
We will prove in the following that there exists a minimum hmin in G(c,s) and it
holds that hmin = hA, where A is the matrix corresponding to a partition of the
form
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(a1, . . . , ac, ac+1, . . . , am) = (a, . . . , a︸ ︷︷ ︸
c
, 1, . . . , 1︸ ︷︷ ︸
qa
),
where a takes the maximal possible value such that ca+ qa = s+ c. Notice that
qa = 0⇐⇒ (a− 1)c = s.
In particular, if qa = 0, then hA is the h-vector of a homogeneous codimension
c complete intersection ideal generated in a single degree a, i.e. hA = h(a,...,a).
Fix integers c and s, and let a and qa be defined as in Remark 5.24. We
introduce the notation: for any 1 ≤ b ≤ a
P (c,s,b) =
{
A ∈ P (c,s)| all entries in the first row of A are equal to b}
and
G(c,s,b) = {hA|A ∈ P (c,s,b)}.
We can write therefore
P (c,s) = P (c,s,1) ∪ . . . ∪ P (c,s,a) and G(c,s) = G(c,s,1) ∪ . . . ∪ G(c,s,a).
We will see in the following that each of those sets contains a minimum. In
order to prove it we will use the following lemma.
Lemma 5.25. The following inequalities for h-vectors are true:
(1) Let A =
[
a− 1 · · · a− 1
1 · · · 1
]
∈ Z2×(c+1), a ≥ 2 be a degree matrix and
h(a,...,a) the h-vector of a homogeneous codimension c complete intersec-
tion ideal generated in degree a. Then hA ≤ h(a,...,a).
(2) Let A =
[
a · · · a
b · · · b
]
∈ Z2×(c+1) and B =
 a · · · ab− 1 · · · b− 1
1 · · · 1
 ∈ Z3×(c+2)
be two degree matrices, where 2 ≤ b ≤ a. Then hA ≥ hB.
(3) For two degree matrices
A =
a1 · · · a1... ...
at · · · at
 and B =

a1 · · · a1
...
...
at − 1 · · · at − 1
1 · · · 1

of size t× (t+ c− 1), respectively (t+ 1)× (t+ c), where at ≥ 2,
we have hA ≥ hB.
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(4) For two degree matrices
A =

a1 · · · a1
...
...
ai · · · ai
1 · · · 1
...
...
1 · · · 1

and B =

a1 · · · a1
...
...
ai − 1 · · · ai − 1
1 · · · 1
...
...
1 · · · 1

of size t× (t+ c− 1), respectively (t+ 1)× (t+ c), where ai ≥ 2,
we have hA ≥ hB.
Proof. (1) We will show the assertion by induction on c. For c = 1, we have
hA = (1, . . . , 1)︸ ︷︷ ︸
a
= h(a).
Let c > 1. By Remark 3.1 and the inductive hypothesis it follows:
hA = h(a−1,...,a−1)i−1 + hA
(0,c+1)
i
≤ h(a−1,...,a−1)i−1 + h(a,...,a)i ,
where the first h-vector involved in the sum is “of codimension c” and the
second, “of codimension c − 1”. The entries of the h-vector of a codimension c
homogeneous complete intersection ideal generated in degree a can be computed
as follows:
h
(a,...,a)
i =
a−1∑
k=0
h
(a,...,a)
i−k = h
(a,...,a)
i +
a−2∑
k=0
h
(a,...,a)
(i−1)−k
= h(a,...,a)i + h
(a−1,a,...,a)
i−1 .
As by Lemma 2.6 the inequality h(a−1,...,a−1)i ≤ h(a−1,a,...,a)i is true for all i, the
claim follows.
(2) We proceed by induction on c. For c = 1 the claim is trivial.
Let c > 1. Since by (1) we have hA(1,1) ≥ hB(1,1) and by the induction hypothesis
hA
(0,1) ≥ hB(0,1) , we can conclude by Remark 3.1.
(3) We will prove the claim by induction on t and c. For c = 1 there is nothing
to show and when t = 2 the claim follows from (2).
Let c > 1 and t > 2. Applying Remark 3.1 for a1, as by induction it holds
hA
(1,1) ≥ hB(1,1) and hA(0,1) ≥ hB(0,1) , we can conclude.
(4) We use induction on c and on the number k of rows, whose entries are all
equal one. For c = 1 the claim is trivial and for k = 1, according to (3), we have
hA
(t,t+c−1) ≥ hB(t+1,t+c) and hA(0,t+c−1) ≥ hB(0,t+c) . Thus by Remark 3.1 we can
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conclude. Let k, c > 1, we have then by induction hA(t,t+c−1) ≥ hB(t+1,t+c) and
hA
(0,t+c−1) ≥ hB(0,t+c) and the claim follows again from Remark 3.1.
Applying the lemma we have just proved, allows us to show the following
statement:
Proposition 5.26. For any 1 ≤ b ≤ a let B = [bi,j ] ∈ P (c,s,b) be a degree
matrix, such that all entries of B, except those in the first row, are equal to one.
Then hB ≤ hB′ for all B′ ∈ P (c,s,b).
Proof. Let B′ ∈ P (c,s,b) and assume that the number of rows, whose entries are
all equal to one is k ≥ 2 and let i = max {j| aj > 1}. Applying Lemma 5.25 on
B′ will produce a degree matrix B′′ ∈ P (c,s,b) with at least k + 1 rows whose
entries are all equal to one. Furthermore the entries in the i-th row of B′′ are
smaller by one than the entries in the i-th row of B′. As hB′′ ≤ hB′ , if B′′ is
equal to B we are done, otherwise we repeat the process with B′′ instead of
B′. Since each time the number of rows of ones increases and the entries in
some row decrease, while the length s of the corresponding h-vectors remains
unchanged, after finitely many steps we will obtain the matrix B.
Remark 5.27. If X ⊆ Pn is a standard determinantal scheme of codimension
c ≥ 3 whose degree matrix has all entries equal to one except those in the first
row, then by Theorem 2.2 its defining ideal IX is componentwise linear.
Corollary 5.28. Let 1 ≤ b ≤ a. There exists a h-vector hmin ∈ G(c,s,b), such
that hmin ≤ h for all h ∈ G(c,s,b). Moreover if B = [bi,j ] ∈ G(c,s,b) is defined by
bi,j =
{
b, i = 1
1, i 6= 1 ,
then
hmin =
{
hB , a 6= b or (a− 1)c 6= s
h(a,...,a), a = b and (a− 1)c = s .
Proof. We distinguish the following cases:
Case 1: a = b and (a− 1)c = s.
We have then qa = 0 and in particular G(c,s,a) = {[a, . . . , a]}, so that the only
minimal h-vector is given by hmin = h(a,...,a).
Case 2: a = b and (a− 1)c 6= qa.
As qa > 0 by Proposition 5.26 it holds that hmin = hB ≤ hB′ for all B′ ∈ G(c,s,a).
Case 3: a 6= b.
Since a > b and qb > qa ≥ 0 we have by Proposition 5.26 hmin = hB ≤ hB′ for
all B′ ∈ G(c,s,b).
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We show next, that the minimum h-vectors in the posets G(c,s,b), 1 ≤ b ≤ a
are comparable.
Proposition 5.29. Let h and h′ be the minimum h-vectors of G(c,s,b), respec-
tively G(c,s,d) . If b > d, then h ≤ h′.
Before starting with the proof of Proposition 5.29 we need the following
lemma:
Lemma 5.30. Let B =

b− 1 · · · b− 1
1 · · · 1
...
...
1 · · · 1
 ∈ Z(c+1)×2c, b ≥ 3 be a degree
matrix and let h(b,...,b) be the h-vector of a homogeneous complete intersection
ideal of codimension c generated in degree b.Then h(b,...,b) ≤ hB.
Proof. In order to avoid technicalities and to shorten the proof, we will show
the claim for c = 3. It is easy to check, that the same proof applies also for
c > 3.
Using Remark 3.1 repeatedly, starting from the lower right corner of the
matrix, we can easily see, that hB is computed via componentwise addition in
the following way:
0 0 0 h(b−1,b−1,b−1)
0 0 0 h(b−1,b−1)
0 0 0 h(b−1,b−1)
0 0 0 h(b−1,b−1)
+ 0 0 1 · · · 1
0 0 1 · · · 1
0 0 1 · · · 1
0 1 1 · · · 1
0 1 1 · · · 1
1 1 1 · · · 1
(1)
where in the first row (counted from bottom to the top) there are (b − 1) + 3
entries. Since h(b,b,b) is computed as the componentwise sum of b copies of h(b,b)
+ h0 · · · · · · hs
. .
.
. .
.
h0 · · · · · · hs−2 hs−1 hs
h0 h1 · · · · · · hs−1 hs
h0 h1 h2 · · · · · · hs
(2)
and h(b,b) can be obtained in the same way as the componentwise sum of b copies
of h(b) = (1, . . . , 1︸ ︷︷ ︸
b
), it can be easily seen, that the componentwise sum (2) is a
part of the componentwise sum (1) and therefore hB ≥ h(b,b,b).
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Remark 5.31. The key point in Lemma 5.30 is that the number of rows of 1’s
is sufficiently large. If this number is smaller than the codimension, then the
statement in Lemma 5.30 is in general no longer true, as the following example
shows:
A =
[
2 2 2
1 1 1
]
, hA = (1, 2, 3, 1),
B =
2 2 2 21 1 1 1
1 1 1 1
, hB = (1, 2, 3, 4, 1)
Since h(3,3) = (1, 2, 3, 2, 1), we obviously have hA ≤ h(3,3) ≤ hB.
We are now ready to prove Proposition 5.29.
Proof. Obviously it suffices to prove the assertion for d = b− 1.
Let B ∈ Zt×(t+c−1) and D ∈ Zk×(k+c−1) be two degree matrices with equal
columns, such that h = hA ∈ G(c,s,b) and h′ = hD ∈ G(c,s,b−1). According to
Lemma 3.11 and Corollary 5.28 it holds k = t + c. We will show by induction
on t and c that hB ≤ hD. When c = 1, we have hB = (1, . . . , 1︸ ︷︷ ︸
s
) = hD and there
is nothing to show.
Let c > 1. As for t = 1 the claim follows from Lemma 5.30, let t > 1. Since
by induction hD(k,k+c−1) ≥ hB(t,t+c−1) and hD(0,k+c−1) ≥ hB(0,t+c−1) , applying
Remark 3.1 on D and B for the indices (k, k + c− 1), respectively (t, t+ c− 1)
allows us to finish the proof.
Corollary 5.32. There exists a h-vector hmin ∈ G(c,s) such that hmin ≤ h for
all h ∈ G(c,s). In particular hmin is the minimum h-vector in the poset G(c,s,a).
Proof. Since G(c,s) = G(c,s,1) ∪ . . . ∪ G(c,s,a), the claim follows directly from
Corollary 5.28 and Proposition 5.29.
Example 5.33. For s = 7 and c = 3 we have a = 3, and qa = 1. Therefore
P (3,7) = P (3,7,1) ∪ P (3,7,2) ∪ P (3,7,3) = {A1} ∪ {A2, A3,A4} ∪ {A5}, where
A1 =
1 · · · 1... ...
1 · · · 1
 ∈ Z8×10, A5 = [3 3 3 31 1 1 1
]
,
A2 =
2 2 2 2 22 2 2 2 2
2 2 2 2 2
 , A3 =

2 2 2 2 2 2
2 2 2 2 2 2
1 1 1 1 1 1
1 1 1 1 1 1
,
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5.4 h-vectors of degree matrices with equal columns
A4 =

2 2 2 2 2 2 2
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
.
The corresponding h-vectors are
hA1 = (1, 3, 6, 10, 15, 21, 28, 36),
hA2 = (1, 3, 6, 10, 15, 21, 18, 6),
hA3 = (1, 3, 6, 10, 15, 21, 13, 3),
hA4 = (1, 3, 6, 10, 15, 21, 7, 1),
hA5 = (1, 3, 6, 10, 9, 7, 3, 1).
The Hasse diagram for G(3,7) is then of the form:
hA1

hA2

hA3

hA4

hA5
In particular it holds that hmax = hA1 and hmin = hA5 .
Remark 5.34. The Hasse diagram in Example 5.33 shows that the poset G(3,7)
is totally ordered, i.e. any two h-vectors are comparable. Based on our com-
putations with the computer algebra system CoCoA, we conjecture that this is
always the case, i.e. the poset G(c,s) is a totally ordered set for any two positive
integers c, s.
As we have seen in this final section, it appears that the poset G(c,s) has a very
interesting structure. It has a natural stratification G(c,s) = G(c,s,1)∪. . .∪G(c,s,a)
and in each stratum there is a minimum h-vector. Furthermore all minima
are comparable. Thus for given integers c, s ≥ 1, the poset G(c,s) provides a
number of examples of non pure O-sequences, which are h-vectors of standard
determinantal schemes with fixed socle degree and codimension, and which have
the additional extremal property of being the minimum in the set of h-vectors
corresponding to degree matrices with equal columns and fixed first row.
81
REFERENCES
References
[1] S. Abhyankar. Determinantal loci and enumerative combinatorics of young
tableaux. Algebraic geometry and commutative algebra, Vol. I:1–26, 1988.
[2] C. Baetica. Combinatorics of determinantal ideas. Nova Science Publishers
Inc., Hauppauge, NY, 2006.
[3] A. Bigatti. Upper bounds for the Betti numbers of a given Hilbert function.
Comm. Algebra, 21:2317–2334, 1993.
[4] M. Boij, J. Migliore, R. Mirò-Roig, U. Nagel, and F. Zanello. On the shape
of a pure O-sequence. Mem. Amer. Math. Soc., 218(1024):viii+78, 2012.
[5] W. Bruns and A. Conca. Groebner bases and determinantal ideals. Com-
mutative algebra, singularities and computer algebra(Sinaia, 2002), 115 of
NATO Sci. Ser. II Math. Phys. Chem.:9–66, 2003.
[6] W. Bruns and J. Herzog. Cohen-Macaulay rings. Cambridge Studies in
Advanced Mathematics, 1993.
[7] W. Bruns and U. Vetter. Determinantal rings, volume 45 of Monografías
de Matemática [Mathematical Monographs]. Instituto de Matemática Pura
e Aplicada (IMPA), Rio de Janeiro, 1988.
[8] N. Budur, M. Casanellas, and E. Gorla. Hilbert functions of irreducible
arithmetically Gorenstein schemes. J. Algebra, 272(1):292–310, 2004.
[9] CoCoATeam. Cocoa: a system for doing computations in commutative
algebra. http://cocoa.dima.unige.it.
[10] A. Conca and J. Herzog. On the Hilbert function of determinantal rings
and their canonical module. Proc. Amer. Math. Soc., 122(3):677–681, 1994.
[11] A. Constantinescu and M. Varbaro. h-vectors of matroid complexes.
http://arxiv.org/abs/1212.3226, 2012.
[12] J. A. Eagon and D. G. Northcott. Ideals defined by matrices and a certain
complex associated with them. Proc. Roy. Soc., 269:188–204, 1962.
[13] D. Eisenbud. Commutative algebra, volume 150 of Graduate Texts in Math-
ematics. Springer-Verlag, New York, 1995. With a view toward algebraic
geometry.
[14] A. V. Geramita and J. C. Migliore. Hyperplane sections of a smooth curve
in P3. Comm. Algebra, 17(12):3129–3164, 1989.
[15] A.V. Geramita. Waring’s problem for forms: inverse systems of flat points,
secant varieties and gorenstein algebras. Queen’s Papers in Pure and Ap-
plied Math. The Curves Seminar, 1996.
82
REFERENCES
[16] A.V. Geramita, T. Harima, J. Migliore, and Y.S. Shin. The Hilbert function
of a level algebra. Mem. Amer. Math. Soc., 186(872), 2007.
[17] S. Ghorpade. Young multitableaux and higher-dimensional determinants.
Adv. Math., 121(2):167–195, 1996.
[18] S. Ghorpade. Hilbert functions of ladder determinantal varieties. Formal
powerseries and algebraic combinatorics(Barcelona,1999), 246(1-3):131–
175, 2002.
[19] E. Gorla. Lifting properties from the general hyperplane section of a pro-
jective scheme. ProQuest LLC, Ann Arbor, MI, 2004. Thesis (Ph.D.)–
University of Notre Dame.
[20] E. Gorla. Lifting the determinantal property. In Algebra, geometry and their
interactions, volume 448 of Contemp. Math., pages 69–89. Amer. Math.
Soc., Providence, RI, 2007.
[21] O. Greco, M. Mateev, and C. Söger. The h-vector of the union of two sets
of points in the projective plane. Le Mathematiche, 67(1):197–222, 2012.
[22] M. Green. Restrictions of linear series to hyperplanes, and some results
of Macaulay and Gotzmann. Algebraic curves and projective geometry
(Trento,1988),Lecture Notes in Math., 1389:76–86, 1989.
[23] J. Harris. The Genus of Space curves. Math. Ann., 249:191–204, 1980.
[24] R. Hartshorne. Generalized divisors and biliaison. Illinois Journal of Math-
ematics, 51(1):83–98, 2007.
[25] T. Hausel. Quaternionic geometry of matroids. Cent. Eur. J. Math.,
3(1):26–38, 2005.
[26] T. Hibi. What can be said about pure O-sequences? J. Combin. Theory
Ser. A, 50(2):319–322, 1989.
[27] J. Huh. h-Vectors of matroids and logarithmic concavity. ArXiv e-prints,
January 2012.
[28] H. Hulett. Maximum Betti numbers of homogeneous ideals with a given
Hilbert function. Comm. Algebra, 21:2335–2350, 1993.
[29] A. Iarrobiano and V. Kanev. Power sums, gorenstein algebras and deter-
minantal loci. Lecture Notes in Math. Springer Verlag, 1721, 1999.
[30] J. Kleppe, J. Migliore, R. Miró-Roig, U. Nagel, and C. Peterson. Goren-
stein liaison, complete intersection liaison invariants and unobstructedness.
Mem. Amer. Math. Soc., 154(732):viii+116, 2001.
[31] R. Maggioni and A. Raggusa. Connections between Hilbert Function and
Geometric Properties for a Finite Set of Points in P2. Le Matematiche,
34:153–170, 1984.
83
REFERENCES
[32] R. Maggioni and A. Raggusa. The Hilbert Function of Generic Plane
Sections of Curves in P3. Inv. Math., 91:253–258, 1988.
[33] R. M. Miró-Roig. Determinantal ideals, volume 264 of Progress in Mathe-
matics. Birkhäuser Verlag, Basel, 2008.
[34] U. Nagel and T. Roemer. Glicci simplicial complexes. Preprint, available
at http://arxiv.org/abs/0704.3283, 2007.
[35] U. Nagel and T. Roemer. Criteria for componentwise linearity. Preprint,
available at http://arxiv.org/abs/1108.3921, 2011.
[36] J. Oxley. Matroid theory, volume 21 of Oxford Graduate Texts in Mathe-
matics. Oxford University Press, Oxford, second edition, 2011.
[37] I. Peeva. Consecutive cancellations in Betti numbers. Proc. Amer.
Math.Soc., 132(1), 2004.
[38] D. Popescu and M. Vladoiu. Strong Lefschetz property on algebras of em-
bedding dimension three. Bull. Math. Soc. Sc. Math. Roumanie, 49(97)(1),
2006.
[39] T. Sauer. Smoothing projectively Cohen-Macaulay space curves. Math.
Ann., 272(1):83–90, 1985.
84
Curriculum Vitae
Matey Mateev, born on November 10th 1980 in Sliven, Bulgaria. My parents
are Georgi Georgiev and Margarita Georgieva.
Education
January 2010 - February 2014 Ph.D. in Mathematics at the University of
Basel, Switzerland.
Advisor: Prof. Dr. Elisa Gorla.
May 2002 - July 2009 Studies in Mathematics, minor in Com-
puter Science at the Humboldt University
of Berlin, Germany.
Diploma in Mathematics supervised by
Prof. Dr. M. Brodmann at the University
of Zurich/Humboldt University of Berlin.
Title: Asymptotic stability of depths of
local cohomology modules and of depths
of ideal-transformed modules.
October 2005 - October 2006 Socrates/Erasmus Program at the ETH
Zurich/University of Zurich, Switzerland.
September 1999 - April 2002 Studies in Automatic, Information and
Control Technology at the Technical Uni-
versity Sofia, Bulgaria.
September 1995 - May 1999 Secondary School for Electrotechnic
and Electronic Marie Sklodowska-Curie,
Sliven, Bulgaria.
I have visited lectures and seminars of Prof. M. Brodmann, Prof. M. Boij, Dr.
C. Berkesch, Prof. D. Eisenbud, Dr. A. Engström, Prof. R. Fröberg, Prof. E.
Gorla, Prof. J. Herzog, Prof. M. Hering, Prof. J. Kleppe, Prof. H. Kraft, Prof.
R. M. Miro-Roig, Prof. R. Pandharipande, Prof. J. Rosenthal, Prof. H. Schenk,
Prof. F. Schreyer.
