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  Zusammenfassung  
Vorgestellt wird ein Ansatz zur mathematischen Beschreibung  der Erregungsausbreitung in
einer Neuronenpopulation. Beschrieben werden im Detail die Einzugsgebiete  der
Erregungsausbreitung und die Intensität von Wechselwirkungen innerhalb solcher
Einzugsgebiete.  Als schwierig erweist sich dabei die Trennung von Ursache und Reaktion.  In
einer natürlichen Neuronenpopulationen sind Transmittermoleküle, die Bot nstoffe zwischen
den Neuronen, sowohl Erregung als auch Reaktion. Sie verursachen, angelagert auf der
Membranoberfläche eines Neurons, dessen Erregung in Form einer Depolarisation; sie sind
gleichermaßen aber auch Reaktion eines Neurons auf eine stattgefundene Erregung, wenn sie
aus den Vesikeln des synaptischen Endknopfes in den synaptischen Spalt ausgeschüttet werden.
Zur Überwindung dieser Dualität wird der Begriff  Wirkstoff  definiert.  Ein Wirkstoff bewirkt
etwas, er besitzt unter diesem Gesichtspunkt ein bestimmtes Potential. Die Ausbreitung von
Wirkstoffen, nämlich die Wirkungsübertragung, ereignet sich extrazellulär in Raum und Zeit.
Im Detail wird dargelegt, wie aus dem punktuellen Ausbreitungsverhaltens einer Erregung  
über das unvollständig globale Ausbreitungsverhalten auf das vollständig globale
Ausbreitungsverhalten einer Erregung in einer Neuronenpopulation  geschlußfolgert werden
kann.  
Das Ziel besteht darin, einen Ansatz zur analytischen Beschreibung der Erregungsausbreitung
in natürlichen Neuronenpopulationen vorzubereiten und in seiner Sinnfälligkeit zu
plausibilisieren. Sinnfällig erscheinen solche Betrachtungen im Hinblick auf den Entwurf
STOCHASTISCH  MASSIV  PARALLELER  SYSTEME. Darunter werden technische Systeme verstanden,
die sowohl in ihrem technischen Konzept als auch in ihrer Wirkungsweise Korrespondenzen zu
natürlichen Neuronenpopulationen aufweisen. Ausgehend von der Struktur und dem
Erregungsmechanismus eines Neurons soll in der Perspektive ein analytisches
Entwurfswerkzeug für STOCHASTISCH MASSIV PARALLELE  SYSTEME  entwickelt werden. 
Herrn Professor Dettmar, Direktor des Instituts für
Humanbiologie an der TU Dresden, sei an dieser Stelle sehr
herzlich gedankt für Hinweise bei der Erörterung biologischer
Sachverhalte.    
1. Struktur und Erregungsmechanismus eines Neurons
Unter technischen Gesichtspunkten repräsentiert eine Struktur ein bestimmtes
Ordnungsgefüge zwischen den Elementen eines  Systems.  Ist das Or nungsgefüge
zeitinvariant,  handelt es sich um eine statische Struktur, unterliegt das Ordnungsgefüge
einer zeitlichen Änderung, spricht man von einer dynamischen Struktur. Zum Beispiel
ändert sich die Verbindungsstruktur der logischen Übertragungskanäle in einem
kanalvermittelten Kommunikationssystem ständig in Abhängigkeit vom aktuellen
Verkehrsaufkommen. Auch die Struktur unseres Nervensystems  ist veränderlich in Raum
und Zeit. 
   
Nervensystem: Gesamtheit aller aus Neuronen bestehenden Gewebe des  
menschlichen und tierischen Körpers. 
  
Neuronen:  Elemente des Nervengewebes, welche di Fähigkeit besitzen, Reize aus
der Außenwelt und dem Innern des Körpers aufzunehmen, zu transferieren in
Erregungen und anderen Teilen des Körpers  zuzuleiten.    
Der Zellkörper eines Neurons (Soma) besteht aus einer Hüllmembran, die eine viskose Flüssigkeit
(Zytoplasma) einschließt, in der sich der Zellkern befindet /KRA 86/. Von Interesse sind nachfolgend
die elektrolytischen Eigenschaften des Zytoplasmas. Vom Zellkörper gehen Fortsätze aus (Bild 1/1).
Dendriten , ausgebildet als kurze Fortsätze, dienen zur Aufnahme von Erregungen aus der
Umgebung des Neurons. Das Axon, ausgebildet als ein langer Fortsatz,  ist eine vom Zellkörper
wegführende Nervenfaser und dient der Fortleitung von Erregungen aus dem Neuron.  Die Länge des
Axons reicht von einigen Mikrometern bis zueinigen Metern  im Extremfall. Am Ende des Axons
sind Verdickungen ausgebildet (synaptische Endknöpfe). Sie stellen eine Kontaktstelle (Synapse) zu
den nachfolgenden Neuronen dar. Die Synapse kann entweder unmittelbar am Zellkörper  des
postsynaptischen Neurons anliegen (axo-somatische Synapse) oder an den Dendriten des
postsynaptischen Neurons (axo-dendritische Synapse). Die Membran besitzt eine orts- und
zeitabhängige Permeabilität gegenüber Natrium-, Kalium-, Chlorid- und anderen Ionen.      
   
Im Ruhezustand des Neurons enthält das Zytoplasma des Neurons einen Überschuß an (positiv
geladenen) Kaliumionen  und der extrazelluläre Raum einen Überschuß sowohl an (positiv
geladenen) Natriumionen als auch an (negativ geladenen) Chloridionen. Es besteht eine erhöhte
Permeabilität der Zellmembran für  ausströmende Kaliumionen und eine stark reduzierte
Permeabilität für einströmende Natriumionen. Demzufolge  besitzt der intrazelluläre g genüber dem
extrazellulären Raum ein negatives Potential von ca. -30 bis -100 mV.  
Im  Erregungszustand des Neurons    wird die Permeabilität der Membran kurzzeitig (!)  geändert
(Bild 2/1). Zu Beginn der Erregung besitzt die Membran eine deutlich  er öhte Permeabilität für
einströmende Natriumionen in das Zytoplasma. Die dadurch hervorgerufene Änderung der Ortslage
von Natriumionen bedingt einen Potentialabfall des intrazellulären Raumes g genüber dem
extrazellulärem Raum. Der Potentialabfall setzt sich solange fort, bis der int azelluläre Raum
gegenüber  dem extrazellulärem Raum ein positives Potential von ca. +30 mV aufweist, bezeichnet
als Aktionspotential. 
Im Laufe der Erregung verliert aber die Membran ihre (zu Erregungsbeginn erlangte) Permeabilität
für einströmende Natriumionen zugunsten einer zunehmenden Permeabilität für ausströmende
Kaliumionen. 
Bild 1 /1   Struktur eines Neurons
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Die Erregung eines postsynaptischen Neurons wird  durch eine überschwellige Anzahl angelagerter
Transmittermoleküle auf der Membranoberfläche im extrazellulären Raum sgelöst. Die
Transmittermoleküle werden durch ein präsynaptisches Aktionspotential  freigesetzt. Das
Aktionspotential entsteht durch Depolarisation eines präsynaptischen Neurons (an der
Verbindungsstelle (Bild 2/1) von Soma und Axon), pflanzt sich über das Axon fort und erreicht
schließlich den präsynaptischen Endknopf. Der Endknopf schließt V sikel ein, die ein bestimmtes
Quantum an Transmittermolekülen enthalten. Infolge eines präsynaptischen Aktionspotentials
werden die in den Vesikeln eingeschlossenen  Transmittermoleküle quantenweise freigesetzt und in
den synaptischen Spalt ausgeschüttet. 
Die Depolarisation eines Neurons hängt von der Anzahl angelagerter Transmittermoleküle und  sehr
wesentlich von der bislang stattgefundenen Ereignisfolge des Neurons ab, z.B. vom Verlauf der
Depolarisationsdichte. Bereits 1949 beschrieb Lloyd einen unter dem Begriff Posttetanische
Potenzierung (PTP) bekannt gewordenen Mechanismus.
Posttetanische Potenzierung   bedeutet,  daß ein Neuron mit zunehmender
Depolarisationsdichte    auch seine    Depolarisationsbereitschaft    erhöht und die
erhöhte Depolarisationsbereitschaft auch noch für eine gewisse Dauer beibehält,
wenn zwischenzeitlich die Depolarisationsdichte wieder abgenommen hat.  
Das Neuron besitzt aber auch eine "entgegengerichtete" Eigenschaft: die Refraktärphase. 
   
Refraktärphase    bedeutet, daß nach vorangegangener Erregung  das Neuron für die
zeitliche Dauer dieser Phase außerstande ist, erneut zu depolarisieren. 
Die Refraktärphase dient u.a. dazu, die Überlagerung von Aktionspotentialen zu verhindern, um
deren singuläre Signifikanz zu erhalten. 
Außer der Erregung postsynaptischer Neuronen  infolge freigesetzter Transmittermoleküle am
präsynaptischen Ufer gibt es auch die H mmung postsynaptischer Neuronen. In diesem Fall kommt
es nicht zu einer kurzzeitigen Umkehr der Potentialdifferenz zwischen dem extrazellulären Raum und
dem Zytoplasma, sondern vielmehr zu einer kurzzeitigen Erhöhung dieser Potentialdifferenz.
2. Gerichtete und diffuse Transmitterströme zur 
Erregungsweiterleitung 
In einem konventionellen technischen System ist die Informationsübertragung ausschließlich an einen
gerichteten Energietransport  gebunden; in einem biologischen System hingegen ereignet sich sowohl
ein
gerichteter Erregungstransport über Nervenbahnen in Form elektrischer Impulse 
(Aktionspotentiale) als auch ein 
ungerichteter Stofftransport über das Kapillarsystem und über den 
synaptischen Spalt.                        
Ungerichteter Stofftransport über das Kapillarsystem
Das klassische Beispiel für einen ungerichteten Stofftransport bei der Informationsübertragung ist
der Transport von Hormonen entlang unseres Blutkreislaufes. Hormone sind Wirkstoffe zur
Regulierung von Körperfunktionen, ohne dabei  als Reizsubstanz oder Energielieferant aufzutreten.
Zum Beispiel reguliert das im Hypothalamus gebildete Neurohormon Vasopressin in
Wechselwirkung mit den in den Nebennieren gebildeten Drüsenhormonen Adrenalin und
Noradrenalin den Blutkreislauf.  Da über den Blutkreislauf nur ein ungerichteter Stofftransport
stattfindet, kann es für Hormone kein a priori adressiertes Zielorgan geben. Einzig und allein die
chemische Struktur eines Hormons entscheidet über dessen orts- und funktionsspezifische Wirkung1.
In einem biologischen System stehen zur gerichteten und zur ungerichteten Informationsübertragung
entsprechende Kreisläufe zur Verfügung,  von Ermisch  /ERMI 83/ unterschieden in individuell und
populationsadressierte Nachrichtenketten  (Bild 1/2). Eine individuelle Nachrichtenkette besteht aus
einer Vielzahl untereinander vernetzter Neuronen, die auch einen Einfluß auf die Endothelzellen
ausüben. Individuelle Nachrichtenketten, gebildet aus  einer  Vielzahl  synaptischer  Verbindungen,
existieren nur begrenzt in Raum und Zeit. Sie können sich gegenseitig durchdringen und dabei
wechselseitig Einfluß nehmen auf die Stabilität ihrer Existenz. Die Stabilität einer sy aptischen
Verbindung ist nicht nur abhängig von der Menge präsynaptischer Neurotransmitter und der Menge
postsynaptischer Rezeptoren für diese Substanzen, sondern auch von der Flüssigkeitsumgebung der
Neuronen, beeinflußt durch die Endothelzellen.
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Bild 1 /2   Individuelle und Populationsadressierung
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Endothelzellen ermöglichen sowohl einen extrazellulären als auch einen intrazellulären
Stofftransport durch Permeation von Hormonen aus bzw. in die Blutgefäße. Wie im  Bild 1/2
hervorgehoben, wird dadurch das Übertragungsverhalten der Synapsen längs einer
populationsadressierten Nachrichtenkette hormonell  beeinflußt.  Zum Beispiel gelangt das im
Zwischenhirn gebildete Peptid Vasopressin  über  die  Endothelzellen der Neurohypophyse in den
Blutkreislauf und wird dort von jenen Körperzellen absorbiert, die spezifisch auf Vasopressin
reagieren. Rückwirkend üben die Peptide üb r die Endothelzellen der Hirnkapillaren transzellulären
Einfluß auf das Milieu der Flüssigkeitsumgebung von Neuronen im Hirninnern aus, z.B. im
Hippokampus.      
Ungerichteter Stofftransport über den synaptischen Spalt      
Aus den vorgelagerten präsynaptischen Vesikeln eines Neurons werden  Transmittermoleküle  in den
nachfolgenden   synaptischen Spalt ausgeschüttet. Eine solche Ausschüttung findet bei
Depolarisation des Neurons statt und dient der Fortschreibung von Erregungszuständen innerhalb
des Systems. Ein Teil der ausgeschütteten Transmittermoleküle erreicht auf direktem Wege  als
gerichteter Strom die Membran des postsynaptischen Neurons (Bild 2/2)  und ein anderer, wenn
auch sehr geringerer Teil der ausgeschütteten Transmittermoleküle, strömt als ungerichteter bzw.
diffuser Strom in die Flüssigkeitsumgebung der Neuronen - ein   Sachverhalt  ohne Korrespondenz  
zu technischen Systemen. Schon allein aus diesem Grund verbietet sich eine formale













Bild 2 /2   Gerichteter und diffuser Strom von Transmittermolekülen
Die Anzahl synaptischer Verbindungen ist faktisch unendlich groß  /HOPF 79/. Gemessen daran ist
unter nachrichtentechnischen Gesichtspunkten die Einzelverbindung ohne Signifikanz, demzufolge
kann deren Ausfallwahrscheinlichkeit nicht signifikant die Zuverlässigkeit des Gesamtsystems
beeinflussen. Mit anderen Worten heißt das: 
In einem neuronalen System besteht kein signifikanter Zusammenhang zwischen der
Ausfallwahrscheinlichkeit einer  einzelnen Verbindung und der Zuverlässigkeit des
Gesamtsystems.      
Dieser Sachverhalt stellt für determinierte Systeme einen Widerspruch dar, nicht aber für neuronale
Systeme. Es gibt eine Hypothese, wonach synaptische Verbindungen  nur  stochastisch  in  Raum
und  Zeit existieren.   Darauf begründen sich solche Eigenschaften  wie Plastizität /MAT 88/   und
Zuverlässigkeit, mit denen neuronale  Systeme allen  technischen Informationsverarbeitungssystem
mit determinierter Architektur überlegen sind /GRA  92/, /KRAT 90/. 
Neurophysiologischen Abschätzungen zufolge enthält allein die  menschliche Hirnrinde  ca. 1010   
Neuronen  mit jeweils 103 ... 104  synaptischen Verzweigungen.    Sperry, Nobelpreisträger für
Medizin 1981, legte bereits vor mehr als 10 Jahren dar /PIK 82/, daß sich aus einem zunächst
vorhandenen Überschuß an Synapsen im Laufe der Zeit bestimmte Synapsen herausbilden und
stabilisieren.  Welche  Synapsen das sind, hängt davon ab, mit welcher Häufigkeit sich eine
Errregungsfortschreibung von einem präsynaptischen zu einem postsynaptischen Neuron bislang
ereignete. Dementsprechend wenig in Anspruch genommene Synapsen bilden sich  zurück. Die
auslösenden und diesen Prozeß sowohl stabilisierenden als auch sinngebenden Mechanismen sind
heute noch weitgehend unbekannt. Bekannt ist aber die bereits erwähnte Plastizität eines neuronalen
Systems. Sie setzt einen Überschuß an Neuronen voraus und ermöglicht eine ortsinvariante
Realisierung von Mechanismen der höheren Nerventätigkeit.
3. Zellulares System zur Unterbringung einer Neuronenpopulation
Die von Wunsch entwickelte Theorie der zellularen Syteme2 gestattet es,  unter Berücksichtigung
der Morphologie des Nervensystems ausgewählte Erscheinungen eines natürlichen neuronalen
Systems zu modellieren /WUN 77/. Sehr wesentliche Parameter dafür sind die Erregungsintensität
eines Neurons sowie die Bemessung von Einzugsgebieten, in denen sich neuronale  Erregungen
ausbreiten. Nachfolgend wird die Theorie zellularen Systeme zur mathematischen Beschreibung
dieser Parameter angewendet. 
Erregungen  sind eine Folge von Einwirkungen, die Reize genannt werden, welche
sich ausbreiten und eine Folge von Reaktionen auslösen.  
Einzugsgebiete von Erregungen   sind  Nachbarschaften in Raum und Zeit, in denen
sich Erregungen  hinsichtlich ihrer Reaktion überlagern.   
Es gibt Korrespondenzen zwischen biologischen und technischen Sachverhalten, zum Beispiel
zwischen den Begriffen "Morphologie" und "Architektur".
Morphologie: Wissenschaft vom Bau und der Organisation der Lebewesen und ihrer
Bestandteile, den  Organen, Geweben und Zellen. Die Morphologie umfaßt die
Anatomie (Lehre vom Bau und der Lage  der Organe), die Histologie (Gewebelehre),
die Zytologie (Zellenlehre) und schließt   die vergleichende Entwicklungsgeschichte
ein. 
Architektur  n. Giloi /GILO 93/ : Wissenschaft von der Struktur eines technischen
Informationsverarbeitungssystems und seinem darüber definierten Operationsprinzip.
2
G. Wunsch, Professor em.  an der TU Dresden, entwickelte in den 70er Jahren die Theorie Zellular r Systeme
für ausgewählte Wissenschaftsbereiche, u. a. für die Biologie und für die Mikroelektronik.
3.1  Definition eines zellularen Beobachtungsgebietes  
Es wird angenommen, daß jedem von endlich vielen Neuronen innerhalb  einer Population  eine  
Position in einem Unterbringungsgebiet G zugeordnet werden kann.
Unterbringungsgebiet   G = { g1 , ... gi, ..., g*, ..., g , ..., gn = G  | n = card G }   
ist eine nichtleere Menge, deren Elemente  Gebietspunkte  von Neuronen sind 
mit g1, ..., gi, ..., gn  in indexierter  
und g*, ..., g   in symbolischer Notation.
Speziell sei  <g> ⊆G. 
Beobachtet wird das Unterbringungsgebiet G  zu diskr. Zeitpunkten, geordnet in einer Zeitskala T. 
Zeitskala T = { t0 ,t1, ...,ti,...,
>t, ..., t*, ..., , ..., t,t', ..., t↑ρ, ..., tn=T | n+1=(card T) } ist
−
t
eine nichtleere, linear geordnete Menge, deren Elemente t diskrete Zeitpunkte
genannt werden 
mit t0 , t1, ..., ti , ..., tn    in indexierter  
und >t, ..., t*, ..., , ..., t,t', ..., t↑ρ in symbolischer Notation. −t
Es bezeichnet t↑ρ den relativ zum Zeitpunkt t um ρ (diskrete) Zeitpunkte in
Fortschrittsrichtung verschobenen Zeitpunkt.  
Speziell sei  <t> ⊆T   und   {t, ...,t↑ρ } = [t⇑ρ] ⊆ T .
Die Gebietspunkte g im Unterbringungsgebiet G   werden zu diskreten Zeitpunkten t
beobachtet. Die Beobachtungen sind Elemente eines diskreten Beobachtungsgebietes B.
Beobachtungsgebiet B =G xT = {(g1,t0), ..., (g1,T), (g2,t0), ..., (g,t), ..., (G,T)} 
ist eine nichtleere geordnete Menge von Wertepaaren  (g,t), die Beobachtungspunkte
bezüglich Ort und Zeit genannt werden mit g∈G und  t∈T.  
Die Struktur des Beobachtungsgebietes  B  wird von  Gebiets- und Zeitspuren konfiguriert.
Gebietsspur  <g>S(t) = { (g,t)∈B   t∈<t>⊆T , g∈G } 
ist eine Trajektorie längs jener Beobachtungspunkte (g,t)∈B im  Beobachtungsgebiet
B, die zum Zeitpunkt  t in einer Gebietsnachbarschaft   zueinander stehen.
Zeitspur  <t>S(g) = { (g,t)∈B   t∈<t>⊆T , g∈G } 
ist eine Trajektorie längs jener Beobachtungspunkte (g,t)∈B im  Beobachtungsgebiet
B, die im  Gebietspunkt g in einer  Zeitnachbarschaft   zueinander stehen.
3.2 Erregung, Konstitution und Reaktion eines Neurons               
Die Existenz eines Neurons ist nicht nur veränderlich  in Ort und Zeit, sondern auch ohne singuläre
Signifikanz; das einzelne Neuron einer Population bleibt ohne signifikanten Einfluß auf das
Gesamtverhalten der Population. Der Umkehrschluß daraus, die Existenz  jedes einzelnen Neurons
einer Population sei demzufolge bedeutungslos, wäre jedoch irrtümlich. Die Aufgabe eines Neurons
besteht unter funktionellen Gesichtspunkten darin, Erregungen entgegenzunehmen, darauf, abhängig
vom aktuellen Zustand, zum Beispiel  der momentanen Durchlässigkeit der Membranoberfläche für
Transmittermoleküle,  zu reagieren, zum Beispiel durch Depolarisation oder Hyperpolarisation, und
gegebenenfalls Erregungen benachbarter Neuronen auszulösen. Fehlende Signifikanz eines einzelnen
Neurons einerseits und komplexes Zusammenwirken aller Neuronen innerhalb einer Population
andererseits sind Voraussetzungen für solche Eigenschaften  des Zentralnervensystems wie
Plastizität, Selbstorganisation und Zuverlässigkeit. Diese Wechselwirkungen gestalten sich sehr
kompliziert. Ein  Beispiel für die Kompliziertheit stellt der Reflexbogen dar / KRA 86/. Erregungen
von Rezeptoren des peripheren Nervensystems können Reflexe auslösen.  Reflexe sind notwendig für
die Aufrechterhaltung elementarer Lebensfunktionen, zum Beispiel der  Lidschlagreflex.   Dieser
Reflex dient dazu, die Oberfläche des Auges vor Feuchtigkeitsverlust  zu schützen, aber auch zum
Schutz des Auges vor der Einwirkung mechanischer Partikel.  
An der Auslösung eines Reflexes sind mehrere, hierarchisch organisierte Schichten des
Zentralnervensystems beteiligt (Bild 1/3).  Beginnend beim  Rückenmark, weitergehend über das
Nachhirn bis hin zum Großhirn, nimmt die Komplexität der Hirnfunktionen zu. Hirnabschnitte
höherer Komplexität beeinflussen Hirnabschnitte niedrigerer Komplexität.  Diese Einflußnahme
erfolgt über den Reflexbogen.  Je mehr Schichten mit höheren Hirnfunktionen an der Reflexbildung
beteiligt sind, desto komplizierter gestaltet sich der Reflexbogen. Der kleinstmögliche Reflexbogen
wird über das Rückenmark gebildet. Ein Ausgangssignal aus dem Reflexbogen kann z.B. eine
motorische Nervenzelle innervieren. Unter systemtheoretischen Gesichtspunkten stellt sich dieser
Vorgang folgendermaßen dar:  
Ein Reflexbogen  
        ist eingebettet in ein  Beobachtungsgebiet B,  
        existiert in Ort und Zeit   und 
        nimmt  Signale  aus dem peripheren   sowie dem  Zentralnervensystem  entgegen. 
        Entlang des Reflexbogens korrelieren die entgegengenommenen Signale. 
Der Begriff "Signal" ist für technische Informationssysteme eindeutig definiert. Ein Signal ist der
Träger von Information! Informationsträger in einem technischen System kann zum Beispiel eine
Impulsfolge sein, deren Informationsgehalt durch die Impulsdichte codiert ist. Gleichermaßen
existieren auch in biologischen Systemen Folgen von Impulsen, nämlich Salven von
Aktionspotentialen bzw. Spikes entlang einer Nervenfaser. Die zu übertragende Information ist durch
die Dichte der Spikes codiert. Insofern erscheint der Vergleich zwischen einem technischen und
einem biologischen System gerechtfertigt3. 
Die Funktion eines Reflexbogens läßt sich näherungsweise mit der Wirkungsweise  eines digitalen
Automaten vergleichen. Der Zustand eines digitalen Automaten ist durch die Menge seiner
Zustandssignale repräsentiert, zusammengefaßt als Tupel in einem aktuellen Zustandswort. Die
Aufeinanderfolge von Zuständen gibt Auskunft über die innere Dynamik des digitalen Automaten.
Welchen Verlauf eine solche  Zustandsbeschreibung nimmt, hängt sowohl  vom aktuellen
Eingabewort (als ein Tupel von Eingabesignalen in diesen Automaten) ab als auch von jenem
Zustand, in dem dieses Eingabewort den Automaten erreicht. Ein digitaler Automat zeichnet sich  
3
siehe dazu auch : Veränderung der Transferfunktion beim Hopfield-Modell.,  /BREN 93/
auch dadurch aus, daß  sein Signalalphabet nur aus zwei Werten besteht und sein Eingabealphabet
identisch seinem Zustandsalphabet ist.  Eine derartige "Stilisierung" besteht in biologischen
Systemen nicht. 
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Bild 1 /3   Reflexbögen  (Prinzipdarstellung n. Kraismer)
   Auch bei gegebenen Vergleichbarkeiten zwischen biologischen und technischen Systemen, zum
Beispiel hinsichtlich der Zustandsfortschreibung durch äußere Einflüsse, bestehen keine
Korrespondenzen in der Signaldarstellung. Es ist sehr kompliziert, S gnale in biologischen Systemen
zu selektieren, sie bestimmten Ursprungsgebieten zuzuordnen und sie gegebenenfalls zu
reproduzieren. Mit anderen Worten heißt das: 
In biologischen Systemen existieren keine konzentrierten Signalparameter.
In biologischen Systemen existieren unterschiedliche Arten von Signalen. 
Die Einzugsbereiche der Signale in biologischen Systemen sind  meistens unbekannt. 
Folgende  Signalbeschreibungsparameter sollen für natürliche neuronale Syteme g lten (Bild 2/3):
Anlagerung(-sdichte) von Transmittermolekülen:Erregung eines Neurons,
Schwellwert zur Depolarisation: Konstitution  eines Neurons, 
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Konstitutionselement
Bild 2 /3   Technische Signalparameter eines Neurons
Den Neuronen einer Population steht ein diskreter Erregungsvorrat   X  zur Verfügung:
Erregungsvorrat   X = { x i  |  i =1, 2, ..., card X }   ist eine nichtleere Menge, deren
Elemente x Erregungen genannt werden. 
Erregungselemente können z. B. lokale Belegungsdichten der Membran eines Neurons mit
Transmittermolekülen sein  aber auch abgestufte Lichtstärken, die auf die Retina einwirken. 
Die Erregungselemente x lagern sich in zeitlicher Reihenfolge auf ihrem Wirkungsort an.
Demzufolge gibt es eine zeitbezogene Dichteverteilung von Transmittermolekülen auf der Membran,
deren (zeitliche) Abfolge als Erregungswort  x  bezeichnet wird, die Menge X  dementsprechend als
Vorrat der Erregungswörter.  
Vorrat der Erregungswörter   X = {x j   |  j =1, 2, ..., card X }  : T→ X 
ist eine Menge, deren Elemente  x  Erregungswörter genannt   werden.
Erregungswörter sind  Abbildungen der Zeitskala T in den  Erregungsvorrat X.
Jedem Neuron einer Population, gleichbedeutend jedem Gebietspunkt g im Unterbringungsgebiet G,
wird aus dem Vorrat  X von Erregungswörtern genau ein Erregungswort zugeordnet. Die Menge  
•
X
ist Vorrat der Erregungssequenzen. 
   




x (g) g ∈ G : G → X
ist eine Menge, deren Elemente  Erregungssequenzen genannt werden.
•
x
Erregungssequenzen sind Abbildungen des Unterbringungsgebietes G in den Vorrat X
der Erregungswörter. Es gilt:










  : Erregungselement zum Zeitpunkt t im Gebietspunkt g , 
•
x (g)[t] ∈ X
 
•




x (g)[t j] to ≤ t i < t j ≤ T ⊆
•
x (g)
: der im Zeitintervall [ti,tj] im Gebietspunkt g partiell 
einwirkende Anteil von    
•
x (g)
                                                                                         Erregungssequenz
•
x (g)[t i,t j]
•
x (g)
                                                                                                                        des Gebietspunktes g
                                                     [ti,tj] S(g)                            Zeitspur  <t>S(g)
Zu jedem Zeitpunkt befinden sich die Neuronen einer Population in einer bestimmten Konstitution,
bezeichnet als Schwellwert zur Depolarisation. Alle Schwellwerte zusammengenommmen bilden den
Konstitutionsvorrat   Z. 
Konstitutionsvorrat   Z = {z i   |  i =1, 2, ..., card Z }   
ist eine nichtleere Menge, deren Elemente z  Konstitutionen genannt werden.
Die Änderung des Schwellwertes eines Neurons ereigne sich als eine zeitgeordnete Folge von
Konstitutionen. Zu jedem Zeitpunkt t∈T besitzt ein Neuron einen bestimmten Schwellwert bzw. eine
bestimmte Konstitution, abhängig sowohl vom prähistorischen Depolarisationsgeschehen als auch
von der Flüssigkeitsumgebung, in welche  das betreffende Neuron eingebettet ist. Gleichermaßen
könnte diese Folge von Konstitutionen aber auch eine zeitbezogene Änderung lokaler
Vorzugsrichtungen bei der Diffusionen von Transmittermolekülen im extrazellulären Raum sein.
Jeder Varianz einer solchen Reihenfolge  entspricht ein Konstitutionswort.  Deren Menge Z  wird
nachfolgend als Vorrat der Konstitutionswörter  bezeichnet und man schreibt: 
Vorrat der Konstitutionswörter   Z = {  zj   |  j =1, 2, ..., card  Z  }  : T  → Z
ist eine Menge, deren Elemente  z  Konstitutionswörter genannt   werden und
Abbildungen der Zeitskala T in den Konstitutionsvorrat Z sind. 
Wurde jedem Neuron einer Population aus dem Vorrat  der Erregungswörter genau ein
Erregungswort zugeordnet, so wird auch jedem Neuron aus dem Vorrat  Z von Konstitutionswörtern
genau ein Konstitutionswort zugeordnet. Die dadurch entstehende Menge neuronenbezogener
Zustandswortfolgen wird als Vorrat der Konstitutionssequenzen bezeichnet und man schreibt:   




z (g) g ∈ G : G → Z
ist eine Menge, deren Elemente  Konstitutionssequenzen genannt werden. 
Konstitutionssequenzen sind Abbildungen des Unterbringungsgebietes G in den
Vorrat Z der Konstitutionswörter.
Die Neuronen reagieren auf die Einwirkungen von Erregungen und abhängig von ihrer aktuellen
Konstitution  im Wertebereich eines vorgegebenen R aktionsvorrates .
 
Reaktionsvorrat   Y = { y i   |  i =1, 2, ..., card Y }   
ist eine nichtleere Menge, deren Elemente y Reaktionen genannt werden.
  
Die Reaktion kann  z.B.  eine Folge von Aktionspotentialen entlang eines  Axons sein. Innerhalb
eines durch die Zeitskala T festgelegten Intervalls ereignen sich Folgen  von Aktionspotentialen
unterschiedlicher Dichte.  Eine jede solcher  Folgen  wird als  Reaktionswort bezeichnet,  die Menge




Vorrat der Reaktionswörter   Y = {  y j   |  j =1, 2, ..., card Y }  : T →  Y 
ist eine Menge, deren Elemente  y  Reaktionswörter genannt   werden. 
Reaktionswörter sind Abbildungen der Zeitskala T in den Reaktionsvorrat Y. 
Vorrat  der Reaktionssequenzen     
•
Y = •y (g) g ∈ G : G → Y
ist eine Menge, deren Elemente  Reaktionssequenzen genannt werden. 










    ein im Beobachtungspunkt (g,t) vorhandenes Erregungselement
•
y (g) [t] ∈ Y
•
y (g) [ti,t j] =
•
y (g) [ti], ...,
•
y (g)[t j] to ≤ t i < t j ≤ card T ⊆
•
y (g)
der im Zeitintervall [ti,tj] im Gebietspunkt g partiell 
einwirkende Anteil von  
•
y (g)
ist partielle  Reaktionssequenz ,  (k)
•
Y[t0+ρ]
entstanden durch das singuläres Wirken einer Erregungssequenz , deren
•
X[t0+k]
Reaktion zum Zeitpunkt (t0↑ρ) beobachtet wird mit (t0↑k) und (t0↑ρ) ∈T für k<ρ.
Singulär heißt, daß  Einwirkungen von Erregungssequenzen  zu Zeitpunkten
verschieden von (t0↑k) nicht stattfinden.
3.3 Abbildung von Einzugsbereichen innerhalb des Beobachtungsgebietes
In /WUN 77/ wird eine Gebietsstruktur durch eine Reihe von Abbildungen in Form von
Nachbarschaftsabbildungen zwischen den Gebietspunkte eines  Gebietes beschrieben.
Nachbarschaftsabbildungen definieren Örtlichkeiten, von denen Beeinflussungen auf andere
Örtlichkeiten ausgehen.  Unter diesem Gesichtspunkt werden nachfolgend Nachbarschaften im
Beobachtungsgebiet B  beschrieben.  (Bild 3/3) zeigt   die Umgebung des Beobachtungspunktes
(gi,t)∈B. Längs der Achsen sind ausgewählte Gebiets-  und Zeitspuren markiert. Diejenigen
Neurone, die auf das im Gebietspunkt gi positionierte und zum Zeitpunkt t beobachtete Neuron einen
Einfluß ausüben, sind in der Umgebung von gi vollständig untergebracht.
Infiltrierte und freigesetzte Transmittermoleküle
Vereinbart wurde, daß unter Erregung die gebiets- und zeitabhängige  Anlagerung  von
Transmittermolekülen  auf der Membran  eines Neurons zu verstehen sei. Die daraufhin ausgelöste
Reaktion besteht in einer Sequenz von Aktionspotentialen entlang des Axons. Zu einem bestimmten
Zeitpunkt werde der extrazelluläre Raum gleichmäßig mit Transmittermolekülen infiltriert. Deren
Wirkung bestehe darin, 
   daß alle im Unterbringungsgebiet G positionierten Neuronen auf die Infiltration durch 
Depolarisation reagieren (unmittelbare Wirkung),
daß infolge Depolarisation der extrazelluläre Raum eine (ereignisabhängige) 
Dichteänderung von Transmittermolekülen erfährt (mittelbare Wirkung). 
Das im Gebietspunkt gi positionierte und zum Zeitpunkt t beobachtete Neuron wird demzufolge
 
sowohl durch die zum Zeitpunkt t (noch) vorhandene Dichte infiltrierter 
Transmittermoleküle primär  erregt   
als auch sekundär erregt von Transmittermolekülen, die zu vorangegangenen 
Zeitpunkten von benachbarten Neuronen als Reaktion auf die von ihnen 
entgegengenommene Erregung ausgeschüttet wurden. 
Ursache für deren Ausschüttung  zu eben diesem vorangegangenen Zeitpunkt war
wiederum 
sowohl die zu eben diesem  Zeitpunkt vorhandene Dichte infiltrierter 
Transmittermoleküle 
 als auch jene Transmittermoleküle, die zu noch weiter vorgelagerten 
Zeitpunkten von benachbarten Neuronen ausgeschüttetet wurden   
u.s.w.  u.s.f.   
Das primäre Erregungsangebot  resultiert demzufolge aus den (noch vorhandenen) infiltrierten
Transmittermolekülen im extrazellulären Raum und dem sekundären Erregungsangebot aus reaktiv
freigesetzten Transmittermolekülen innerhalb des extrazellulären Raumes. Diese Gegebenheit läßt
sich durch zwei Kegel gemäß (Bild 3/3) darstellen, deren maximale Verjüngung jeweils im
Beobachtungspunkt (gi,t) liegt.
Ein Kegel der Erregung formiert eine Liegenschaft für infiltrierte
Transmittermoleküle  in Ort und Zeit. 
Der Kegel schließt unter Berücksichtigung von Transportzeiten für
Transmittermoleküle im extrazellulären Raum jenes Areal im Beobachtungsgebiet B
ein, das im Einzugsbereich der primären Erregung des im Gebietspunkt gi
positionierten und zum Zeitpunkt t beobachteten Neurons liegt.
Ein Kegel der Reaktion formiert eine Liegenschaft für reaktiv freigesetze
Transmittermoleküle  in Ort und Zeit. 
Der Kegel schließt jene im Unterbringungsgebiet G positionierten Neuronen ein,
deren zu Zeitpunkten t (<t) intern ausgeschütteten Transmittermoleküle quantitativ
ausreichend sind, die Konstitutionen des im Gebietspunkt gi   existenten und zum
Zeitpunkt t beobachteten Neurons lateral zu beeinflussen.
Es  beschreibt µ(gi,t;
>t) als  Nachbarschaftsabbildung der Erregung eine Liegenschaft, die zum
Zeitpunkt  >t  existiert und Einfluß ausübt auf das im Gebietspunkt gi positionierte und zum
Zeitpunkt t beobachtete Neuron mit  >t<t  (Bild 3/3).  
Nachbarschaftsabbildung  der Erregung    µ(gi,t;>t) 
selektiert aus dem Unterbringungsgebiet G jene Gebietspunkte g von Neuronen,
deren zum Zeitpunkt >t (<t) mit >t,t∈T existierende Erregung  Einfluß •x (g) [> t] ∈ X
ausübt auf das im Gebietspunkt g positionierte und zum Zeitpunkt t beobachtete 
Neuron. 







und speziell :  .µ(gi .t; t) = µ0(g i.t)
Bezüglich der Zeitlage t des Gebietspunktes gi ist der Zeitpunkt   t
∗ = ϕ(g i, t; g∗) ∈ T
letztmöglicher Zeitpunkt für einen Erregungseinfluß  vom Gebietspunkt g*∈G auf den
Gebietspunkt  gi ∈ G . 
Die  Wertepaare  (g*,t*= ϕ(gi,t;g*))  mit g*,gi ∈ G  und  t*,t ∈ T markieren für das im Gebietspunkt
gi  untergebrachte und zum Zeitpunkt t beobachtete Neuron eine Kausalitätsgrenze unter
Einbeziehung aller  im Beobachtungsgebiet B positionierten Neuronen. Demzufolge sind all jene auf
den Gebietspunkten  g ∈ G  beobachteten Neuronen mit ihren zum Zeitpunkt  t*  erfahrenen




y (g i)[t ] ∈ Y
Beobachtung >t≤φ(gi,t;g*)  gilt und t' der unmittelbar auf t folgende Zeitpunkt innerhalb der
Zeitskala T ist. Plausibel überlagern sich prähistorische Liegenschaften für alle t∈T. Die








g∈ G, >t ≤
−






t  ∈ B
markiert innerhalb des Beobachtungsgebietes B eine Menge   von  




t ∈ B (gi , t) ∈ B
erregendenden Einfluß ausüben. 
Die Konstitution des im Gebietspunkt gi positionierten und zum Zeitpunkt t beobachteten Neurons
hängt von den Konstitutionen des Neurons zu vorangegangenen Zeitpunkten ab. Über die
Konstitution eines Neurons kann nur durch die Messung der Reaktionssequenzen und demzufolge
nur mittelbar Auskunft erhalten werden. Zum Beispiel über solche Eigenschaften wie die
posttetanische Potenzierung. 
Die Messung der Reaktionssequenz des  im Gebietspunkt gi  positionierten Neurons wird durch die
Aufzeichnung der Aktionspotentialfolge entlang einer Zeitspur  <t>S(gi)  mit   <t>⊆T   als einem
zeitbezogenen Meßintervall protokolliert. Die innerhalb dieses Intervalls generierte Reaktionssequenz
besteht in einer Folge von Aktionspotentialen. Die daraufhin in Quanten freigesetzten
präsynaptischen Transmittermoleküle werden zu nachfolgenden Zeitpunkten von örtlich
benachbarten Neuronen verbraucht. Damit entsteht in Vorwärtsrichtung  der Zeitspur ein sich
einschnürender Reaktionskegel (Bild 3/3).
 
Zu jedem Zeitpunkt  t∈<t>⊆T   wird die  Zeitspur  <t>S(gi)   orthogonal  von der Gebietsspur  
<g>S(t) mit   <g>⊆G   durchsetzt. Rückwirkend bis zum Zeitpunkt 
>t (<t) markieren die Zeitpunkte
>t,...,t ein Ensemble von Gebietsspuren <g>S(
>t), ..., <g>S(t) , das jene Gebietspunkte aus der
Umgebung von gi einschließt, deren bis zum Zeitpunkt t genommene Reaktionssequenz  Einfluß auf
die zum Zeitpunkt t∈T  existierende Konstitution des im Gebietspunkt  gi positionierten Neurons
ausübt. Plausibel ist die 
Annahme:  Je größer die Differenz (t->t) , desto mehr Gebietspunkte in der
Umgebungs von  gi   sind an der Einflußnahme auf die  zum Zeitpunkt t∈T  
existierende Konstitution des im Gebietspunkt  gi positionierten Neurons beteiligt. 
Ebenso gilt 
plausibel : Erregungen eines Neurons lösen Reaktionen dieses Neurons aus, 
keine Erregungen eines Neurons lösen keine Reaktionen  aus, 
zugelassen auch, daß Erregungen keine Reaktionen auslösen.
Demzufolge gibt es unter Wahrung des Kausalitätsprinzips höchstens soviele Reaktions- wie
Erregungssequenzen.   Das heißt:     
card
•
Y[> t] ≤ card
•
X[> t]
mit  als Vorrat von  Erregungsequenzen zum Zeitpunkt >t
•
X[> t]
und  als Vorrat von  Reaktionsequenzen zum Zeitpunkt >t.
•
Y[> t]
Diejenigen Neuronen, die in der Umgebung von gi  zum Zeitpunkt  
>t  (<t) Reaktionen  zeigen, die
zum Zeitpunkt t die Konstitution des im Gebietspunkt gi  positionierten Neurons beeinflussen, erfaßt
die Nachbarschaftsabbildung λ der Reaktion.  
Nachbarschaftsabbildung der Reaktion  λ(gi,t;>t)
selektiert aus einem Unterbringungsgebiet  G  genau jene (Neuronen tragenden)
Gebietspunkte g∈G, deren zum Zeitpunkt >t≤t mit >t,t∈T existierenden Reaktionen  
  Einfluß ausüben auf das im Gebietspunkt gi positionierte und zum
•
y (g) [>t] ∈ Y
Zeitpunkt t beobachtete Neuron.
Prinzipiell gilt: λ(gi , t; >t ) ⊆ µ(g i, t; >t )
und speziell  :  .λ(gi , t; t ) = λ0(g i, t)
Umgebung der Erregung Ug i,t






g ∈ G, >t ≤
−









x (g∗) [t∗] ∈ X
Nachbarschaftsabbildung der Erregung
               
−




g ∈ G = µ(g i, t; >t) φ(gi , t; g∗) = t∗
t* letzmöglicher Zeitpunkt für einen Erregungs-
einfluß vom Gebietspunkt g* auf Gebietspunkt gi
Nachbarschaftsabbildung der Reaktion        Reaktion
       
•
y (g i) [t ] ∈ Y
(gi,




g, t; τ ⊆ µ(gi , t; τ)
Selektion aller Gebietspunkte , deren    λ0(gi,t')
−
g∈ G
Reaktion  Einfluß ausübt auf 
•
y (−g)[τ] ∈ Y
den Gebietspunkt gi  
Bild 3 /3   Umgebung des Beobachtungspunktes (gi,t)∈B
3.4  Lokale und temporäre Korrrespondenzen im Beobachtungsgebiet
Es wurde unterschieden zwischen der Erregung eines Neurons durch Anlagerung  freigesetzter oder
von außen in die Population eingebrachter und auf der Membranoberfläche angelagerter
Transmittermoleküle sowie der daraufhin ausgelösten Reaktion eines Neurons in Form von
Aktionspotentialen. Die Wirkung des Aktionspotentials besteht darin, wiederum Transmittermoleküle
freizusetzen. Dementsprechend sind die angelagerten Transmittermoleküle unterschiedlicher
Herkunft:
Werden Transmittermoleküle von außen  in die Population eingebracht, stellen sie 
unter dem Gesichtspunkt der Systemtheorie eine Err gung dar. 
Werden Transmittermoleküle im Innern der Population durch das Wirken von 
Aktionspotentialen an den präsynaptischen Endigungen freigesetzt,  sind sie das 
Ergebnis von Reaktionen innerhalb der Population und sind  unter dem Gesichtspunkt 
der Systemtheorie Reaktionen auf eingenommene Konstitutionen.
Transmittermoleküle sind also Ursache und Wirkung zugleich - und man kann sagen, daß die
Freisetzung von Transmittermolekülen ein sich selbst verursachender Prozeß ist. Damit werden
Erregung und Reaktion miteinander identifiziert, nachfolgend zusammengefaßt unter dem Begriff
Wirkung. 
Freigesetzte Transmittermoleküle sind  Wirkstoffe . 
Die Intensität, mit der sich Wirkungen  fortschreiben,  richtet sich nach der gebiets- und
zeitabhängigen Dichteverteilung der Wirkstoffe. Unter der Annahme, daß die
Freisetzung  von Transmittermolekülen  ein in Raum und Zeit sich selbst
verursachender Prozeß ist, wird  der Begriff   Korrespondenz   definiert als
Synonym für eine bestehende Interaktion  zwischen den Gebietspunkten.  
Im Hinblick auf klassische Neuronale Netze  kann man unter Korrespondenz die
Gewichtsfaktoren zwischen den formalen Neuronen verstehen.
Der Begriff Potential ist Ausdruck für die Fähigkeit eines Systems, eine Wirkung zu verursachen.
Unter physikalischen Gesichtspunkten ist das Potential eines physikalischen Systems eine
gebietsabhängige Zustandsgröße,  die nur von den Koordinaten abhängt und nicht vom Weg, der zu
diesem Zustand geführt hat.  Die Beschreibung eines Potentials erfolgt in einem Skalarfeld. Die
Überführung eines Potentials in einem physikalischen System von einem Raumpunkt zu einem
anderen Raumpunkt ist ein in Raum und Zeit richtungsgebundener Prozeß und wird durch  ein
Vektorfeld beschrieben. Nachfolgend wird der Begriff Potential auch auf  den Prozeß der
Wirkstoffemission übertragen. 
Ein Wirkstoff "bewirkt etwas", er besitzt unter diesem  Gesichtspunkt, ein bestimmtes Pot ntial.  Die
Ausbreitung von Wirkstoffen, nämlich die Wirkungsübertragung, ereignet sich extrazellulär in Raum
und Zeit. 
Wirkungsübertragung :  Ein Wirkstoff, das heißt ein Potential,  verändert
unter Zeitverbrauch in einer bestimmten Richtung seine Gebietslage. 
Grundlage zur Beschreibung des Ausbreitungsverhaltens eines solchen Potentials ist das
Beobachtungsgebiet B. Es  wird angenommen, daß die Zeitskala T, die das Beobachtungsgebiet B
konfiguriert, soviele Zeitpunkte besitzen möge, wie notwendig sind, um über die Dynamik der
Wirkungsübertragung eine verlässliche Aussage machen zu können. Die Beobachtung des
Ausbreitungsverhaltens  von Wirkstoffen im extrazelluären Raum erfolgt
   gebietsbezogen zum definierten Zeitpunkt 
(punktuelles Ausbreitungsverhalten), 
   global über alle Gebiets- und Zeitpunkte hinweg 
(vollständig globales  Ausbreitungsverhalten), 
   global über alle Gebietspunkte hinweg bei zunehmender Anzahl von
Zeitpunkten  (unvollständig globales  Ausbreitungsverhalten).
           
Beschreibung des  punktuellen Ausbreitungsverhaltens
Das  punktuelle Ausbreitungsverhalten wird gebiets- und zeitabhängig  beschrieben durch die
Elemente eines gerichteten Potenzgebietes. Ein solches Element kann zum Beispiel die
Übergangswahrscheinlichkeit eines Potentials   von einem  Gebietspunkt   auf einen anderen
Gebietspunkt   zu einem bestimmten Zeitpunkt sein.
Gerichtetes Potenzgebiet   A t = { A(gk, g j; t); gk, gj ∈ G; t ∈ T }
ist eine nichtleere Menge, deren Elemente A  t-potentionell gerichtete 
Punktkorrespondenzen bezeichnet werden. 
Speziell ist   eine t-potentiell gerichtete Punktkorrespondenz vom                      A(gk, gj; t)
 Gebietspunkt gj   auf den  Gebietspunkt gk zum Zeitpunkt t.
Die t-potentiell gerichtete Punktkorrespondenz  vom Gebietspunkt gj  auf den  A(gk,g j; t)
Gebietspunkt gk  zum Zeitpunkt t wird in der Regel verschieden sein von der t-potentiell
gerichtete Punktkorrespondenz  des Gebietspunktes gj  auf den  Gebietspunkt gk  zum
Zeitpunkt t'. 
Beschreibung des vollständig globalen  Ausbreitungsverhaltens
"Vollständig global"  soll heißen, daß  sich in aufeinanderfolgenden Zeitpunkten  t1, ... , , t', ... , T  
der Zeitskala T alle möglichen Wirkungsübertragungen   zwischen  allen Gebietspunkten g aus G  
ereignet haben, demzufolge über die sich dabei entwickelten R ferenzen zwischen den
Gebietspunkten im Mittel (!) ausgesagt werden kann.
Referenzalphabet  Π = { π(gk,g j ) gk,g j ∈ G }
ist eine nichtleere Menge, deren Elemente π vollständige Referenzen genannt
werden.  Es beschreibt  über alle Zeitpunkte der Zeitskala T hinweg eineπ(gk,g j )
vollständige Referenz  vom Gebietspunkt gj  auf den Gebietspunkt gk.
Die über die gesamte Zeitskala T  hinweg von allen Gebietspunkten g∈G auf ein und denselben
Gebietspunkt  gk∈G  gerichteten Referenzen repräsentieren eine  vollständige  Punktverwandtschaft
  (kurz Punktverwandtschaft )  des Gebietspunktes gk mit allen Gebietspunkten g∈G,
•
π (gk)
einschließlich mit sich selbst. Alle Punktverwandtschaften zusammen ergeben eine  vollständige
Gebietsverwandtschaft (kurz Gebietsverwandtschaft ).
Gebietsverwandtschaft 
•
Π = •π (gk) gk ∈ G
ist eine Matrix, deren Elemente in Vektoren   geordnet sind, die
•
π
Punktverwandtschaften genannt werden und richtungsgebunden sind. 
Speziell beschreibt    jene Punktverwandtschaft, die alle  Gebietspunkte g∈G
•
π (gk)































π(gk,g1), ...,π(gk,G) ∈ Π
Die Elemente der gerichteten Potenzgebiete  A t konvergieren in ihrer Aufeinanderfolge für





Beschreibung des unvollständig globalen  Ausbreitungsverhaltens
Unter einem unvollständigen Ausbreitungsverhalten ist die Sublimierung der  t-potentionell  
gerichteten Punktkorrespondenzen über wachsende Zeitpunkte hinweg, beginnend im
Zeitpunkt t und endend im Zeitpunkt    (t↑k) , zu verstehen, bezeichnet als unvollständige
Referenzen.
Unvollständige Gebietsverwandtschaft     
•
Γ[t⇑ρ]
ist eine quadratische Matrix, deren Elemente π(gi,gj)[t⇑ρ]   mit gi,gj∈G unvollständige
Referenzen  genannt werden und richtungsgebunden sind.  
Es ist  π(gi,gj)[t⇑ρ]  das Maß für eine im Zeitintervall [t,t↑ρ] geltende Verwandtschaft des
Beobachtungspunktes (gj,t) entlang der Zeitspur  <t>S(gj) mit dem Beobachtungspunkt  (gi,t↑ρ) ,
gelegen im Schnittpunkt der Zeitspur  <t>S(gj) mit der Gebietsspur <g>S(t↑ρ)
 
               Gebietsspuren:  <g>S(t)                              <g>S(t+ρ)                                                 
                                (gj,t)                                                                <t>S(gj)           
                                            π(gi,gj)[t↑ρ]   Zeitspuren:   
           
                                                                                       (git+ρ)              <t>S(gi)
Anm.: Für ρ=1 gilt  π(gi,gj)[t⇑ρ]  = At(gi,gj;t)
    
•
Γ[t↑ρ] =
π(g1, g1) [t↑ρ] π(g1, g2)[t↑ρ] ........... ........... ........... π(g1, gn) [t↑ρ]
π(g2, g1) [t↑ρ] ........... ........... ........... ........... ...........
........... ........... ........... π(gi , gj)[t↑ρ] ........... ...........
........... ........... ........... ........... ........... ...........
........... ........... ........... ........... ........... ...........
π(gn, g1) [t↑ρ] ........... ........... ........... ........... π(gn, gn) [t↑ρ]
ist eine Matrix vom Typ (nxn)  mit   n = card G .
Zeitinvariante Reaktionsausbreitung  
Die Analyse des Ausbreitungsverhaltens der (durch Erregung verursachten)  Reaktionen eines
Neurons besteht in der Feststellung von Punktverwandtschaften. Bekannt ist, daß die Reaktion eines
Neurons auf Erregungen durch die Ableitung von Aktionspotentialen meßtechnisch festgestellt
werden kann. Die Beobachtung der Reaktion des im Gebietspunkt gk untergebrachten Neurons
besteht in der Aufzeichnung  der Aktionspotentiale entlang der Zeitspur <t>S(gk).  Es ist festzustellen,
welche Gebietsspuren  <g>S(t1), <g>S(t2), ...   sich für inkrementierende Zeitpunkte t herausbilden.
Um die Ausbreitung der Reaktion des im Gebietspunkt gk untergebrachten Neurons beobachten zu
können, müssen alle im Unterbringungsgebiet G fixierten Neuronen zum Zeitpunkt t0 reaktionsfrei
sein, d. h.  
 .  
•
Y[t0] = 0
Das entlang der Zeitspur <t>S(gk) im Beobachtungsgebiet B analysierte Neuron sei  zum  Zeitpunkt




x (g ≠ gk)[t0] = 0,
•
x (g = gk)[t0] ≠ 0 g,gk ∈ G, t0 ∈ T
mit als  Konfiguration aller Erregungssequenzen zum Zeitpunkt t0  
•
X [t0]









Gebietspunkt gk untergebrachten Neurons ein Aktionspotential führen, alle anderen innerhalb des




y (g ≠ gk )[t1] = 0,
•
y (g = gk )[t1] ≠ 0 g,gk ∈ G, t1 ∈ T
als  Konfiguration des Vorrats aller Reaktionssequenzen um Zeitpunkt t1  und    als
•
y (g)[t1]
Reaktionselement des zum  Zeitpunkt t1 beobachteten und im Gebietspunkt g untergebrachten
Neurons.  
Im  vereinbarten Wertevorrat Y  für Reaktionen wurden  K Zahlenwerte aus dem Bereich der rellen
Zahlen vereinbart. Für K>2 übersteigt der Wertevorrat formal den Vorrat möglicher Reaktionen
eines Neurons auf eine entgegengenommene Erregung, nämlich Vorhandensein oder
Nichtvorhandensein eines Aktionspotentials.  K>2 ist dennoch korrekt, wenn man vereinbart, daß die
Elemente des  Wertevorrates  auch Maßzahlen darstellen können, die angeben, wie intensiv (!) die
Korrespondenzen der  Gebietspunkte untereinander  sind4. Bezogen  auf die mit Neuronen belegten
Gebietspunkte g  und gk heißt das: 
Ein durch den Gebietspunkt g generiertes Aktionspotential, dessen Wirkung (Ausschüttung
von Transmittermolekülen)  der Gebietspunkt  gk erfährt, wird mit einer Maßzahl versehen,
die darüber Auskunft gibt, welches Potential der Gebietspunkt g gegenüber dem Gebietspunkt
gk besitzt. 
Kann im Gebietspunkt gk  keine Wirkung aus dem Gebietspunkt g festgestellt werden, dann besitzt
der Gebietspunkt g  gegenüber dem Gebietspunkt gk auch kein Potential. Es ist λ der Einzugsbereich
einer  Ausbreitung von Reaktionen und es gilt für eine
zeitinvariante Nachbarschaftsabbildung λ :  
λ(gj,t;t↑1)=λ(gj,t↑1;t↑2)=λ(gj)={g j+i},  nachfolgend mit  i=±1. 
Die t-potentiell gerichtete Punktkorrespondenz  A beschreibt die  Intensität der Ausbreitung von
Reaktionen zum Zeitpunkt t . Speziell gilt für eine zeitinvariante  Korrespondenz  vom Gebietspunkt
gj  zum  Gebietspunkt gk :
 
A(gk,gj,t)=A(gk,gj,t↑1)=A(gk,gj)=A(λ(gj),gj)=ak,j .        
Der Mechanismus der Erregungsfortschreibung besteht darin, daß
Erregungen 
      ⇓
Reaktionen verursachen, die nachfolgend wieder zu
      ⇓
Erregungen werden, die wiederum 
       ⇓
Reaktionen auslösen usw.
Das heißt: Erregungen und Reaktionen bedingen sich gegenseitig,  meßbar sind aber nur Reaktionen.
4
siehe dazu auch : Thermodynamik in der Biologie,  /LEU 89/
Bezogen auf den Gebietspunkt  gk ∈ G  ; t, t' ∈ T mit  t < t'   schreibt man
•
y (gk)[t ] =
g j∈λ(gk)
Σ A(gk,g j) •y (g j)[t]
als quantitatives Maß für die Übertragung einer Reaktion in den Gebietspunkt gk zum Zeitpunkt t'
aus der Umgebung von gk  zum Zeitpunkt t, d.h. nach Ablauf von genau einem Zeitschritt.
Ordnet  man die  t-potentiell gerichteten Punktkorrespondenzen  A(gk,gj)   durch∀ gk, g j ∈ G
eine  (quadratische)  Adjazenzmatrix 
$
$
 ,n,n = A(gk,g j) n,n mit gk,g j ∈G und n = card G
kann die Reaktionssequenz  beschrieben werden durch eine Matrixgleichung (dargestellt für
•
Y[t0↑2]
λ(gj)={g j+i}  mit i= 1 und ak,j=0.5  für  j=k±1 (=0 sonst) unter Berücksichtigung der± ∀ g j,gk ∈ G
















0 0.5 0 0 0 0 0.5
0.5 0 0.5 0 0 0 0
0 0.5 0 0.5 0 0 0
0 0 0.5 0 0.5 0 0.5
0 0 0 0.5 (= ak,j) 0 0.5 0
0 0 0 0 0.5 0 0.5
0.5 0 0 0 0 0.5 0
•
•
y (g1)[t0↑1] = 0
•
y (g2)[t0↑1] = 0
...
•




y (G)[t0↑1] = 0
bzw.     
$




















den Gebietspunkt gk zum Zeitpunkt t0↑3  nach Ablauf von genau drei Zeitschritten erreicht (1.
Zeitschritt zur Erregungsübernahme, 2. und 3. Zeitschritt zur Reaktionsfortschreibung).  Bis zum
Zeitpunkt t0↑3 (!) besitzt demzufolge der Gebietspunkt gk eine auf den Gebietspunkt gj, dem
Ursprungsort der Erregung zum Zeitpunkt t0  , bezogene  unvollständige Punktverwandtschaft



















Daraus läßt sich mittels Inkrementierung längs der Zeitspur <t>S(gk) die vollständige
Punktverwandtschaft aller Gebietspunkte g ∈ G mit dem Gebietspunktes gk  bei
•π (gk)
zeitinvarianter Ausbreitung einer Erregung  ermitteln:
        
$
µ





























Zusammenfassung der Beschreibung von Einzugsbereichen und Intensitäten
BESCHREIBUNG VON EINZUGSBEREICHEN IM BEOBACHTUNGSGEBIET
Nachbarschaftsabbildung  der Erregung   µ(gi , t; >t)
selektiert aus dem Unterbringungsgebiet G jene Gebietspunkte g von Neuronen, deren zum
Zeitpunkt >t (<t) mit >t,t∈T existierende Erregung  Einfluß ausübt auf das im Gebietspunkte g
positionierte und zum Zeitpunkt t beobachtete Neuron. 
Prinzipiell gilt: µ(gi , t; >t) =
−
g >t ≤ ϕ(gi , t;
−
g) mit −g∈ G ⊆ G
speziell:  µ(gi .t; t) = µ0(g i.t)
Bezüglich der Zeitlage t des Gebietspunktes gi  ist der Zeitpunkt  t
∗ = ϕ(g i, t; g∗) ∈ T
letztmöglicher Zeitpunkt für einen Erregungseinfluß  vom Gebietspunkt g*∈G  auf den  
Gebietspunkt  gi ∈ G .
------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------







g∈ G, >t ≤
−






t  ∈ B
markiert innerhalb des Beobachtungsgebietes B eine Menge   von                               




t ∈ B (gi , t) ∈ B
einen erregendenden Einfluß ausüben. 
------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
Nachbarschftsabbildung der Reaktion λ(gi,t; >t)                    
selektiert aus einem Unterbringungsgebiet  G  genau jene (Neuronen tragenden)
Gebietspunkte g∈G, deren zum Zeitpunkt  >t≤t mit  >t,t∈T existierenden Reaktionen
Einfluß ausüben auf das im Gebietspunkt gi positionierte und zum Zeitpunkt t
•
y (g) [τ] ∈ Y
beobachtete Neuron.    
Prinzipiell gilt: λ(gi , t; >t ) ⊆ µ(g i, t; >t)
und speziell   : λ(gi , t; t ) = λ0(g i, t)
BESCHREIBUNG VON INTENSITÄTEN IM BEOBACHTUNGSGEBIET
t-potentiell gerichtete PunktkorrespondenzA(gk, gj; t)
Maß für die Intensität einer Korrespondenz des Gebietspunktes gj   mit 
dem Gebietspunkt gk  zum Zeitpunkt t
und  ∈At  (: Gerichtetes Potenzgebiet) gj,gk∈G ;  t∈TA(gk, gj; t)
------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
π(gi,gj)[t↑ρ] unvollständige Referenz                                                               
Maß für die Intensität einer befristeten Verwandtschaft des 
Beobachtungspunktes (gj,t) entlang der Zeitspur <t>S(gj) 
mit dem Beobachtungspunkt (gi,t↑ρ) , gelegen im 
Schnittpunkt der Zeitspur  <t>S(rj) mit der Gebietsspur <g>S(t+ρ)
Anm.: Für ρ=1 gilt  π(gi,gj)[t↑ρ] = A(gi,gj;t)∈At
speziell :  π(gi,gj) ∈ Π π(gi , gj)[t0↑(card T)] =
mit π(gi,gj)  : vollständige Referenz  von gj  auf gi.
                   aus  Π : Referenzalphabet   
------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
 unvollständige Gebietsverwandtschaft 
•
Γ[t↑ρ] = π(gi , gj)[t↑ρ]
ist eine quadratische Matrix, deren Elemente π(gi,gj)[t↑ρ]   
mit gi,gj∈G richtungsgebunden sind und unvollständige 
Referenzen genannt werden.






π (gk), gk ∈ G
(vollständige)  Gebietsverwandtschaft
































π(gk,g1), ..., π(gk,G) ∈ Π
als (vollständige) Punktverwandtschaft 
aller  Gebietspunkte g∈G mit gk∈G 
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