We investigate the Hilbert complex of elasticity involving spaces of symmetric tensor fields. For the involved tensor fields and operators we show closed ranges, Friedrichs/Poincaré type estimates, Helmholtz type decompositions, regular decompositions, regular potentials, finite cohomology groups, and, most importantly, new compact embedding results. Our results hold for general bounded strong Lipschitz domains of arbitrary topology and rely on a general functional analysis framework (FA-ToolBox).
and compact embeddings D(A 1 ) ∩ D(A * 0 ) ֒→ H 1 for densely defined and closed (unbounded) linear operators
on three Hilbert spaces H 0 , H 1 , H 2 with (Hilbert space) adjoints A * 0 : D(A * 0 ) ⊂ H 1 → H 0 , A * 1 : D(A * 1 ) ⊂ H 2 → H 1 . The complex property reads generally A 1 A 0 ⊂ 0, i.e., R(A 0 ) ⊂ N (A 1 ) or equivalently R(A * 1 ) ⊂ N (A * 0 ). For details see the FA-ToolBox, e.g., [17, Section 2.1] or [15] .
Some important applications, such as proper solution theories for first or second order systems, various variational formulations, and a posteriori error estimates for the respective operators of an Hilbert complex are discussed in detail in [15] .
The elasticity complex is subject to ongoing and recent research. Among others, we cite the important works of Arnold, Falk, and Winther [1, 2, 3, 4, 5, 6, 7, 8, 22] , Schöberl [18, 19, 20] , and Christiansen [12, 13] , as well as the vast literature cited therein.
Notations and Preliminaries
Let Ω ⊂ R 3 be an open set and let m ∈ N 0 . We have to introduce several Sobolev spaces. Generally spaces of scalar functions will be denoted by normal letters, spaces of vector fields by bold letters, and spaces of tensor fields by calligraphic bold letters. For scalar spaces we have the standard L 2 (Ω), H m (Ω) and for vector fields the usual with row-wise application of rot and div for the differential operators Rot and Div, respectively. Symmetric tensor fields are introduced by (Ω). 2 We show that even the embeddingH S (Div) ∩ H 0,−1 S (Rot Rot ⊤ ) ֒→ L 2 S is compact, see Remark 3.18.
Therefore, we observe that the classical de Rham complex and its dual, i.e.,
. . . 
The Elasticity Complex
Throughout this paper we suppose the following:
General Assumption 3.1. Ω ⊂ R 3 denotes a bounded strong 3 Lipschitz domain with boundary Γ.
3.1. Preliminaries. Let us look at row-wise gradients (Jacobians) of vector fields as densely defined unbounded linear operators where the latter two density results follow by standard arguments using the segment property of Ω.
Lemma 3.2 (Korn inequalities). With boundary conditions the following holds:
(i) For all v ∈H 1 (Ω) it holds | ∇ v| L 2 (Ω) ≤ √ 2| sym ∇ v| L 2 (Ω) . (i') D(sym ∇) =H(sym ∇, Ω) =H 1 (Ω) = D(∇) and N (sym ∇) = N (∇) = {0}. (i") There exists c > 0 such that for all v ∈H 1 (Ω) it holds |v| H 1 (Ω) ≤ c| sym ∇ v| L 2 (Ω) . Without boundary conditions it holds:
(ii) There exists c > 0 such that for all v ∈ H 1 (Ω) it holds |v| H 1 (Ω) ≤ c | sym ∇ v| L 2 (Ω) + |v| L 2 (Ω) . where RM denotes the space of rigid motions. (ii") There exists c > 0 such that for all v ∈ H 1 (Ω) ∩ RM ⊥ L 2 (Ω) it holds |v| H 1 (Ω) ≤ c| sym ∇ v| L 2 (Ω) .
Proof. Let v ∈C ∞ (Ω). Then
and hence
showing (i) by the density ofC ∞ (Ω) inH 1 (Ω) and thus also (i') and (i"). By Necas' estimate, i.e.,
we see (using the classical distributional formula that derivatives of the gradient of a vector field can be expressed by derivatives of its symmetric gradient)
which proves (ii) and then also shows (ii'). Finally, (ii") follows by a standard indirect argument.
Similar to the gradients, we introduce (again with row-wise application of rot and div) the densely defined and unbounded tensor field operators
which then are densely defined and closed (unbounded) linear operators with domains of definition
As before, for a smooth tensor field M ∈C ∞ S (Ω) we have Rot Rot ⊤ M = Rot(Rot M ) ⊤ ∈ L 2 S (Ω), see the appendix, and this property is conserved for the closures, which makes the operators well defined. Moreover, by elementary calculations
which shows by closure (as the kernels are closed)
Therefore, we observe indeed an Hilbert complex, i.e., the first part of the elasticity complex, this is
where we have used Lemma 3.2. Next we compute the adjoints of
Lemma 3.3 (adjoints). The adjoints of A 0 , A 1 , and A 2 are given by
and it holds (A * n ) * = A n = A n for n = 0, 1, 2. Moreover, the complex properties
hold, i.e.,
is an Hilbert complex as well, i.e., the second part of the elasticity complex.
i.e., N ∈ H(Div, Ω) and
Then for all tensor test fields Φ ∈C ∞ (Ω) we have sym Φ ∈C ∞ S (Ω) = D( D iv S ) and thus (using the symmetry of A * 2 v) 
where we have used that Rot Rot ⊤ skw Φ is skew-symmetric, see the appendix. Thus M ∈ H(Rot Rot ⊤ , Ω) and A * 1 M = Rot Rot ⊤ M . As M is symmetric, so is Rot Rot ⊤ M , see the appendix, and also
Finally, (A * n ) * = A n and the complex properties for the adjoints are general facts of Hilbert complexes, see [17, Section 2.1], completing the proof.
Remark 3.4 (one operator). Note that, e.g., the second order operator Rot Rot ⊤ S is "one" operator and not a composition of the two first order operators Rot and Rot ⊤ . Similarly, the operatorsRot Rot ⊤ S or sym ∇, sym ∇ have to be understood in the same sense as one operator.
The latter considerations show that we have a primal and a dual (adjoint) elasticity Hilbert complex, more precisely will be called generalised Dirichlet and Neumann tensors of the elasticity complex, respectively.
3.2.
Topologically Trivial Domains.
Regular Potentials and Helmholtz Type Decompositions.
Using the linear and bounded regular potential operators P∇, P ∇ , Pr ot , P rot , Pd iv , P div from the appendix and their vector and tensor space relatives P∇, P ∇ , PR ot , P Rot , PD iv , P Div , we start now with our first regular potentials for the elasticity complex.
Theorem 3.5 (regular potentials).
Let Ω be additionally topologically trivial and let m ∈ N 0 . Then there exist linear and bounded regular potential operators
where also Ps ym ∇ = P∇ ( · ) + spn P∇ Rot ⊤ ( · ) holds for m ≥ 2, with
In particular, all ranges are closed and the regular (potential) representations
All potentials can be chosen such that they depend linearly and continuously on the right (left) hand sides.
Proof. We already know all inclusions of type R( · ) ⊂ N ( · ). 
Row-wise applications of Lemma
Hence
(Ω) given by For m ≥ 2 we can literally following the corresponding proof without boundary conditions as well. In particular, we get that Rot ⊤ M ∈H m−1 (Ω) ∩ N (Rot) as well as u ∈H m (Ω) and M + spn u ∈H m (Ω). Let Ω be additionally topologically trivial. Then the cohomology groups
hold with various kernel representations given by Theorem 3.5. Moreover, the respective potentials can be chosen in a linear and continuous way.
Proof. By the FA-ToolBox from [17, Section 2.1] (or simply the projection theorem) we have
, in particular, R(sym ∇) and N (Div S ) are perpendicular. Moreover, Theorem 3.5 shows
Analogously we see Harm S,N (Ω) = {0}. All Helmholtz type decompositions are simple applications of the FA-ToolBox (or the projection theorem) and the results about the kernels and ranges from Theorem
Remark 3.7 (trivial topologies). A closer inspection of Theorem 3.5 and Corollary 3.6 together with their proofs shows that the assumptions on the topologies can be weakened, compare to Remark A.2. In particular, in Theorem 3.5 the following holds true for the potential operators:
(i) Pd iv , P div and PD iv , P Div and hence PD ivS , P Div S do not depend on the topology and all results involving these divergence operators hold for general bounded strong Lipschitz domains. (ii) P∇, P rot , P Rot and hence Ps ym ∇ , P Rot Rot ⊤ S exist on the respective kernels if and only if As the assertions for the potentials imply the triviality of the cohomology groups, in Corollary 3.6 the following holds:
We shall now prove a first version of our key result, the crucial compact embedding for the elasticity complex, here still in the topologically trivial case. Let Ω be additionally topologically trivial. Then the embeddings
Proof. (i) and (iv) are just Rellich's selection theorems. Let us focus, e.g., on (iii). Using Corollary 3.6 and Theorem 3.5 we get the simple Helmholtz type decomposition
(Ω) with linear and bounded potential operators. According to this regular decomposition we represent a bounded sequence
(Ω) and v n ∈ H 1 (Ω) depending continuously on the respective right hand sides. More precisely,
Hence (N n ) and (v n ) are bounded sequences in H 1 S (Ω) and H 1 (Ω), respectively. Thus by Rellich's selection theorem, we can extract subsequences, again denotes by (N n ) and (v n ), respectively, converging in L 2 S (Ω) and L 2 (Ω), respectively. Finally, introducing the notation φ n,m := φ n − φ m for all fields,
The compactness of (ii) is proved analogously. 
Note that in the second and fourth definition the intersection with the domain of definition D(Rot Rot ⊤ S ) and D(Div S ) is superfluous, respectively, i.e.,
On the other hand, for m ≥ 2 and m ≥ 1 in the first and third definition the intersection with the domain of definition D(Rot Rot ⊤ S ) and D(Div S ) can be skipped, respectively, i.e.,
As before, we have Rot
Let Ω be additionally topologically trivial and let m ∈ N 0 . Then the regular decompositions
hold. Moreover, the regular decomposition operators are given by
(Ω) and there exists a vecor field v ∈H m+1 (Ω) with M − M = sym ∇ v. In particular, we have the representation
To show the directness of the sum, let
Then 0 =Rot Rot ⊤ S M = N and hence also M = 0. The assertions for the other operators follow by similar arguments.
We will also need the less regular Sobolev spaces 
, as well as the potential operators
, compare to Theorem 3.5. All decomposition and potential operators are linear and continuous. In particular, the direct decomposition
holds.
Proof. We follow in close lines the proof of Theorem 3.5, in particular its first part, and Corollary 3.9. 
. For our purposes the case m = 0 of Corollary 3.10 is most important, i.e., the decomposition of
. Remark 3.11 (regular type decomposition). It holds
with linear and continuous decomposition and potential operators.
Corresponding results can also be shown for the Sobolev spaces 
Proof. We follow in close lines the proof of 6 bounded strong Lipschitz domains our first and main goal is to establish the respective compact embeddings with the help of a localisation argument, i.e., utilising a partition of unity dividing Ω into a finite number of topologically trivial strong Lipschitz domains for which we can apply our compact embedding results given in Lemma 3.8. It will turn out that this strategy only works up to a certain technical difficulty due to the "second order" operator Rot Rot ⊤ . holds with a second order differential operator Ψ 2 and algebraic operators Ψ 0 , Ψ. The formulas extend to ϕ ∈C 0,1 (R 3 ) resp. ϕ ∈C 1,1 (R 3 ) by mollification.
General Strong Lipschitz Domains. For general
Proof. (i) and (i') follow immediately from row-wise applications of the corresponding results for vector fields. Let us consider (ii). For vectors p, q ∈ R 3 and a matrix Q ∈ R 3×3 it holds p × q = (spn p)q and p × Q = −Q spn p with row-wise operation of the exterior product. Moreover, for P ,
with a first order differential operator Φ 1 and algebraic operators Φ 0 , Φ. Now, let M ∈C ∞ (R 3 ). By the standard row-wise formula for vector fields we compute
If M is symmetric, we observe
Finally, the latter formulas extend to distributions as well. can be found in [14] . In particular, Harm S,N (Ω) has finite dimension and a canonical construction of a basis for Harm S,N (Ω) follows in close lines the ideas for the classical Neumann fields Harm N (Ω).
Compact Embeddings.
Theorem 3.17 (compact embeddings for the elasticity complex). The embeddings
Proof. (i) and (iv) are just Rellich's selection theorems.
• Let us consider (iii). First, we localise by introducing an open covering (U ℓ ) of Ω, such that all Ω ℓ := Ω ∩ U ℓ are topologically trivial (bounded) strong Lipschitz domains. As Ω is compact, there is a finite subcovering denoted by (U ℓ ), ℓ = 1, . . . , L. Let (ϕ ℓ ) with ϕ ℓ ∈C ∞ (U ℓ ) be a partition of unity subordinate to (U ℓ ). Let (M n ) be a bounded sequence inH S (Div, Ω) ∩ H S (Rot Rot ⊤ , Ω). Then for all ℓ the sequence (ϕ ℓ M n ) is bounded inH S (Div, Ω ℓ ) ∩ H 0,−1 S (Rot Rot ⊤ , Ω ℓ ) by Lemma 3.13 for m = 0 and, e.g., by approximation. Remark 3.11 yields the decomposition
with ( M ℓ,n ) bounded in H 1 S (Ω ℓ ) and (v ℓ,n ) bounded in H 1 (Ω ℓ ). By Rellich's selection theorem we get L 2 S (Ω ℓ )-and L 2 (Ω ℓ )-converging subsequences of ( M ℓ,n ) and (v ℓ,n ), again denoted by ( M ℓ,n ) and (v ℓ,n ), respectively. Therefore,
. Finally, picking successively subsequences, we see that
is a Cauchy sequence in L 2 S (Ω). • To show (ii) we use the the FA-ToolBox from [17, Section 2.1]. From (iii) we know that the embedding 
(Ω) is compact as well, which is the assertion (ii).
Remark 3.18 (another compact embedding for the elasticity complex). The latter proof shows that even the embeddingH
is compact. Note that starting with a bounded sequence (M n ) ⊂H S (Div, Ω)∩H 0,−1
Elasticity
ToolBox. The latter considerations, especially Theorem 3.17, show that the primal and dual Hilbert complex of elasticity, i.e.,
are compact Hilbert complexes, i.e., all embeddings are compact. In particular, the complex is closed, i.e., all ranges are closed, and all cohomology groups are finite-dimensional, see the FA-ToolBox from [17, Section 2.1] for details.
Let us now follow the program given by the FA-ToolBox from [17, Section 2.1]. By the crucial compact embedding results of Theorem 3.17, valid for general bounded strong Lipschitz domains of arbitrary topology, we now can easily show closed ranges, Friedrichs/Poincaré type estimates, Helmholtz type decompositions, and finite cohomology groups for the corresponding operators. Moreover, regular potentials and regular decompositions hold. We begin by recalling the densely defined and closed linear operators (and their adjoints) of the elasticity Hilbert complex in more detail, i.e.,
Note that we have five dual pairs (A n , A * n ), i.e., (A * n ) * = A n hold for n = −1, 0, 1, 2, 3. Moreover, recalling
, the corresponding reduced operators
R(A * n ) = R(A * n ) ⊂ N (A * n−1 ). In the following, let us denote the cohomology groups by N n := N (A n ) ∩ N (A * n−1 ).
Note that all ranges are closed as mentioned above. We have
Therefore, we observe for the reduced operators A n and A * n , which we will also denote by A n = A n and A * n = A * n , 
The Hilbert complex of elasticity, i.e., 
hold. More precisely, for n = 1
and for n = 2
hold with representations of the ranges given by (i). Moreover, the respective potentials can be chosen in a linear and continuous way, see (vi). 
hold. The smallest ("best") possible latter constants are sharp and given by
which define the smallest positive eigenvalues 7 1/c 2 n of the non-negative and self-adjoint linear operators A * n A n and A n A * n , respectively. More precisely, 
i.e.,
are continuous with norms (1 + c 2 n ) 1/2 and their variants
Proof. Apply the FA-ToolBox, i.e., Lemma 2.1 -Remark 2.13 from [17, Section 2.1], see also [15] , together with the compact embeddings of Theorem 3.17. Remark 3.20. As properly and extensively described in [15] , Theorem 3.19 and the FA-ToolBox imply proper solution theories for all kind of first or second order systems, such as A n x = . . . , A * n A n y = . . . , A * n A n z = . . . , A * n−1 x = . . . , A * n−1 y = . . . , A n−1 A * n−1 z = . . . , or (A * n A n −λ 2 )x = . . . ,
as well as various variational formulations and a posteriori error estimates for the respective operators of the elasticity Hilbert complex. (Ω).
All potentials in the regular decompositions can be chosen to depend linearly and continuously on the respective right hand sides.
Proof. We just have to show the inclusions "⊂" of the equalities in the latter regular decompositions. As in the proof of Theorem 3.17 we pick a partition of unity (ϕ ℓ , U ℓ ). Additionally, we introduce • Let N ∈ H m S (Div, Ω). As before we get
In Ω ℓ we observe with Lemma 3.13 (Ω ℓ ) and v ℓ ∈ H m+1 (Ω ℓ ).
In Ω ℓ we observe
Extending 
