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Abstract
In this paper, we consider a classic problem concerning the high excursion probabilities of a
Gaussian random field f living on a compact set T . We develop efficient computational methods
for the tail probabilities P (sup
T
f(t) > b) and the conditional expectations E(Γ(f)| sup
T
f(t) >
b) as b → ∞. For each ε positive, we present Monte Carlo algorithms that run in constant
time and compute the interesting quantities with ε relative error for arbitrarily large b. The
efficiency results are applicable to a large class of Ho¨lder continuous Gaussian random fields.
Besides computations, the proposed change of measure and its analysis techniques have several
theoretical and practical indications in the asymptotic analysis of extremes of Gaussian random
fields.
1 Introduction
In this paper, we consider the design and the analysis of efficient Monte Carlo methods for the high
excursion events of Gaussian random fields. Consider a probability space (Ω,F , P ) and a Gaussian
random field
f : T × Ω→ R
living on a d-dimensional compact subset T ⊂ Rd. Most of the time, we omit the second argument
and write f(t). Let M = supt∈T f(t). In this paper, we are interested in the efficient computation
of the high excursion probabilities of f(t), that is,
w(b) , P (M > b) (1)
and the corresponding conditional expectations
v(b) , E(Γ(f)|M > b) (2)
in the asymptotic regime that b tends to infinity, where Γ(·) is a functional (possibly a random
functional) mapping from the space of continuous functions to the real line.
The proposed algorithms are based on importance sampling that is associated with an appropri-
ately designed change of measure mimicking the conditional distribution P (f ∈ · |M > b). Much of
this paper will focus on the design and the implementation of the algorithm for the tail probability
w(b). For the conditional expectation, we present an efficient algorithm and its analysis for one
specific example: the integral on the excursion set with respect to positive processes. It turns out
that the computations of w(b) and v(b) are closely related, which will be discussed in details in
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Section 2.2. Most of the time, we are interested in computing small quantities converging to zero.
Thus, it is sensible to consider relative accuracy that is defined as follows.
Definition 1 For some positive ε and δ, a Monte Carlo estimator Z of w is said to admit ε − δ
relative accuracy if
P (|Z − w| < εw) > 1− δ. (3)
We propose Monte Carlo estimators admitting ε − δ relative accuracy for computing the tail
probabilities w(b) and the conditional expectations v(b). One notable feature of this estimator is
that the total computational complexity to generate one such estimator is bounded by a constant
C(ε, δ) that is independent of the excursion level b. Thus, to compute w(b) and v(b) with any
prescribed relative accuracy as in (3), the total computational complexity remains bounded as the
event becomes arbitrarily rare. With such an algorithm, the computation of rare event is at the
same level of complexity as the computation of regular expectations. In addition, this efficiency
result is applicable to a large class of Ho¨lder continuous Gaussian random fields and thus is very
generally applicable.
The analysis mainly consists of two components. First, we propose a change of measure on the
continuous sample path space (denoted by Qb). The corresponding importance sampling estimators
are unbiased. The first step of the analysis is to show that the estimators admit standard deviations
on the order of O(w(b)) or O(v(b)). Such estimators are said to be strongly efficient that is a
common efficiency concept in the rare-event simulation literature ([13, 5]).
The second part of the analysis concerns the implementations. The simulation of the estimators
in the previous paragraph requires the generation of the entire sample path of f . Under the current
context, the process f is a continuous function. Computer can only perform discrete simulations.
Therefore, we need to seek for an appropriate discretization scheme to perform the simulations.
For instance, a natural approach is to choose a subset
Tm = (t1, ..., tm) ⊂ T (4)
and use the discrete field living on Tm to approximate the continuous field. Thanks to continuity
and under certain regularity conditions of Tm, one can show that P (supTm f(t) > b)/w(b) → 1
as m → ∞, i.e., the bias vanishes as the size of the discretization increases. However, it is well
understood that this convergence is not uniform in b. The smaller w(b) is, the slower it converges,
indicating that the set Tm needs to grow in order to maintain a prefixed relative bias. In fact, as
discussed in [2], for any deterministic subset Tm, the size m must increase at least polynomially
with b to ensure a given relative accuracy. In this paper, the discretization scheme is random and
adapted to (correlated with) the random field f . This adaptive scheme substantially reduces the
computation complexity, in particular, to a constant level.
The high level excursion of Gaussian random fields is a classic topic in probability. There is a
wealth of literature that contains general bounds on P (sup f(t) > b) as well as sharp asymptotic
approximations as b → ∞. A partial literature contains [17, 22, 25, 10, 12, 18, 27, 8]. Several
methods have been introduced to obtain bounds and asymptotic approximations, each of which
imposes different regularity conditions on the random fields. General upper bound for the tail of
max f(t) is developed in [10, 31], which is known as the Borel–TIS lemma. For asymptotic results,
there are several methods. The double sum method ([24]) requires an expansion of the covariance
function around its global maximum and also locally stationary structure. The Euler–Poincare´
Characteristics of the excursion set approximation (denoted by χ(Ab), where Ab is the excursion
set) uses the fact P (M > b) ≈ E(χ(Ab)) and requires the random field to be at least twice differ-
entiable ([1, 28, 4, 29]). The tube method ([26]) uses the Karhunen-Loe`ve expansion and imposes
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differentiability assumptions on the covariance function (fast decaying eigenvalues) and regularity
conditions on the random field. The Rice method ([6, 7]) represents the distribution of M (density
function) in an implicit form. For other convex functionals, the exact tail approximation of integrals
of exponential functions of Gaussian random fields is developed by [19, 21]. Recently, [3] studied the
geometric properties of high level excursion set for infinitely divisible non-Gaussian fields as well as
the conditional distributions of such properties given the high excursion. Numerical methods are
recently discussed by [2] who proposes importance sampling estimators of w(b). In particular, the
authors show that the proposed estimator is a fully polynomial randomized approximation scheme
(FPRAS), that is, to achieve the ε − δ relative accuracy, the total computation complexity is of
order O(ε−q1δ−q2 | logw(b)|q) ([30, 33, 23]). When w(b) is very small, the complexity O(| logw(b)|q)
could be computationally heavy.
This paper is a nontrivial and substantial generalization of [2]. In particular, the contribu-
tions are as follows. First, we introduce an adaptive discretization scheme that reduces the overall
computational cost to a constant level. This is a substantial improvement of [2] who requires the
discretization size grow polynomially in b for both differentiable and non-differentiable fields. Sec-
ond, we show that the continuous importance sampling estimator is strongly efficient to compute
w(b) for both Ho¨lder continuous fields and differentiable cases (by imposing mild regularity condi-
tions). This generalizes the results in [2] who establishes that their relative error grows polynomially
fast with b unless the process is twice differentiable for which the exact Slepian model is available.
Third, we present an algorithm with constant complexity for the computation of the conditional
expectations of integrals on the excursion sets. Lastly, from the technical and methodological point
of view, the development of this paper mostly deals with change of measures defined on the contin-
uous sample path space. In contrast, the analysis of [2] relies heavily on the discrete nature of the
estimators (multivariate Gaussian random vectors). The methodological contribution of this paper
is developing techniques to deal with change of measures defined on the continuous sample path
space. As we shall see in the technical development, with moderate adaptations, the analysis tech-
niques can be applied to the analysis of a large class of conditional expectations E[Γ(f)|M > b]. In
particular, in Theorem 3, we employ the change of measure to derive the asymptotic approximations
of the expected conditional integrals.
As the total complexity of the Monte Carlo estimator is constant, the computational cost is
comparable to that of the closed form approximation of w(b). One advantage of our method is that
it can yield arbitrarily small relative error at the expense of more computational costs; while the
error of closed form approximations are prefixed for each b and they are usually not straightforward
to obtain – requiring second order approximations. In addition to w(b), the current Monte Carlo
methods can also be used to compute the conditional expectations whose asymptotic analyses are
case-by-case. Another advantage of the Monte Carlo estimators is that their implementations do
not require the computation of various constants appearing in the closed form approximations (such
as Pickands constant, Lipschitz-Killing Curvature, etc), neither do they require the fine knowledge
of the local expansions. In addition to the tail probabilities and the conditional expectations, the
proposed estimator also provides means to compute the Pickcands constants. This application will
be discussed in Remark 3.
The rest of this paper is organized as follows. In Section 2, we present the problem settings
and some existing results that we will refer to in the later analysis. Section 3 presents the Monte
Carlo methods and their efficiency results. Numerical implementations are included in Section 4.
Sections 5, 6, and 7 include the proofs of the theorems.
3
2 Preliminaries: Gaussian random fields and rare-event simula-
tion
2.1 Gaussian random fields
Throughout this paper, we consider a Gaussian random field living on a d-dimensional compact
subset T ⊂ Rd, that is, for any finite subset (t1, ..., tn) ⊂ T , (f(t1), ..., f(tn)) is a multivariate
Gaussian random vector. For each s, t ∈ T , we define the following functions,
µ(t) = E(f(t)), C(s, t) = Cov(f(s), f(t)), µT = sup
t∈T
|µ(t)|,
σ2(t) = C(t, t), σ2T = sup
t∈T
σ2(t), r(s, t) =
C(s, t)
σ(s)σ(t)
.
In this paper, we are mostly interested in the high excursion probability
w(b) = P (M > b).
In addition to the tail probabilities, we also present the analysis concerning the integrals on the
excursion set. Let Aγ be the excursion set over the level γ
Aγ = {t ∈ T : f(t) > γ}. (5)
We define the integral
α(b) =
∫
Ab
ξ(t)dt. (6)
where ξ(t) is another random field living on T . Then we are interested in computing the conditional
expectation
v(b) = E(α(b)|M > b)
We now state the technical conditions that require the following definition.
Definition 2 A function L is said to be slowly varying at zero if
lim
x→0
L(tx)
L(x)
= 1, for all t ∈ (0, 1).
Throughout this paper, we impose the following technical conditions.
A1 The process f(t) is almost surely continuous in t.
A2 For some α1 ∈ (0, 2], the correlation function satisfies the following local expansion
1− r(s, t) ∼ ∆sL1(|t− s|)|t− s|α1 , as t→ s (7)
where ∆s ∈ (0,∞) is continuous in s and L1 is a slowly varying function at zero. Furthermore,
there exist nonnegative constants κr, β0, and positive constant β1 > 0 satisfying β0+β1 ≥ α1
such that
|r(t, t+ s1)− r(t, t+ s2)| ≤ κrL1(|s1|)|s1|β0 |s1 − s2|β1 for |s1| ≤ |s2|. (8)
A3 The correlation function is non-degenerate, that is, r(s, t) < 1 for all s 6= t.
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A4 The standard deviation σ(t) belongs to either of the following two types.
Type 1 σ(t) = 1 for all t ∈ T .
Type 2 σ(t) has a unique maximum attained at t∗ satisfies the following conditions
|σ(t)− σ(s)| ≤ κσ × L2(|t− s|)× |t− s|α2 for all s, t ∈ T , (9)
σ(t∗)− σ(t) ∼ Λ× L2(|t− t∗|)× |t− t|α2 as t→ t∗, (10)
where α2 ∈ (0, 1], Λ > 0, and L2 is a slowly varying function at zero such that the limit
limx→0+
L1(x)
L2(x)
exists.
A5 There exists κµ > 0 such that if σ(t) is of Type 1 then |µ(s)− µ(s+ t)| ≤ κµ
√
L1(|t|)|t|α1/2;
if σ(t) is of Type 2 then |µ(s)− µ(s+ t)| ≤ κµ
√
L2(|t|)|t|α2/2.
A6 There exist κm and ǫ small enough, such that mes(B(t, ǫ) ∩ T ) ≥ κmǫdωd, for any t ∈ T ,
where B(t, ǫ) is the ǫ-ball centered around t and ωd is the volume of the d−dimensional unit
ball.
Condition A2 ensures that the normalized process f(t)−µ(t)σ(t) is Ho¨lder continuous with coefficient
α1/2. The bound in (8) imposes slightly more conditions. For instance, in case when 1− r(s, t) =
|t− s|α1 , we can choose that β0 = α1 − 1 and β1 = 1 if α1 ≥ 1; β0 = 0 and β1 = α1 if 0 < α1 < 1.
Condition A3 excludes the degenerated cases that are not essential and it makes the technical
development more concise. Conditions A4 and A5 require that the mean and the standard deviation
functions are also Ho¨lder continuous. In Condition A4, we can adjust the constant Λ such that the
limit limx→0+ L1(x)/L2(x) belongs to the set {0, 1,∞}. Condition A5 ensures that the variation of
the mean function is bounded by those of f(t) and σ(t). In the later technical developments, the
analysis is divided into two cases α1 < α2 and α1 ≥ α2.
Throughout this paper, we use the following notations for the asymptotics. We write h(b) =
o(g(b)) if h(b)/g(b) → 0 as b → ∞; h(b) = O(g(b)) if h(b) ≤ κg(b) for some κ > 0; h(b) = Θ(g(b))
if h(b) = O(g(b)) and g(b) = O(h(b)); h(b) ∼ g(b) if h(b)/g(b) → 1 as b→∞.
2.2 Rare-event simulation and importance sampling
2.2.1 Rare-event simulation.
The research focus of rare-event simulation is on estimating w = P (B), where P (B) ≈ 0. It is
customary to introduce a parameter, say b > 0, with a meaningful interpretation from an applied
standpoint such that w(b) → 0 as b → ∞. Consider an estimator Zb such that EZb = w(b). A
popular efficiency concept in the rare-event simulation literature is the so-called strong efficiency
that is defined as follows (c.f. [5, 13, 16]).
Definition 3 A Monte Carlo estimator Zb is said to be strongly efficient in estimating w(b) if
E(Zb) = w(b) and there exists a κ0 ∈ (0,∞) such that
sup
b>0
V ar(Zb)
w2(b)
< κ0.
Strong efficiency measures mean squared error in relative terms for an unbiased estimator. Suppose
that a strongly efficient estimator of w(b) has been constructed, denoted by Zb, and n i.i.d. replicates
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of Zb are generated Z
(1)
b , ..., Z
(n)
b . Let
Z¯b,n ,
1
n
n∑
i=1
Z
(i)
b
be the averaged estimator that has an variance
V ar(Z¯b,n) =
V ar(Zb)
n
.
By means of the Chebyshev’s inequality, we obtain that
P
(|Z¯b,n − w(b)| > εw(b)) ≤ V ar(Zb)
nε2w2(b)
.
For any δ > 0, to achieve the ε− δ accuracy, we need to generate
n =
V ar(Zb)
δε2w2(b)
≤ κ0
δε2
replicates of Zb. This choice of n is uniform in the rarity parameter b. We will later show that the
proposed continuous importance sampling estimator is strongly efficient. Besides strong efficiency,
another weaker concept is the so-called weak/asymptotic efficiency, that is,
lim
b→∞
log V ar(Zb)
2 logw(b)
= 1.
Weak efficiency implies that V ar(Zb) = o(w(b)
ε) for any ε > 0.
2.2.2 Importance sampling and variance reduction.
Importance sampling is based on the basic identity,
P (B) =
∫
I (ω ∈ B) dP (ω) =
∫
I (ω ∈ B) dP
dQ
(ω) dQ (ω) for a measurable set B, (11)
where we assume that the probability measure Q is such that Q(·∩B) is absolutely continuous with
respect to the measure P (· ∩B). If we use EQ to denote expectation under Q, then (11) trivially
yields that the random variable
Z (ω) = I (ω ∈ B) dP
dQ
(ω)
is an unbiased estimator of P (B) > 0 under the measure Q, or symbolically, EQZ = P (B).
A central component lies in the selection of Q in order to minimize the variance of Z. It is easy
to verify that if we choose Q∗(·) = P (·|B) = P (· ∩B)/P (B) then the corresponding estimator has
zero variance and thus it is usually referred to as the the zero-variance change of measure. However,
Q∗ is clearly a change of measure that is of no practical value, since P (B) – the quantity that we
are attempting to evaluate in the first place – is unknown. Nevertheless, when constructing a good
importance sampling distribution for a family of sets {Bb : b ≥ b0} for which 0 < P (Bb) → 0 as
b→∞, it is often useful to analyze the asymptotic behavior of Q∗ as P (Bb)→ 0 in order to guide
the construction of a useful Q.
We now describe briefly how an efficient importance sampling estimator for P (Bb) can also be
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used to estimate a large class of conditional expectations given Bb. Suppose that an importance
sampling estimator has been constructed
Zb
∆
= I(ω ∈ Bb)dP
dQ
,
such that V ar (Lb) = O
(
P (Bb)
2
)
. Then, by noting that
EQ (XZb)
EQ (Zb)
=
E[X;Bb]
P (Bb)
= E[X|Bb], (12)
it follows easily that an estimator can be naturally obtained; i.e. the ratio of the corresponding
averaged importance sampling estimators suggested by the ratio in the left of (12). Of course, when
X is difficult to simulate exactly, one must assume that the bias in estimating E[X;Bb] can be
reduced with certain computational costs.
2.2.3 The bias control.
In addition to the variance control, one also needs to account for the computational effort required
to generate Zb. This issue is especially important for the current study. The random objects in
this analysis are continuous processes. For the implementation, we need to use a discrete object to
approximate the continuous process. Inevitably, the discretization induces bias, though it vanishes
as the size of the discretization increases. To ensure the ε − δ relative accuracy, the bias needs to
be controlled to a level less than εw(b).
The discretized estimators in [2] can be shown to be weakly efficient for general uniformly Ho¨lder
continuous Gaussian processes and it is strongly efficient when the process is twice differentiable
and homogeneous. The analysis of the Ho¨lder continuous fields relies heavily on the discrete nature
of the estimators. For the implementation, it is established that, to ensure a bias of order εw(b),
the size of the discretization must grow at a polynomial rate of b for both differentiable and non-
differentiable fields. The authors also provide an optimality result. For twice differentiable and
homogeneous fields, the size of a prefixed/deterministic set Tm must be at least of order O(b
d) so
that the bias can be controlled to level εw(b).
3 Main results
The main results of this paper consist of the construction of a change of measure on the continuous
sample path space on T , a random discretization scheme of T associated with the change of measure
Qb, and lastly the efficiency results including the strong efficiency of the continuous and the discrete
estimators and the complexity analysis of the discretization scheme.
3.1 The change of measure
As discussed previously, a key element of the analysis is the construction of a change of measure Qb
(indexed by the rarity parameter b) that approximates the conditional measure P (f ∈ · |M > b).
We should be able to compute the Radon-Nikodym derivative and also be able to simulate the
process f under Qb. We describe the measure Qb from two aspects. First, we present its Radon-
Nikokym derivative with respect to P
dQb
dP
(f) =
∫
T
hb(t)
qb,t(f(t))
ϕt(f(t))
dt, (13)
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where hb(t) is a density function on the set T , qb,t(x) is a density function on the real line, and
ϕt(x) is the density function of f(t) under the measure P evaluated at f(t) = x. We will need
to choose hb(t) and qb,t(x) such that the measure Qb satisfies the absolute continuity condition to
guarantee the unbiasedness.
We will present the specific forms of hb(t) and qb,t(x) momentarily. Before that, we would like
to complete the description of Qb by presenting the simulation method of f under Qb.
Algorithm 1 (Continuous simulation) To generate a random sample path under the measure
Qb, we need a three-step procedure.
Step 1. Generate a random index τ ∈ T following the density hb(t).
Step 2. Conditional on the realization of τ , sample f(τ) from the density qb,τ (x).
Step 3. Conditional on the realization of (τ, f(τ)), generate {f(t) : t 6= τ} from the original conditional
distribution P (f ∈ · |f(τ)).
It is not difficult to verify that the above three-step procedure is consistent with the Randon-
Nikodym derivative given as in (13). In particular, a random index τ is first sampled according to
the density hb(t). Second, the random field at the location τ , f(τ), is sampled from the distribution
qb,τ (x). Lastly, the rest of the field is sampled according the nominal/original condition distribution.
The process f(t) mostly follows the distribution under P except at one random location τ where
the process is twisted to follow an alternative distribution qb,τ (x). Therefore, the overall Randon-
Nikodym derivative is an average of the likelihood ratio qb,t(f(t))/ϕt(f(t)) with respect to the
density hb(t).
Now, we present the specific forms of hb(t) and qb,t(x) for the computation of w(b). For some
positive constant a, let γ be
γ = b− a/b. (14)
We choose
qb,t(x) = ϕt(x)
I(f(t) > γ)
P (f(t) > γ)
(15)
that is the conditional distribution of f(t) given that f(t) > γ. The distribution of τ is chosen to
be
hb(t) =
P (f(t) > γ)∫
T P (f(t) > γ)dt
. (16)
The choice of a in (14) does not affect the efficiency results, nor the complexity analysis. To simplify
the discussion, we fix a to be unity, that is,
γ = b− 1/b. (17)
As we explained previously, the random index τ indicates the location where the random field is
twisted. Furthermore, qb,t(x) is chosen to be the conditional distribution given a high excursion.
We emphasize that it is necessary to set γ slightly lower than the target level b. This will technically
provide a stochastic bound on the distribution of the likelihood ratio. The index τ basically localizes
the maximum of f(t). Note that τ is not necessarily, but is very close to, t∗ , arg sup f(t). Thus,
as an approximation of the zero-variance change of measure, the distribution hb(t) should be chosen
close to the conditional distribution of the maximum t∗ given that f(t∗) > b. This is our guideline
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to choose hb(t). For each t ∈ T , the conditional probability that f(t) > b given M > b is
P (f(t) > b|M > b) = P (f(t) > b)
P (M > b)
.
The denominator P (M > b) is free of t and thus P (f(t) > b|M > b) ∝ P (f(t) > b). Our choice of
hb(t) ∝ P (f(t) > γ) approximates P (f(t) > b|M > b) by replacing b with γ which is a very minor
twist. This twist allows quite a lot of technical convenience. With such choices of hb(t) and qb,t(x),
the Radon-Nikodym takes the following form
dQb
dP
=
∫
T I(f(t) > γ)dt∫
T P (f(t) > γ)dt
=
mes(Aγ)∫
T P (f(t) > γ)dt
, (18)
wheremes(·) is the Lebesgue measure. According to Fubini’s theorem, the denominator has another
representation: ∫
T
P (f(t) > γ)dt = E[mes(Aγ)].
Remark 1 For different problems, we may choose different hb(t) and qb,t(x) to approximate various
conditional distributions. For instance, qb,t(x) was chosen to be in the exponential family of ϕt(x)
in [20] for the derivation of tail approximations of
∫
ef(t)dt.
3.2 An adaptive discretization scheme and the algorithms
3.2.1 The continuous estimator and the challenges
Based on the change of measure Qb, a natural estimator for w(b) is given by
Zb , I(M > b)
dP
dQb
= I(M > b)
∫
T P (f(t) > γ)dt
mes(Aγ)
. (19)
It is straightforward to obtain that Eb(Zb) = w(b), where we use Eb(·) to denote the expectation
under the measure Qb. The second moment of Zb is given by
Eb(Z
2
b ) = Eb
[(∫T P (f(t) > γ)dt)2
mes2(Aγ)
;M > b
]
.
We will later show that this continuous estimator (under regularity conditions) is strongly efficient,
that is, Eb(Z
2
b ) = O(w
2(b)). Similarly, a natural estimator for the numerator E(α(b);M > b) in
(12) is
Yb ,
α(b)
mes(Aγ)
∫
T
P (f(t) > γ)dt, (20)
which, under regularity conditions, will be shown to estimate E(α(b);M > b) with strong efficiency.
For the implementation, we are not able to simulate the continuous field f and therefore have
to adopt a simulatable estimator, Zˆb, that approximates the continuous estimator Zb. A nat-
ural approach is to consider the random field on a finite set Tm = {t1, ..., tm} ⊂ T and use
P (maxTm f(ti) > b) as an approximation of w(b) = P (supT f(t) > b). The bias is given by
P (sup
T
f(t) > b)− P (max
Tm
f(t) > b) = P (Tm ∩Ab = ∅,M > b).
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In what follows, we explain without rigorous derivation that the above scheme usually induces
a heavy computational overhead. To simplify the discussion, we consider the special case that f is
a stationary process and its covariance function satisfies the local expansion (slightly abusing the
notation)
C(t) , Cov(f(s), f(s+ t)) = 1− |t|α + o(|t|α) (21)
Then, the process is Ho¨lder continuous with coefficient α/2. Under this setting, standard results
yield the following estimate of the excursion set
E(mes(Ab)|M > b) = Θ(b−2d/α).
Thanks to stationarity, conditional on the event {M > b}, the excursion set Ab is a random subset
of T , whose volume is of order Θ(b−2d/α) and which is approximately uniformly distributed over
the domain T .
Notice that the bias term P (Tm ∩Ab = ∅,M > b) is the probability that Tm does not intersect
with Ab. Therefore, if m ≪ b2d/α, Tm is too sparse such that it is not able to catch the set Ab no
matter how Tm is distributed over T . Therefore, it is necessary to have a lattice of size at least
of order O(b2d/α). This heuristic calculation was made rigorous for smooth fields in [2]. Thus, the
computational complexity to generate the process f on the set Tm grows at a polynomial rate with
b. In this paper, we aim at further reduction of the discretization size to a constant level while still
maintaining the ε-relative bias. For this sake, we need to seek among the random discrete sets.
3.2.2 A closer look at the excursion set Aγ
The proposed adaptive discretization scheme is closely associated with the three step simulation
procedure under Qb and furthermore the distribution of Aγ . Among the three steps in Algorithm
1, Step 1 and Step 2 are implementable. It is Step 3, generating {f(t) : t 6= τ} conditional on
(τ, f(τ)), that requires discretization. In order to estimate w(b) and to generate the estimator Zb,
we only need to simulate the random indicator I(M > b) and the volume of the excursion set
mes(Aγ) conditional on (τ, f(τ)). The term
∫
T P (f(t) > γ)dt is a deterministic number that can
be computed via routine numerical methods.
In what follows, we focus on the simulation and approximation of I(M > b) and mes(Aγ).
For illustration purpose, we provide the discussion for the homogeneous case with covariance func-
tion satisfying the expansion (21). We define ζ = b2/α that characterizes the cluster size of f .
Furthermore, we define the normalized process
g(t) = b(f(τ + t/ζ)− b). (22)
Note that b× (f(τ)− γ) asymptotically follows an exponential distribution. Conditional on f(τ) =
γ + z/b the g process has expectation
Eb[g(t)|f(τ) = γ + z/b] = z − 1− (1 + o(1))|t/ζ|α[b2 + (z − 1)].
For all z = o(b2), we have that
Eb[g(t)|f(τ) = γ + z/b] = z − 1− (1 + o(1))|t|α as b→∞.
In addition, the covariance of g(t) is
Cov(g(s), g(t)) = (|s|α + |t|α − |s− t|α) + o(1)
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where o(1) → 0 as b → ∞. Therefore, the distribution of g(t) converges weakly to a Gaussian
process with the above mean and covariance function. In addition, f(τ + t/ζ) ≥ γ if and only if
g(t) > 0. The excursion set Aγ can be written as
Aγ = τ + ζ
−1 ·Ag−1 , {τ + ζ−1t : t ∈ Ag0}.
where Ag−1 = {t : g(t) > −1}. Note that the process g(t) is a Gaussian process with standard
deviation O(|t|α/2) and a negative drift of order O(−|t|α). Therefore, in expectation, g(t) goes
below 0 when z ≪ |t|α where z is asymptotically an exponential random variable. Thus, the
excursion set Ag−1 is of order O(1). Furthermore, Aγ is a random set within O(ζ
−1) distance from
the random index τ . The volume mes(Aγ) is of order O(ζ
−d). The above discussion quantifies the
intuition that τ localizes the global maximum of f . It also localizes the excursion set Aγ . Therefore,
upon considering approximating/computing mes(Aγ) and I(M > b), we should focus on the region
around τ .
Conditional on a specific realization of the process f , we formulate the approximation of
mes(Aγ) as estimation problem. Note that the ratio mes(Aγ)/mes(T ) ∈ [0, 1] corresponds to
the following probability
mes(Aγ)
mes(T )
= P (U ∈ Aγ)
where U is a uniform random variable on the set T with respect to the Lebesgue measure. Esti-
mating mes(Aγ) constitutes another rare-event simulation problem.
3.2.3 An adaptive discretization scheme.
Based on the understanding of the excursion set Aγ , we setup a discretization scheme adaptive to
the realization of τ . To proceed, we provide the general form of ζ in presence of slowly varying
functions
ζ , max
{|s|−1 : L1(|s|)|s|α1 ≥ b−2 or L2(|s|)|s|α2 ≥ b−2} . (23)
In the case of constant variance, we formally define α2 =∞ and thus ζ is defined as ζ , max{|s|−1 :
L1(|s|)|s|α1 ≥ b−2}. To facilitate the later discussion, we define two other scale factors
ζi , max
{|s|−1 : Li(|s|)|s|αi ≥ b−2} , i = 1, 2. (24)
Thus, it is straightforward to verify that
ζ = max(ζ1, ζ2).
Consider an isotropic distribution (centered around zero) with density k(t), that is, k(t) = k(s) if
|s| = |t|. We choose k(t) to be reasonably heavy-tailed such that for some ε1 > 0
k(t) ∼ |t|−d−ε1 , as t→∞.
In addition there exists a κ1 > 0 such that k(t) ≤ κ1 for all t. For instance, we can choose k(t) to
be, but not necessarily restricted to, the multivariate t-distribution. Furthermore, conditional on
τ , we define the rescaled density
kτ,ζ(t) = ζ
d × k(ζ(t− τ)) (25)
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that centers around τ and has scale ζ−1. We construct a τ -adapted random subset of T by gener-
ating i.i.d. random variables from the density kτ,ζ(t), denoted by t1, ..., tm. Then, define
m̂es(Aγ) ,
1
m
m∑
i=1
I(f(ti) > γ)
kτ,ζ(ti)
(26)
that is an unbiased estimator of mes(Aγ) in the sense that for each realization of f
Eτ,ζ [m̂es(Aγ)|f ] = mes(Aγ)
where Eτ,ζ(·|f) is the expectation with respect to t1, ..., tm under the density kτ,ζ for a particular
realization of f . Notationally, if ti /∈ T , then I(f(ti) > γ) = 0.
Similar to the approximation of mes(Aγ), we use the same τ -adapted random subset to approx-
imate I(M > b), that is,
I(
m
max
i=1
f(ti) > b) ≈ I(M > b).
Based on the above discussions, we present the final algorithm.
Algorithm 2 The algorithm consists of the following steps.
Step 1. Generate a random index τ ∈ T following the density hb(t) in (16).
Step 2. Conditional on the realization of τ , sample f(τ) from qb,t(x) in (15).
Step 3. Conditional on the realization of τ , generate i.i.d. random indices t1, ..., tm following density
kτ,ζ(t).
Step 4. Conditional on the realization of (τ, f(τ)), generate multivariate normal random vector (f(t1), ..., f(tm))
from the original/nominal conditional distribution of P (·|f(τ)).
Step 5. Output
Zˆb =
I(maxmi=1 f(ti) > b)
m̂es(Aγ)
∫
T
P (f(t) > γ)dt,
where m̂es(Aγ) is given as in (26).
For the discrete version of the estimator Yb as in (20), we approximate it in a similar way.
In Step 4 of the above algorithm, we simulate {(f(ti), ξ(ti)) : i = 1, ...,m} jointly conditional on
(τ, f(τ)). Then, we output the estimator
Yˆb =
αˆ(Ab)
m̂es(Aγ)
∫
T
P (f(t) > γ)dt
where
αˆ(Ab) ,
1
m
m∑
i=1
ξ(ti)
kτ,ζ(ti)
I(f(ti) > b). (27)
3.3 The main results
We present the efficiency results of the proposed algorithms. The first theorem establishes that the
continuous estimator is strongly efficient.
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Theorem 1 Consider a Gaussian random field f that satisfies conditions A1-6. Let Zb be given
as in (19) and Algorithm 1. Then, Zb is strongly efficient in estimating w(b), that is, there exists
κ0 such that
Eb(Z
2
b ) ≤ κ0w2(b)
for all b > 0.
The next theorem establishes the computation complexity of the discrete estimator.
Theorem 2 Consider a Gaussian random field f that satisfies conditions A1-6. Let Zˆb be the
estimator given by Algorithm 2. There exists λ > 0 such that for any ε > 0 if we choose m =
λε−d(2/min(α1,α2)+2/β1), then
|Eb(Zˆb)− w(b)| ≤ εw(b)
for all b > 0. Furthermore, there exists κ0 such that
Eb(Zˆ
2
b ) ≤ κ0w2(b).
With the above results, we generate n i.i.d. replicates of Zˆb, denoted by Zˆ
(1)
b , ...,Zˆ
(n)
b , with
m chosen as in the theorem such that the averaged estimator, 1m
∑n
i=1 Zˆ
(i)
b , has its bias bounded
by εw(b)/2 and its variance is bounded by κ0w
2(b)/n. To achieve ε relative error with at (1 − δ)
confidence, we need to choose n = 4κ0
ε2δ
, that is,
P
(∣∣∣ 1
m
n∑
i=1
Zˆ
(i)
b − w(b)
∣∣∣ > εw(b)) < δ
and the total computational complexity is of order O(m3ε−2δ−1), where m3 is the complexity of
computing the eigenvalue of an m×m covariance matrix.
Theorem 3 Consider a Gaussian random field f that satisfies conditions A1-6. There exists
0 < a1 < a2 <∞, such that ξ(t) ∈ [a1, a2] almost surely. We have the following results
1. Then, there exists κ0 such that for all b > 0
Eb(Y
2
b ) ≤ κ0u2(b)
where u(b) = E(α(b);M > b).
2. There exists λ such that for each ε > 0 if we choose m = λε−d(2/min(α1,α2)+2/β1) then
|Eb(Yˆb)− u(b)| ≤ εu(b)
and
Eb(Yˆ
2
b ) ≤ κ0u2(b).
In the previous theorem, we require that the process ξ(t) take values in a positive interval
[a1, a2]. This constraint is imposed for technical convenience. There are several ways in which
we can relax this condition. If ξ(t) is independent of f(t), then, we can relax the interval to be
(0,∞). In the case when ξ(t) ∈ (0,∞) and ξ(t) and f(t) are dependent, we may need to modify the
algorithm. This is because ξ(t) could be very close to zero on the excursion set Ab and therefore
the estimator (27) may not be strongly efficient in estimating α(t). In this case, we may further
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change the sampling distribution of {(f(ti), ξ(ti)) : i = 1, ...,m} to reduce the variance of αˆ(t).
These modifications have to be case-by-case and they can be handled by routine variance reduction
techniques that we do not pursue in this paper.
Remark 2 There are cases that the current setting does not cover. For instance, the process is
anisotropic in the sense that α depends on the direction; see, for instance, [24] for more discussions.
We believe that the results of Theorem 1 hold under this setting. We need to follow the same idea
and apply our proof technique in different directions. For the discretization scheme, one needs to
define the scale ζ for different directions and rescale the density k(t) differently among different
directions. Thus, we expect the results of Theorem 2 and Theorem 3 to hold.
Remark 3 The current work provides a means to numerically compute the Pickands constant. The
basic idea is to numerically compute tail probability w(b) for b very large and for some stationary
process living on [0, 1] with covariance function C(t) = e−|t|α. Denote the estimate by wˆ(b). Then,
an estimate of the Pickands’ constant is given by
Hˆα =
wˆ(b)
b2/αP (Z > b)
.
4 Numerical analysis
In this section, we present four numerical examples to show the performance of our algorithms.
First, we applied our algorithm to a one dimensional Gaussian field whose tail probability is in
a closed form. For the discretization, we deploy m = 20 points when d = 1 and 40 points when
d = 2. To make sure that the bias is small enough, we have run the simulations with 10 times more
points and the results didn’t change substantially. We only report the results with fewer points to
illustrate the efficiency.
Example 1 Consider f(t) = X cos t + Y sin t, T = [0, 3/4], where X and Y are independent
standard Gaussian variables. The probability P (supt∈T f(f) > b) is known to be in closed form
([1]), and is given by
P ( sup
0≤t≤3/4
f(t) > b) = 1− Φ(b) + 3
8π
e−b
2/2. (28)
Table 1 shows the simulation results.
b true value est std err
3 2.7E-03 2.6E-03 1.1E-04
4 7.2E-05 7.2E-05 3.2E-06
5 7.3E-07 7.3E-07 3.4E-08
6 2.8E-09 2.8E-09 1.4E-10
7 4.0E-12 4.1E-12 2.0E-13
8 2.2E-15 2.1E-15 8.4E-17
Table 1: Simulation results for the cosine process where n=1000, m=20, k(t) is chosen to be the
density function of t−distribution with degrees of freedom 3. The “true value” is calculated from
(28)
.
The following three examples treat random fields over a two dimensional square.
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Example 2 Consider a mean zero, unit variance, stationary and smooth Gaussian field over T =
[0, 1]2, with covariance function
C(t) = e−|t|
2
.
Let ξ(t) = 1, then E(
∫
Ab
ξ(t)dt) is in a closed form and is given by
E
( ∫
Ab
ξ(t)dt
)
= E(mes(Ab)) = 1− Φ(b).
Table 4 shows the simulation results.
P (supT f(t) > b) E(mes(Ab))
b est std err true value est std err
3 9.3E-03 3.6E-04 1.3E-03 1.4E-03 4.0E-05
4 3.4E-04 1.5E-05 3.2E-05 3.3E-05 9.2E-07
5 4.2E-06 1.7E-07 2.9E-07 3.0E-07 8.2E-09
6 1.9E-08 8.1E-10 9.9E-10 1.0E-09 2.8E-11
7 3.3E-11 1.3E-12 1.3E-12 1.4E-12 3.7E-14
8 1.9E-14 7.1E-16 6.7E-16 6.7E-16 1.8E-17
Table 2: Simulation results for Example 2, where n=1000, m=40. k(t) = 2532π (1 + 0.64|t|2)−3, the
density function of multivariate t−distribution with degrees of freedom 4 , and µ = 0; Σ = 0.64I2.
Example 3 Consider a continuous inhomogenous Gaussian field on T = [0, 1]2 with mean and
covariance function
µ(t) = 0.1t1 + 0.1t2 C(s, t) = e
−|t−s|2 .
Let ξ(t) = 1, then E(
∫
Ab
ξ(t)dt) is in a closed form and is given by
E
( ∫
Ab
ξ(t)dt
)
= E(mes(Ab)) =
∫
T
P (f(t) > b)dt.
Table 3 shows the simulation results.
P (supT f(t) > b) E(mes(Ab))
b est std err true value est std err
3 1.2E-02 5.6E-04 1.9E-03 1.8E-03 5.4E-05
4 5.0E-04 1.9E-05 4.8E-05 5.0E-05 1.4E-06
5 7.2E-06 2.8E-07 4.9E-07 5.1E-07 1.4E-08
6 3.5E-08 1.4E-09 1.9E-09 1.9E-09 5.4E-11
7 6.7E-11 2.7E-12 2.7E-12 2.6E-12 7.7E-14
8 4.5E-14 1.9E-15 1.5E-15 1.5E-15 4.3E-17
Table 3: Simulation result for Example 3, where n=1000, m=40, k(t) is the same as that of Example
2.
Example 4 Consider the continuous Gaussian field living on T = [0, 1]2 with mean and covariance
function
µ(t) = 0.1t1 + 0.1t2 C(s, t) = e
−|t−s|/4.
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Let ξ = 1 and then the true expectation is
E
( ∫
Ab
ξ(t)dt
)
= E(mes(Ab)) =
∫
T
P (f(t) > b)dt.
Table 4 shows the simulation results.
P (supT f(t) > b) E(mes(Ab))
b est std err true value est std err
3 1.4E-02 6.6E-04 1.9E-03 1.9E-03 5.3E-05
4 7.4E-04 4.4E-05 4.9E-05 5.1E-05 1.4E-06
5 1.5E-05 7.5E-07 4.9E-07 5.1E-07 1.4E-08
6 9.9E-08 5.2E-09 1.9E-09 1.9E-09 5.4E-11
7 2.9E-10 1.3E-11 2.7E-12 2.7E-12 7.8E-14
8 2.6E-13 1.4E-14 1.5E-15 1.5E-15 4.3E-17
Table 4: Simulation result for Example 4, where n=1000, m=40, k(t) = 18π (1 + |t|2)−3, the density
function of multivariate t−distribution, with degrees of freedom 4, µ = 0, Σ = 4I2.
For all the examples, the ratios of standard error over the estimated value do not increase as b
increase. This is consistent with our theoretical analysis. Also note that m does not increase as the
level increase, which reduces the computational complexity significantly. Overall, the numerical
estimates are very accurate.
5 Proof of Theorem 1
Throughout the proof, we will use κ as a generic notation to denote large and not-so-important
constants whose value may vary from place to place. Similarly, we use ε0 as a generic notation for
small positive constants.
The first result we cite is the Borel-TIS (Borel-Tsirelson-Ibragimov-Sudakov) inequality [4, 11,
31] that will be used very often in our technical development.
Proposition 1 Let f(t) be a centered Gaussian process almost surely bounded in T . Then,
E[sup
t∈T
f(t)] <∞
and
P
(
sup
t∈T
f (t)− E[sup
t∈T
f(t)] ≥ b
)
≤ exp (−b2/(2σ2T )) .
In this proof we need to establish a lower bound of the probability
w(b) = Eb
[ 1
mes(Aγ)
;M > b
] ∫
T
P (f(t) > γ)dt
and an upper bound of the second moment
Eb(Z
2
b ) = Eb
[ 1
mes2(Aγ)
;M > b
][ ∫
T
P (f(t) > γ)dt
]2
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The central analysis lies in the following two quantities:
I1 = Eb
[ 1
mes2(Aγ)
;M > b
]
, I2 = Eb
[ 1
mes(Aγ)
;M > b
]
. (29)
We will show that there exist constants κ and ε0 such that
I1 ≤ κζ2d, I2 ≥ ε0ζd. (30)
If these inequalities are proved, then
lim sup
b→∞
I1
I22
<∞
is in place, and we finish our proof for Theorem 1. For the rest of the proof, we establish these two
inequalities.
To proceed, we describe the conditional Gaussian random field given f(τ). First, if we write
f(τ) = γ + z/b, then z asymptotically follows an exponential distribution with expectation σ2(τ).
Conditional on f(τ) = γ + z/b, let
f(t+ τ) = E[f(t+ τ)|f(τ) = γ + z/b] + f0(t). (31)
Thus, given f(τ), f0(t) is a zero-mean Gaussian process. By means of conditional Gaussian calcu-
lation, the conditional mean and conditional covariance function are given by
µτ (t) = E(f(t+ τ)|f(τ) = γ + z/b) (32)
= µ(t+ τ) +
σ(τ + t)
σ(τ)
r(τ + t, τ)(γ + z/b− µ(τ))
C0(s, t) = Cov(f0(s), f0(t))
= σ(τ + s)σ(τ + t)[r(s+ τ, t+ τ)− r(τ + t, τ)r(τ + s, τ)].
The next lemma controls the conditional variance.
Lemma 1 Under condition A1-6, there exists constants λ1 > 0, such that for all τ ∈ T , and b
large enough,
(i) for all t+ τ ∈ T ,
C0(t, t) ≤ λ1L1(|t|)|t|α1 ;
(ii) for s, t ∈ T
V ar(f0(s)− f0(t)) ≤ λ1max(L1(|t− s|)|t− s|α1 , L2(|t− s|)|t− s|α2);
(iii) for any ε > 0, there exists δ > 0 (independent of b) such that for each t
E( sup
|s−t|≤δζ−1
f0(s)) =
ε
b
.
The proofs for (i) and (ii) are an application of conditions A2, A3, A6, and elementary calculations.
(iii) is a direct corollary of (ii) and Dudley’s entropy bound (Theorem 1.1 of [15]). We omit the
detailed derivations. We proceed to the analysis of I1 and I2 by considering the Type 1 and Type
2 standard deviations function (condition A4) separately.
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In the main text, we only provide the proof when σ(t) is of Type 1 in Assumption A4, that is, a
constant variance. The proof of the non-constant case is similar. We present it in the Supplemental
Material. For the constant variance case that corresponds to α2 =∞, the scaling factor is given by
ζ = ζ1.
We aim at showing that I1 ≤ κζ2d1 and I2 ≥ ε0ζd1 .
5.1 The I1 term
For some y0 > 0 chosen to be sufficiently small (independent of b) and to be determined in the
later analysis, the I1 term is bounded by
Eb
[ 1
mes2(Aγ)
;M > b
]
≤ y−2d0 ζ2d1 + Eb
( 1
mes2(Aγ)
;mes(Aγ) < y
d
0ζ
d
1 ,M > b
)
, (33)
To control the second term of the above inequality, we need to provide a bound on the following
tail probability for 0 < y < y0
Q(mes(Aγ) < y
dζ−d1 ,M > b)
=
∫
P (mes(Aγ) < y
dζ−d1 ,M > b|f(τ) = γ + z/b)hb(τ)
qb,τ (γ + z/b)
b
dτdz. (34)
The probability inside the integral is with respect to the original measure P because, conditional
on f(τ), f(t) follows the original conditional distribution. We develop bounds for P (mes(Aγ) <
ydζ−d1 ,M > b|f(τ) = γ + z/b) under two situations: z > 1 and 0 < z ≤ 1.
Situation 1: z > 1.
There exists some constant cd > 0 only depending on the dimension d such that the event
{mes(Aγ) < ydζ−d1 } implies the event {inf |t−τ |≤cdyζ−11 f(t) ≤ γ}. Thus, we have the bound
P
(
mes(Aγ) ≤ ydζ−d1 ,M > b|f(τ) = γ +
z
b
)
≤ P
(
inf
|t−τ |≤cdyζ−11
f(t) ≤ γ|f(τ) = γ + z
b
)
Using the representation in (31), the right-hand-side of the above probability is given by
= P
(
inf
|t|≤cdyζ−11
f0(t) + µτ (t) ≤ γ
)
(35)
For y < y0, according to Condition A2 and properties of slowly varying function, the representation
(32) yields that
µτ (t) ≥ γ + 1
2b
for |t| ≤ cdyζ−11 . (36)
To obtain the above bound, notice that µτ (0) = γ + z/b > γ + 1/b. In addition, for the constant
variance case, expression (32) can be written as
µτ (t) = µ(t+ τ) + r(τ + t, τ)(γ + z/b− µ(τ)). (37)
According to the continuity condition A5, we have that |µτ (t)−µτ (0)| = O(bL1(t)|t|α1)+O(
√
Lt(t)|t|α1).
According to the definition of ζ1 as in (24), (36) can be achieved by choosing y0 small. Furthermore,
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by Lemma 1(i) the conditional variance is
C0(t, t) ≤ λ1L1(cdyζ−11 )cα1d yα1 ζ−α11 .
Using the slowly varying property of L1(x) and the fact that L1(ζ
−1
1 )ζ
−α1
1 = b
−2, we have that
L1(cdyζ
−1
1 )y
α
1 ζ
−α1
1 = b
−2L1(cdyζ
−1
1 )
L1(ζ
−1
1 )
yα1 = O(yα1/2b−2).
For the last step of the above estimate, we use Lemma 5(i) on page 46 that the ratio L1(cdyζ
−1
1 )/L1(ζ
−1
1 )
varies slower than any polynomial of y
C0(t, t) = O(y
α1/2b−2). (38)
By Lemma 1(iii), E(sup|t|≤cdy0ζ−11 b× f0(t)) = o(1) as y0 → 0. So we can pick y0 small enough such
that
E( sup
|t|≤cdy0ζ−11
f0(t)) ≤ 1
4b
(39)
By the Borel-TIS inequality (Proposition 1), (35), (36), (38), and (39), there exists a positive
constant ε0, such that
P (mes(Aγ) ≤ ydζ−d1 ,M > b|f(τ) = γ + z/b) ≤ P ( inf|t|≤cdyζ−11
|f0(t)| > 1
2b
) ≤ exp(−ε0y−α1/2).
Situation 2: 0 < z ≤ 1.
We now proceed to the case where 0 < z ≤ 1. With y0 defined to satisfy (36) and (39), we let
c = cdy0 and define a finite subset T˜ = {t1, ..., tN} ⊂ T such that
1. For i 6= j, i, j ∈ {1, ..., N}, |ti − tj | ≥ c2ζ1 .
2. For any t ∈ T , there exists i ∈ {1, ..., N}, such that |t− ti| ≤ cζ1 .
Furthermore, let
Bi = {t ∈ T : |t− ti| ≤ cζ−11 } for i ∈ {1, 2, ..., N}.
Thus, {Bi : i = 1, ..., N} covers T , that is, ∪iBi = T . Note that
P
(
mes(Aγ) ≤ ydζ−d1 ,M > b|f(τ) = γ +
z
b
)
≤
N∑
i=1
P
(
mes(Aγ) ≤ ydζ−d1 , sup
t∈Bi
f(t) > b|f(τ) = γ+z
b
)
.
With cd as previously chosen, each of the summands in the above display is bounded by
P
(
mes(Aγ) ≤ ydζ−d1 , sup
t∈Bi
f(t) > b|f(τ) = γ + z
b
)
≤ P
(
sup
t∈Bi,|s−t|≤cdyζ−11
|f(t)− f(s)| > 1
b
, sup
t∈Bi
f(t) > b|f(τ) = γ + z
b
)
. (40)
The above inequality is derived from the following argument. The process exceeds the level b at
some point in Bi. However, the volume of the excursion set over the level γ = b−1/b has to be less
than yd/ζd1 . This suggests that f(t) must have a fast drop from the level b to b− 1/b. Therefore,
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the event {mes(Aγ) > ydζ−d1 , supt∈Bi f(t) > b} is a subset of {supt∈Bi,|s−t|≤cdyζ−11 |f(t) − f(s)| >
1
b , supt∈Bi f(t) > b}.
For the case that 0 < z < 1, we select δ0, δ1 > 0 small enough, and λ large enough and provide
a bound for (40) under the following four cases:
Case 1. 0 < |ti − τ | < y−δ0ζ−11 ;
Case 2. y−δ0ζ−11 < |ti − τ | < δ1;
Case 3. |ti − τ | ≥ δ1, y < b−λ;
Case 4. |ti − τ | ≥ δ1, y ≥ b−λ.
To facilitate the discussion, define
xi , ζ1 × |ti − τ |.
Case 1: 0 < |ti − τ | < y−δ0ζ−11 . We provide a bound for (40) via the conditional representation
(31) and the calculation in (32). According to conditions A2 and A5, for |t − s| ≤ cdyζ−11 and
t ∈ Bi, we have
|µτ (t)− µτ (s)| ≤ κµζ−α1/21
√
L1(y/ζ1)y
α1/2 + κr(xi + 1)
β0L1((xi + 1)ζ
−1
1 )y
β1ζ−α11 b
According the definition of ζ1 in (24), and Lemma 5(i) the above display can be bounded by
|µτ (t)− µτ (s)| ≤ 2κµy
α1/4 + 2κry
−δ0β0+β1−ε0
b
.
We choose δ0 small such that it is further bounded by
|µτ (t)− µτ (s)| ≤ κyε0b−1 for some possibly different ε0 > 0.
Furthermore, we pick y0 > 0 small enough such that for 0 < y < y0 and |s− t| < cdyζ−11
|µτ (s)− µτ (t)| ≤ 1
2b
. (41)
The above inequality provides a bound on the variation of the mean function over the set Bi when
ti is within y
−δ0ζ−11 distance close to τ . The probability in (40) can be bounded by
(40) ≤ P ( sup
t∈Bi,|t−s|≤cdyζ−11
|f0(t)− f0(s)| > 1
2b
).
Note that by Lemma 1(ii), for |s− t| < cdyζ−11 , we have that
V ar(f0(s)− f0(t)) ≤ λ1L1(cdyζ
−1
1 )
L1(ζ
−1
1 )
yα1b−2 = O(yα1/2b−2) for y < y0. (42)
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We apply the Borel-TIS inequality (Proposition 1) to the double-indexed Gaussian field ξ(s, t) ,
f0(s)− f0(t) and obtain that there exists a positive constant ε0 such that
P
(
1
mes(Aγ)
> y−dζd1 , sup
t∈Bi
f(t) > b|f(τ) = γ + z
b
)
≤ P ( sup
t∈Bi,|t−s|≤cdyζ−11
|f0(t)− f0(s)| > 1
2b
)
≤ exp(−ε0y−α1/2) (43)
We put together all the Bi’s such that |ti − τ | < y−δ0ζ−11 and obtain that
P
( 1
mes(Aγ)
> y−dζd1 , sup
|t−τ |≤y−δ0ζ−11
f(t) > b|f(τ) = γ + z
b
)
= O(y−δ0d exp(−ε0y−α1/2)) ≤ exp(−y−ε0)
possibly redefining ε0.
Case 2: y−δ0ζ−11 < |ti − τ | < δ1. For this case, we implicitly require that y−δ0ζ−11 < δ1. For
t ∈ Bi and y small enough, we have that
P ( sup
t∈Bi,|s−t|≤cdyζ−11
|f(t)− f(s)| > 1
b
, sup
t∈Bi
f(t) > b|f(τ) = γ + z
b
) ≤ P (sup
t∈Bi
f(t) > b|f(τ) = γ + z
b
)
According to condition A2, expression (37), and property of slowly varying functions, we have the
bound for τ + t ∈ Bi
µτ (t) ≤ b− ∆τ
2
L1(xiζ
−1
1 )
L1(ζ
−1
1 )
xα1i b
−1. (44)
From Lemma 1 and definition of ζ1, the variance of f0(t) is controlled by
C0(t, t) ≤ 2λ1L1(xiζ
−1
1 )
L1(ζ
−1
1 )
xα1i b
−2. (45)
According to Proposition 1 and Lemma 5(ii) that
L1(xiζ
−1
1 )
L1(ζ
−1
1 )
xα1i > x
α1/2
i for y
−δ0 < xi < δ1ζ1., we
continue the calculations
P (sup
t∈Bi
f(t) > b|f(τ) = γ + z
b
) ≤ P ( sup
t+τ∈Bi
f0(t) >
∆τ
2
L1(xiζ
−1
1 )
L1(ζ
−1
1 )
xα1i b
−1)
≤ exp (− ∆2τ
8λ1
L1(xiζ
−1
1 )
L1(ζ
−1
1 )
xα1i
)
≤ exp(−∆
2
τ
8λ1
x
α1/2
i ).
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Putting together all the Bi’s such that y
−δ0 < xi < δ1ζ1, we have that
P (
1
mes(Aγ)
> y−dζd1 , sup
y−δ0 ζ−11 <|t−τ |<δ1
f(t) > b|f(τ) = γ + z
b
)
≤
∞∑
k=0
κ(y−δ0 + k)d−1 exp[−∆
2
τ
8λ1
(y−δ0 + k)α1/2]
≤ exp(−y−ε0)
for some constant ε0 > 0.
Case 3: |ti − τ | ≥ δ1 and y < b−λ. Since C(s, t) is uniformly Ho¨lder continuous, we can always
choose λ large such that for |s− t| ≤ cdyζ−11 ≤ cdb−λζ−11 ,
|µτ (t)− µτ (s)| ≤ 1
4b
. (46)
By Lemma 1(ii) and Lemma 5(i), for |s − t| ≤ cdyζ−11 , the conditional variance V ar(f0(s)− f0(t))
is bounded by
V ar(f0(s)− f0(t)) ≤ λ1L1(cdyζ
−1
1 )
L1(ζ
−1
1 )
yα1b−2 = O(yα1/2b−2).
Thus, there exist a constant ε0 > 0 such that
P
(
sup
t∈Bi,|s−t|≤cdyζ−11
|f(t)− f(s)| > 1
b
, sup
t∈Bi
f(t) > b|f(τ) = γ + z
b
)
≤ P
(
sup
t∈Bi,|s−t|≤cdyζ−11
|f0(t)− f0(s)| > 1
2b
)
≤ 2 exp(−ε0y−α1)
Note that ζ1 ≪ b4/α1 , so for y < b−λ, we have
P
( 1
mes(Aγ)
> y−dζd1 , sup
|t−τ |>δ1
f(t) > b|f(τ) = γ + z
b
)
≤ O(ζd1 ) sup
i
P
(
sup
t∈Bi,|s−t|≤cdyζ−11
|f(t)− f(s)| > 1
b
, sup
t∈Bi
f(t) > b|f(τ) = γ + z
b
)
≤ O(b4d/α1) exp(−ε0y−α1/2)
≤ O(y− 4dα1λ ) exp(−ε0y−α1/2)
≤ exp(−y−ε0) (47)
for some possibly different constant ε0.
Case 4: |ti − τ | ≥ δ1 and y ≥ b−λ. Note that condition A3 implies that for any δ1 > 0, there
exists ε > 0 such that for |s− t| > δ1, r(s, t) < 1− ε, and thus according to expression (37), there
exists ε > 0 such that µτ (t) ≤ (1− ε)b. According to Proposition 1 (the Borel-TIS inequality), we
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have that for b large enough,
P (
1
mes(Aγ)
> y−dζd1 , sup
|t−τ |≥δ1
f(t) > b|f(τ) = γ + z
b
)
≤ P ( sup
|t|≥δ1
f0(t) + µτ (t) > b)
≤ P ( sup
|t|≥δ1
f0(t) > εb)
≤ exp(−ε
2b2
2σ2T
)
≤ exp(−y−ε0)
for some constant ε0 > 0.
Combining Cases 1-4, for some constants ε0 and y0 chosen to be small, we have that for y ∈ (0, y0]
P
( 1
mes(Aγ)
> y−dζd1 ,M > b
∣∣∣f(τ) = γ + z
b
)
≤ exp(−y−ε0) (48)
Together with (34), we have
Q
( 1
mes(Aγ)
> y−dζd1 ,M > b
)
≤ exp(−y−ε0). (49)
Thus, according to (33), for some κ > 0, we have
EQ
[ 1
mes(Aγ)2
;M > b
]
≤ (κ+ y−2d0 )ζ2d1 . (50)
5.2 The I2 term
To provide a lower bound of
I2 = E
Q
[ 1
mes(Aγ)
;M > b
]
,
we basically need to prove that mes(Aγ) cannot be always very large. Thus, it is sufficient to show
that f(t) drop below γ when t is reasonably far away from τ . The next lemma shows that for any
δ > 0, the process f(t) drops below γ almost all the time when |t− τ | > δ.
Lemma 2 Under conditions A1-6, for standard deviation of Type 1, we have that
Q( sup
|t−τ |>δ
f(t) ≥ γ) ≤ e−ε0b2 for some ε0 > 0. (51)
Lemma 3 Under conditions A1-6, there exists δ small and κ large (independent of b), such that
for x > κ we have
Q
(
sup
xζ−1≤|t−τ |≤δ
f(t) ≥ γ
)
< e−ε0x
α1/4
. (52)
The proof of these two Lemmas are provided in the Supplemental Material. We proceed to
developing a lower bound for I2. First, notice that the event {M > b} is a regular event under Q,
that is,
Q(M > b) ≥ Q(f(τ) > b) > 1
2
e−1/σ
2(τ).
23
Also, according to Lemma 2 and 3, we choose x such that
Q( sup
|t−τ |>xζ−11
f(t) ≥ γ) < 1
2
e−2/σ
2(τ)
Let ωd be the volume of the d-dimensional unit ball. Thus, we have
I2 ≥ EQ( 1
mes(Aγ)
;M > b,mes(Aγ) < ωdx
dζ−d1 )
≥ ω−1d x−dζd1Q(mes(Aγ) < ωdxdζ−d1 ,M > b)
≥ ω−1d x−dζd1
[
Q(M > b)−Q(mes(Aγ) ≥ ωdxdζ−d1 )
]
≥ ω−1d x−dζd1
[
Q(M > b)−Q( sup
|t−τ |>xζ−11
f(t) ≥ γ)]
≥ ω−1d x−dζd1 (e−1/σ
2(τ) − e−2/σ2(τ)) (53)
Summarizing the results in (50) and (53), we have that
Eb(Z
2
b ) ≤ κζ2d1
( ∫
P (f(t) > γ)dt
)2
, P (M > b) > ε0ζ
d
1
∫
P (f(t) > γ)dt
and therefore
sup
b
EQZ2b
P 2(M > b)
<∞.
6 Proof of Theorem 2
Let Tm = {t1, ..., tm} be generated in the step 3 of Algorithm 2. We start the analysis with the
following decomposition
Zˆb − Zb =
[
I(sup f(t) > b)
mes(Aγ)
− I(max
m
i=1 f(ti) > b)
m̂es(Aγ)
]
E(mes(Aγ))
= E(mes(Aγ))
×
[I(sup f(t) > b)
mes(Aγ)
− I(max
m
i=1 f(ti) > b)
mes(Aγ)
+
I(maxmi=1 f(ti) > b)
mes(Aγ)
− I(max
m
i=1 f(ti) > b)
m̂es(Aγ)
]
,
where m̂es(Aγ) is defined as in (26). According to the result in Theorem 1, we only need to show
that |EQ(Zˆb − Zb)| ≤ εP (M > b) and V ar(Zˆb − Zb) = O(P 2(M > b)). We define notations
J1 =
I(sup f(t) > b)
mes(Aγ)
− I(max
m
i=1 f(ti) > b)
mes(Aγ)
J2 =
I(maxmi=1 f(ti) > b)
mes(Aγ)
− I(max
m
i=1 f(ti) > b)
m̂es(Aγ)
.
We control each of the two terms respectively.
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6.1 The J1 term
Note that J1 is non-negative and
Eb(J1) = Eb
(
1
mes(Aγ)
;M > b;
m
max
i=1
f(ti) ≤ b
)
. (54)
Note that the proof of Theorem 1, in particular (49) and (81), shows that I(M>b)
ζdmes(Aγ)
is uniformly
integrable in the parameter b where
ζ = max(ζ1, ζ2).
More precisely, for any δ small enough, we have that
sup
Q(B)≤δ
Eb
(
1
mes(Aγ)
;M > b;B
)
≤ (− log δ)1/ε0δζd. (55)
Therefore, it is sufficient to focus on and derive a bound for the probaiblity
Q(M > b;
m
max
i=1
f(ti) ≤ b).
Let x be large and δ′ be small such that
Q
(
M > b;
m
max
i=1
f(ti) ≤ b
)
(56)
≤ Q
(
sup
xζ−1<|t−τ |<δ′
f(t) > b;
m
max
i=1
f(ti) ≤ b
)
+ Q
(
sup
|t−τ |<xζ−1
f(t) > b, sup
|t−τ |>xζ−1
f(t) ≤ b; mmax
i=1
f(ti) ≤ b
)
+ Q
(
sup
|t−τ |≥δ′
f(t) > b;
m
max
i=1
f(ti) ≤ b
)
.
We will provide a specific choice of m such that
Q
(
sup f(t) > b;
m
max
i=1
f(ti) ≤ b
)
≤ δ , ε1+ε0 ,
where ε is relative bias preset in the statement of the theorem. We consider each of the three terms
in (56).
6.1.1 The first term in (56).
We choose
x = min{(− log δ)4/α, δ′ζ}, where α = min{α1, α2}.
According to Lemma 3 and (83), the first term in (56) is bounded by
Q
(
sup
xζ−1<|t−τ |<δ′
f(t) > b;
m
max
i=1
f(ti) ≤ b
)
≤ Q
(
sup
xζ−1<|t−τ |<δ′
f(t) > b
)
≤ δ.
Notationally, we define that supt∈∅ f(t) = −∞. Thus, when x = δ′ζ, the above probability is zero.
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6.1.2 The second term in (56).
Simple derivations yield that
Q
(
sup
|t−τ |<xζ−1
f(t) > b, sup
|t−τ |>xζ−1
f(t) ≤ b, mmax
i=1
f(ti) ≤ b
)
= Eb
[
Q(
m
max
i=1
f(ti) ≤ b|f); sup
|t−τ |<xζ−1
f(t) > b, sup
|t−τ |>xζ−1
f(t) ≤ b
]
≤ Eb
[
(1− β(Ab))m; sup
|t−τ |<xζ−1
f(t) > b
]
(57)
where
β(Ab) = ζ
d ×mes(Ab ∩B(τ, x/ζ))× inf|t|≤x k(t)
is the lower bound of the probability that Q(ti ∈ Ab|f) and B(τ, x) is the ball centered around
τ with radius x. In what follows, we need to show that mes(Ab) cannot be too small on the set
{sup|t−τ |<xζ−1 f(t) > b} and therefore β(Ab) cannot be too small. We write
E1 = { sup
|t−τ |<xζ−1
f(t) > b}
and write (57) as
Eb[(1− β(Ab))m; E1] = Eb[(1− β(Ab))m; E1,Dcλ3,δ1 ] + Eb[(1− β(Ab))m; E1,Dλ3,δ1 ]
where, for some λ3 and δ1 positive, we define
Dλ3,δ1 = { sup
|s−t|≤λ3ζ−1
s,t∈B(τ,xζ−1)
|f(s)− f(t)| ≤ δ1b−1}.
For some ε0 small, we choose δ1 = ε0δ and
λ3 = ε0δ
2/α+1/β1+ε0
1 .
We apply the Borel-TIS lemma to the double-indexed process ξ(s, t) = f(s)− f(t) whose variance
is bounded by Lemma 1 (ii). Thus, we obtain the following bound
Eb
[
(1− β(Ab))m; E1,Dcλ3,δ1
]
≤ Q(Dcλ3,δ1) ≤ δ.
Therefore, (57) is bounded by
δ + Eb
[
(1− β(Ab))m; E1,Dλ3,δ1
]
.
We further split the expectation
Eb
[
(1− β(Ab))m; E1,Dλ3,δ1
]
≤ Eb
[
(1− β(Ab))m;Dλ3,δ1 ; sup
|t−τ |<xζ−1
f(t) > b+ δ1b
−1, E1
]
+Q
[
Dλ3,δ1 ; b < sup
|t−τ |<xζ−1
f(t) ≤ b+ δ1b−1, E1
]
.
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We proceed to providing a bound of the second term by considering the standardized process
g(t) = b(f(τ + t/ζ)− b) conditional on f(τ) = γ + zb . g(t) can be written as
g(t) =
C(t/ζ + τ)
C(τ, τ)
z + l(t), (58)
where l(t) is a random field whose distribution is independent of z. So we have
Q(b < sup
|t−τ |<xζ−1
f(t) < b+ δ1b
−1) = Q
(
sup
|t|≤x
C(t/ζ + τ)
C(τ, τ)
z + l(t) ∈ (0, δ1)
)
= O(δ1)
The last equality holds because z has a density bounded everywhere (asymptotically exponential),
and 12 <
C(t/ζ+τ)
C(τ,τ) <
σ2T
σ2(τ)
. Given a realization of l(t) , sup|t|≤x
C(t/ζ+τ)
C(τ,τ) z+ l(t) ∈ (0, δ1) implies that
z has to fall in an interval with length less than 2δ1. Thus, if we choose ε0 small and δ1 = ε0δ, then
Q(b < sup
|t−τ |<xζ−1
f(t) < b+ δ1ζ
−1) < δ.
Therefore, we have that (57) is bounded by
2δ + EQ[(1− β(Ab))m;Dλ3,δ1 ; sup
|t−τ |<xζ−1
f(t) > b+ δ1b
−1, E1].
Note that, on the set Dλ3,δ1 ,mes(Ab∩B(τ, xζ−1)) is controlled by the overshoot sup|t−τ |<xζ−1 f(t)−
b, that is, if sup|t−τ |<xζ−1 f(t) > b + δ1/b, then mes(Ab ∩ B(τ, xζ−1)) ≥ ε0λd3ζ−d. In addition, the
density kτ,ζ(t) is bounded from below by x
−d−ε1 for t ∈ B(τ, xζ−1). Thus, the probability β(Ab)
has a lower bound
β(Ab) ≥ ε0x−d−ε1λd3 ≥ ε0δ2d/α+d/β1+2ε0 .
The last step of the above inequality follows from that x = min{(− log δ)4/α, δ′ζ}. Thus, we have
that (57) is bounded by
2δ + (1− ε0δ2d/α+d/β1+2ε0)m.
We choose for some ε0 and κ > 0
m = κδ−2d/α−d/β1−2ε0
and therefore
Q
(
sup
|t−τ |<xζ−1
f(t) > b, sup
|t−τ |>xζ−1
f(t) ≤ b; mmax
i=1
f(ti) ≤ b
)
≤ 4δ.
6.1.3 The last term in (56).
According to the result in Lemma 2 (and the corresponding result as in (82) for the non-constant
variance case presented in the Supplemental Material), we can choose ε0 and δ
′ such that
Q( sup
|t−τ |≥δ′
f(t) ≥ γ) ≤ e−ε0b2 .
There are two cases: δ > e−ε0b2 and δ ≤ e−ε0b2 .
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Case 1: δ > e−ε0b2. In this case, The last term in (56) is bounded trivially by
Q
(
sup
|t−τ |≥δ′
f(t) > b;
m
max
i=1
f(ti) ≤ b
)
≤ Q( sup
|t−τ |≥δ′
f(t) ≥ γ) ≤ δ.
Case 2: δ < e−ε0b2. We need a similar analysis to that of the second term. We now split the
probability for δ2 = δ
1+ε0
Q
(
sup
|t−τ |≥δ′
f(t) > b;
m
max
i=1
f(ti) ≤ b
)
≤ Q
(
sup
|t−τ |≥δ′
f(t) ∈ [b, δ2b−λ]
)
+Q
(
sup
|t−τ |≥δ′
f(t) > b+ δ2b
−λ; mmax
i=1
f(ti) ≤ b
)
.
We now consider the first term split the set {t : |t − τ | > δ′} into two parts. Define the set
F = {t : C(t,τ)C(τ,τ) > 1(− log δ2)2 }, We start with the small overshoot probability on the set F
Q
(
b < sup
|t−τ |>δ′,t∈F
f(t) ≤ b+ δ2/b
)
.
Using the representation (58), applying similar analysis as that of the second term, we have that
Q
(
b < sup
|t−τ |≥δ′,t∈F
f(t) < b+ δ2b
−1
)
≤ Q
(
sup
| t
ζ
|>δ′, t
ζ
+τ∈F
C(t/ζ + τ)
C(τ, τ)
z + l(t) ∈ (0, δ2)
)
= O((− log δ2)2δ2) ≤ δ. (59)
The last two steps are based on the fact that z is a random variable independent of l(t) and has
bounded density. Thus, the above probability is bounded by
sup
x
P (x < z < x+ (log δ2)
2δ2) = O((log δ2)
2δ2).
We will return to this estimate soon.
We now consider t in F c. For some κ0 large, we have that Q(z > −κ0 log δ2) < δ2. Thus, we
only consider z < −κ0 log δ2. Conditional on f(τ) = γ+z/b, conditional mean is supt∈F c µτ (t−τ) ≤
C > 0. In addition, the conditional variance of f(t) on the set F c is almost σ2(t). Thus, we can
apply classic results on the density estimation of the sup f(t) (c.f. Theorem 2 of [32]) and have that
conditional on f(τ) = γ + zb , sup|t−τ |≥δ′,F c f(t) has a bounded density over [b, b + δ2b
−λ] for some
λ ≥ 1, and thus
Q( sup
|t−τ |≥δ′,t∈F c
f(t) ∈ [b, b+ δ2b−λ]|f(τ) = γ + z
b
) = O(δ2).
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Summarizing the above results, we have that
Q( sup
|t−τ |≥δ′
f(t) ∈ [b, b+ δ2b−λ])
≤ Q( sup
|t−τ |≥δ′,t∈F
f(t) ∈ [b, b+ δ2b−λ])
+Q(z ≥ −κ0 log δ2) +Q( sup
|t−τ |≥δ′,t∈F c
f(t) ∈ [b, b+ δ2b−λ], z ≤ −κ0 log δ2)
≤ 3δ.
Thus, the last term in (56) is bounded by
Q
(
sup
|t−τ |≥δ′
f(t) > b;
m
max
i=1
f(ti) ≤ b
)
≤ 3δ +Q
(
sup
|t−τ |≥δ′
f(t) > b+ δ2b
−λ; mmax
i=1
f(ti) ≤ b
)
.
For the second term, we apply the old trick by choosing
λ4 = δ
2/α+1/β1+ε0
2 b
−2λ/α−λ/β1 ,
and thus
Q( sup
|s−t|<λ4
|f(s)− f(t)| > δ2b−λ) < δ2. (60)
Note that b2 ≤ −ε−10 log δ2, we can choose a different ε0 such that λ4 can be simplified to
λ4 = δ
2/α+1/β1+ε0
2 .
If sup|s−t|<λ4 |f(s)− f(t)| < δ2b−λ and sup|t−τ |≥δ′ f(t) > b+ δ2b−λ, we have that
β(Ab) ≥ ε0λd4ζ−d−ε1 .
With a different choice of ε0, we choose
m = −2λ−d4 ζd+ε1 log δ = O(δ−d(2/α+1/β1)−ε0), (61)
then we have
Eb[(1− β(Ab))m; sup
|s−t|<λ4
b < |f(s)− f(t)| < δ2b−λ, f(t) > b+ δ2b−λ] ≤ δ (62)
Therefore, combining the bounds in (59), (60), and (62), if ε < e−ε0b2 and we choose m as in (61)
and, then
Q
(
sup
|t−τ |>δ′
f(t) > b;
m
max
i=1
f(ti) ≤ b
)
≤ 5δ.
Putting together the bounds for all the three terms in (56), we have that
Q
(
M > b;
m
max
i=1
f(ti) ≤ b
)
≤ 5δ.
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If we choose δ = ε1+ε0 and
m = O(δ−d(2/α+1/β1+ε0)) = O(ε−d(2/α+1/β1)−2dε0)
then according to the bounds on the bound in (55), we have that
EQJ1 ≤ ζdε.
Similarly, according to the integrability of ζ−2d/mes2(Aγ), by choosing the same m, there exists a
κ0 such that
EQ(J21 ) ≤ κ0ζ2d.
6.2 The J2 term
We now proceed to
J2 = I(
m
max
i=1
f(ti) > b)
[
1
mes(Aγ)
− 1
m̂es(Aγ)
]
.
We study the behavior of J2 by means of the scaled process g(t) defined as in (22). For the analysis
of J2, we translate everything to the scale of g(t). Recall the process g(t) given by (22) is
g(t) = b(f(τ + t/ζ)− b), (63)
For each t, f(τ + t/ζ) > γ if and only if g(t) > −1.
Conditional on τ , t1, ..., tm are i.i.d. with density kτ,ζ(t) defined as in (25). Let si = (ti − τ)ζ
and thus s1, ..., sm are i.i.d. following density k(s). We can then rewrite the estimator in (26) as
m̂es(Aγ) =
ζ−d
m
m∑
i=1
I(g(si) > −1)
k(si)
.
Thus, m̂es(Aγ) is an unbiased estimator of mes(Aγ), that is, E(m̂es(Aγ)|f) = mes(Aγ). Condi-
tional on a particular realization of f(t) (or equivalently, g(t)), the variance of m̂es(Aγ) is given
by
V ar(m̂es(Aγ)|f) = κf ζ
−2d
m
,
where
κf = V ar
[I(g(S) > −1)
k(S)
∣∣∣f] ≤ k−2(tf ) (64)
and
tf = max(|t| : g(t) > −1). (65)
Note that the following inequality 11+x − 1 ≥ −x. Therefore,
1
mes(Aγ)
− 1
m̂es(Aγ)
≤ m̂es(Aγ)−mes(Aγ)
mes2(Aγ)
Therefore,
E
[( 1
mes(Aγ)
− 1
m̂es(Aγ)
)2
; m̂es(Aγ) > mes(Aγ)
∣∣∣ f] ≤ κfζ−2d
m×mes4(Aγ) .
30
It is the expectation on the set {m̂es(Aγ) < mes(Aγ)} that induces complications in that the factor
1
m̂es(Aγ)
can be very large when there are not many ti’s in the excursion set Aγ . We now proceed
to this case. Conditional on a particular realization of f (and equivalently the process g(t)), the
analysis consists of three steps.
Step 1. Define the f -dependent probability
pf , Q(ti ∈ Aγ |f) =
∫
Aγ
kτ,ζ(t)dt =
∫
Ag
−1
k(t)dt (66)
Using standard exponential change of measure techniques for large deviations [14], we obtain that
Q
[
m∑
i=1
I(ti ∈ Aγ) ≤ pf (1− δ3)m
∣∣∣f] ≤ e−mI(δ3,pf ) (67)
for all δ3 ∈ (0, 1), where the rate function
I(δ3, pf ) = θ∗pf (1− δ3)− ϕ(θ∗)
and
ϕ(θ) = log(1− pf + pfeθ), θ∗ = log
(
1− δ3
1− pf (1− δ3)
)
.
By elementary calculus, if we choose δ3 =
1
2 , then we have that for some ε0 > 0
I(δ3, pf ) ≥ ε0pf for all pf > 0.
Therefore,
E
[( 1
mes(Aγ)
− 1
m̂es(Aγ)
)2
; m̂es(Aγ) ≤ mes(Aγ), mmax
i=1
f(ti) > b,
m∑
i=1
I(ti ∈ Aγ) ≤ pfm
2
∣∣∣ f]
≤ E
[ 4
m̂es2(Aγ)
; m̂es(Aγ) ≤ mes(Aγ), mmax
i=1
f(ti) > b,
m∑
i=1
I(ti ∈ Aγ) ≤ pfm
2
∣∣∣ f].
Note that there is at least one ti in the excursion set Aγ . Therefore, the estimator m̂es(Aγ) ≥
m−1ζ−dk−1(tf ). Thus, the above expectation is upper bounded by
≤ κk(tf )−2m2ζ2de−ε0mpf .
Step 2. We consider the situation that
∑
I(ti ∈ Aγ) > pfm2 . The unbiasedness of m̂es(Aγ)
suggests that
mes(Aγ) = E
( 1
ζdk(S)
| S ∈ Ag−1
)
pf ,
where S is a random index following density k(s). Note that on the set Ag−1, k(tf ) ≤ k(S) ≤ κ1.
Thus, if we let λf = κ
−1
1 k(tf ), then on the set {
∑
I(ti ∈ Aγ) > pfm2 } we have
m̂es(Aγ) ≥ λfmes(Aγ)
2
.
31
Thus, using Taylor expansion, we have that
Eb
[( 1
mes(Aγ)
− 1
m̂es(Aγ)
)2
; m̂es(Aγ) < mes(Aγ);
∑
I(ti ∈ Aγ) > pfm
2
∣∣∣f]
≤ Eb
[
24 (mes(Aγ)− m̂es(Aγ))2
λ4fmes
4(Aγ)
; m̂es(Aγ) < mes(Aγ);
∑
I(ti ∈ Aγ) > pfm
2
∣∣∣ f]
≤ 2
4κf ζ
−2d
mλ4fmes
4(Aγ)
.
Step 3. We combine the previous analysis and have that
Eb(J
2
2 |f) ≤
24ζ−2d
mes4(Aγ)
κ41
k4(tf )m
+
κf ζ
−2d
m×mes4(Aγ) + k(tf )
−2m2ζ2de−ε0mpf . (68)
The density k(t) has a heavy tail that is
k(t) ∼ 1|t|d+ε1
and k(t) ≤ κ1 for all t. In Step 3, we provide a bound on the distribution of tf and pf .
We start with tf . For each s > 0, tf > s if and only if sup|t−τ |>s g(t) > −1. According to the
results in Lemmas 2 and 3 (and the corresponding bounds in (82) and (83) for the non-constant
variance case presented in the Supplemental Material), for s sufficiently large, there exists some
ε0 > 0 such that
Q(tf > s) = Q( sup
|t−τ |>s
g(t) > −1) ≤ exp{−sε0}, for s < δ′ζ (69)
and
Q(tf > s) ≤ exp(−ε0b2), for s > δ′ζ.
Therefore, all moments of k−1(tf ) is bounded.
Eb[k
−l(tf )] ≤ Eb[t(d+ǫ1)lf ] ≤ κl
for some constant κl possibly depending on l. Thus, by Cauchy-Schwarz inequality, the expectation
of the first two terms in (68) can be bounded as follows
E
[ 24ζ−2d
mes4(Aγ)
κ41
k4(tf )m
;M > b
]
≤ O(1)
m
√
E
[ ζ−4d
mes8(Aγ)
]
E(k−8(tf )) ≤ κζ
2
m
E
[ κfζ−2d
m×mes4(Aγ)
]
≤ O(1)
m
√
E
[ ζ−4d
mes8(Aγ)
]
E(k−4(tf )) ≤ κζ
2
m
.
We now proceed to the third term in (68) concerning pf . The expectation of this term is
bounded by
Eb(m
2k(tf )
−2e−mε0pf ;M > b) ≤
√
Eb(m4e
−2mε0pf ;M > b)
√
Eb(k−4(tf )).
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The second term
√
Eb(k−4(tf )) is O(1). We proceed to the first term
Eb(m
4e−2mε0pf ;M > b) = Eb(m4e−2mε0pf ; pf ≥ m−1/2) +Eb(m4e−2mε0pf ; pf ≤ m−1/2,M > b)
≤ m4e−2ε0
√
m +m4Q(pf ≤ m−1/2,M > b).
We now proceeding to controlling Q(pf ≤ m−1/2,M > b). Note that
pf ≥ k(tf )mes(Ag−1).
For each x > 0,
Q(pf < x,M > b) ≤ Q
(
k(tf ) <
√
x or mes(Ag−1) <
√
x,M > b
)
≤ Q(tf > x−
1
2(d+ε1) ) +Q(mes(Ag−1) <
√
x,M > b). (70)
According to the bounds in (48) and (81), for some δ0 > 0 and ε0 > 0, we have that
Q(mes(Ag−1) <
√
x,M > b) = Q(mes(Aγ) < ζ
−d√x,M > b) ≤ e−x−ε0/d
for x sufficiently small. According to the previous result, we have that
Q(tf > x
− 1
2(d+ε1) ) ≤ e−x−ε0 , for x− 12(d+ε1) < δ′ζ
and
Q(tf > x
− 1
2(d+ε1) ) ≤ e−ε0b2 , for x− 12(d+ε1) ≥ δ′ζ.
Thus, for some λ large enough and ε0 small enough, we have that
Q(pf ≤ m−1/2,M > b) ≤ e−mε0 , for m < bλ;
for m > bλ (with λ sufficiently large), tf > m
1
4(d+ε1) implies that τ + tf/ζ /∈ T , that is, m
1
4(d+ε1) is
too large and thus
Q(pf < m
−1/2) = 0, for m > bλ.
Therefore,
m4Q(pf ≤ m−1/2,M > b) ≤ κm4e−mε0
for m sufficiently large and furthermore
Eb(m
4k(tf )
−2e−mε0pf ;M > b) ≤ κm4e−mε0/2.
Summarizing the results in all the three steps, we have that
Eb(J
2
2 ) ≤
κζ−2d
m
.
Therefore, if we choose
m = κmax{ε−2, ε−d(2/α+1/β1+ε0)} = O(ε−d(2/α+2/β1))
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then,
Eb|Zˆb − Zb| = Eb|J1 + J2|
∫
T
P (f(t) > γ)dt ≤ εζd
∫
T
P (f(t) > γ)dt
and
Eb(Zˆb − Zb)2 ≤ κζ2d
(∫
T
P (f(t) > γ)dt
)2
.
7 Proof of Theorem 3
7.1 The asymptotic lower bound and the continuous estimator
We start the analysis by first establishing an asymptotic lower bound of v(b). Note that
v(b) = E(mes(Aγ))Eb
[
1
mes(Aγ)
∫
Ab
ξ(t)dt
]
.
Since ξ(t) is bounded by a2, then v(b) ≤ a2E(mes(Aγ)). In addition, a lower bound can be given
by
E
( ∫
Ab
ξ(t)dt
)
≥ a1E(mes(Ab))
Thus
v(b) = Θ(1)E(mes(Aγ)).
The second moment of the estimator is
Eb(Y
2
b ) = E
2(mes(Aγ))Eb
[
α2(b)
mes2(Aγ)
;M > b
]
≤ a22E2(mes(Aγ)) ≤
a22
a21
v(b).
7.2 Analysis of the discrete estimator
We start the analysis by the following decomposition
Yˆb − Yb =
[
α(b)
mes(Aγ)
I(sup f(t) > b)− αˆ(b)
m̂es(Aγ)
I(
m
max
i=1
f(ti) > b)
]
E(mes(Aγ))
= E(mes(Aγ))
×
[α(b)I(sup f(t) > b)
mes(Aγ)
− α(b)I(max
m
i=1 f(ti) > b)
mes(Aγ)
+
α(b)I(maxmi=1 f(ti) > b)
mes(Aγ)
− αˆ(b)I(max
m
i=1 f(ti) > b)
m̂es(Aγ)
]
.
We redefine the terms
J1 =
α(b)I(sup f(t) > b)
mes(Aγ)
− α(b)I(max
m
i=1 f(ti) > b)
mes(Aγ)
J2 =
α(b)I(maxmi=1 f(ti) > b)
mes(Aγ)
− αˆ(b)I(max
m
i=1 f(ti) > b)
m̂es(Aγ)
.
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Note that the factor α(b)/mes(Aγ) is bounded by a2, so we have
Eb|J1| ≤ a2Q(sup f(t) > b, mmax
i=1
f(ti) > b), Eb(J
2
1 ) ≤ a22Q(sup f(t) > b,
m
max
i=1
f(ti) > b)
According to the previous analysis, for each ε, there exists an m = O(ε−d(2/α+1/β1)−ε0) such that
Eb(|J1| | f) ≤ a2ε, Eb(J21 |f) = a22ε.
For the second term, we apply similar analysis as the proof for Theorem 2. Note that α(b) ≤
a2mes(Aγ), so by rearranging terms in J2, we have
|J2| ≤
[ |α(b) − αˆ(b)|
mes(Aγ)
+ a2
|mes(Aγ)− m̂es(Aγ)|
mes(Aγ)
]
I(M > b).
Because αˆ(b) is an unbiased estimator for α(b) conditional on f , we have
Eb
[
(αˆ(b)− α(b))2|f
]
≤ m−1a22k−2(tf )ζ−2d.
Thus,
Eb
[
(aˆ(b)− α(b))2 + a2(mes(Aγ)− m̂es(Aγ))2
∣∣∣f]
≤ 2Eb
[
(αˆ(b)− α(b))2|f
]
+ 2a22Eb
[
(mes(Aγ)− m̂es(Aγ))|f
]
≤ 4a22m−1k−2(tf )ζ−2d.
Therefore,
Eb
(
|J2|2|f
)
≤ 4a
2
2
λ2fmes(Aγ)
2ζ2dmk2(tf )
Eb
(
|J2||f
)
≤ 2a2
λfmes(Aγ)ζd
√
mk(tf )
According the proof in Section 6, there exists a κ > 0 such that
E(|J2|) ≤ κ√
m
.
With a similar argument, we have that
E(J22 ) ≤ κ.
Summarizing the result for J1 and J2, we can choose m = O(max(ε
−d(2/α+1/β1+ε0), ε−2)) =
O(ε−d(2/α+2/β1)), such that
Eb(Yˆb − v(b)) ≤ εv(b), V ar(Yˆb) = O(1).
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Supplemental Material
A Proof of Theorem 1 when σ(t) is of Type 2 in Assumption A4
In our proof for Type 2 standard deviation, we use similar methods as that for Type 1. We are
going to establish similar results as in (48) and Lemmas 2 and 3 hold for Gaussian random field
with type 2 standard deviation. To proceed, we provide some bounds on the distribution of τ . The
next lemma suggests that τ is close to
t∗ = arg sup
t∈T
σ(t).
Lemma 4 There exists constants δ, ε0 > 0 small enough and κ > 0 large enough (but independent
of b), such that for x > κ the following bounds hold
(i)
∫
|t−t∗|≤ζ−12 hb(t)dt > ε0,
(ii)
∫
δ>|t−t∗|>xζ−12 hb(t)dt < exp(−x
α2/2),
(iii)
∫
|t−t∗|>δ hb(t)dt < exp(−ε0b2).
To continue the analysis of I1 and I2, we discuss two different scenarios:
1. α1 > α2, or α1 = α2 and limx→0
L1(x)
L2(x)
∈ {0, 1}; that is, as x → 0, L1(x)xα1 ≤ (1 +
o(1))L2(x)x
α2 .
2. α1 < α2, or α1 = α2 and limx→0
L1(x)
L2(x)
=∞; that is, as x→ 0, L2(x)xα2 = o(1)L1(x)xα1 .
The proof of this lemma is provided in the Supplemental Material B.
A.1 Proof for scenario 1: α1 > α2, or α1 = α2 and limx→0
L1(x)
L2(x)
∈ {0, 1}.
For the proof of this scenario, the variation of σ(t) is the dominating term. According to A2, there
exists a constant ∆ such that
1− r(s, t) ≤ ∆L2(|s− t|)|s − t|α2 (71)
In addition, we can further replace the slowly varying function L1 in (8) by L2 and the inequality
still holds, that is,
|r(t, t+ s1)− r(t, t+ s2)| ≤ κrmax(L2(|s1|)|s1|β0 , L2(|s2|)|s2|β0)|s1 − s2|β1 . (72)
For the proof of this scenario, we work under the above two inequalities instead of A2. The proof
follows a similar idea as that of the constant variance case by providing bounds for I1 and I2.
The I1 term. For a given τ and z, we adopt a similar conditional representation as in (31). We
start with establishing similar results as in Lemma 1. Since L1(x)x
α1 ≤ (1+ o(1))L2(x)xα2 , we can
replace α1 and L1 in the statement of Lemma 1 by α2 and L2 and the statement still holds. Now
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we proceed to prove (48).According to the expression (34), we proceed by deriving an upper bound
of∫
T
P
(
1
mes(Aγ)
> y−dζ−12 ,M > b|f(τ) = γ +
z
b
)
hb(τ)
qb,τ (γ + z/b)
b
dτdz. for y small enough.
(73)
We discuss two situation: z > 1 and 0 < z ≤ 1.
Situation 1: z > 1. From condition A2, A4, A5, (72) and Lemma 5(i), for |t| < cdyζ−12 , we
have that
|µτ (t)− µτ (0)| ≤ κµ
√
L2(|t|)|t|α2/2 + κbL2(|t|)|t|α2 = O(yα2/4b−1)
Note that µτ (0) = γ + z/b > γ + 1/b. Thus, by picking y0 small enough, we have that
µτ (t) ≥ γ + 1
2b
for |t| ≤ cdyζ−12 .
With a similar development as in (35) and the conditional variance calculation for f0(t) as in (38),
that is,
C0(t, t) = O(y
α2/2b−2),
we conclude that for some small ε0 > 0
Q
( 1
mes(Aγ)
> y−dζ−12 ,M > b
)
≤ P
(
inf
|t|≤cdyζ−12
(f0(t)+µτ (t)) ≤ γ
)
≤ P ( inf
|t|≤cdyζ−12
|f0(t)| > 1
2b
) ≤ exp(−y−ε0).
Situation 2: 0 < z ≤ 1. For 0 < z < 1, we choose δ0, δ1 to be small enough and λ to be
large enough and develop bounds for the above probability under four cases (same as in the proof
of constant variance case):
Case 1. t ∈ C1 , {t : 0 < |t− τ | < y−δ0ζ−12 },
Case 2. t ∈ C2 , {t : y−δ0ζ−12 < |t− τ | < δ1},
Case 3. t ∈ C3 , {t : |t− τ | ≥ δ1} and y < b−λ,
Case 4. t ∈ C3 and y ≥ b−λ.
With these notation, we have the following bound
Q
( 1
mes(Aγ)
> y−dζ−12 ,M > b
)
≤
3∑
i=1
∫
T
P
(
1
mes(Aγ)
> y−dζd, sup
t∈Ci
f(t) > b|f(τ) = γ + z
b
)
hb(τ)
qb,τ (γ + z/b)
b
dτdz.
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With the same argument for (40), each of the summands on the right-hand-side is further bounded
by ∫
T
P
(
1
mes(Aγ)
> y−dζd2 , sup
t∈Ci
f(t) > b
∣∣∣f(τ) = γ + z
b
)
hb(τ)
qb,τ (γ + z/b)
b
dτdz (74)
≤
∫
T
P
(
sup
t∈Ci,|s−t|≤cdyζ−12
|f(t)− f(s)| > 1
b
, sup
t∈Ci
f(t) > b
∣∣∣f(τ) = γ + z
b
)
hb(τ)
qb,τ (γ + z/b)
b
dτdz.
Similarly, we define
xi , ζ2 × |ti − τ |.
Case 1: 0 < |t− τ | < y−δ0ζ−12 . We adopt the same lattice and cover sets, T˜ , and Bi, defined
on page 19 for the proof of the constant variance case, with ζ1 replaced by ζ2. For this case, we
bound the right-hand-side of (74) by∑
Bi∩C1 6=∅
∫
T
P
(
sup
t∈Bi,|s−t|≤cdyζ−12
|f(t)− f(s)| > 1
b
∣∣∣f(τ) = γ + z
b
)
hb(τ)
qb,τ (γ + z/b)
b
dτdz
and take advantage of the conditional representation f(t) = µτ (t) + f0(t). We proceed to investi-
gating the variation of µτ (t) and f0(t). For f0(t) and |s− t| ≤ cdyζ−12 , with the same argument as
in (42), we have that V ar(f0(t) − f0(s)) ≤ κyα2/2b−2. For the conditional mean, by means of the
representation (32),
|µτ (t)− µτ (s)| ≤ κζ−α2/22
√
L2(y/ζ2)y
α2/2 + κbL2(cdy/ζ2)y
α2ζ−α22 + κ(xi + 1)
β0bL2((xi + 1)/ζ2)y
β1ζ−α22
≤ κb−1yε0
for some small positive constant ε0. Now we pick y0 small enough. For 0 < y < y0 and |µτ (t) −
µτ (s)| < 12b , together with the variance control of f0(t)− f0(s), we have that∫
T
P
(
sup
t∈Bi,|s−t|≤cdyζ−12
|f(t)− f(s)| > 1
b
∣∣∣f(τ) = γ + z
b
)
hb(τ)dτ
≤
∫
T
P
(
sup
t∈Bi,|s−t|≤cdyζ−12
|f0(t)− f0(s)| > 1
2b
∣∣∣f(τ) = γ + z
b
)
hb(τ)dτ
≤ exp(−y−ε0)
for some ε0 > 0. We sum up all the Bi’s such that 0 < |ti − τ | < y−δ0ζ−12 and obtain that
P
( 1
mes(Aγ)
> y−dζd1 , sup
t∈C1
f(t) > b|f(τ) = γ + z
b
)
≤ exp(−y−ε0)
for which we may need to choose a smaller ε0.
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Case 2: y−δ0ζ−12 < |t− τ | < δ1. We split (74) as follows
(74) ≤
∑
Bi∩C2 6=∅
∫
|τ−t∗|≤ 1
3
y−δ0ζ−12
P
(
sup
t∈Bi
f(t) > b
∣∣∣f(τ) = γ + z
b
)
hb(τ)dτ
+
∫
|τ−t∗|> 1
3
y−δ0ζ−12
hb(τ)dτ. (75)
For this case, we implicitly requires that y−δ0 < δ1ζ2. Thus, Lemma 4 (ii) and (iii) provide an
upper bound of the second term in the above display∫
|τ−t∗|> 1
3
y−δ0ζ−12
hb(τ)dτ ≤ exp(−y−ε0)
for ε0 and y sufficiently small and y
−δ0 < δ1ζ2.
For the first term on the right-hand-side of (75), we bound it in a similar way as in constant
variance case. In particular, each summand is bounded by
sup
|τ−t∗|≤ 1
3
y−δ0ζ−12
P (sup
t∈Bi
f(t) > b|f(τ) = γ + z
b
)
For y−δ0ζ−12 < |t − τ | < δ1 and |τ − t∗| ≤ 13y−δ0ζ−12 we have that |t − t∗| > 23y−δ0ζ−12 . Using the
expansion σ(t∗)− σ(t) ∼ ΛL2(|t− t∗|)|t− t∗|α2 , we have that
σ(t)
σ(τ)
≤ 1− ε0L2(xiζ
−1
2 )
L2(ζ
−1
2 )
(ζ2|ti − τ |)α2
b2
, for some small ε0 > 0 and . (76)
From the expression of (32) and the inequality (76), for t ∈ Bi ∩ C2 6= ∅ and xi = ζ2|ti − τ |, we
have that
µτ (t) ≤ b+ κ
√
L2(xiζ
−1
2 )
L2(ζ
−1
2 )
x
α2/2
i
b
− ε0L2(xiζ
−1
2 )
L2(ζ
−1
2 )
xα2i
b
≤ b− ε0
2
xα2i
L2(xiζ
−1
2 )
L2(ζ
−1
2 )
b−1.
Furthermore, Lemma 1(i) implies that
V ar(f0(t)) = C0(t, t) ≤ 2λ2L2(xiζ
−1
1 )
L2(ζ
−1
1 )
xα2i b
−2. (77)
Thus, the Borel-TIS inequality suggests that
sup
|τ−t∗|≤ 1
3
y−δ0ζ−12
P (sup
t∈Bi
f(t) > b|f(τ) = γ + z
b
) ≤ exp(−x−ε0i ),
for some small constant ε0.
Combining the upper bound for the two term on the right side of (75), and putting together all
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Bi’s such that y
−δ0 < xi < δ1, we have that∫
T
P
( 1
mes(Aγ)
> y−dζd2 , sup
t∈C2
f(t) > b|f(τ) = γ + z
b
)
hb(τ)
qb,τ (γ + z/b)
b
dτdz
≤ exp(−y−ε0) +
∞∑
k=0
κ(y−δ0 + k)d−1 exp(−(y−δ0 + k)ε0)
≤ exp(−y−ε0/2)
for some large constant κ > 0 and possible a different choice of ε0.
Case 3: |t − τ | ≥ δ1 and y < b−λ. The analysis is completely analogous to the Case 3 on
Page 22. The only difference is that the variance function σ2(t) is non-constant. Given that σ(t)
is Ho¨lder continuous, all the calculations remain. Therefore, we omit the details and directly reach
the bound that∫
T
P
( 1
mes(Aγ)
> y−dζd, sup
|t−τ |>δ1
f(t) > b|f(τ) = γ + z
b
)
hb(τ)
qb,τ (γ + z/b)
b
dτdz ≤ exp(−y−ε0)
for all y < b−λ.
Case 4: |t− τ | ≥ δ1, y ≥ b−λ. We split the bound (74) into two parts.∫
T
P
( 1
mes(Aγ)
> y−dζd, sup
|t−τ |>δ1
f(t) > b|f(τ) = γ + z
b
)
hb(τ)dτ
≤ sup
|τ−t∗|≤δ1/3
P
( 1
mes(Aγ)
> y−dζd, sup
|t−τ |>δ1
f(t) > b|f(τ) = γ + z
b
)
+
∫
|τ−t∗|>δ1/3
hb(τ)dτ. (78)
From Lemma 4 (iii), the second term on the right side of last inequality can be bound by exp(−bε0)
for some ε0 > 0. Note that in Case 4, y > b
−λ, so this expression can be further bounded by∫
|τ−t∗|>δ1/3
hb(τ)dτ ≤ exp(−ε0b2) ≤ exp(−y−ε0/λ).
Now we consider the first term on the right side of (78). On the set |τ − t∗| < δ1/3 and
|t− τ | > δ1, there exists some ε0 such that the conditional mean can be bounded from below by
µτ (t) ≤ (1− ε0
2
)b. (79)
This is because from condition A4, σ(τ) ≥ σ(t∗) − ΛL(δ1/3)(δ1/3)α, for |τ − t∗| ≤ 1/3δ1; while
σ(t) ≤ σ(t∗)− ΛL(2δ1/3)(2δ1/3)α2 , for |t− t∗| ≥ 2δ1/3. As a result, there exists a constant ε0 > 0
such that σ(t)σ(τ) ≤ 1− ε0. In addition, the correlation function also drops.
For the rest of case 4, we follow the same analysis as that of Case 4 on page 23 and derive an
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upper bound for the first term on the right side of (78).
P
( 1
mes(Aγ)
> y−dζd, sup
|t−τ |≥δ1
f(t) > b|f(τ) = γ + z
b
)
≤ P
(
sup
|t−τ |≥δ1
f(t) > b|f(τ) = γ + z
b
)
≤ P
(
sup
|t−τ |≥δ1
f0(t) + µτ (t) > b
)
≤ P
(
sup
|t−τ |≥δ1
f0(t) > ε0b/2
)
≤ exp(− ε
2
0
8σ2T
b2) (80)
≤ exp(−y−ε′0).
for some ε0, ε
′
0 > 0. Combining our result for the first and second term of (78), and for Ci = C3
for y ≥ b−λ
(74) ≤ exp(−y−ε0), for some possibly smaller ε0 > 0.
Summary of the analysis for I1. Putting all the results in Cases 1-4 together, we have that
there exists a y0 > 0 such that
Q
( 1
mes(Aγ)
> y−dζ−12 ,M > b
)
≤ exp(−y−ε0), (81)
for 0 < y < y0. Thus, for some κ > 0, we have
I1 = E
Q
( 1
mes(Aγ)2
;M > b
)
≤ (κ+ y−d0 )ζ22d.
The I2 term. We are going to derive a lower bound for I2 by showing that Lemma 2 and Lemma
3 are valid. Following the same calculation for (78), we reach the result of Lemma 2 (on page 24)
that
Q( sup
|t−τ |≥δ′
f(t) ≥ γ) ≤ Q(|t∗ − τ | ≥ δ′/3) +Q( sup
|t−τ |≥δ′
f(t) ≥ γ, |t∗ − τ | < δ′/3)
The first term on the right-hand-side is controlled by Lemma 4 (iii). The second term can be
bounded by a similar analysis as in (80). Thus, we have that
Q( sup
|t−τ |≥δ′
f(t) ≥ γ) ≤ e−ε0b2 (82)
for some ε0 small.
Now, we proceed to proving a similar result as in Lemma 3 (page 24). Note that for xζ2
−1 < δ′
Q
(
sup
xζ2
−1≤|t−τ |≤δ′
f(t) ≥ γ
)
≤ Q
(
sup
xζ2
−1≤|t−τ |≤δ′
f(t) ≥ γ, |τ − t∗| < xζ−12 /3
)
+Q
(
|τ − t∗| > xζ−12 /3
)
.
Thanks to Lemma 4, the second term on the right-hand-side is bounded by e−xε0 . For the first
term, we follow a similar analysis as in Lemma 3. In particular, we can establish a bound for the
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conditional mean µτ (t) = E(f(τ + t)|τ, z) in the following form
µτ (t) ≤ γ + z
b
− ε0x
α2
b
for all xζ−12 < |t| < δ′ and |τ − t∗| < xζ−12 /3. With this bound, we follow exactly the same analysis
as in Lemma 3 and obtain that
Q
(
sup
xζ2
−1≤|t−τ |≤δ′
f(t) ≥ γ
)
≤ e−xα2/4 (83)
and thus a similar result in Lemma 3 has been proved. With these results, we use the same analysis
as that in (53) and obtain that for some x sufficiently large
I2 ≥ ε0x−dζd2 .
Combining our upper bound for I1 and lower bound for I2, we conclude the proof for scenario 1.
sup
b
EQZ2b
P 2(M > b)
= sup
b
I1
I22
<∞.
A.2 Proof for scenario 2: α1 < α2, or α1 = α2 and limx→0
L1(x)
L2(x)
=∞
In scenario 2, we first consider the covariance function C(s, t) = cov(f(s), f(t)). It satisfies the
following conditions:
B1 There exists β0 ≥ 0, β1 > 0, such that β0 + β1 ≥ α1, and
|C(τ, t+ s1)− C(τ, t+ s2)| ≤ κmax(L2(|s1|)|s1|β0 , L2(|s2|)|s2|β0)|s1 − s2|β1
B2 As |t− s| → 0,
C(s, s)− C(s, t) ∼ σ(s)2∆sL1(|s − t|)|s− t|α1
B3 There exists ε′′, δ′′ > 0 such that for |s− t∗| < δ′′, |t− s| > 2δ′′, we have
C(s, s)−C(s, t) > ε′′.
Therefore, we can basically replicate the analysis in Section 5 for the constant mean by replacing the
correlation function r(s, t) with the covariance function C(s, t) and all the derivations are exactly
the same except for one place. In the analysis of Case 4 (Page 23), for which we need to provide a
bound for
Q
(
mes(Aγ)
−1 > y−dζd1 , sup
|t−τ |>δ1
f(t) > b
)
.
For this part, we need to following the analysis of Case 4 for scenario 1 (page 43). Other analyses
are all the same and therefore are omitted.
B Proof of Lemmas
Throughout the proof, we used several properties of slowly varying function, which are stated in
the next Lemma.
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Lemma 5 Suppose L(x), x > 0 is a positive continuous slowly varying function, then it has the
following properties.
(i) ∀β > 0,∃δβ > 0, κs, s.t. for ζ satisfying ζ−1 < δβ , x ≤ 1 we have
L(xζ−1)
L(ζ−1)
xβ ≤ κs
(ii) ∀β > 0,∃δβ > 0, κs > 0, s.t. for ζ satisfying ζ−1x < δβ, x ≥ 1, we have
L(ζ−1x)xβ
L(ζ−1)
≥ κ−1s
This lemma is a direct application of Theorem 1.5.3, and Theorem 1.5.4 in [9].
Proof of Lemma 2. For |t − τ | ≥ δ, according to condition A3, there exits ε > 0, such that
r(t, τ) < 1− ε. For b large enough, and 0 < z < ε4b2, we have
µτ (t) = µ(t+ τ) +
r(t+ τ, τ)
r(τ, τ)
(γ +
z
b
− µ(τ))
≤ 2µT + (1− ε)(γ + z
b
)
≤ (1− ε/2)b
and the conditional variance C0(t, t) = C(t + τ, t + τ) − C(t + τ, τ)2C(τ, τ)−1 is bounded by σ2T .
Then by the Borel-TIS inequality (Proposition 1), we have that
P ( sup
|t−τ |≥δ
f(t) ≥ γ|f(τ) = γ + z
b
) ≤ e−
ε2
8σ2
T
b2
(84)
Since z is asymptotically exponentially distributed with mean σ(τ)2 and τ is asymptotically uni-
formly distributed, we have
Q( sup
|t−τ |>δ
f(t) ≥ γ) ≤ sup
z< εb
2
4
P ( sup
|t−τ |≥δ
f(t) ≥ γ|f(τ) = γ + z
b
) +Q(z > εb2/4) ≤ e−ε0b2 .
Proof of Lemma 3. According to conditional Gaussian calculation, we have that
Q(b× (f(τ)− γ) ≥ xα1/2) ≤ e−ε0xα1/2 .
Therefore, we only need to consider that f(τ) = γ+ zb for z < x
α1/2. Let T˜ = {t1, ..., tN} such that:
1. For i 6= j, i, j ∈ {1, ..., N}, |ti − tj | > ζ−11
2. For any t ∈ T , there exists i ∈ {1, ..., N}, such that |t− ti| ≤ 2ζ−11 .
Furthermore, let Bi = {t : |t − ti| ≤ 2ζ−11 }, i ∈ {1, 2, ..., N}. First calculate the upper bound for
conditional mean and variance. For k/ζ1 ≤ |ti − τ | ≤ (k + 1)/ζ1, t ∈ Bi, and z < xα1/2 according
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to condition A2 and A5, we have that
µτ (t) ≤ b+ z
b
+ κµ
√
L1(|t|)|t|α1/2 −∆τ bL1(|t|)|t|α1
≤ b− ∆τ
2
L1(kζ
−1
1 )
L1(ζ
−1
1 )
kα1b−1. (85)
For the conditional variance, by Lemma 1(i), when t ∈ Bi and k large enough, we have
C0(t, t) ≤ λ1L1((k + 3)ζ−11 )(k + 3)α1ζ−α11
≤ 2λ1L1(kζ
−1
1 )
L1(ζ
−1
1 )
kα1b−2 (86)
According to Lemma 1 (iii), E(sup|t+τ−ti|≤2ζ−11 f0(t)) = O(b
−1) as b → ∞. So for k large enough,
we have
E
[
sup
t∈Bi
f0(t)
]
≤ ∆τ
4
L1(kζ
−1
1 )
L1(ζ
−1
1 )
kα1b−1. (87)
By Proposition 1, (85), (86), and (87), we have
P ( sup
|t−ti|≤2ζ−11
f(t) ≥ γ|f(τ) = γ + z
b
) ≤ exp(−∆
2
τL1(kζ
−1
1 )k
α1
64L1(ζ
−1
1 )λ1
) ≤ exp(−∆
2
τk
α1/2
64λ1
). (88)
The last inequality of the above display is due to Lemma 5(ii). Note that
P ( sup
xζ−11 <|t−τ |<δ
f(t) > γ|f(τ) = γ + z
b
) ≤
∑
xζ−11 <|ti−τ |<δ′
P (sup
t∈Bi
f(t) ≥ γ|f(τ) = γ + z
b
).
According to (88), we further bound the above probability by
∑
xζ−11 <|ti−τ |<δ
P (sup
t∈Bi
f(t) ≥ γ|f(τ) = γ + z
b
) ≤ O(1)
δζ1∑
k=⌊x⌋
kd−1 exp(−∆τk
α1/2
64λ1
)
≤ e−xα1/2−ε0
for x sufficiently large and ε0 small. We integrate the above bound with respect to (z, τ) under the
measure Q and conclude the proof.
Proof of Lemma 4. The proof of this lemma is based on the fact that P (f(t) > γ) has the
approximation
P (f(t) > γ) =
1√
2π
σ(t)
γ − µ(t) exp
(
−γ − µ(t)
2σ(t)
)
(1 + o(1)),
combined with the expansion of σ(t)2 around t∗,
σ(t)2 = σ(t∗)2 − 2σ(t∗)ΛL2(|t− t∗|)|t− t∗|α2(1 + o(1)).
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After basic calculation of expansion and integration, we can prove that there exist ε0, κ > 0,
such that for x > κ, we have
∫
|t−t∗|≤ζ−12 P (f(t) > γ)dt ≥
1√
2π
σ(t∗)/2
γ + µT
ζ−d2 exp
(
−(γ − µ(t
∗))2
2σ(t∗)2
)
· ε0∫
xζ−12 <|t−t∗|<δ P (f(t) > γ)dt ≤
1√
2π
σ(t∗)
γ − µT ζ
−d
2 exp
(
−(γ − µ(t
∗))2
2σ(t∗)2
)
exp
(
−xα2/2
)
∫
|t−t∗|>δ P (f(t) > γ)dt ≤
1√
2π
σ(t∗)
γ − µT exp
(
−(γ − µ(t
∗))2
2σ(t∗)2
)
exp(−ε0b2)
Combining the three inequalities above, and noticing that hb(t) =
P (f(t)>γ)∫
t∈T
P (f(t)>γ)dt
, we have the
result in this lemma.
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