An increasing number of functional magnetic resonance imaging (fMRI) studies have revealed potential neural substrates of individual differences in diverse types of brain function and dysfunction. Although most previous studies have inherently focused on state-specific characterizations of brain networks and their functions, several recent studies reported on the potential state-unspecific nature of functional brain networks, such as global similarities across different experimental conditions or states, including both task and resting states. However, no previous studies have carried out direct, systematic characterizations of state-unspecific brain networks, or their functional implications. Here, we quantitatively identified several modes of state-unspecific individual variations in whole-brain functional connectivity patterns, called "Common Neural Modes" (CNMs), from a large-scale fMRI database including eight task/resting states. Furthermore, we tested how CNMs accounted for variability in individual cognitive measures. The results revealed that three CNMs were robustly extracted under various dimensions of features used. Each of these CNMs was preferentially correlated with different aspects of representative cognitive measures, reflecting stable individual traits. Importantly, the association between CNMs and cognitive measures emerged from brain connectivity data alone ("unsupervised"), whereas previous related studies have explicitly used both connectivity and cognitive measures to build their prediction models ("supervised"). The three CNMs were also able to predict several life outcomes, including income and life satisfaction, and achieved the highest level of performance when combined with a conventional cognitive measure. Our findings highlight the importance of state-unspecific brain networks in characterizing fundamental individual variation.
Introduction
An increasing number of functional magnetic resonance imaging (fMRI) studies have revealed the neural substrates of individual differences by investigating the variability in whole-brain co-activation patterns (Dubois and Adolphs, 2016) . The degree of co-activation between different brain regions of interest (ROIs), often referred to as functional connectivity (FC), is typically measured by the correlation of blood-oxygen-level-dependent (BOLD) signals averaged within each ROI.
Brain regions that co-activate under a certain experimental condition constitute a functional "network" (with each pair-wise FC being considered an "edge'') as exemplified by the default mode network (DMN) (Raichle, 2015) . The characteristics of FC patterns and networks have been associated with a wide variety of individual differences in cognition and behavior, including cognitive abilities (Finn et al., 2015; Hearne et al., 2016; Smith et al., 2015) , personality (Dubois et al., 2018) , sustained attention ability (Rosenberg et al., 2016) , emotional sensitivity (Modi et al., 2015; Takagi et al., 2018) and psychiatric disorders (Fox and Greicius, 2010; Takagi et al., 2017) .
Most of these previous findings are essentially "state-specific'' because the networks were defined under a particular state when a subject is performing a specific cognitive or emotional task, or during rest. The resting state has attracted particular attention because it potentially reflects many types of individual differences and can be measured easily (Dubois and Adolphs, 2016) . For example, Smith et al. (2015) revealed that a small number of linear factors ("modes") underlying individuals' whole-brain resting-state FC patterns can simultaneously explain diverse ranges of individual differences . They defined each mode by explicitly maximizing the correlation of linear factors (i.e., canonical correlations) between whole brain FC patterns and a wide variety of cognitive measures. It is noteworthy that Geerligs et al. (2015) demonstrated the relationship between individual differences and FC patterns may substantially change across different states and thus previous findings may not generalize to other states.
However, emerging evidence suggests that more fundamental, "stateunspecific" brain networks exist in the brain (Cole et al., 2014; Finn et al., 2015; Tavor et al., 2016) . Cole et al. (2014) reported that the average FC patterns of a number of subjects exhibit a high degree of global similarity among different states, including at rest. Finn et al. (2015) reported that individual FC patterns were also generally similar across various task and resting states. Furthermore, Tavor et al. (2016) revealed that an individual's brain activity during a task state can be predicted from the individual's resting-state FC pattern. These findings strongly implicate the existence of state-unspecific brain networks. More recent reports (e.g., Rosenberg et al., 2016; Takagi et al., 2018) also suggest that some brain networks or modes can be generalized across states, emphasizing their possible relevance to the basic traits of individuals. However, none of these previous studies has explicitly identified state-unspecific brain networks or quantitatively investigated their functional relevance to individual differences. This is in part due to a lack of methods for objectively defining state-unspecific brain networks or their modes.
Here, we propose a novel systematic approach to characterizing interindividual variability based on identifying, for the first time, stateunspecific brain networks. Our approach is directly inspired by that of Smith et al. (2015) : we combine a large-scale fMRI database from the Human Connectome Project (HCP; Van Essen et al., 2012 ) with a linear factor analytic method to identify the latent modes underlying individuals' FC patterns. However, unlike Smith et al. (2015) and other related studies, for the first time we incorporate multiple different states (both task and rest) from the HCP data into our identification of the networks and modes. Explicitly using multi-state data, we formalize the idea of networks being unspecific to different states under a well-defined mathematical criterion, corresponding to a machine learning (multivariate statistical analysis) method that is also new in this context. The criterion is completely different from those in previous studies that maximize co-variations or predictability between FC patterns and cognitive measure. In particular, our approach to identifying the modes is completely "unsupervised", namely, we identify the modes without any explicit use of individual cognitive measures. The resultant brain networks associated with each mode, are therefore expected to represent the fundamental characterization of state-unspecific brain networks that is invariant to specific cognitive measures incorporated in the analysis.
Specifically, we use multiset canonical correlation analysis (M-CCA) (Kettenring, 1971; Vía et al., 2007) to identify the linear latent factors of individuals' FC matrices that maximize (canonical) correlations among a number of different states, including both task and rest. As emphasized above, the correlation is maximized solely among the FC matrices of different states and thus the result does not depend on particular choices of target measures, unlike typical (pair-wise) CCA analysis , which maximizes correlations with cognitive measures. We refer to the resultant M-CCA modes as "common neural modes" (CNMs), emphasizing that they are based purely on neural variability rather than co-variations with target cognitive measures.
Applying M-CCA on the HCP data and with statistical validations, we identify CNMs that can be robustly extracted using our unsupervised machine-learning approach. Surprisingly, the CNMs identified turn out to have significant correlations with cognitive measures reflecting basic traits such as fluid intelligence, with emphasis on different measures among different modes. Although apparently similar, previous studies all relied on the supervised approach to relate FC patterns to cognitive measures. Our result is therefore completely novel, achieved by a new method that is conceptually very different to previous ones. In summary, our main contributions are:
1. We provide the first quantitative and unsupervised characterization of inter-individual variability based on identifying state-unspecific brain networks and their modes (i.e., CNMs). The definition of CNMs does not depend on any cognitive measures and thus can reflect a more fundamental characterization of state-unspecific brain networks than those assessed by supervised methods. 2. To achieve this, we used a novel approach based on applying M-CCA to multiple states including both task and resting states, combined with data from a large-scale fMRI database (from the HCP). 3. We identified three CNMs that can be robustly extracted. The CNMs were correlated with different cognitive measures, and they also predicted several life outcomes, in combination with a conventional cognitive measure. 4. We investigated the spatial network patterns corresponding to each CNM and show that different brain areas are associated with each CNM. These brain areas are widely distributed rather than locally focused.
Materials and methods

Subjects
We used a public fMRI dataset available from the HCP 500 Subject Release (Van Essen et al., 2012) (http://humanconnectome.org/data). We excluded 1) subjects who did not have data in all eight fMRI datasets (corresponding to seven task states and one resting-state) or who were not given all cognitive scores (N ¼ 19, subdivided into 12 categories of cognition, see Supplementary Notes for detailed description), and 2) subjects who exhibited substantial movement during fMRI data acquisition (see fMRI preprocessing). After this screening process, 406 subjects were included in the final analysis. All subjects were healthy adults (ages 22-36 years, 238 females).
MRI parameters
The fMRI data were acquired using a protocol with advanced multiband sequences. Whole-brain echo-planar scans were acquired with a 32-channel head coil on a modified 3T Siemens Skyra with repetition time ¼ 720 ms, echo time ¼ 33.1 ms, flip angle ¼ 52 , bandwidth 2,290 Hz/Px, in-plane field of view ¼ 208 Â 180 mm, 72 slices, 2.0 mm isotropic voxels, with a multiband acceleration factor of 8 (Uǧ; urbil et al., 2013) . Data were collected over 2 days. On each day, 28 min of rest-fMRI data were collected across two runs (14 min per run; 56 min over two days), followed by 30 min of task-fMRI data collection (60 min over two days). Each of the seven task-fMRI collections was completed over two consecutive fMRI runs. Three task-fMRI (working memory, reward learning, and motor responses) data were collected on the first day. The other four types of task-fMRI (emotion perception, language processing, relational reasoning, and social cognition) data were collected on the second day. More details about the fMRI collection method were described in previous studies Smith et al., 2013) .
Cognitive measures
In the field of cognitive neuroscience, many previous studies have focused on the relationship between various cognitive abilities and brain activities, because they have significant effects on our daily life. Although a number of previous studies have focused on a specific cognitive measure (e.g., working memory, fluid intelligence, sustained attention), the present study sought to investigate whether CNMs have a relationship with any cognitive measures in a data-driven manner. In other words, we did not make any a priori assumptions about the relationships between CNMs and various cognitive abilities, unlike conventional studies. Therefore, we used the results from all cognitive tests conducted by the HCP, including episodic memory, executive function, self-regulation, language and fluid intelligence. The original set of measures was available from the HCP database website.
When both age-adjusted and age-unadjusted versions existed for the same index, we excluded the age-unadjusted version. Some cognitive tests have many strongly correlated measures; for example, "Subjective Value for $200 at 1 month" and "Subjective Value for $200 at 6 months" in the delay discounting test. In such cases, we used only the summary measure, like "Area Under the Curve for Discounting of $200". For each cognitive test, we obtained between one and three main measures, resulting in 19 measures from 12 cognitive tests in total. Details of all cognitive tests and measures are described in the Supplementary Notes.
Task paradigms
The seven task-fMRI paradigms were selected to activate different neural circuitry that supports broad cognitive functions, and included emotion perception, reward learning, language processing, motor responses, relational reasoning, social cognition, and working memory Cole et al., 2016) . Briefly, the emotion task involved matching fearful or angry faces to a target face. The reward learning task involved a gambling task involving monetary rewards and losses. The language task involved auditory stimuli consisting of narrative stories and math problems, along with questions to be answered regarding the prior auditory stimuli. The motor task involved movement of the hands, tongue and feet. The relational reasoning task involved higher-order cognitive reasoning regarding relations among features of presented shape stimuli. The social cognition (theory of mind) task used short video clips of moving shapes that interacted in some way or moved randomly, with subjects making decisions about whether the shapes had social interactions. The working memory task involved the conventional visual 2-back and 0-back tasks. Fig. 1 shows a schematic diagram of our analysis. The datasets were originally preprocessed through the HCP minimal preprocessing pipeline . This pipeline includes artefact removal, motion correction and registration to standard space. T1 images were segmented into three tissue classes in Montreal Neurological Institute (MNI) space using Statistical Parametric Mapping 8 (SPM8: Wellcome Department of Cognitive Neurology, http://www.fil.ion.ucl.ac.uk/spm/software/) in MATLAB (The MathWorks, Inc., Natick, MA). First, for each subject, the framewise displacement (FD) at each scan was calculated by summing up all six head motion parameters. The "scrubbing" procedure (Power et al., 2012) then identified scans that exhibited excessive head motion based on FD volumes. Specifically, a scan was flagged if the FD exceeded 0.5 mm. The flagged scan, the preceding scan, and the two subsequent scans, were excluded from the correlation analysis below. Subjects were excluded from the subsequent analyses if less than 50% of the scans remained after this procedure for any of the eight fMRI data sets. Then, for each subject, pair-wise, interregional FC was evaluated in the following manner. We used a functional atlas defining 268 ROIs that cover the entire brain (functional atlas from Finn et al., 2015 , which used the method developed by Shen et al., 2013 ) (this atlas can be downloaded from https://www.nitrc.org/frs/?group_id¼51). The representative time course of each region was extracted by averaging the BOLD time courses of the voxels within that region. Each ROI time course was linearly regressed on the temporal fluctuations of both the white matter and the cerebrospinal fluid, as well as the six head motion parameters, whose effects were then subtracted from the original time course. The fluctuation of each tissue class was the average time course of the voxels within the corresponding mask. After within-run linear trend removal, for each subject, we calculated an FC matrix consisting of all pair-wise edges between the 268 ROIs by evaluating pair-wise temporal Pearson's correlations of BOLD signal time courses of scans, based only on the remaining scans after the scrubbing step above. As the FC matrices are symmetrical, only the strictly lower triangular part of each matrix was kept, which resulted in 35,778 (¼ 268 Â 267/2) unique entries (FC values) (Fig. 1a) . For all task and resting-state fMRI data, FC matrices were calculated using the same procedure. Note that an FC matrix was obtained for every run, and those of multiple runs (RL and LR phase encoding runs) were averaged in each of the eight task or resting-state conditions.
fMRI preprocessing
Identifying CNMs
We identified common neural modes (CNMs) of individuals as FC patterns that robustly characterized individuals irrespective of state. Specifically, we used M-CCA (Kettenring, 1971) , which extends canonical correlation analysis (CCA) (Hotelling, 1936) to more than two datasets. Both methods can be used to identify canonical variates that summarize each dataset by linear transformations. In contrast, conventional CCA maximizes correlations between a pair of canonical variates, M-CCA maximizes a scalar objective function that summarizes all pair-wise correlations among M (>2) canonical variates. M-CCA reduces to CCA when the number of datasets, M, is two. Several variants of M-CCA have been proposed, depending on how they summarize the pair-wise correlations into a single objective function (Kettenring, 1971) . We chose the MAXVAR approach because it explicitly introduces common latent factors across different datasets (Vía et al., 2007) , which can be naturally interpreted as CNMs.
Suppose that we are given M data matrices Fig. 1b) , where N denotes the sample size and m k denotes the dimensionality of the k-th data space. Each column is assumed to have zero sample mean, without loss of generality. The MAXVAR approach can then be stated as the problem of finding M weight vectors w k (k ¼ 1,...,M), for each of the M datasets, so that the errors between the corresponding canonical factors X k w k and their grand average z 2 R NÂ1 is minimized. The cost function to be minimized is formally given as
where the minimization is performed with respect to both w k and z. To avoid trivial solutions, w k and z are constrained to have unit Euclidean norms, and to be mutually orthogonal. The solution is given by solving a generalized eigenvalue problem. See Via et al. (2005) for more detailed information about this procedure. Solving this problem gives a set of M vectors w k , and CNMs are defined as the average of X k w k for k ¼ 1, …,M (Fig. 1c) . We iteratively repeated this procedure N times, where N is the number of CNMs determined arbitrarily. The subsequent z nþ1 are constrained to be orthogonalized to z n . To reduce redundancy among edges, the dimensionalities of the data matrices were reduced in advance using principal components analysis (PCA). The numbers of principal components were varied between 10, 50 and 100 for calculating CNMs, and the numbers of CNMs were also varied between 10, 50 and 100, respectively. The significance of the pair-wise canonical correlations was investigated using a permutation test for individual CNMs. We first shuffled subject labels of all X k , then conducted M-CCA. We ran these analyses 1,000 times and obtained 1,000 instances of estimated w k . We then took the average of the absolute correlation coefficients between all pairs among X k w k for each random dataset. Finally, we calculated the statistical significance by comparing the true averaged value of the correlation coefficient with those obtained from shuffled datasets.
Determining the number of CNMs
We evaluated the statistical significance by comparing the average value of the correlation coefficient with that obtained from 1,000 shuffled datasets. We then identified CNMs that exhibited significant p-values (p < 0.05) consistently across different PCA dimensions (10, 50 and 100). For the following analyses, we used only the CNMs determined by this analysis.
Interpretation of CNMs
To facilitate biological interpretation of the CNMs, we summarized FC patterns that were correlated with the first, second and third CNMs. The three CNMs were those identified as above. First, we averaged every FC value over all eight states. We then calculated absolute Pearson's correlation coefficients between three averaged CNMs and each averaged FC. To aid interpretation, only the most strongly correlated 200 edges among all 35,778 edges were kept, and these edges were further summarized using the node (ROI) labels that assign each node to one of eight representative macroscale networks (e.g., the DMN), also available with the atlas (Finn et al., 2015; see above) . Specifically, we examined the number of edges between each network pairs and normalized the edge counts by the number of possible edges between that network pair. Finally, we visualized the relative numbers of edges in each of the network pairs as the thickness of the connection lines.
Relationship between CNMs and cognitive measures
To analyze how CNMs were associated with individual differences in behavior, we calculated Pearson's correlations between the CNMs and cognitive measures obtained using the HCP with various batteries. We used a rank-based inverse Gaussian transformation (der Waerden and van der Waerden, 1952) , to enforce Gaussianity for each of the CNMs and cognitive measures. To reduce the risk of overfitting, we conducted all analyses in a fully cross-validated manner (Barch and Yarkoni, 2013) . Specifically, we first split all the subjects into 10 disjointed subsets of subjects. The model for calculating CNMs was then obtained based on all but one set of subjects (training set) and the model was then tested on the one withheld set of subjects (test set). We repeated this procedure 10 times (10-fold cross validation), and obtained all subjects' cross-validated CNMs. We then calculated Spearman's rank correlation between these CNMs and cognitive measures across subjects.
Prediction of life outcomes using CNMs
The preceding analysis suggested that CNMs were correlated with representative cognitive measures obtained by the behavioral batteries such as fluid intelligence. Thus, we further investigated whether the CNMs can account for individual differences in the subjects' life outcomes, which are considered to be predicted by intelligence measures in the field of educational psychology (Cattell, 1963; Colom et al., 2010; Gottfredson, 1997) . As a measure of life outcomes, we chose three measures: income, life satisfaction and years of education. We conducted the analysis using nested 10-fold cross validation. We first split all subjects into 10 sets of subjects, and identified CNMs based on the training set, as in the previous analysis. We then constructed a prediction model using 5-fold cross validation among the training set. We used the L1-regularized linear regression model for each iteration. The hyper-parameter λ(the regularization coefficient) was tuned by choosing the best value from λ2 {0.0001,0.001,0.01,0.1} based on this inner 5-fold cross validation. We finally used the hyper-parameter λ which performed the best in the inner 5-fold cross validation for predicting life outcomes of the test set. Performance was evaluated by Pearson's correlation coefficients between predicted and actual life outcomes across whole subjects.
As a comparison, we constructed a prediction model of life outcomes using cognitive measures. Here, we used number of correct answers in the Penn Progressive Matrices test, which is a representative cognitive measure of fluid intelligence and is known to be a predictor of some life outcomes. We examined whether adding the cognitive measure of fluid intelligence as explanatory variables improved the prediction performance over that obtained by CNMs only. To investigate this, we constructed a prediction model (L1-regularized linear regression) using both CNMs and fluid intelligence. These predictions were conducted in the same manner as described above for the prediction model using only CNMs.
The significance of the prediction performance in each life outcome for the models of CNM or fluid intelligence were examined using a permutation test. Specifically, we constructed 10,000 CNMs from the shuffled dataset and 10,000 from shuffled fluid intelligence. We then constructed prediction models for each life outcome using shuffled CNMs or fluid intelligence. Finally, we calculated the statistical significance by comparing the true prediction performance with that obtained from shuffled CNMs or fluid intelligence. Note that the simple correlation analysis (as we used in the previous section) is not suitable for such a combinatory analysis with both CNM and the fluid intelligence measure, and hence we used the prediction (multiple regression) model, which can properly estimate the additive explained variance of the CNMs to fluid intelligence.
The significance of the model using both CNMs and fluid intelligence was calculated by comparing the prediction performance of the model with the prediction performance of the models of shuffled fluid intelligence and unshuffled CNMs 10,000 times. By fixing CNMs and shuffling only fluid intelligence, we were able to test the significance of improvement by adding fluid intelligence to the prediction model. Finally, we calculated the statistical significance by comparing improvement of the true model with that obtained from shuffled models.
Effects of the number of states used to identify CNMs
We investigated the effects of the number of states used to identify CNMs on prediction accuracy. Specifically, we conducted the same prediction analyses as above, but used a smaller number of states for constructing the CNMs. We varied the number of states for constructing the CNMs from 2 to 8. We calculated all possible combinations for each case.
For example, we calculated 28 CNMs (¼ 0 @ 8 2 1 A ), then constructed prediction models for all CNMs, when we estimated the prediction accuracy of two states.
Effects of the number of time-points on CNMs
We next investigated the effects of the number of time points for CNMs using two different types of datasets. First, we used four restingstate fMRI runs for CNMs (2 days Â 2 runs). Second, we used four runs from different states for CNMs, for example, the first run of emotion perception, reward learning, language processing, and motor responses tasks. Because we have 4 runs of resting-state and 2 runs of 7 task-states, the number of patterns is ( 7 C 3 Â 4 Â 2 Â 2 Â 2) þ ( 7 C 4 Â 2 Â 2 Â 2 Â 2) ¼ 1,680 patterns. For all states, we used the first 176 scans to balance the number of time points. Finally, by using CNMs obtained from the above two datasets, we calculated Pearson's correlation coefficients with original CNMs and predicted life outcomes.
Results
Identifying CNMs
We first determined the number of CNMs that exhibited significant pair-wise canonical correlations among the eight states. For any choices of the preprocessing PCA dimensionality (i.e., 10, 50, and 100), the first, second and third CNMs (namely CNM1, CNM2 and CNM3) exhibited significant overall correlations between states (where all pair-wise correlations were averaged) (P < 0.001 for all CNMs; 1,000 times permutation test); the other CNMs did not (P > 0.05; 1,000 times permutation test). We therefore focused on the top three CNMs, obtained by M-CCA on 10 PCs of edge vectors.
We also conducted several control analyses (see Supplementary Notes) . First, the M-CCA results were highly consistent under different choices of PCA dimensions (see Supplementary Table 1 ). We also confirmed that the three CNMs were, in general, equally correlated with all states, and the relationship was not correlated with the scan duration of the states. Furthermore, because the number of scans differed across different states (for example, the emotion task had 176 scans, which was the lowest among all states, and the resting-state had 1,200 scans, which was the highest among all states), we investigated the effect of the number of scans on CNMs using the same number of scans for all states. Here, we used first 176 scans for all states. The results revealed that the correlations between the three original CNMs and these scan-number-matched CNMs were still strong (Pearson's R > 0.9 for CNM1, R > 0.6 for CNM2 and CNM3). In addition, to investigate the effects of the number of states on CNMs, we calculated CNMs using the same number of scans with two types of the combination of states: 1) scans from resting-states only and 2) scans from different states. We confirmed that it is important for CNMs to use various states, rather than scans from a single state (see Supplementary Notes). Finally, we confirmed that when we split the dataset into 10 sub sets for 10-fold cross validation in a different manner taking the HCP family structure into account (Winkler et al., , 2014 , we obtained consistent results.
Relationship between CNMs and cognitive measures
We then investigated which cognitive measures were correlated with each of the three CNMs. Fig. 2a, b and 2c show the distributions of the correlation coefficients between cognitive measures and CNM1, CNM2 and CNM3, respectively. CNM1 was preferentially correlated with fluid intelligence. CNM2 was correlated with various language-related measures (reading recognition and vocabulary comprehension) and selfregulation (delay discounting). CNM3 was correlated with both fluid intelligence and language-related measures.
Several control analyses were performed to further increase confidence that the relationship was robust (see Supplementary Notes). First, when we regressed out potential co-variations including sex, age, scanning protocols, and quality-control issues, there was almost no change in the results. We also confirmed that correlation patterns between cognitive measures and CNMs were not similar to correlation patterns between a specific PC and cognitive measure. Rather, these correlation patterns were generally equally similar to all PCs (see Supplementary Fig. 1 ). We further confirmed that when we apply Spearman's correlation analysis without rank-based inverse Gaussian transformation, the results do not change (see Supplementary Notes) . Finally, although we have already exhaustively addressed head motion by regressing out from raw signals and by the scrubbing procedure, to further investigate the effects of head motion on CNMs, we calculated partial correlations between CNMs and cognitive measures. We confirmed that using partial correlation does not qualitatively change the results (see Supplementary Fig. 2 ).
Interpretation of CNMs
To facilitate biological interpretation of the edges underlying CNMs, we grouped the 268 ROIs into eight macroscale canonical networks (Finn et al., 2015) . Fig. 1d, e and 1f show the circle plots of the edges that were correlated with CNM1, CNM2 and CNM3. The numbers of edges for each pair of macroscale regions (the MF, FP, DMN, SC-CB, MTR, V1, V2, and VAssc), normalized by the maximum possible number of edges for the pair, are presented as the thickness of the connection lines. Connection lines are colored blue within the same network and red between network pairs. Although the edges were widely distributed rather than locally focused, there were some differences in the distributions among the CNMs. Nearly half of the edges in CNM1 belonged to the networks between cortical and subcortical brain regions, including the medial frontal network and motor network. In contrast, nearly half of the edges in the CNM2 belonged to networks between the motor and visual networks. Edges including frontoparietal network and subcortical network also contributed to the CNM2. Compared with CNM1 and CNM2, edges in CNM3 belonged to a variety of networks including both the cortico-cortico and cortico-subcortical networks. It is noteworthy that the DMN had a substantial contribution to the CNM3, but did not contribute to the CNM1 or CNM2. We confirmed that the spatial interpretation above was robust under various numbers of edges chosen from all edges (see Supplementary Notes). We also investigated the node-level contribution by checking the degree of connectivity (Supplementary Fig. 3) . The node-level results were consistent with the canonical network level network results, i.e., CNM1 was mainly related to subcortical and temporal regions, CNM2 was related to motor and visual regions, and CNM3 was related to wider regions, including subcortical, temporal and frontal regions.
Prediction of life outcomes using CNMs
We next investigated whether CNMs could predict life outcomes and complement conventional cognitive measures. Fig. 3a , b and 3c show that prediction with CNMs alone achieved significant predictive value (P < 10 À4 for income and number of years of education; P < 2.00 Â 10 À4 for life satisfaction; 10,000 times permutation test). The prediction accuracies (r) achieved by the model using CNMs alone are comparable to the model using fluid intelligence for income and life satisfaction (P ¼ 1.00 for both life outcomes; Steiger's z test), but slightly worse for years of education (P ¼ 0.039; Steiger's z test). We also confirmed that correlations between predicted and actual subjects' life outcomes were still significant after regressing out the effect of fluid intelligence from CNMs (P < 3.00 Â 10 À4 for income; P < 10
À4
for years of education; P < 2.00 Â 10 À4 for life satisfaction; 10,000 times and their combination (right) for (a) income, (b) life satisfaction and (c) number of years of education, respectively. 10,000 times permutation test, * corresponds to P < 0.05, ** to P < 0.01, *** to P < 0.001, and n.s. to a non-significant difference, Bonferroni correction for multiple comparisons. permutation test). Combining both the CNMs and fluid intelligence yielded the highest performance in every case (P < 10 À4 for all income and years of education; P < 2.00 Â 10 À4 for life satisfaction; 10,000 times permutation test). Different models using whole PCs from all states or using another unsupervised method (independent components analysis [ICA]) were also tested as a comparison (see Supplementary Notes).
Effects of the number of states used for the CNMs
We further investigated the effects of the number of states used for identifying CNMs on prediction accuracy. Fig. 4a, b and 4c show the prediction accuracies using the CNMs with different numbers of states. These figures indicate that the more states we used, the greater accuracy we were able to achieve for predicting life outcomes. We constructed linear regression models and found that the effects of the number of states were significant for all models (P ¼ 8.15 Â 10 À13 for income; P ¼ 5.71 Â 10 À13 for life satisfaction; P ¼ 0.007 for years of education).
Effects of the number of time-points on CNMs
We next investigate whether different cognitive states, rather than more time points, gives reliable CNMs.
For CNM1 and CNM2, we obtained higher correlations with original CNMs when we used 4 runs from different states, compared with the 4 resting-state runs. In summary, using various states is an important component of assessing our CNMs, especially for CNM1 and CNM2, and prediction of life outcomes.
Discussion
In the present study, we conducted, for the first time, a quantitative analysis of inter-individual variability based on identifying stateunspecific brain networks and their associated modes (i.e. CNMs) using an unsupervised method, that is, with no explicit use of individuals' cognitive measures. We investigated the associations between CNMs and cognitive and life outcome measures. Although previous studies have suggested state-unspecific properties of FC (Cole et al., 2014; Finn et al., 2015; Tavor et al., 2016) , to our knowledge, no study has defined state-unspecific networks in a quantitative manner. The CNMs were extracted by M-CCA in a fully cross-validated manner from the HCP fMRI datasets, covering a broad range of task-and resting-states. We further demonstrated that the CNMs were able to predict several life outcomes, complementing conventional behavioral batteries of fluid intelligence. We also found that the more states we used to identify CNMs, the higher accuracy we were able to achieve when predicting life outcomes. The network edges constituting those CNMs were widely distributed throughout the brain rather than being locally constrained. Importantly, no CNM dominantly reflected any particular state, such as the resting state, but each related to all states equally. Full investigation of this phenomenon will require further study.
Three CNMs were robustly extracted by M-CCA, revealing significant correlations with representative cognitive measures, especially intelligence measures such as fluid intelligence (Fig. 2) . Intelligence measures are related to a wide range of cognitive functions and may predict various social outcomes, such as educational achievement, job performance, health, and longevity (Cattell, 1963; Colom et al., 2010; Gottfredson, 1997) . Intelligence measures can therefore be considered to provide fundamental state-unspecific characterization of individual differences observed in behavior. In contrast, CNMs offer a possible biological basis of state-unspecific individual differences, and could be reasonably expected to exhibit some similarity with intelligence measures, which was confirmed by our analysis.
It is also noteworthy that each of the three CNMs correlated with different cognitive measures. That is, CNM1 correlated with fluid intelligence, CNM2 correlated with delay discounting and language-related measures, and CNM3 correlated with fluid intelligence, spatial orientation, and language-related measures. This suggests that these CNMs may have different biological substrates (Fig. 1d, e and 1f) . Importantly, the CNMs were derived in a fully data-driven, cross-validated manner. In fact, the correlation between CNMs and these cognitive measures was non-trivial and surprising, because our definition of CNMs does not explicitly maximize correlations with these cognitive measures themselves, unlike previous related studies (Finn et al., 2015; Lerman-Sinkoff et al., 2017; Schultz and Cole, 2016 ) (see also below). It is noteworthy that most of these previous studies examined only one state, while we jointly analyzed multiple states, which is also an important novelty of our study. The level of correlation between CNMs and cognitive measures, especially for fluid intelligence, were unfortunately not as high as those in previous studies (Finn et al., 2015; Lerman-Sinkoff et al., 2017; Schultz and Cole, 2016) . However, this is a natural consequence of using an unsupervised method (M-CCA) rather than the supervised methods used in the previous studies. Our results thus shed new light on the results of previous studies from the previously-lacking viewpoint of state-unspecific brain networks; that is, the network patterns found by previous studies could in part also be interpreted as constituting such a fundamental type of brain network.
When predicting life outcomes, using only CNMs achieved higher prediction accuracies for income and life satisfaction than prediction with conventional intelligence measures alone. In contrast, conventional intelligence measures achieved better prediction of the number of years of education (Fig. 3) . These results may reflect different characteristics between biologically defined measures and measures from a behavioral battery. It should be noted that combining CNMs with fluid intelligence achieved the highest prediction accuracies for all life outcomes. These results indicate that CNMs contain valuable information for predicting behavior that may not be captured by conventional intelligence measures.
Importantly, using a greater number of states to identify CNMs led to greater prediction accuracy (Fig. 4) . This indicates that CNMs were more reliably extracted when performing M-CCA with a greater number of states. Our findings suggest that contrasting many different states, rather than considering any single (typically resting) state, can more reliably identify the modes that are able to predict diverse types of individual differences, especially for CNM1 and CNM2. We confirmed that CNM1 and CNM2 were extracted reliably and state-invariance was crucial based on the exhaustive comparison between CNMs obtained from single state versus varied states. It should be noted that, however, state-invariance was not crucial for obtaining CNM3. In other words, although CNM3 was derived by maximizing state invariance, state-invariance may not be the primary characterization of CNM3.
Although all three CNMs were related to the subcortical networks and motor networks, we observed some differences among them, in terms of the related canonical networks (Fig. 2d, e, 2f) . CNM1, CNM2 and CNM3 were related to the medial frontal network, frontoparietal network, and both networks, respectively. Interestingly, this finding coincides with another finding that CNM1 and CNM2 captured different aspects of cognitive measures while CNM3 was somewhat intermediate.
We found that brain regions contributing to all CNMs were widely distributed rather than locally restricted. The contributions of the widespread brain regions we observed are consistent with a previous study reporting that brain regions related to intelligence were broadly distributed (Basten et al., 2015; Finn et al., 2015; Haier et al., 2009; Jung and Haier, 2007; Smith et al., 2015) . Specifically, Jung and Haier (2007) used the parieto-frontal integration theory of intelligence to describe a network of frontal and parietal brain regions as the main neural basis of intelligence. Basten et al. (2015) conducted a functional meta-analysis, reporting clusters distributed across both hemispheres, located in the lateral frontal, medial frontal, parietal, and temporal cortices. In addition, Basten et al.'s (2015) structural meta-analysis revealed clusters distributed in lateral and medial frontal, temporal, and occipital cortices, and in subcortical structures. Although it is difficult to directly compare the present results with these previous studies, because CNMs consist of FC and are constructed in a different manner, it is notable that we also found relationships between CNMs and subcortical, medial-frontal, fronto-parietal and DMN regions.
As mentioned above, our study did not explicitly use cognitive measures for deriving CNMs, which is in stark contrast to previous studies that necessarily incorporated them in their models (Finn et al., 2015; Hearne et al., 2016; Smith et al., 2015, for example) . This was because our main purpose was to quantitatively define the common brain components underlying individual differences, rather than investigating the sources of a specific cognitive ability by correlation or prediction analyses. Although a small number of studies have reported evidence of the state-unspecific nature of brain networks (Cole et al., 2014; Finn et al., 2015; Tavor et al., 2016) , to our knowledge our study is the first to have systematically identified the state-unspecific networks and their modes in a quantitative manner.
Recent reports (e.g., Takagi et al., 2018; Rosenberg et al., 2016) suggested that some brain networks or modes can be generalized across states. We previously showed that there is a common brain network that can generalize across different states using different types of fMRI dataset including task-fMRI, resting-state fMRI from healthy participants, and resting-state fMRI from patients with psychiatric disorders (Takagi et al., 2018) . In that study, we focused on "anxiety" and showed that state-, trait-and pathological-anxiety are not completely independent but has common neural substrates. Rosenberg et al. (2016) also showed that there is a common brain network related to sustained attention. Importantly, these previous studies used supervised techniques, i.e. they explicitly considered target variables (e.g., anxiety or sustained attention) and aimed to extract a common brain network related to the variable. This is a critical difference from the present study which uses an unsupervised technique. It is noteworthy that, the technique employed in the present study, M-CCA, can also be used for the datasets used in the previous study. By applying M-CCA, we can investigate whether the networks reported in the previous studies were "dominant" shared network among the other shared brain networks.
Although we focused on state-unspecific modes across various states, these modes would be expected to function in a coordinated way with other state-specific modes in any particular state. Different modes for respective states may have different abilities associated with different neural substrates, which may also cause individual differences in behavior. Thus, it would be useful in future studies to comprehensively compare the relationship between state-specific and state-unspecific modes in terms of their relationship with both cognitive measures and neural substrates. Although we found significant correlations between CNMs and cognitive measures, the effect size (R < 0.2) was relatively low. One reason for this was the use of an unsupervised method, as described above. However, correlations are often modest when predicting cognitive measures using FC fMRI (e.g., Dubois et al., 2018; Noble et al., 2017) . Potential reasons include the typically high level of measurement noise during fMRI and the relatively small sample sizes. Future studies with larger sample sizes and signal-to-noise ratios could further improve the effect size.
In summary, we identified the modes of inter-individual variability in whole-brain functional connectivity that are stable across different states, and then quantitatively investigated their relationships with various individual differences. These components, referred to as CNMs, were identified in a fully data-driven manner using an unsupervised machine learning technique, without relying on any target cognitive measures. The CNMs were significantly correlated with representative cognitive measures as well as life outcomes. Although previous studies have suggested that potential brain networks are shared among broad states, the current study is the first to quantitatively define such networks and demonstrate that they may have a broad effect on behavior and life outcomes. We believe that the present study provides evidence that stateunspecific brain networks are related to a diverse range of behaviors and life outcomes.
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