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Facing  voluminous waterfalls makes  anybody  conscious  of  the  power  and  the  beauty  of 






The  present  thesis  aims  at  improving  the  understanding  and  description  of  air‐water 





water  flows  and  air‐water  flows  in  open  channel  and  closed  pipes.  The  traditional 
distinction between  free surface and pressurized  flows  is questioned  in order  to create a 
unified framework for all kinds of flows relevant in civil and environmental engineering. For 









environmental  flows  affected  by  air  entrainment.  These  two  propositions  underpin  the 
development of  two original one‐dimensional mathematical models  for mixed  flows, one 
single‐phase and one multi‐phase. Thanks  to  suitable numerical methods,  the discretised 
forms of these equations are implemented into two modelling systems, WOLF1D and WOLF 
IMPack. Once  validated,  these  computational  codes  are  successfully  applied  to  practical 
cases: a low‐pressure sewer network, a gravity drainage system, and a dam bottom gallery. 
 
Original  concepts applied with  success on air‐water  flows  in  this  thesis pave  the way  for 
further  research  on  environmental  flows.  In  particular,  the multiphase  drift‐flux model 









the entrance  to  the gates of  the  temple of  science are written  the words: Ye must have 
faith.  It  is  a  quality  which  the  scientist  cannot  dispense  with”  [246].  In  this  respect, 




This  text provides  the  results of a  three‐year  long  research about  the understanding and 
description of air‐water  transient  flows. A particular attention  is paid  to one‐dimensional 









In  this  thesis,  original methods  and  concepts  provide  elements  of  answer  to  this  actual 
dilemma  that occupies many  scientists  and  engineers  active  in hydraulics.  The  approach 
that  I  investigate relies on  the establishment of mathematical models describing  the  flow 
dynamics and on their solving with computers.  
 






The  second  step  is  the  concern  of  the  Computational  Fluid  Mechanics.  Based  on  the 
mathematical  models,  I  discretised  equations  in  an  algebraic  form.  Subsequently,  I 
implement  them  into  algorithms  for  an easy  resolution with  computers.  In  this  thesis,  it 
results  in  two  computational  codes.  First, WOLF1D  simulates  pure water  flows.  Second, 












First,  I  separate  the  results  found  in  the  literature  from my original  contributions  to  the 
field.  In  particular,  I  concentrate  the  conclusions  of my  literature  review  in  Chapter  2. 




Being a  fundamental  researcher  in applied  science has certain  similarities with  the act of 
building  a  bridge.  This  wonderful  activity  consists  indeed  in  facing  a  gap  between  a 
phenomenon of  interest and  its  technical harnessing  for economical or  security purpose. 
Building  the  bridge  between  the  phenomenon  and  its  practical  application  requires 
excelling  in  very  different  operations.  This  constitutes  the  challenge  of  fundamental 
research  in applied science. First, the natural mechanisms  involved must be understood  in 
all their relevant aspects. Second, a model describing these mechanisms must be set up and 
validated.  Third,  a way  to  use  (or  solve)  this model must  be  developed.  Finally,  a  tool 
adapted  to  the  practical  application must  synthesize  the model  and  its  solving method. 
Without being presumptuous,  I  think  this  thesis provides a particular bridge between air‐
water flows and a better employment of them in civil and environmental engineering. 
 
In  order  to  maximize  the  impact  of  my  work  on  the  scientific  community,  I  have 
communicated  at the maximum about my research. Even if this thesis constitutes the most 
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Fluid Mechanics  and  Engineering  are  born  a  long  time  before  the  development  of  the 
mathematical background required to describe all the observed phenomena. The recourse 
to images has occupied a privileged position since the inception of this science field in the 
ancient  Greece  and  Rome.  Granted,  charcoal  drawings  have  been  replaced  by modern 
techniques  such as Particle  Image Velocimetry  (PIV). However,  the utmost  importance of 
images  in Fluid Mechanics  is still true nowadays. Consequently,  it seems natural to me to 
open my PhD  thesis dealing with  transient air‐water  flows by  referring  to  the work of an 
artist of  the Renaissance,  Leonardo da Vinci  (1452‐1519).  In 1505, he proposed  the  first 
scientific account of  the  interactions between air and water under  the  form of a drawing 
called:  ”Studies  of  water  movement”  (Figure  1).  400  years  prior  the  development  of 
corresponding mathematical theories, da Vinci prefigured  in this drawing the now famous 
Reynolds  turbulence  decomposition  and  the  air  entrainment.  In  particular,  he  shows 






















Including  three  sections,  this  introduction chapter gives a  full description of  the problem 












A  scientific  work  cannot  be  beneficial  if  its  object  is  treated  without  reference  to  the 
context of the research. This consideration is especially true for applied science and water‐
related  issues.  Consequently,  I  always  kept  in mind  the  fundamental  aspects  of modern 
hydraulic engineering in carrying out my doctoral research.  
 














fixing  and  attenuating.  It  has  also modified  climatic  conditions  so  that  old  natural  and 
human  structures  need  to  be  re‐assessed  and modernized.  In many  cases,  solutions  to 
these  new  problems  are  not  straightforward,  require  research  and  funds,  constitute  a 
challenge. On  the other hand, all  the  facets of  the collective and personal way of  life are 
now deemed by the yardstick of its sustainability, i.e. its ability to curb the negative impacts 
of  human  involvement  and  to  preserve  the  earth’s  potential  for  maintaining  human 
wellbeing. This new demand has been considerably modifying  the  field of engineering by 
prompting  a  reorganization  of  living  conditions  (sustainable  cities),  by  inducing  a  re‐
appraisal of economic sector (green building), or work practices (sustainable architecture), 
and  finally  by  creating  a  new  field  of  application  for  science  under  the  form  of  Green 
Technology. The topic of this thesis  inscribes naturally  itself  in this fresh  impetus for both 




cannot  forget  that  innovation  is  a  major  strategic  issue  in  the  globalized  economical 
competition. Any research should aim, at  least partly, at creating a competitive advantage 
and results  in the creation of new markets,  in quality  improvements,  in cost reductions,… 
There  is  no  better way  to  ensure  the  best  impact  for  the  results  of  a  research.  As  the 
following  pages  highlight  it,  the  topic  of  my  PhD  matters  to  industrials  active  in  the 






can  be  now  quantified,  analyzed,  prioritized  and  even managed.  Probabilistic methods 
naturally  occupy  a  first‐rate  place  in  the  tools  used  in  risk  management.  However, 
physically based methods as presented  in this writing offer another valuable point of view 




experimental  methodologies  with  numerical  approaches.  The  ongoing  increase  in  the 
performance  of  computers  as  well  as  the  continuous  decrease  of  their  cost  has  been 




often  too costly  for practical applications. Simplified models are  then of current use. The 
biggest part of  this  study  is devoted  to develop  such  a  simplified model  to describe  air‐







the  scientific content of  the  financed projects at a  state‐of‐the‐art  level  in  the globalized 
research.  It  goes  through  a  strong  involvement  in  international  scientific  networks,  the 
diffusion  of  the  results  by  means  of  peer‐reviewed  publications,  edition  of  books, 
conference presentations, and through the choice of high‐potential topics of research. The 
number and  impact of publications  coming  from  the present doctoral  research  show my 




Finally, daily  activities  took place at  the University of  Liège  (Belgium), within  the Unit of 
Hydrology,  Applied  Hydraulics,  and  Hydraulic  Structures  (HACH).  HACH  unit  has  been 
making  research  since  the  90’s  in  the  field  of  civil  and  environmental  engineering.  The 
philosophy  of  the  unit  is  based  on  a  fruitful  collaboration  between  experimental 
investigations within  its  laboratory,  fieldwork  on  actual  hydraulic  structures  and  natural 
flows, and theoretical research. Activities of the unit range from a high‐level fundamental 







Hydraulic  engineering  treats  of  the  conveyance  of  fluids  in  natural  or  anthropogenic 
environments.  Hydraulics  is  intimately  linked with  the  fields  of  civil,  environmental  and 
sanitary  engineering.  Common  topics  of  design  for  hydraulic  engineers  include  hydraulic 
structures (dams, channels, canals, elevators and levees), water supply networks, drainage 
networks,  storm  water  management,  natural  rivers,  and  tanks,  sediment  transport, 
pollutant transfers,…  
 
In  this  section,  I  review  the  flows  that  are  likely  to  occur  in  civil  and  environmental 
engineering  applications.  I  also  identify  their main  features:  unsteadiness  and  air‐water 
interactions. For the sake of simplicity, I classify all these flows into four basic types, namely 
free surface flows, stratified flows, pressurized flows, and mixed flows. As pointed in Figure 
2,  the  simultaneous  occurrence  of  free  surface  and  pressurized  flows  characterizes  the 






In many of the situations summarized  in Figure 2, a strong  interaction  is  likely to develop 
between the water flow and the surrounding air. As pointed in the classic reference written 
by  Falvey  [100],  “sometimes  the  interaction  produces  beneficial  effects. However, more 
often than not, these effects are not beneficial and the remedial action required to reduce 




there  is no change  in conditions at a point with time, and unsteady  flows,  for which  flow 
velocity and pressure are changing with time. Such a distinguo  is clearly academic since a 
steady flow is the macroscopic result of a microscopic equilibrium of moving particles. The 
classification  remains  however  very  useful  in  practice,  especially  for  numerical 
considerations.  Furthermore,  we  define  a  transient  flow  as  an  unsteady  flow  whose 














it  designates  any  liquid  flow  presenting  a  free  surface.  It  includes  both  natural  and 
anthropogenic streams (Figure 3). In the nature, large rivers, mountain torrents, lakes, and 





space. On  the other hand,  the wave  celerity  is  the  velocity of  a  surface wave.  To put  it 
another  way,  the  wave  celerity  is  the  speed  at  which  the  information  of  pressure 
propagates in the medium. In free surface flows, both speeds are usually limited to 10m/s. 
If  the  wave  celerity  is  greater  than  the  fluid  velocity,  any  perturbation  of  the  flow 

















Surely  the  most  impressive  structures  in  hydraulic  engineering,  dams  are  affected  by 
various flow regimes ranging from steady flows to highly transient streams (Figure 4). Flows 
in  the  reservoir  and  downstream  the  dam  are  indeed  free  surface  flows.  In  normal 
conditions,  such  flows vary very  slowly  if  they are not  simply  steady.  In  the  case of dam 
failure, a  transient wave propagates downstream  the dam and  raises  the depth abruptly. 












In  observing  natural  and  anthropogenic  high  velocity  streams  one  can  often  identify  a 
region of clear water and a region of milky appearance. This “white water” mostly appear in 
high  velocity  flows  over  a  spillway  or  in  a  chute  (Figure  4).  A  region  of  clear water  is 
observed where the water enters the chute or spillway. At some distance downstream, the 
water takes a milky appearance. “White water” is a phenomenon due to air entrainment or 






• A mixing  zone  where  the  water  surface  is  continuous  but  highly  fluctuant  (surface 
waves  of  random  amplitudes  and  frequencies).  A  good  knowledge  of  this  layer  is 















surface.  It  is  a  dynamic  process.  The  point  in  the  flow  where  the  turbulence  level  is 
sufficient  to  entrain  air  is  called  inception  point  (Figure  5,  Figure  6).  According  to 
classification  of  Falvey  [100],  this  point  separates  a  first  region  called  “regime  of  no  air 
entrainment” from the second region named “regime of developing air‐entrainment”. This 
last  one  is  characterized  by  a  changing  air  concentration  profile  along  the  flow.  It  is 
followed by a third region, the “regime of fully developed air entrainment, in which the air 
concentration profile is constant with distance”. It is commonly admitted that the inception 
point  is  localized  at  the  intersection point between  the water  surface  and  the boundary 



























phenomenon occurs when a  liquid at high velocity  (super‐critical  flow) discharges  into an 
area of  lower velocity (sub‐critical flow). The transition takes the form of an abrupt rise of 
the  free  surface  (Figure 8).  The Hydraulic  jump  is  characterized by  a huge dissipation of 
energy in large‐scale turbulence, waves, and sprays. The macro‐scale vortices that develop 
in the  jump roller  interact with the  free surface and  lead to air entrapment, and droplets 
formation. It results in a two‐phase region that cannot be accurately described with a pure 
hydrodynamic  model.  According  to  Chanson  [45],  “air  bubbles  and  air  packets  are 
entrapped at the impingement of the upstream jet flow with the roller. The air packets are 
broken  up  in  very  small  air  bubbles  as  they  are  entrained  in  the  shear  region which  is 
characterized by  large air contents and maximum bubble count rates. Once the entrained 
bubbles are advected into regions of lesser shear, bubble collisions, and coalescence lead to 



















steep pipes or conduits designed  to operate at  free surface. Often used  in dams, bottom 





free  surface. Computation of  the pipe dimension usually does not  take  into  account  the 
case of pressurization. Consequently, pressurization must be avoided at all costs. It requires 
predicting all the transient phenomena that may occur during the pipe life and accounting 
for the air‐water  interactions that are  likely to appear. Transient events  in stratified flows 
are the same as those described for free surface flows. We refer the  interested reader to 
the previous section. On the other hand, the question of air entrainment  in such partially 
filled  pipelines  has  recently  gained  importance.  Experimental  research  and  field 














it may  cause.  Furthermore,  the presence of  air  affects  the  celerity  at which  information 
propagates  in  the pipe. On  the one  hand,  the  air dispersed  in  the water diminishes  the 
wave  celerity. On  the  other  hand, motion  of  the  interface  creates  perturbations  of  the 








the  demand  in  air  and designing  adequate  air  vents.  Second,  it  is necessary  to describe 
accurately the effect of this amount of air on the behavior of the water flow. A key point in 






Water  distribution  networks,  low‐pressure  sewer  systems,  hydroelectric  plants,  cooling 
systems,  and  forced  pipes  in  dams  are  all  devices  that  aim  at  conveying  water  under 
pressure. The  importance of such structures  is vital. Consequently, pressurized  flows, aka 
pipe  flows,  are of utmost  importance  in many  engineering problems.  This  importance  is 
heightened because of  the environmental dimension of  the  involved  implication and  the 
inherent risks to maintain conduits under pressure.  
 













of  the water  and  the  contraction  of  the  pipe without  apparition  of  a  free  surface.  Sub‐
atmospheric  pressurized  flows may  only  appear  if  the  aeration  device  does  not  supply 
enough air to enable the apparition of a free surface. In the cases where the pressure drops 
below the liquid vapor pressure, cavitation is likely to appear. Cavitation is the formation of 
vapor bubbles  inside  the  fluid.  Since  shock waves  formed by  the  implosion of  cavitation 










such  as pumps,  valves,  gates, dropshafts…  Finally, water  contains  always over 2% of air. 
Dissolved air may transform into free gas phase when the pressure drops.   
 
Air  in pipes may have both beneficial and detrimental effects.  In  first approximation, one 
can say that the presence of air in pipes is a problem for three reasons [98]: 









Mixed  flow  is  defined  in  literature  as  the  simultaneous  occurrence  of  free  surface  and 
pressurized flows. Such a flow displays a hybrid behavior, as the motion is governed mainly 
by gravity  in  the  free surface part and by pressure  in  the pressurized part. Consequently, 
the wave celerity ranges from about 1m/s to about 1000m/s  in mixed flows.  In particular, 
the  celerity  varies  very  rapidly  at  the  transition  point.  Hydraulic  engineers  frequently 









the bottom outlet of  a dam.  It  is used  to draw down  the  reservoir  level or  to  flush  the 
sediments  that accumulate  into  the  reservoir. At  the building  stage, a bottom outlet  can 










conduit  is able to convey a pre‐determined discharge  in  free surface  flow conditions. The 
design criteria depend on the return period of the inflow. However, an unexpected change 
in  the  boundary  conditions  may  cause  a  rapid  pressurization  of  the  flow.  Evocative 
examples of such situations are the sudden rises of water level in a manhole or a dropshaft 
caused by an extreme water  inflow,  the  rapid closure of a gate,  the  failure of a pumping 






During  the  transition  from  free  surface  to  pressurized  flows,  air/water  interactions may 
arise, particularly at the transition bore [301] (defined as the discontinuity where the free 
surface  flow  get  pressurized).  The water  inflow  squeezes  the  air  phase  initially  present 
within the pipe. Literature gives the name of “air cushioning” to this air pressurization. Air 
cushioning  is known to reduce the velocity of the pipe‐filling bore, to create transience  in 


















Finally, Vasconcelos  [298,  300,  303]  underlined  that  flow 
regime transitions caused a number of serious operational 
problems  in  storm water  drainage  systems. According  to 
him,  strong  rain  events  caused  damages  to  drainage 
systems. Damages were mainly due  to pressure peaks  as 
air  pockets  were  expelled  through  vertical  shafts  or 
manholes.  The  apparition  of  geysers  in  storm  water 
storage  pipes  is  an  example  of  such  an  accident. Many 
cities  in  the  USA  complement  their  combined  sewage 
system  by  an  underground  tunnel  for  inline  storage.  The 
goal of such a storm‐water storage tunnel is to prevent the 
overflow of the sewage system if the flow rate exceeds the 
capacity  of  the  treatment  system.  The  tunnel  is  used  to 
store  waters  during  the  storm  events.  Storm  water  are 
later pumped  to  the  treatment plant  during dry weather 
[135].  Under  extreme  inflow  conditions,  entrapped  air 
pockets  in  such  inline  tunnels  may  result  in  the 
development  of  large  pressure  forces  due  to  air  pocket 
compression  and water  hammer  caused  by  a  sudden  air 
expulsion.  In  particular,  Vasconcelos  [298]  reports  the 
occurrence  of  a  geyser  in  such  a  tunnel  recorded  by  a 
security  camcorder  in  St.  Paul,  Minnesota.  It  is  now 
admitted that such a geyser is produced by the evacuation 
of a large air pocket entrapped in the storm‐water storage 
networks below  the  road. When evacuating  the pipe,  the 
air pocket entrains a  large amount of water that creates a 
column of water. Figure 14 represents different snapshots 
taken out of a video.  In  the  first and second pictures,  the 
geyser  starts.  In  the  other  pictures,  the  geyser  is  fully 
developed and  it reaches several meters  in height. A  large 
amount  of  water  overflows  the  road.  The  phenomenon 
lasts barely 20 seconds. The last picture shows the state of 
the road at the end of the geyser. The car gives a good idea 
of  the  scale  of  the  phenomenon.  It  is worthwhile  noting 











































As  the  airflow  increases,  interactions  amplify  between  the  air  and water  phases  in  the 



















time  fluctuations even  in  steady  conditions. The  transition  from  slug  to plug  flow  is also 
very gradual. At a certain point,  it  is even difficult to say  if the  flow  is pressurized or  free 
surface.  
 
In  conclusion,  the  present  section  provides  a  brief  overview  of  the  flow  frequently 
encountered  in  civil  and  environmental  engineering.  In particular,  I  emphasized on both 
transient cases and situations exhibiting strong air‐water  interactions. This outline should 
convince  the reader of  the  importance of  transient air‐water  flows  for people  involved  in 
applied hydraulics, namely engineers, scientists, practitioners,… Moreover, the comparison 
of  the  flow  classifications  in  single  and multi‐phase  theories  shows  that  the  distinction 







Civil and environmental engineers make  frequent use of mathematical models  (and  their 
numerical  solutions)  to  handle  problems  related  to  environmental  flows  and  hydraulic 
structures like those presented in section 1.2. In this respect, the need of consistent models 
has  never  been more  pressing.  The  acuteness  of  the  situation  is  prompted  by  growing 
concerns about environmental issues. It also results from the increase in the number and in 
the  technical  nature  of  civil  engineering  works  related  to  hydraulic  structures, 
transportation means  as well  as  town  and  country  planning.  In  addition,  economic  and 
commercial objectives urge engineers  to use more accurate design methods.  Finally,  the 





is  reviewed.  More  specifically,  I  identify  several  shortcomings  in  single‐phase  models 
frequently  used  in  civil  and  environmental  engineering.  I  also  underline  that  the  use  of 
multiphase models  in  hydraulics  remains  in  its  infancy.  Based  on  these  shortcomings  of 
classical methods, I state the objective of this research: developing a unified mathematical 





Chapter  2.  This  chapter  is  indeed  dedicated  to  reminding  state‐of‐the‐art  results  in 
Computational Fluid Dynamic (CFD) for environmental and civil engineering. Since CFD is a 
highly  interdisciplinary activity,  I successively review  the  fundamentals of continuum  fluid 




model  from  real  world  observations.  In  this  respect,  the  continuum  assumption,  the 
continuity principle, and the law of momentum conservation have been proven effective in 
fluid mechanics.  These  assumptions,  applied  to multiphase  flows,  give  the  Local  Instant 
Formulation  (LIF). The  LIF  includes  field  and  constitutive equations  for each  single‐phase 
sub‐region.  Jump  conditions  link  single‐phase  regions with  each  other.  LIF  constitutes  a 
reliable basis to develop efficient models.  
 
Hydraulic  engineers mostly  recourse  to  single‐phase models  coupled with  an  advection‐








scalars  complements  both models  and  describes  the  evolution  of  the  concentration  in 
dispersed  phase. What  is more,  various  forms  of  the  pressure  term  accommodate  free 
surface  equations  to  pressurized  flows  as  well.  Close  scrutiny  of  these models  reveals 






The use of multiphase  flow  theories  in civil and environmental engineering has  remained 
circumscribed to very few attempts. If  it gives interesting preliminary results, the theory is 
still  in  its  infancy.  A  more  thorough  two‐phase  theory  originates  from  chemical  and 
mechanical  engineering.  In  particular,  the  drift‐flux  model  is  a  three‐dimensional 
macroscopic model frequently used in these fields. It is derived by time‐integrating the LIF. 
In my  opinion,  it  constitutes  a  reliable  alternative  to  RANS  equations.  Drift‐flux model 




high  rate  and  has met  success  in  numerous  fields  of  application.  Examination  of  basic 
discretisation  techniques available  in  literature underlines  the performance of “numerical 
shock‐capturing” schemes over structured grid, and the ability of the Finite Volume Method 
to handle discontinuities and to ensure conservation of the physical quantities. For a  first 
order  of  accuracy,  both  Godunov  methods  and  Flux  Vector  Splitting  have  their  own 
advantages and  shortcomings. Extension  to higher order of accuracy  requires using Total 
Variation Diminishing schemes for ensuring the stability of the method.  
 
Development  of  both  the mathematical model  and  the  numerical  scheme must  aim  at 
facilitating the integration of results into the modelling system WOLF. Researchers from the 
HACH  unit  have  been  developing  this  software  for  the  last  twenty  years. WOLF  is  an 
integrated package of various computational schemes  for pure water and sediment  flows 










The  precise  objective  of  this  thesis  is  to  develop  a  unified mathematical  and  numerical 
model for simulating a wide range of air‐water flows. Particular emphasis is placed on flows 












sufficient  fidelity.  In particular,  it  should describe efficiently  the  interaction of  the water 
flow with the dispersed air and the external environment. Examples of hydraulic structures 




Second,  the model has  to capture adequately  the unsteadiness, and even  the  transience, 
that is likely to appear in pipes and channels. As shown in section 1.2, this is a necessity in 





that may be  important.  Indeed,  the  spatial  scale of  typical  situations encountered  in civil 
and  environmental  engineering  ranges  from  country‐scale  river  networks  to  localized 
hydraulic structures such as manholes, valves, or gates.  Intermediate applications  include 
sewer systems, channels, dams,  levees, water  intakes, spillways…  In a similar manner, the 
typical time scale of hydrodynamic flow ranges from steady flows that are not affected by 
time  variation  to  highly  transient  phenomena  such  as wave  propagation  and  turbulent 
instabilities. Finally, even  in a  single application,  the  space  scale of mechanisms  involved 
ranges  from  the  macro‐scale  gravity  force  to  the  Kolmogorov  micro‐scale  turbulent 
dissipation. In a similar manner, the time scale varies greatly with the kind of phenomenon 
observed. For  instance, flood wave propagation  in a river has a typical timescale of a few 
minutes  or  hours. However,  sedimentation  phenomena  in  the  same  river  have  a  longer 
characteristic time scale, spanning over years or decades. All these mechanisms are  linked 





ext,  there  is  a  need  to  overcome  the  traditional  opposition  between  free  surface  and 
pressurized  flows  in order  to  create a unified  framework of  simulation. The dynamics of 
free surface flow is indeed mainly governed by gravity, which is the driving force of the fluid 
motion.  It  results  in  a  hydrostatic  distribution  of  pressure  over  the  flow  depth.  In 
pressurized  flows,  the driving  force  is  the pressure  itself, which  is assumed constant over 
the  flow cross‐section. Taking  into account  the air phase blurs  this distinction,  to such an 
extent that it loses any sense. 
 
Computational effort  to solve  the model has  to  remain sufficiently affordable  in order  to 
create a computational code  that  is usable  for classical engineering problems. Granted,  it 
requires developing an optimized algorithm. But simplifications may already be applied to 





tools  to  apply  the  equations  to  practical  cases.  Computational  Fluid  Dynamics  (CFD) 
provides  the  set of necessary methods  to perform  computation.  Indeed, CFD enables  to 
treat  continuous  fluids, described by  continuous equations,  in  a discretised  fashion on  a 
computer. Consequently, the problem of the discretization  is also addressed  in this thesis. 
The  resulting  algorithm must be  able  to  treat  all  the engineering problems presented  in 













The  first  proposition  queries  the  traditional  distinction  between  free  surface  and 
pressurized  flows.  A  rigorous  analysis  of  both  the  mathematical  formulation  of  the 
equations and the physical behavior of natural flows shows that: 
 
Any  one‐dimensional  set  of  equations  describing  free  surface  flows  can  be  extended  to 





This aspect of  the doctoral  research  is  treated  in Chapter 3  for  single‐phase  flows and  in 
chapter 7 for air‐water flows. It results in an original formulation of the pressure term that 







its  ability  to  both  ensure  the  strict  conservation  of  mass  and  momentum  and  handle 
discontinuous  solutions,  the  finite  volume  method  is  used  here  to  solve  the  partial 
differential  equations.  In  chapter  4  and  5,  performances  of  various  numerical  fluxes  are 
compared in view of their ability to treat transient single‐phase flows. Pros and cons of each 
method are listed. Evidence argues in favor of the Flux Vector Splitting originally developed 













































The  second proposition  concerns  the opportunity  to use multiphase  theories  in order  to 
enhance  the  fidelity  of  models  used  in  civil  and  environmental  engineering.  Particular 
attention  is brought  to  the description of  free surface  flows and air‐water  interactions.  It 
can be formulated as follows: 
 
Originating  from  chemical  and mechanical  engineering,  up‐to‐now  principally  applied  to 
small‐scale pressurized  flows,  the drift‐flux  theory  constitutes an adequate alternative  to 







Eulerian  cross‐sectional  integration of  the  3D drift‐flux model over  a  general  flow  cross‐
section.  It  results  in an  innovative one‐dimensional drift‐flux model  that accounts  for  the 
free  surface,  for  two  phases,  and  for  a multi‐layer  behavior. Next,  chapter  7  presents  a 
particularization  of  the  previous model  to  air‐water  flows.  This  original  drift‐flux model 




splitting chosen  for single‐phase  flows. The original algorithm  is  then  implemented  into a 




Finally,  I anticipate  the next  steps of  the  research by widening  the object of my doctoral 
research  to  other  multidimensional  environmental  flows  with  transport  of  a  dispersed 
phase. It is the corollary proposition that states that:   
 
The drift‐flux model developed  in  this  thesis  to describe one‐dimensional air‐water  flows 
may  be  extended  to  many  other  phenomena  of  interest  in  civil  and  environmental 
engineering. It constitutes a unified framework of description for environmental flows. 
 
Chapter  10  summarizes  the  discussion  on  the  extension  of  this model  to  sediment  and 
pollutant transport, to multidimensional problems, and to rough‐ and vegetated‐roughness. 
In  2006,  Dewals’  PhD  thesis  [75]  paved  indeed  the  way  for  a  unification  of  the  flows 









the  topic  section  specified  what  I  mean  by  “transient  air‐water  flows  in  civil  and 
environmental engineering”. In particular, I underlined the industrial and scientific interest 






pressurized  and  free  surface  flows  as  well  as  on  multiphase  theories  originating  from 
chemical  and  mechanical  engineering.  This  research  results  in  three  propositions  that 




















Design  and  innovations  in  hydraulics  date  back  to  the  ancient  and medieval  era  in  the 
Hellenistic, Roman and  Islamic worlds. Maybe  the most  famous hydraulic  structure  from 
this period  is the “Pont du Gard”, an aqueduct  in the South of France (Figure 21). Romans 
designed  the bridge  to carry water across  the  small Gardon River valley.  It was part of a 
50km long aqueduct that brought water from the Fontaines d'Eure springs near Uzès to the 
Castellum in the Roman city of Nemausus (Nîmes). In view of the size and durability of the 








rely  on  systematic  experimental  researches  on  a  particular  structure  or  on  common 
practice reputed to be safe and efficient. On the other hand, scale models are more precise 










Using  an  analytical  solution  is  another  predictive  tool  that  is  useful  in  science  and 
engineering. Historically, such methods appeared later than experimental methods because 
it  relies on a mathematical model describing  the problem,  the  form, and origin of which 
depend on the particular field of study. Since governing equations of fluid flows are often 
complex  (e.g.  a  multidimensional  system  of  partial  differential  equations  along  with  a 
complex  domain  of  computation),  analytical  solutions  are  obtainable  only  if  sufficient 
simplifications can reasonable be made. Applicability of analytical methods  is thus  limited. 
According to Toro [286], the process of using these methods remains however useful  in a 
number  of ways.  First,  finding  an  analytical  solution  to  a  physical  problem  requires  the 































governing  equations  in  a  discretised  fashion  on  a  computer.  The  method  requires  a 
discretised form of the equation (aka numerical scheme) and a discretization of the spatial 
and  temporal domains. Theoretically,  this  feature enables  to apply CFD  to every practical 
cases encountered in civil and environmental engineering. In practice, first codes only dates 
back  to  the  sixties. Many ongoing  researches  still  aim  at  improving  the  accuracy of CFD 







of‐the‐art  results  in CFD  for environmental and civil engineering. This chapter  is naturally 





In  this  respect,  the  standard  approach  to  simulate  the  transport  of  a  dispersed  phase 
consists  in  coupling  pure  water  models  with  an  advection‐diffusion  equation  for  the 
concentration.  As  pointed  in  this  section,  such models  fail  in  describing  accurately  the 
behavior of the dispersed phase and  its  interaction with the water flow. On the opposite, 
mechanical  and  chemical  engineering  provides  a  consistent  description  of  a  dispersed 
phase  behavior  and  accurately  accounts  for  interactions  between  the  water  and  the 
dispersed  phase.  These  multiphase  models  are  widespread  for  small‐scale  applications 
involving pressurized flows. However, their application remains  in  its  infancy  for mid‐ and 
large‐scale  applications  in  civil  and  environmental  engineering.  Particularly,  one‐
dimensional multiphase models do not describe  free  surface  and mixed  flows. Next,  the 
finite volume method is proven an efficient methodology to discretize and implement such 
models into a computational code. In conclusion, available single‐ and multi‐phase models 






















the  laws  of  conservation.  From  these  assumptions,  a  unified mathematical model  that 








this  definition  of  continuum  mean.  Granted,  both  fluids  are  composed  of  molecules 





only on  the mechanics of  air‐water  systems.  In  addition  to  the  continuum  assumption,  I 
make the hypothesis that every fluid obeys: 
• The law of mass conservation or continuity principle [11, 75, 288]: the mass of a closed 










not present  singularities. Under  the  continuum assumption, a  single‐phase  fluid presents 




discontinuities at each  interface between phases and does not constitute a  field  in  itself. 
Hopefully one  can  sub‐divide any multiphase  flow  into  single‐phase  regions with moving 
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is  necessary  to  close  the  system  by  adding  relations  called  constitutive  equations.  The 
constitutive  laws  lean on three different bases  [33, 154]. First,  the entropy  inequality  is a 
restriction  on  the  constitutive  laws  and  must  be  satisfied  regardless  of  the  material 
response. Second, constitutive axioms idealize in general terms the response and behaviors 
of  all materials  included  in  the  theory.  In  this  respect,  continuum mechanics  frequently 
employs  the  principle  of  determinism  and  local  action.  Third,  constitutive  equations  are 
mathematical  models  of  a  particular  group  of  materials.  Establishing  such  equations 
requires a set of experimental data. Discussion of  the entropy  inequality and constitutive 
axioms are beyond the scope of this text and we refer the interested reader to the book of 







so  small  that  one  can  neglect  them.  Assuming  the  incompressibility  gives  the  following 
equation of state for the water density: 
  stw Cρ =   (2.2) 
In this case, a thermodynamic relation cannot specify the pressure. Thus, the hydrodynamic 
pressure is defined as the average of the normal stress:  
  w w wp= − ΙT τ   (2.3) 
where pw  is  the pressure of  the water and τw  is  the viscous  stress of  the water phase.  In 





the  compressibility  greatly  affects  both  pure  air  flows  and  air‐water  mixture  flows. 
Assuming them  incompressible  leads to excessive errors. Additional assumptions are then 
required  to  specify  the  compressibility  of  the  fluid.  One  possibility  is  to  assume    the 
conservation of both the Energy and the Entropy [38, 152, 255]. Due to the complexity of 
this  theory,  applied  hydraulics  rarely  makes  use  of  such  assumptions.  In  this  thesis,  I 
assume that equations (2.2) and (2.3) apply for both a pressurized flow and the air phase: 
  stg g g gC and pρ = = − ΙT τ   (2.4) 
Assumption  of  incompressibility may  seem  abusive  in  this  case.  For  this  reason,  I  will 
correct  models  a‐posteriori  thanks  to  a  pragmatic  formulation  of  the  pressure  wave 
celerity.  I will  prove  this method  is  efficient  in  accounting  for moderate  compressibility 
rates.  
 




  ( )( ) ( )Tk k k k k2 .3⎡ ⎤= μ ∇ + ∇ − ∇⎢ ⎥⎣ ⎦τ v v v I   (2.5) 
where μk  is the dynamic viscosity and  I  is the  identity matrix. For an  incompressible fluid, 
equation (2.1) reduces to a divergence‐free velocity field such that equation (2.5) amounts 
to shear stresses only: 
  ( )( )Tk k k k= μ ∇ + ∇τ v v   (2.6) 
2.1.4  INTERFACIAL BALANCE EQUATIONS 
Since  parameters  of  the  fluids  are  subject  to  singular  changes  at  the  interfaces,  the 
standard differential balance equations derived in section 2.1.2 hold in each phase up to an 
interface, but not across  it  [33, 70, 154, 180]. Accurate description of  the  fluid behavior 





As  pointed  out  by  Ishii  [154],  “various  simplified  forms  of  the  jump  conditions  are  in 
frequent use without much notice” even  if the choice  is not neutral. For this reason,  Ishii 
discusses  “in  detail  the  derivation  and  physical  significance  of  the  jump  conditions”. His 
proof, available  in  [154, 174],  is based on a  control volume defined by a  finite  thickness 
interface  for which he establishes a general  integral balance equation. At  the end of  the 
day, he  shows  that  the  following  jump condition  translates  the continuity  law across  the 
interface: 
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and  km   is defined as  the  interfacial mass efflux  from  the kth phase. Equation  (2.7) simply 
states  that  phase  changes  are  pure  exchanges  of mass  between  the  two‐phases  at  the 
interface.  By  a  similar  process,  the  following  jump  condition  expresses  the momentum 
conservation [154]: 
  ( ) ( )2 k k k i k k k '
k 1
A 0αβα β=
ρ ⋅ − − ⋅ + σ =⎡ ⎤⎣ ⎦∑ n v v v n T t   (2.8) 
where Tk = τk ‐ pk I, σ is the isotropic surface tension, Aαβ is the surface metric tensor and tα 
is  the  hybrid  tensor  linking  variations  of  general  coordinates  x = (x1, x2, x3)  and  surface 
coordinates  (u1, u2):  tα = ∂x/∂uα.  The whole  term  (tαAαβσ),β
 
accounts  for  the  surface  flux 
contribution  due  to  the  surface  tension  and  is  described  in  details  in  [11,  154].  The 
summation represents the momentum fluxes from the bulk fluids. 
2.1.5 LOCAL INSTANT FORMULATION 
By assuming  that each sub‐region bounded by  interfaces  is a continuum, previous  results 
apply  to multiphase  flows. This  is  the  Local  Instant  Formulation  (LIF), which  governs  the 
evolution of pressure and velocity  in three‐dimensional two‐phase flows. The LIF relies on 
two types of equations (Figure 24): 
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This is the common form of the Navier‐Stokes [75, 93]. Even if the water density is constant, 
I  conserve ρw within  the derivatives  in order  to  facilitate  subsequent demonstration and 
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phase. Nevertheless, such models  fail  in many respects  to give an accurate description of 
transient  air‐water  flows.  Indeed,  it  does  not  describe  rigorously  the  impact  of  the 
dispersed phase on  the water  flow.  It does not  characterize  correctly  the mechanism of 
dispersion within the water flow. Finally, the definition of the concentration is ambiguous. 
 
Classical  one‐dimensional  models  derived  from  NVS  describe  either  free  surface  flows 
(Saint‐Venant),  pressurized  flows  (Allievi),  or  both  of  them  in  the  case  of mixed  flows 
(“mathematical shock‐capturing” models  like the Preissmann slot).  If these methods show 
good results  in some cases, they suffer the same shortcomings as 3D standard models.  In 






results  in  various models  for  free  surface  and pressurized  flows.  Third,  the  Saint‐Venant 
equations are extended  to pressurized  flows  for describing mixed  flows. Fourth,  I  review 










On  the  opposite,  viscous  forces  govern  the  small  eddies, which  are  then  isotropic.  Such 
small structures carry very few energy but are very diffusive. Most of the turbulent kinetic 
energy is contained in the large scale eddies, which are transported along the flow without 
much  dissipation.  Both  scales  are  intimately  linked  through  the  “energy  cascade  of 





this  process  creates  structures  that  are  small  enough  to  be  subjected  to  important 
molecular  diffusion  and  to  dissipate  energy.  The  scale  at  which  this  happens  is  the 
Kolmogorov length scale. In view of the intrinsic coupling between the various scales of the 
flow, solving the Navier‐Stokes equation requires to take into account the whole spectrum 





Theoretically, solving the Navier‐Stokes under  their original  form  (2.11)  is achievable.  It  is 
the  principle  of  the Direct Numerical  Simulation  (DNS). DNS  captures  all  of  the  relevant 
scales of turbulence, from the Kolmogorov microscales up to the  integral scale associated 
with  the  motions  containing  most  of  the  kinetic  energy.  However,  this  approach  is 
extremely  expensive,  if  not  intractable,  for  complex  problems  on  modern  computing 
machines. The cost of DNS prompts researchers to find cheaper alternatives under the form 








a  sub‐grid  scale model  [14,  93,  265,  318].  In  practical  implementations,  filtered Navier‐
Stokes  equations  are  solved  with  an  additional  sub‐grid  scale  stress  term.  The  most 
commonly used sub‐grid scale models are the Smagorinsky model and its dynamic variants. 
They  compensate  for  the  unresolved  turbulent  scales  through  the  addition  of  an  "eddy 
viscosity" into the governing equations.  
 
















variable  F  into a mean value  F  and a fluctuating component  'F :  
  ( ) ( ) ( )',t ,t ,t= +F x F x F x   (2.13) 
where the mean value is defined as: 








= τ τΔ ∫F x F x   (2.14) 
Δt designates  the characteristic  time over which  the  flow variable  is  integrated.  Its value 
should  be  chosen  in‐between  the  characteristic  time  of  turbulent  fluctuations  and  the 
characteristic time of simulated phenomena, assuming separation of time scales.  
 
Next, Reynolds  theory states  the  fundamental hypothesis of smoothness of mean values, 






























  ( ) =F F   (2.17) 
which  is  called  fundamental hypothesis of  smoothness of mean values. The  fundamental 
property of fluctuating components is then derived from the assumption (2.17) as:  
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The same procedure applies onto the transport equation (2.12): 



















studying  closure models  is  thus  beyond  the  scope  of  this  thesis  such  that we  refer  the 











Detailed  3D  results  are  usually  unnecessary  for  engineering  purpose.  Consequently,  1D 
models can be used if both the flow depth and width are smaller than the flow length. The 
computation  effort  is  then  greatly  reduced  by  cross‐sectional  integrating  the  governing 










∂ρ Ω ∂ρ Ω⎧ + =⎪⎪ ∂ ∂⎨∂ρ Ω ∂βρ Ω +⎪ + = ρ Ω − + ρ + ρ θ⎪ ∂ ∂⎩
w w w
w,L
w w w w w 1




u u u gI










I h l x, d and I h d
x



















x‐axis  is  inclined  with  respect  to  the  main  flow  direction  and  the  y‐axis  is  horizontal. 
Consequently, the z‐axis forms with the vertical z’ an angle ε. Parameter Ω is the flow area, 
uw is the mean flow velocity along the main direction of the flow, g is the gravity, S0=tan ε is 
the bed slope. Sf  is the friction term computed with an empirical resistance  law, qw,l  is the 










The  second  pressure  term  gI2  accounts  for  the  non‐uniformity  of  the  pipe.  Even  if  the 
treatment of  this  term  remains  today a challenge  for non‐uniform cross‐sections, various 
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  (2.24) 
where  Z[m]  is  the  free  surface  elevation.  Validity  of  the  non‐conservative  Saint‐Venant 
equations is discussed and proven in [93]. 
 
As already mentioned,  the standard method  to account  for a dispersed phase consists  in 
supplementing  model  (3.2)  or  (3.3)  with  an  equation  of  transport.  Cross‐sectional 
integration of the advection‐diffusion equation for the concentration C gives: 
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where  ρw  is  the water density, A  the  pipe  cross‐section  area, A0  the pipe  area when  no 
pressure acts on  it, and p  is  the uniform pressure  intensity. System  (2.26) contains  three 
unknowns,  namely  the  pressure  p[N/m²],  the  area A,  and  the  density  ρw.  The  system  is 
closed by establishing an equation of state for the pressure wave celerity a[m/s]: 




= ρ   (2.27) 
In first approximation,  its value can be chosen before the computation as a constant. The 
chosen value depends on  the properties of  the  fluid and  the pipe as well as  its mean of 










of  the  celerity  in  the  equation  of  state  takes  into  account  the  presence  of  air  and  the 
dependence in pressure. According to Guinot [130‐132], the pressure‐wave celerity for gas‐
liquid mixtures can be written as follows: 
  ( )112m 0 0 m,0 0 0 m,0 0 d 0 wa a 1 a p p with 1+ββ β= + α ρ ρ = α ρ + − α ρ   (2.28) 
where the subscript 0 designates the reference state characterized by a given pressure. The 
parameter  β  is  a  coefficient  equal  to  1.0  for  isothermal  processes  and  1.4  for  adiabatic 
conditions.  The  reference  void  fraction  α0  is  the  volume  fraction  of  dispersed  air  at 
reference pressure and  ρm,0  is  the mixture density at  reference pressure.  Introducing  the 
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environmental  engineering  (as  described  in  Chapter  I).  In  particular,  modelling  the 










a mention:  “mathematical  shock‐tracking” methods,  rigid water  column approaches, and 
“mathematical  shock‐capturing”  models.  As  I  show  hereinafter,  “mathematical  shock‐
capturing” models  constitute  the most natural way  to  simulate mixed  flows. Preissmann 
slot  is  the most popular of  these approaches but  fails  in accounting  for  sub‐atmospheric 
pressurized  flows.  TPA  and  dual  model  overcome  this  shortcoming  but  present  post‐
transition spurious oscillations  that may  lead  to  instabilities  (like  the Preissmann). Finally, 
not a single method accounts for the presence of a dispersed phase in the flow. 
 
“Mathematical  shock‐tracking”  approaches  consist  in  solving  separately  free  surface  and 
pressurized flows through different sets of equations. Transitions between free surface and 
pressurized  flows  are  tracked  explicitly  and  are  regarded  as  internal  boundaries  across 
which appropriate  jump conditions are  imposed. The first application of this approach for 




[40,  135,  272]  aimed  at  deriving  theoretical model  of  the  flow  at  the  interface  and  at 
incorporating it into the general mathematical model as an interfacial boundary condition. 
Authors  assumed  in  these  papers  that  the  pressurized  phenomenon  is  a  dynamic  shock 
requiring  a  special  dynamic  treatment.  In  2003,  Fuamba  [110]  extended  the model  to 
predict the surge front location and velocity, the pressure rise in the full flow zone and the 
water depth change  in  the  free surface zone.  In his paper, three one‐dimensional models 
have been applied to both  laboratory and field data.  Improvement  in the method are still 
today published [192, 248]. The “mathematical shock‐tracking” approach has obviously  its 
pros  and  cons.  It  enables  to  simulate  complex  interactions between  the bore  and other 
existing  waves.  In  addition,  a  true  discontinuity  represents  the  transition  (infinite 
resolution).  However,  the  associated  algorithms  are  very  complex  and  become  far  too 






Introduced  by  the  work  of  Hamam  and McCorquodale  [218],  the  Rigid Water  Column 
Approach  solves  each  phase  (air/water)  separately  on  the  basis  of  a  specific  set  of 
equations.  These  models  solve  an  ordinary  differential  equation  (ODE)  expressing  the 
momentum conservation  in a  rigid column  represented by  the pressurized portion of  the 
flow. The ODE  is solved  iteratively and the velocity of the rigid column  is updated at each 
time  step.  The model  of  Hamam  and McCorquodale  assumes  a  hypothetical  stationary 
bubble  that undergoes pseudoadiabatic expansion  and  compression. The  transition  from 




trapped  air.  If  the  rigid water  column method may  be  very  efficient  for  very  particular 
situations,  it  turns  out  to  have  severe  limitations  that  prevent  its  use  for  practical 
applications.  The  approach  enables  simulating  highly  complex  configurations  of  the 
transition, especially when this one is affected by air‐water interactions. These models are 
also  conceptually  simple,  and  relatively  easy  to  implement  for  simple  cases.  However, 
utilization for practical application  in networks  is not possible because of the specificity of 














concept  [64,  249].  This  model  is  indeed  the  most  widespread  in  the  scientific  and 
engineering world.  In  this method,  free  surface  flows  and  pressurized  flows  are  equally 
solved through the Saint‐Venant equations by adding a narrow slot at the top of the pipe 
(Figure  29).  The  slot  width  is  sized  to match  the  celerity  of  the  pressure  wave  in  the 





developed  numerical  schemes  to  solve  the  Saint‐Venant  equation  in  conjunction with  a 
Preissmann  slot,  namely  Garcia‐Navarro  and  al.  [113],  Leon  [193],  Vasconcelos  [299], 
Trajkovic et al.  [287]. Several commercial  softwares  rely on  the Preissmann  slot concept: 





• Spurious numerical post‐transition oscillations appear because of  the steep change  in 






by Vasconcelos  [307]. The  first  is based on  the numerical  filtering of  the oscillations. The 
second based on a new flux function that judiciously introduces numerical diffusion only in 
the vicinity of the bore  front. Both approaches are effective  in decreasing the strength of 
the numerical oscillations but affect  the  solution  itself. Leon  [193]  introduced a modified 
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where we define  the  free  surface  equivalent wet  area Ωeq=ρΩmax/  ρ0  (Ωmax  is  the  cross‐
sectional  area),  and  the  free  surface  equivalent  discharge Qeq=ρQ/  ρ0.  The  parameter  E 
denotes the state of the current point x (free surface or pressurized). The pressure term is 
given by: 
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In a  similar manner, Vasconcelos  [302, 304, 305] proposed  the  two‐component pressure 
approach (TPA) that decouples the hydrostatic pressure in the Saint‐Venant equations from 
surcharged  pressures occurring only  in pressurized  conditions. Vasconcelos designed  the 
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where  hc  refers  to  the  hydrostatic  component  and  hs  to  the  uniform  component  of  the 
pressure acting in the pipe. The over‐pressure term is given by: 





Ω − Ω= Ω   (2.33) 
 
Finally,  I  mention  a  different  “mathematical  shock‐capturing  method”  called  kinetic 
formulation, which  has  been  established  for  the  coupling  of  transient  free  surface  and 
pressurized flows [32]. The method seems promising but performance does not reach yet 
the Preissmann slot  level and  its background differs too much  from the know‐how of the 
HACH to be used in this thesis.  
 
It  is worth  to emphasize here on  the nomenclature used  in  this section.  In  the  literature, 
the  previous  methods  are  simply  called  “shock‐tracking”  and  “shock‐capturing”.  These 
names were chosen by analogy with the numerical methods (see section 2.4). Personally, I 
regret  this choice  since  it  induces a confusion between  the mathematical model and  the 
numerical  scheme. Consequently,  I precise here  the names by  adding  “mathematical”  in 








modern  and  empirical  correlations  are  still  of  frequent  use  in  civil  and  environmental 
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where  the  hydraulic  radius  Rh  is  given  by  the  division  of  cross‐sectional  area  Ω  by  the 
wetted perimeter ∂Ω. 
 
The  friction  factor  f  is  not  a  constant  and  depends  on  the  Reynolds  number  and  the 
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= −   (2.38) 
which  is  an  implicit  relation  for  the  friction  factor.  Blasius  linearized  this  expression  to 
obtain the explicit Blasius law [136] written as: 
  nB f Bf C Re             where usually C 0.3164 and n 0.25













= −   (2.40) 
where  kd  is  the  roughness  height.  The  Nikuradse  formulation  is  the  analogous  of  the 









Finally,  transition  (neither  fully  laminar  nor  fully  turbulent)  flows  occur  in  the  range  of 
Reynolds numbers between 2300 and 4000. The value of the friction factor may be subject 
to  large uncertainties  in  this  flow  regime. Colebrook and White  [57] proposed a compact 
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  (2.42) 
The Colebrook‐White  equation  is  clearly  the most widespread  formula used  to  compute 

































1. The definition of the concentration C  in the transport equation  is wooly, especially  its 
physical meaning at the  local  level. This  lack of rigorous definition causes problems  in 
applying turbulence models. 
2. The gas  void  fraction  is a pre‐determined  constant parameter  in  the  computation of 
two‐phase water hammer. The model is thus unable to account for unsteady transport 
of air in the pipe. 







for  head  losses  in  single‐phase  flows.  However,  additional  head‐losses  have  to  be 
accounted for in two‐phase flows. They originate from the change in turbulence due to 
the  presence  of  two  phases  as  well  as  from  the  stresses  produced  by  the  relative 
velocity  between  phases.  It  requires  adapting  friction  correlations more  thoroughly 
than just adjusting the friction factor.  
6. Preissmann  slot model,  which  is  the most  useful  and  widespread model  for mixed 
flows,  is  unable  to  simulate  sub‐atmospheric  pressurized  flows  like  other 
“mathematical shock‐capturing” methods. 
7. Mixed flow models cannot account for the presence of air at all. 
8. The  origin  of  spurious  oscillations  at  the  transition  bore  is  not  fully  understood. 
Consequently, no satisfactory solution is available in literature.  
 
These  shortcomings of  traditional methods motivate  the need of  further  research on  the 
modelling of transient air‐water flows in civil and environmental engineering. In particular, 
it  legitimates a  fundamental  research on  the unification of  free  surface and Saint‐Venant 









Holly  about  sedimentation  engineering  [13],  “the  two‐phase  flow  approach  seems 
promising” but “the formulation of governing equations in flow‐sediment problems are still 











Finding  thorough  two‐phase  theories  requires  investigating  results  in  chemical  and 
mechanical  engineering.  Various multiphase models  are  in  frequent  use  in  these  fields. 
Most  of  them  rely  on  the  Local  Instant  Formulation  (LIF).  In  this  section,  I  review  the 
literature  about  simplified multiphase models  in  chemical  and mechanical  engineering.  I 
aim  at  identifying methods  that  could  successfully  be  applied  in  civil  and  environmental 
engineering.  In  this  respect,  the  drift‐flux model  seems  a  promising  alternative  to  the 
Navier‐Stokes equations. This model  is  indeed able to describe  in a unified framework the 
transport  of  a  dispersed  phase,  its  interaction  with  the  water  flow,  and  the  notion  of 
concentration naturally arises in the derivation of the diffusion equation. Nevertheless, this 
model has never been applied  in civil and environmental engineering. Furthermore, one‐
dimensional  drift‐flux  models  only  describe  pressurized  flows.  Obviously,  describing 
transient air‐water flow through this paradigm requires further research.  
 





model.  The  whole  review  focuses mainly  on  issues  relevant  in  civil  and  environmental 
engineering.  
2.3.1 MACROSCOPIC MODELS 
In  principle,  a  rigorous multiphase  flow  solver  should  solve  at  the  same  time  the  local 
instant variables in the field equations (2.1) as well as the matching jump conditions given 




difficult  and  beyond  the  present  computational  capability  for  many  engineering 
applications. Overwhelming difficulties encountered in solving LIF stem from [154]: 
• the existence of  the multiple deformable moving  interfaces with  their motions being 
unknown; 
• the existence of  the  fluctuations of variables due  to  turbulence and  to motion of  the 
interfaces; 
• significant discontinuities of properties at interfaces. 
As  presented  in  section  2.2.1,  the  same  problem  arises  in  single‐phase  turbulent  flow 




Most  simplified mathematical models  used  in  practice  result  from  the  LIF  (Figure  31). 
Despite  their  large number, all have  in common a  first  step of averaging.  In  this  respect, 
many  averaging methods  enable  to  simplify  the  simulation  of  two‐phase  flow  systems. 
Main contributions  to  the development of averaging methods  in  relation with  two phase 
flows were  proposed  by  Ishii  [154],  Yadigarolu  and  Lahey  [326], Mathers  and  al.  [215], 
Nigmatulin  [233], Drew  [84],  Lahey  and Drew  [184],  and Daniels  et  al  [65].  They  can be 





averaging, because  it  is closely related to human observations and most  instrumentations 
[84, 212, 311]. The basic concept underlying this method is the Eulerian reference frame. It 
is a way of  looking at fluid motion that focuses on specific  locations  in the space through 
which the fluid flows. Sitting on the bank of a river and watching the water passing the fixed 
location  is  a  good  representation  of  the  frame.  This  description  relies  on  the  spatial 
coordinates and LFI adapts to this description. Averaging procedure in this case consists in 





Time mean value =  F ,t dt
t ΔΔ ∫ x   (2.45) 
 
The  second  group  of  averaging,  called  Lagrangian,  directly  refers  to  the  Lagrangian 
reference frame. It is a way of looking at fluid motion where the observer follows individual 
fluid particles as they move through space and time. Plotting the position of an  individual 
particle through time gives the pathline of the particle. One can envision  it  like sitting  in a 
boat  and drifting down  a  river.  Equation  (2.46)  gives  the  Lagrangian  time  average  as  an 
example: 
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volume,  into  continua  simultaneously  existing  at  the  same  point  with  a  properly 
defined probability for each phase. 
• Constitutive  equations  for  multi‐phase  models  rely  usually  on  experimental  data 
expressed under the form of temporal mean value.  




























The drift‐flux model  assumes  that  the multiphase  flow  is  a  single‐phase  flow of mixture 
variables, which refer to the motion of the centre of mass of the system. The motion of the 







The  momentum  equation  for  the  dispersed  phase  cancels  in  favor  of  a  constitutive 
equation for the relative velocity. The form varies  in the different models but the relation 
usually relies on a balance of the forces acting on the dispersed phase and assuming a local 
equilibrium  is established over short spatial  length. Governing equations,  implementation, 
and application of the model is available in numerous articles [105, 106, 214, 261].  
 
The homogeneous  flow model  is a special case of the drift‐flux model  in which all phases 
are  assumed  to  have  the  same  velocity  and  the  same  pressure  [61,  112,  313].  This 
assumption leans on the belief that differences in pressure and velocity will promote mass 
and  momentum  transfer  between  phases  rapidly  enough  so  that  thermodynamic 
equilibrium  is  reached.  Such  an  assumption  is  valid  in  cases where  the  two‐phases  are 
strongly coupled and their relative velocities equalize over short spatial length scales. In any 
case,  Manninen  et  al  [212]  advises  to  always  check  the  validity  of  the  equilibrium 




The  multiple‐fluid  model  (or  two‐fluid  model)  treats  each  phase  or  component  as  a 
separate fluid with  its own set of governing balance equations [43, 154, 238]. Each phase 
has  its  own  velocity  and  its  own  pressure.  In  this  case,  the  velocity  difference  does  not 
require introducing a constitutive equation. Computation exploits two different momentum 
equations, one for each phase. However, difficulties arise  in specifying  jump conditions at 





In  the  current  project,  I  decided  to  investigate  the  drift‐flux  model.  In  many  practical 
applications  in  civil  engineering,  the  mixture  model  is  indeed  a  sufficiently  accurate 
approximation, with only a moderate  increase  in  the computational effort compared  to a 
single‐phase  simulation.  In  addition,  by  defining  correctly  the mixture  variables,  single‐








model  is  here  introduced  and  discussed  in  relation with  the  specific  needs  of  civil  and 
environmental engineering. As pointed  in  this  section,  the drift‐flux model  includes  three 
field equations (2.61)  involving suitable mean values of the flow parameters. The model  is 
closed by  stating  constitutive  laws  for  the drift‐velocity,  the  friction, and  the  turbulence. 





(and assume  it  is  large enough  to  smooth out  local variations) of  the  signal at a  specific 
point x=x0, I can identify three sets of time intervals (Figure 32b): 
  [ ] [ ] [ ] [ ]S w dt t t tΔ = Δ + Δ + Δ   (2.48) 
where  [ ] j j j jSt ;t t ;t  for j=1,2,....,n⎡ ⎤Δ ∈ − ε + ε⎣ ⎦ is  the  set  of  time  intervals  in  which  the 
characteristics  of  the  interface  dominate,  [ ]wtΔ   is  the  set  of  time  intervals  in which  the 
characteristics of the water phase dominate and  [ ]dtΔ   is the set of time  intervals  in which 
the  characteristics  of  the  dispersed  phase  dominate.  This  decomposition  of  the  time 
domain enables to define three state density functions Mw, Md, and MS: 
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State  functions  facilitate  the definition of a general  function relative  to  the kth‐phase at a 
point x0 as follows: 
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where  the  interfacial  thickness  δ  is  assumed  arbitrary  small.  Physically  αk  represents  a 
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Physically,  F is the time mean value in the classical sense. An experimental gauge measures 
this  value  at  a  given  point  in  the  flow.  The  phase  mean  value  kF is  more  difficult  to 
represent physically  since  it gives  the mean value of a  single phase over  the whole  time 
interval [Δt]. Because of these definitions, I may rewrite the local void fraction as: 
  k kMα =   (2.53) 
I obtain the important relation: 

























F x    (2.55) 
By taking the phase density function Mk as a weighting function, the phase average of the 
kth‐phase general function Fk is defined as: 
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= =α Δ ∫F FF x F x   (2.56) 
Physically,  kF   is more meaningful because  it  is  the mean value  in a single phase over  the 
restricted  time  interval  [Δt]k.    is  an  intrinsic  value  of  the  kth  phase  since  it  does  not 
depend on the other phase. Instead,  is dependent on the ratio in which the kth phase is 


















ψ    (2.58) 
 
In the same manner in which a turbulent single phase flow is Reynolds averaged in classical 




kk k= +F F F   (2.59) 
In addition, we make the fundamental hypothesis of smoothness of mean values: 







above.  It also  requires properly assigning appropriate balance equations  to both  the bulk 
fluid  and  the  interface  at  each  time  t ∈[Δt],  and  integrating  them  over  the whole  time 
domain. During [Δt]w, the standard field equation holds for the water phase. During [Δt]d, it 
is  then  the  standard  field equation  for  the dispersed phase  that holds.  Finally,  the  jump 
condition  holds  in  [Δt]S.  Meanwhile,  the  introduction  of  the  appropriate  mean  values 
defined above enables  to  simplify  the  form of  the  field equations. The whole process of 
integration  (Figure  33)  is  presented  in  extenso  in  [154,  173].  It  results  in  a  system  of  3 
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of  the phases. Obviously,  this model  is very similar  to  the Navier‐Stokes equations with a 
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ρρ α   (2.65) 
Finally, the diffusion velocity of each phase  kmV  appears naturally  in the derivation of the 
drift flux model. The diffusion velocity  kmV is in fact the relative velocity with respect to the 
mass center of the mixture: 
  lkm k m−V v v   (2.66) 
To  put  it  in  other words,  the  quantity   is  sufficient  to  account  for  the  difference  in 
velocity between both phases.  
 




equations  is  not  equivalent.  Navier‐Stokes  continuity  describes  the  water  conservation. 
Drift‐flux continuity ensures the mass conservation of the mixture.  
 
Since  the mixture  continuity  equation  does  not  ensure  the  conservation  of  each  phase 
taken  on  their  own,  the  drift‐flux  model  enforces  the  complete  mass  conservation  by 
adding a conservation equation for the dispersed phase only. This is the diffusion equation. 
Physically,  the  diffusion  equation  describes  the  transport  of  the  void  fraction  αd  of  the 
dispersed phase. The fluxes are broken down into a term of advection of  ( )dd m∇ α ρ v  and a 













mass  between  the  two  phases  and  is  called mean mass  source  term.  In  large‐scale  civil 
engineering applications, it can be stated in terms of correlations originating from empirical 
observations on scale models: 
  ( ) ( )d d m, i f , ,...Γ = α v   (2.67) 
 
Eventually,  the  only momentum  equation  present  in  the  drift‐flux model  describes  the 
mixture  fluid.  Its  form  is  similar  to  the Navier‐Stokes momentum equation. However,  its 
physical significance  is very different since  it ensures  the momentum conservation of  the 
mixture as a whole. Drift‐flux model does not ensure the momentum conservation in each 
phase  separately.  It would  require  an  additional momentum  equation  for  the  dispersed 
phase which  is cancelled here  in  favor of a constitutive equation  for  the relative velocity. 
This relation usually relies on a balance of the forces acting on the dispersed phase and on 
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Rigorously,  the  term  of  average mechanical  stresses  mτ is  different  from  the Newtonian 
laws of  viscosity,  even  if both phases  are Newtonian. However, one  can  formulate  it by 
analogy with  the  stress  tensor  for  single phase  flows  expressed  in  terms of  the mixture 
parameters [33, 180, 313]. If we assume the mixture fluid remains Newtonian, we obtain: 
  ( )( ) ( )Tm m m m m2 .3⎡ ⎤= μ ∇ + ∇ − ∇⎢ ⎥⎣ ⎦τ v v v I   (2.69) 
where  µm  is  the  dynamic  viscosity  for  the mixture.  Several  correlations  for  the mixture 
viscosity are available  in  literature [19, 20, 313]. The error remains  limited  in many cases. 
The turbulent stresses τT are caused by the fluctuations of the velocity relative to the mean 
value. As  this  term  is  in general more  important  in multiphase  flows  than  in single‐phase 
flows, it cannot be neglected in the present study and must be computed as follows: 
  T T ' 'k k k k k k
k k
= − α τ = − α ρ∑ ∑τ v v   (2.70) 
which results from the decomposition of the velocities in mean and fluctuating values: 






  TGm mτ = τ + τ   (2.72) 
A third kind of stresses called averaged diffusion stresses appear in the drift flux model: 
  D kk km km
k
τ = − α ρ∑ V V   (2.73) 
For experimental reasons, diffusion stresses make preferably use of the drift‐velocity Vkj: 
  D w dd dj dj
d m1
α ρ ρτ = − − α ρ V V   (2.74) 
The drift‐velocity Vkj is defined as the relative velocity with respect to the center of volume: 
   kkj −V v j   (2.75) 
with j the mixture volumetric flux, defined as the velocity of the center of volume: 
   kk k
k k
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It is obvious from equations (2.73) and (2.77) that it is still necessary to state an expression 
for  the  drift  velocity  based  on  the  forces  acting  on  the  dispersed  phase.  Several 
formulations of  the 3D drift velocity are available  in  literature  [153, 154, 238]. Next,  the 
mixture momentum source Mm accounts for the effects of the surface tension gradient: 


















shown  that closure  relations  for  the 2D depth‐integrated model are more often specified 
under  the  form of  experimental  correlations  than mathematically derived  from 3D  laws. 






Like  in  single‐phase models,  computation of 3D multiphase models  frequently  requires a 
prohibitive computational effort. Of course, difficulties arise from the complexity of treating 
three‐dimensional  problems,  but  not  only.  Computation  of  the  drift‐flux  velocity  also 





In  many  practical  applications  in  civil  and  environmental  engineering  (river,  channel, 
pipe,…),  one‐dimensional models  are  sufficient.  In  this  respect,  the  single  existing  cross‐





[212].  The  classical  book  of  Wallis  [313]  gives  steady  analytical  solutions  for  various 
applications. This  theory  is based on  the comprehensive  formulation of volumetric  fluxes 
provided by  Zuber  and  Findlay  [333,  334].  In  particular,  it  includes  the  effect of uneven 
distributions of parameters across the pipe cross‐section. All these results remain limited to 
pressurized flows in vertical pipes. Brockmeier et al. [34] extended the application of these 
results  to pressurized horizontal pipes and performed a validation  in  the  field of nuclear 





320,  328].  Particle‐fluid mixtures  have  also  been  approached with  the  drift‐flux  theory, 
especially  for  the  study  of  fluidized  bed  [273].  In  conclusion,  one‐dimensional  drift‐flux 
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section.  Both  phases  are  considered  and  the mean  value  depends  on  the  void  fraction 
value. On  the opposite,  the void‐fraction‐weighted mean value accounts  for  the value of 
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The proof of equation  (2.82)  is given  in  [154].  In  the demonstration,  the density of both 
phases  ρd  and  ρw  within  any  cross‐sectional  area  is  considered  to  be  uniform,  so  that 
k k ,   k=d,wρ = ρ . Under this assumption, the mean mixture density is given by:  
  m k k
k






α= α   (2.84) 
where  the  scalar  expression  of  the  velocity  corresponds  to  the  axial  component  of  the 
vector. Consequently, the mixture velocity is defined by: 
 





α ρ + − α ρρ= =ρ ρ
   (2.85) 
Obviously,  the mean mixture  velocity  is  chosen  as  the mixture  density  weighted  area‐
average of the mixture velocity. Physically, the mean mixture velocity is the velocity of the 
center  of mass  of  the mixture.  Its  value  is  different  from  both  the mean water  velocity 
wu  and  the mean dispersed phase velocity  du .  In order  to specify univocally these 
both velocities, Ishii define the area‐averaged drift‐velocity: 
   ( )( )dj d d d wU u j 1 u u− = − α −   (2.86) 
where  j  is the area‐averaged volumetric flux defined as follows: 
  ( )d d d ww d l lj j j u 1 u= + = α + − α   (2.87) 
In  the one‐dimensional drift‐flux  formulation, a problem  is  solved  for  mp ,  dα , and  mu  
with  a  given  constitutive  equation  for  the mean drift‐velocity   djU .  Ishii  [154]  reviewed  a 
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Finally,  S0 designates  the  topographic  slope, and  SF  the  frictional  slope. The  first  slope  is 
given by the topography of the pipe. The second requires a suitable friction correlation. Due 








phases  taken  as  a  whole).  Each  set  of  equations  takes  into  account  the  effect  of  the 
dispersed phase on the main water flow. In particular, the area‐averaged void fraction  dα  
constitutes  an  unambiguous  definition  for  the  concentration.  The  single  area‐averaged 
drift‐velocity  accounts  for  both  the  dispersion  phenomenon  and  its  effect  on  the 








Dimensional  analysis  is  a  conceptual  tool  that  is  very  useful  to  understand  situations 
involving certain physical quantities and to give insight into the fundamental properties of a 
system.  I  apply  here  this  strategy  to  identify  the  relevant  dimensionless  numbers  in 
dispersed two‐phase flows. For this purpose, reference parameters are  identified for each 
relevant parameters and are denoted by the subscript o. The characteristic length scale is L0 
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Substituting  these new parameters  into  field equations  (2.61)  gives  the non‐dimensional 
drift‐flux model: 
• for the continuity equation: 
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• for the momentum equation: 
 
( ) ( )* * ** * * * * * * T * *m m m m m m m m m*
Re Fr
* *
2 * * * *d d w







∂ρ + ∇ ρ = −∇ + ∇ τ + τ + ρ∂






the  various  terms  appearing  in  the  field  equations  for  given  flow  conditions.  They  are 
therefore  very  useful  to  determine  similarities  between  experimental  cases  [154].  The 
classical Reynolds number gives a measure of the ratio of inertial forces to viscous forces:  




ρ= μ   (2.93) 
This number is traditionally used to characterize different flow regimes, namely laminar and 

















































The homogeneous  flow model  is a special case of the drift‐flux model  in which all phases 
are assumed to have the same velocity and the same pressure [61, 112, 313]. For justifying 
this  assumption, we believe  that differences  in pressure  and  velocity promote mass  and 
momentum transfer between phases rapidly enough so that thermodynamic equilibrium is 
reached.  Using  the  non‐dimensional  analysis  of  the  previous  section,  it  corresponds  to 
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Verloop  [311] has discussed  the  validity of  the drift‐flux model  and  argues  the model  is 
inaccurate  if  the  terms  using  the  drift‐velocity  are  missing.  We  can  conclude  that 
homogeneous assumption is valid only in cases where the two‐phases are strongly coupled 
and  their  relative  velocities equalize over  short  spatial  length  scales.  In any  case, as  it  is 








searching  an  approximate  numerical  solution  constitutes  the  only  alternative  to  extract 
information  from  the  set  of  partial  differential  equations.  This  is  the  subject  of  the 
Computational  Fluid  Dynamics  (CFD),  which  is  defined  as  the  science  of  computing 
numerical  solutions  to  Partial Differential  or  Integral  Equations  that  are models  for  fluid 
flow phenomena.  
 
In  its now  classical book  [285] on  fluid mechanics, Toro  reports  that British  scientist  L.F. 
Richardson made the first attempt in to forecast the weather during a single day – 20 May 
1910 – by direct computation of partial differential equations. Considering the calculations 
were done by hand,  it  is  a  remarkable  achievement.  Even  if Richardson’s  forecast  failed 
dramatically,  his  work  marked  the  beginning  of  CFD.  His  work  has  indeed  the  four 
distinguishing  characteristics  of  CFD  [285]: A  practical  problem  to  solve,  a mathematical 





Since  the pioneering works of Richardson,  computers have developed  to unprecedented 
levels  of  power;  the  accuracy  and  complexity  of  mathematical  models  have  increased 
dramatically;  numerical  methods  have  met  with  success  in  many  areas  of  modern 
engineering. CFD provides numerous tools to solve discretised equations.  In this section,  I 
propose  to  review  briefly  the  standard  methods  in  hydraulics.  Examination  of  basic 
discretisation  techniques  (subsection  2.4.1)  underlines  the  performance  of  “numerical 
shock‐capturing” schemes over structured grid, and the ability of the Finite Volume Method 
to  handle  discontinuities  and  to  ensure  conservation.  Subsection  2.4.2  summarizes  the 
bases  of  the  Finite  Volume  schemes.  In  particular,  Godunov methods  and  Flux  Vector 
Splitting schemes are compared. Extension of these schemes to higher order of accuracy is 
considered. This subsection gives a good overview of CFD  tools  in 2010. Finally,  I present 







Choosing  a  discretization  method  to  solve  a  mathematical  problem  involves  two 
components, the space discretization, and the equation discretization. For each operation, 
several different methods exist with their own pros and cons. This section proposes a brief 







on  the  form of  the mesh  and  its  ability  to  fit  geometrical  complexities.  Since  this  thesis 
focuses on one‐dimensional models only, mesh‐related  issues remain very easy to handle 
with.  If necessary, a non‐uniform mesh  is used to  fit geometrical complexities or areas of 
particular  interest. Nevertheless,  treating shocks and discontinuities over such discretised 





“Numerical  shock‐tracking”  approach  tracks  explicitly  discontinuities  and  treats  them  as 
internal  boundaries  across which  appropriate  jump  conditions  are  imposed.  This way,  a 
shock  remains  a  true  discontinuity  (infinite  resolution)  located  at  meshes  interface. 





In  the  “numerical  shock‐capturing”  approach,  shock‐waves  and  other  discontinuities 
emerge as a part of the complete solution. The shock is smeared or spread over a number 
of mesh points such that the grid can remain unchanged along the computation. Simplicity 










Equation  discretization  consists  in  transforming  the  differential  equations  into  discrete 
algebraic systems involving the values of the unknowns at the mesh points. In this respect, 




the  simplest method  to  discretize  equations,  particularly  on  uniform mesh  [102,  144]. 
However, it requires using structured grid such that it does not suit to complex geometries. 




The  Finite  Element Method  (FEM)  is popular  for  structural  analysis of  solids, but  also  in 
fluids mechanics. Based on a rigorous mathematical background, the method gives a weak 
solution  of  the  partial  differential  equations.  Generally,  stability  and  robustness  of  the 
solution are better in FEM than in any other methods. The Finite Element Method is a good 
choice for solving partial differential equations over complicated domains (like cars and oil 
pipelines),  when  the  domain  changes  (as  during  a  solid  state  reaction  with  a  moving 
boundary), when the desired precision varies over the entire domain, or when the solution 
lacks smoothness. However, it requires a great deal of memory and special care to ensure a 
conservative  solution. Further versions of FEM give partial answers  to  these problems.  It 
includes  the generalized  finite element method  (GFEM), extended  finite element method 
(XFEM),  spectral  finite  element  method  (SFEM),  mesh‐free  finite  element  method, 
discontinuous Galerkin finite element method (DGFEM),... 
 
The  Finite Volume Method  (FVM)  is  the  last popular method  to  solve partial differential 
equations.  It relies on a discretization of the domain  in “finite volumes” or small volumes 
surrounding each node on a mesh. FVM is closely related to FDM. However, FVM is derived 
based  on  the  integral  form  of  the  conservative  law.  It  is  the  starting  point  of  many 
advantages.  Because  the  flux  entering  a  given  volume  is  identical  to  that  leaving  the 
adjacent volume, FVM  is  rigorously conservative. Another advantage of  the  finite volume 









Spatial  and  time  integrations of  the  equations  give  the  general  formulation of  the  finite 
volume  method  for  hyperbolic  conservation  laws.  Stability,  consistency,  and  order  of 
accuracy  of  the method  are  linked  to  the  choice  of  the  numerical  flux.  In  this  respect, 
Godunov methods  and  Flux  Vector  Splitting  schemes  compete. What  is more,  reaching 
higher  order  of  accuracy  requires  Total  Variation  Diminishing  Schemes  for  ensuring  the 
stability of the method.  
GENERAL FORMULATION FOR CONSERVATIONS LAWS 
Since most  flow equations are  the expression of a  conservation  law,  I  consider here  the 
following conservation equation in a one‐dimensional fixed mesh (Figure 36): 
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where  i  is  the  spatial  index, U  the  conservative unknown,  S  the  source  term,  and  F  the 
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( )( ) ( )( ) ( )+ −−∂ + =∂ Δ1 1i i2 2i iix ,t x ,t(t) (t)t xF U F UU S U   (2.102) 
where Ui (t) is a set of N values that are the unknowns of the method.  
 
In  order  to  be  fully  discrete,  equation  (2.102) must  be  further  integrated  over  the  time 
interval [tn,tn+1]. By this way, I obtain the integral form II of the conservation equation: 
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it t t t
1
(t) dt x ,t dt x ,t dt U (t) dt
t x
U F U F U S   (2.103) 








previous  time  step  (in explicit method), or at  the new  time  level  (in  implicit methods).  I 
have chosen here to use only explicit methods:  




1 1 i 1 i i 1i i2 2
t
x ,t dt , , ,... * tF U F U U U   (2.104) 
The  time  integral of  the  source  term  is also approximated by means of  the values of  the 
conservative unknowns U at the nodes and at the previous time step: 
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t
(t) dt , , ,... * tS U S U U U   (2.105) 
It results in the canonic form of the Finite Volume Method: 
  ( ) ( ) ( )n 1 n n n ni i 1 i 1 i ii i2 2
i
t




Δ ⎡ ⎤= − − + Δ⎢ ⎥⎣ ⎦ΔU U F U F U S U   (2.106) 
According to the definition of Toro [285], this numerical scheme is conservative. However, 
stability,  consistency,  and order of  accuracy of  the methods  are  still not  ensured.  These 
features are  linked to the choice of the numerical flux, which  is then the core of the finite 


















In  order  to  overcome  the  errors made  in  the  computation  of  shocks  by  the methods 
available at  that  time, Godunov  [123, 124]  sought a  conservative  formulation  for  solving 
linear  and  non‐linear  problems.  The method  resulting  from  his work  is maybe  the most 
popular result in CFD and is treated in numerous books [132, 144, 145, 197, 285, 286]. 
 
The Godunov method states that  the  intercell numerical  flux given by  the physical  flux of 
the solution of the Riemann problem arising at the interface:  
  ( )( )++ =1 i 1/2i 2 0F F U   (2.107) 














In  order  to  understand  the  Godunov  method,  one  must  start  from  the  finite  volume 
discretization.  At  a  given  time  step  tn,  data  of  the  problem  are  given  by  a  piecewise 
constant  (first  order method)  distribution  of  the  unknowns  Ui  (Figure  38).  Formally,  it 
results  from  averaging  the  unknown  over  the  finite  volume.  The  evolution  of  this 
distribution  is  governed by  the hyperbolic  equation.  If we  consider  locally  the boundary 
xi+1/2,  the  problem  reduces  to  a  conservation  law  with  initial  data  that  consist  of  two 
constant states separated by a discontinuity: 
  ( ) +
+ +
∂ ∂+ =∂ ∂















This is a local Riemann Problem with data  niU (left side) and  +
n
i 1U  (right side), centered at the 
cell boundary xi+1/2. The  source  term cancels because  it  is assumed  locally negligible. The 
Godunov  flux  +1i 2
F is  defined  as  the  physical  flux  function  F  evaluated with  the  solution 














flux (2.104), the solution  +i 1/2U used in the flux computation is evaluated along the t‐axis (or 
the  cell boundary). This  solution  is noted  ( )+i 1/2 0U because  it  follows  the axis x/t=0  in  the 
local coordinates. Consequently, two items are needed to evaluate the Godunov flux: 














wave is simply the initial data  niU , and the solution the right of the last wave is  +
n
i 1U . Since 
the  information propagates at a  finite  speed  in hyperbolic problems,  these areas are not 
affected by the initial discontinuity. The proof of this result, and of the following theorems, 
can be found  in [132, 144, 145, 197, 285, 286]. The task  is now to find the solution  in the 
wedge  between  the  two  extreme waves.  Since  the  eigenvectors  K(1),..,  K(m)  are  linearly 
independent, the final solution can be written in terms of the original variables as: 
  ( ) ( ) ( )
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famous  approximate  Riemann  solver.  It  was  first  published  in  1981  [257].  Since  then, 
researchers have been refining the methods [139, 258, 259] and extending its application to 
a large variety of physical problems [125, 261, 262, 304]. The idea of the method is to solve 
approximately  the non‐linear  local Riemann problem  (2.109) by  introducing  the  Jacobian 
matrix: 
  ( ) ( )∂ ∂ ∂+ = =∂ ∂ ∂0 wheret x
U U F
Α U Α U
U
  (2.113) 
and by freezing the value of the Jacobian matrix, i.e. replacing  ( )Α U  by a constant Jacobian 
matrix  Α . An approximate Riemann problem replaces the local Riemann problem (2.109):  
  ( ) +
+ +
∂ ∂+ =∂ ∂


















  ( ) ( ) ( )++ =⎡ ⎤= + − α λ⎣ ⎦ ∑  
m
in n
1 i i 1 i ii 2 i 1
1 1
2 2
F F U F U K   (2.115) 
where  the wave strength  α i ,  the eigenvalues  λ i , and  the  right eigenvectors  ( ) iK refer  to 
the  freezed  Jacobian matrix.  Complexity  of  the method  arises  when  choosing  the  best 
freezed Jacobian matrix in function of the right and left states: 
  ( )+=  n ni i 1,A A U U   (2.116) 






















For  non‐linear  hyperbolic  problems,  the  local  Riemann  problem  has  also  an  analytical 
solution but  the associated Godunov numerical  flux  is very complex and  computationally 
time‐consuming. The structure of the solution  is  indeed self‐similar [186],  i.e. the solution 
depends only on the x/t. In other words, information propagates along straight lines in the 




of  the  conservation  law  (Figure  41).  They  let  an  undetermined  area  in  the  phase  space 
across which  the unknown U  smoothly  links  the adjacent  states UL and UR. A  rarefaction 
wave meets the following conditions: 
• The consistency of the generalized Riemann invariant: 







  ( ) ( )λ = < = λi L i,tail i,head i RS SU U   (2.118) 




  ( ) ( ) ( )+ = −L R i R LSF U F U U U   (2.119) 
• The entropy conditions: 
  ( ) ( )λ > > λi L i i RSU U   (2.120) 
Finally, a contact wave arises when  the characteristics of  the problem never converge or 
diverge but  remain parallel  in  the phase  space  (Figure 41).  The  contact wave  is  a  single 
jump  discontinuity  of  speed  Si  across which  the  unknown  U  jumps  from  UL  to  UR.  The 
following conditions apply: 
• The Rankine‐Hugoniot Conditions: 
  ( ) ( ) ( )+ = −L R i R LSF U F U U U   (2.121) 
• The consistency of the generalized Riemann invariant: 










































In  order  to  solve  the  local  Riemann  problem,  any  exact  solver  must  discriminate  the 
particular type of wave in presence, and then enforce the previous conditions. This process 
is highly  iterative and becomes very  complex  for  large  systems,  if not  intractable. To my 







the direction of propagation of  the  information on  that mesh. Contrary  to  the Godunov 
method,  FVS  does  not  solve  a  Riemann  problem  but  identifies  the  propagation  of 





  ( ) ( ) ( )+ −= +F U F U F U   (2.124) 
under the restriction that eigenvalues  +λi  and  −λi of the Jacobian matrices: 
 
+ −






  + −λ ≥ λ ≤i i0 ; 0   (2.126) 
 
In addition, a good splitting must meet the following conditions: 
• It must reproduce regular upwinding when all eigenvalues  λi of the Jacobian matrix A 
are one‐sided, that is, all positive or zero, or all negative or zero: 
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been  followed by numerous applications  in  the 80’s.  I  refer  the  interested  reader  to  the 
following books [144, 145, 197, 285] for further information. Despite numerous successes, 
the  FVS  approach  as defined previously has  rapidly  shown  limitations  in  its evolution,  in 




splitting has  indeed  caused dissatisfaction  in various cases  [295].   Consequently,  the 90’s 







a  pressure  contribution.  Originally  proposed  by  Liou  and  Steffen  [206],  the  scheme 
combines the advantages of both FVS and Godunov methods. Like FVS, the numerical flux 
remains simple because  it does not require  identifying the Jacobian matrix. What  is more, 
the number of operations to compute the flux vectors is proportional to n (n is the number 
of equations). On the opposite, Roe solver requires n² operations. This feature may save an 
enormous  amount  of  computation  time.  On  the  other  hand,  performance  of  AUSM 
schemes  remains  analogous,  and  even  surpasses  in  some  cases,  the  performance  of 
Godunov  schemes.  Performance  is  here  assessed  in  terms  of  accuracy  and  numerical 
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inter‐cell  celerity and  the pressure  flux.  In  this  respect, a  successful approach  consists  in 
combining the contributions from both the ‘left’ and ‘right’ states:  
  + −+ = +1 L Ri 2M  M M   (2.130) 
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1
M M if M 1
2
  (2.131) 
In  a  similar way,  the  pressure  flux  combines  the  contributions  from  both  the  ‘left’  and 
‘right’ states:  
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numerical  flux  consists  in  always  upwinding  the  convective  terms  upstream  and  the 
pressure terms downstream (according to the sign of the water velocity u): 
 
( ) ( ) ( )conv pressur1 L/R R/Li 2
L 1 R 1i i2 2
L/R R/L
R 1 L 1i i2 2
F
      if  u 0       if  u 0
where              and      
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In  particular,  the  method  present  three  major  advantages  over  solvers  that  are  more 
complex.  First,  only  a minimal  amount  of  numerical  diffusion  affects  the Wolf  splitting. 
Second, the splitting enables to solve non‐conservative forms of the equations (such as the 












Kutta  method.  A  Runge‐Kutta  scheme  RKMN  involves  M‐1  predictor  steps  and  one 
corrector  step.  N  designates  the  linear  order  of  accuracy  of  the method  that  is  never 
greater than M. Let us consider the following equation for the conservative unknown U and 
the spatial operator L: 
  ( )+ =d 0
dt
U





  ( ) ( )( )k k 10 k t k 1,M 1−= + α Δ = −U U L U   (2.137) 
The corrector step closes the formulation: 





= + Δ ∑U U L U   (2.138) 
where the coefficients ak and αk are characteristic parameters of the scheme. In the rest of 






Higher order methods  for  the  spatial discretization are  intimately  linked with  the MUSCL 
scheme (Monotone Upstream‐centered Schemes for Conservation Laws) introduced by Van 
Leer  in  1979  [293].  In  this  paper,  Van  Leer  constructed  the  first  second  order  spatial 
accuracy  scheme  that  remains  stable  and does not  exhibit  spurious oscillations.  For  this 
purpose,  the  primitive  unknowns  at  the  center  of  the  finite  volume  were  linearly 
extrapolated  up  to  the  boundaries  of  the  grid  (Figure  42).  This  linear  reconstruction  (in 
opposition  with  the  constant  reconstruction)  required  estimating  the  gradient  of  the 
primitive unknown in the finite volume: 








U U   (2.139) 
and defined two values at each boundaries (Figure 42): 
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Although  the  previous  second‐order  scheme  provides  greater  accuracy  for  smooth 
solutions,  it  introduces  spurious  oscillations  into  the  solution  where  discontinuities  or 
shocks are present.  It can be easily understood by noting  that  linear reconstructions may 
create an overshoot or numerical extremum at the discontinuity (Figure 43). Such extrema 














[124]:  “Any  numerical  scheme  of  order  of  accuracy  greater  than  one  is  non‐monotone 
(creates  spurious  oscillations)”.  Consequently,  the  slope  must  be  limited  in  the 
neighborhood  of  a  discontinuity.  It means  the  scheme  is  no more  second  order  at  the 
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is  an  integrated  package  of  various  computational  schemes  for  pure  water  flows  and 









WOLFHydro  simulates  the  inception  of  hydrological  flows  based  on  rainfalls  and  its 
propagation up to rivers [179]. The current version of the software solves the conservative 
form of the two‐dimensional diffusion wave over three  layers: runoffs, hypodermic flows, 
















WOLF1D  accounts  for  the  propagation  of waves  and  floods within  a  river  or  a  channel 
network [166, 167]. Its current version solves the non‐conservative Saint‐Venant equations 
over  a main  riverbed  and  floodplains.  Unsteady  coupling  terms  describe  the  exchanges 
between these beds. A coupling with WOLFhydro also enables to simulate the propagation 










































As  pointed  in  this  section,  Computational  Fluid Dynamics  has  been  becoming  a  reliable 
basis to design hydraulic structures and describe environmental flows. Four elements form 
a method  in  CFD:  a  practical  problem,  a mathematical model,  its  discretization,  and  its 
implementation in a computational code. For each element, specialized literature provides 




reputable paradigm  to develop mathematical models  in  fluid mechanics.  In  this  respect,  I 
have  introduced  the  Local  Instant  Formulation, which  describes  both  single‐  and multi‐ 
phase  flows.  This  model  is  however  impossible  to  solve  in  most  the  practical  cases. 
Consequently, simplified models must be established.  
 
In  civil  and  environmental  engineering,  simulations  usually make  use  of  a  single‐phase 
model (RANS or Saint‐Venant equations) coupled with an advection‐diffusion equation for a 
passive  scalar.  These  models  fail  to  define  rigorously  the  concentration,  to  describe 





Application  of  two‐phase  flow  theories  is  still  very  limited  in  civil  and  environmental 
engineering. On  the opposite, various multiphase models are  in  frequent use  in chemical 
and  mechanical  engineering.  In  this  respect,  the  drift‐flux  model  seems  a  promising 
alternative  to Navier‐Stokes equations. This model  is  indeed able  to describe  in a unified 
framework the transport of a dispersed phase, its interaction with the water flow, and the 
notion  of  concentration  naturally  arises  in  the  derivation  of  a  diffusion  equation. 










In  conclusion,  literature  gives  various  results  to base my  research on  transient  air‐water 
flows. However,  I  identified numerous knowledge gaps  that need  to be  filled  in order  to 
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are  likely  to  appear  in  the  cases  I  am  considering.  That  is  to  say,  reaching  a  correct 
description of pure water transient mixed flows is the first goal of this thesis. The rationale 
behind  this  decision  is  manifold.  First,  the  range  of  applications  in  which  air‐water 
interactions may be disregarded in first approximation is very wide. Second, the modelling 
system WOLF gives a reliable basis to reach quick results for pure water flows. Finally, this 
partial  objective  already  requires  important  research  since  new  concepts  must  be 
developed.  
 
Standard  methods  in  hydraulic  engineering  are  insufficient  to  form  an  efficient 
mathematical model for free surface, pressurized, and mixed flows  in rivers and pipes. As 
pointed  in  Chapter  2,  ”mathematical  shock‐capturing”  methods  give  a  very  natural 
framework to simulate mixed flows. Nevertheless, various shortcomings appear already  in 





the  Saint‐Venant  equations, which  describe  one‐dimensional  free  surface  flows  (section 
3.1).  In section 3.2,  I  investigate  the mathematical  foundations of  the Preissmann slot.  In 
















2. The  streamline  curvature  is  small,  and  vertical  accelerations  are  negligible. 
Consequently, the pressure is hydrostatic as proven in [9, 75, 242].  
3. The  effects  of  boundary  friction  and  turbulence  can  be  accounted  for  through 
resistance formulae established for a steady uniform equilibrium flow. 
4. The average channel bed slope is small enough to consider that cos ε ≅ 1 and tan ε ≅ sin 











w w w w w 1




u u u gI
g S S gI u q
t x
∂ρ Ω ∂ρ Ω⎧ + =⎪⎪ ∂ ∂⎨∂ρ Ω ∂βρ Ω +⎪ + = ρ Ω − + ρ + ρ θ⎪ ∂ ∂⎩
  (3.1) 
where pressure terms may be written as: 
  ( ) ( ) ( ) ( ) ( ) ( )s s
b b
h h
1 s 2 s
h h
l x,
I h l x, d and I h d
x
∂ ξΩ = − ξ ξ ξ Ω = − ξ ξ∂∫ ∫   (3.2) 
Ω  is  the  flow area, uw  is  the  flow  velocity along  the main direction of  the  flow, g  is  the 
gravity, S0  is the bed slope. Sf  is the friction term computed with empirical resistance  law, 
qw,l  is  the  lateral discharge,  and  θ  is  a  computational parameter which  accounts  for  the 
velocity at which the  lateral flows enter the main stream. As pointed  in Figure 27, h  is the 
water  height,  l  is  the  free  surface width,  hs  is  the  free  surface  elevation,  and  hb  is  the 
bottom  elevation.  Finally,  the  Boussinesq  coefficient  β  [21,  76,  260]  accommodates  the 
area‐averaged model with cross‐sectional distribution of the velocity. 
 
As  already  discussed  in  section  2.2.2,  the  term  gI1  represents  the  hydrostatic  pressure, 
which  is  easily  implemented  in  the numerical  scheme  as  a discrete  relation.  The  second 
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flows as well.  It results  in a unified framework for simulating mixed flows.  In this respect, 
the  most  popular  method  is  the  Preissmann  slot.  Since  this  approach  only  requires 
modifying the geometry of the flow cross‐section in any free surface software, Preissmann 
slot  is  very  popular  in  hydraulic  engineering.  However,  this  mathematical  approach  is 
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  (3.5) 



























where  the celerity a  is computed  thanks  to  relations of  the material mechanics  [25, 280, 
325].  Physically,  the  storage  capacity  of  the  slot  accounts  for  the  fluid  compressibility 
and/or  the  pipe  dilatation  resulting  from  an  increase  in  pressure  in  the  pipe.  Clearly, 
Preissmann slot extends the applicability of Saint‐Venant equations to pressurized flows by 
adding such a slot at the top of the pipe. Since a single mathematical model describes both 






From  a  hydraulic  point  of  view,  a  single  relation  contains  all  the  relevant  information 
specifying the geometry. For the non‐conservative Saint‐Venant equations (3.3), this is the 
relation  linking  the water  height H  to  the  flow  area Ω  (Figure  45).  For  the  conservative 
Saint‐Venant equations (3.1), this  is the relation  linking the flow area Ω to the hydrostatic 
pressure gI1. In the non‐conservative case, the Preissmann slot method is thus equivalent to 






the air  is at atmospheric pressure. However, a  lack of aeration devices  in the pipe (like air 
vents, tanks,…) prevents the apparition of the free surface. A negative (or sub‐atmospheric) 























In  the absence of efficient aeration devices  in  the  closed pipe,  any decrease  in pressure 
below  the  atmospheric  pressure  causes  the  fluid  dilatation  and/or  the  pipe  contraction. 
According  to  the  linear  theory  of  the mechanics  of  continuum material  [38,  152],  the 
dilatation/contraction  rate  is exactly  the  same as  for pressurized  flow. To put  it  in other 
words,  the  celerity  of  a  pressurized  flow  remains  constant  even  for  sub‐atmospheric 
pressure.  Because  of  this  conclusion,  extending  the  “Preissmann  straight  line”  in  the 
relation H‐Ω    for water heights below  the pipe  crown  corresponds  to a  sub‐atmospheric 
pressurized flow (Figure 46). According to the relation H‐Ω , the section Ω  in the negative 
slot  is smaller  than  the maximal section of  the pipe  (at atmospheric pressure).  It explains 
the name “Negative slot” I gave to this method (Figure 46). Physically, the storage capacity 





atmospheric  pressurized  flow.  Aeration  conditions  guide  the  choice  between  these  two 
curves.  For  airtight  closed  pipes  like  water  supply  networks,  lack  of  air  prevents  the 
apparition of free surface such that the negative slot curve describes the flow. On the other 
hand, sewer‐systems equipped with sufficient manholes and air vents are in full accordance 

































relies  on  both  a modified  pressure  term  and  the  exploitation  of  the  similarity  between 
Saint‐Venant and Allievi equations. In their approach, they make explicit a tacit hypothesis 
of  the  Preissmann  approach:  compressibility  of  the water  is  accounted  for  by  the  pipe 
dilatation (i.e the variation of Ω). For this purpose, they rewrite the Saint‐Venant equations 
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∂Ω ∂⎧ + =⎪ ∂ ∂⎪⎨ ∂β +⎪∂ Ω⎪ + = Ω − + ρ + ρ θ∂ ∂⎩
  (3.8) 
In equation (3.8), the modified pressure term is given by:  
  ( ) ( )( ) ( )
1 eq
1 eq 2











literature  is  the  Two  Pressures Approach  of Vasconcelos  [298,  302,  304,  305,  307].  TPA 
model is based on the identification of two contributions to the total pressure in the cross‐
section:  the  hydrostatic  contribution  and  the  uniform  contribution  (Figure  47). 
Consequently, the pressure term is modified in the Saint‐Venant equations as follows: 
  ( ) ( )c1 2max c eq max
g h                                         for a free‐surface flow
gI x,
g h a         for a pressurized flow
Ω⎧⎪Ω = ⎨ Ω + Ω −Ω⎪⎩
  (3.10) 
This pressure  term  is  thus  identical  to  the pressure  term of  the dual model,  even  if  the 










Fundamentally,  the  Preissmann  slot  model  may  integrate  the  two  advantages  of  the 
previous methods.  First,  the  slot may  be  used with  the  rigorous  Saint‐Venant  equations 





  ( ) ( )s
b
h
1 eq w s
h
gI g l z (h z)dzΩ = −∫   (3.11) 
If the free surface is located in the slot, equation (3.11) can be rewritten as: 
  ( ) ( ) ( )max max s
b b max
h h h
1 eq w max w s max s s
h h h
gI g l z (h z)dz g l z (h h )dz gT (h z)dzΩ = − + − + −∫ ∫ ∫   (3.12) 
which gives after integration of each term: 
  ( ) ( ) ( )2s1 Pr 1 max s max eq s maxTgI gI g(h h ) g h h2Ω = Ω + − Ω + −   (3.13) 
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representations  are  provided  in  Figure  48.  First,  a  hydrostatic  term  accounts  for  the 
contribution of the gravity on the global pressure. It has the standard form of a free surface 
flow pressure. Second, a uniform contribution results from the dilatation of the pipe (and 
implicitly  the  contraction  of  the  fluid).  It  has  the  classical  form  of  a  pressurized  flow 
pressure.  Finally,  a  second  order  uniform  contribution  appears  in  the  Preissmann 
formulation. This term  is said second order because  it accounts for the  increase  in overall 















The apparition of  the  second order  term  in equation  (3.14) holds  in  the definition of  the 
pressure wave celerity. Indeed, the Allievi equations define the pressure wave celerity as: 




∂= ∂ ρ   (3.15) 
By integration, the pressure term p is given as follows: 





ρ − ρ=   (3.16) 
and the term gI1 takes the form: 
  ( )2max1 maxpAgI a A A= = −ρ   (3.17) 
which  accords with  the  TPA  and Dual models.  In  the  Preissmann model, we modify  the 
section on which p is applied to take into account the pipe dilatation: 
 
( ) ( )
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quasi‐identical  numerical  results  since  the  pipe  dilatation  is  very  feeble  in  most 
applications. 
 
In  conclusion,  TPA,  Dual,  and  Preissmann  model  each  improve  in  their  manner  the 
description of mixed flows. A state‐of‐the‐art model for Preissmann slot is thus obtained by 
combining the pressure formulation (3.14) with the rigorous definition of the free surface 
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What  is more,  this  formulation  paves  the  way  to  the  integration  of  air  effects  in  the 








interactions  are  neglected  in  a  first  time.  In  this  respect,  standard methods  in  hydraulic 
engineering  form  a  reliable  basis  but  remain  insufficient  to  constitute  an  efficient 




In  this  chapter,  I  have  developed  a  new  “mathematical  shock‐capturing” model  for  free 
surface, pressurized, and mixed flows. First, an original negative Preissmann slot has been 
devised  in  order  to  simulate  sub‐atmospheric  pressurized  flows  with  Saint‐Venant 





way  to  exploit  the model  on  real  cases.  In  this  respect,  Computational  Fluid Mechanics 
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way  to  exploit  the model  on  real  cases.  In  this  respect,  Computational  Fluid Mechanics 
(CFD)  gives  a  reliable  basis  of  results  and methods.  The  objective  of  this  chapter  is  to 
present  the  results  of  the  discretization  and  implementation  of  equations  (4.1).  For  this 
purpose,  I analyze the properties of the new model (section 4.1). The  linear analysis gives 
insight into the information propagation properties and the required boundary conditions. 




steady  flows.  Von  Neumann  analysis  proves  the  stability  of  both models.  Nevertheless, 
oscillations appear at the transition bore. In section 4.3, I give a new insight into the cause 














non‐linear analysis shows  the apparition of shocks and  rarefactions  in  the solution of  the 
Riemann Problem. Reader  is here presumed  to be  familiar with  the  linear and non‐linear 
theory of PDE’s as exposed in classical handbooks [144, 158, 159, 197, 285, 286]. 
4.1.1 LINEAR ANALYSIS 
Identifying  the  wave  propagation  in  the model  requires  deriving  its  Jacobian matrix  A, 
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( )2 1gIc ∂ Ω= ∂Ω   (4.4) 
For  the  free‐surface  flow,  I showed  in Chapter 2  that pressure  terms can be expressed  in 
terms of free surface elevation Z: 
 
( ) ( ) ( )1 2I Zg gI gx x






∂ Ω Ω= Ω =∂Ω   (4.6) 
where  l  is by definition  the  free surface width. For  the pressurized  flow,  the derivation  is 
even simpler and gives: 
  ( ) ( ) eq2 2 2 2 2 2maxmax max
max max
( )
c c a a c a

































the  direction  of  propagation  of  the  information.  As  pointed  in  Figure  49,  λ2  is  always 
positive  whatever  is  the  value  of  the  Froude  number  (for  a  positive  water  velocity  of 
course). On the opposite, the sign of λ1 changes at  the critical Froude number defined as 
Fr²cr = 1/β. The eigenvalue λ1  is negative  for Froude number  lower  than  the critical value, 
and positive  for Froude number greater  than  the critical value. This change of sign marks 
the limit between two flow regimes (Figure 49). In the sub‐critical regime, the  information 
propagates partly upstream and partly downstream because  the  celerities have opposite 









The  imposition of Boundary Conditions (BC)  is a crucial step  in any differential problem. A 
system  of  partial  differential  equations may  only  be  solved  if  it  is  supplemented  by  an 
adequate set of BC and Initial conditions (IC). In the case of hyperbolic systems, boundary 
































Table  1  summarizes  the  number  and  type  of  BC  prescribed  at  a  liquid  boundary.  The 
suggested nature of BC corresponds to the most usual choice. At the inflow boundary, the 
equivalent  discharge  Q  is  naturally  always  imposed.  Depending  on  the  regime,  the 




Type of boundary and regime Number of BC Nature of BC 
Inflow 
(uw > 0) 
uw< c 1 Q 
uw> c 2 Q, Ω 
Outflow 
(uw < 0) 
uw< c 1 Ω 
uw> c 0 - 
4.1.3 NON‐LINEAR ANALYSIS: SOLUTION TO THE RIEMANN PROBLEM 





QQQ 0t x gI
⎡ ⎤Ω⎡ ⎤ ⎡ ⎤∂ ∂ ⎢ ⎥+ =⎢ ⎥ ⎢ ⎥∂ ∂ +⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ Ω ⎦
  (4.11) 
with piecewise constant initial data given by: 














The  Riemann  problem  can  be  solved  exactly  and  the  solution  represented  in  the  phase 
plane  x‐t  (Figure  50).  This  solution  consists  in  two waves  that  can  be  either  shocks  or 
rarefactions.  It  results  in  four  possible  wave  patterns:  shock‐shock,  shock‐rarefaction, 




























states  in  the phase plane:  the  left state UL,  the  right state UR, and  the star state U*. The 
value  of  the  star  state  can  be  determined  by  using  the  properties  of  the  shocks  and 
rarefactions  (see  chapter  2).  In  this  respect,  Toro  proposed  an  elegant method  for  the 
shallow water equations  [286].  In  the  following,  I apply  the  same approach  to  the Saint‐
Venant equations.  
SHOCK WAVES 
This  original  demonstration  is  performed  for  the  left wave.  The  approach  is  exactly  the 
same  for  a  right  shock.  Left wave  is  thus  a  shock  travelling with  velocity  SL.  In  a  steady 
frame of reference moving with the shock speed, the conservation laws (4.11) re‐write: 
  ( ) ( )
* ** *
L L LL
* *2 * 2
1 L L 1 LL L L
ˆ ˆu u Muˆ u S
ˆ ˆˆ u gI u gIu u S




  ( ) ( ) ( )* *L L 1 L 1ˆ ˆM u u gI gI− = Ω − Ω   (4.14) 
From  the  continuity  in  equation  (4.13), we  have  * *L L L Lˆ ˆu M   and  u M= Ω = Ω . After  some 
algebraic manipulations, relation (4.14) becomes: 
 





⎡ ⎤Ω − Ω Ω Ω⎣ ⎦= Ω − Ω   (4.15) 
From  equation  (4.13)  we  have  * *L L Lˆ ˆS u u u u= − = − .  We  may  relate  the  speed  u*  to  the 
parameter ML and find the following relation for the star velocity: 
  ( ) ( ) ( ) ( )* *1 L 1 L* * *L L L L L *
L
gI gI
u u f , with f ,
⎡ ⎤ ⎡ ⎤Ω − Ω Ω − Ω⎣ ⎦⎣ ⎦= − Ω Ω Ω Ω = Ω Ω   (4.16) 
 
The speed SL can now be calculated as a function of Ω*. From (4.13), we have:.  
  L L L LS u M= − Ω   (4.17) 
The velocity of the left shock is then:  
 












  ( ) ( ) ( ) ( )* *1 R 1 R* * *R R R R R *
R
gI gI
u u f , with f ,
⎡ ⎤ ⎡ ⎤Ω − Ω Ω − Ω⎣ ⎦⎣ ⎦= + Ω Ω Ω Ω = Ω Ω   (4.19) 
and the speed of the right shock is then: 
 














state U*=[Ω*   Q*]T as  long as  the structure of  the solution  is  two shocks. This assumption 
may be assessed a posteriori by comparing the solution Ω* with the  initial data.  If Ω*>ΩR, 




Generalised  Riemann  Invariants  (GRI)  for  the  Saint‐Venant  equations.  As  introduced  in 
chapter 2, expressing the constancy of the GRI’s across the rarefaction wave  links the  left 
and right states: 




















  gdu d 0 across the left rarefaction
*l
+ Ω =Ω   (4.23) 
  gdu d 0 across the right rarefaction
*l
− Ω =Ω   (4.24) 
where  l  is  the width  of  free  surface.  In  order  to  derive  relations  (4.23)  and  (4.24),  the 
system of PDE’s has been expressed in its primitive variables: the flow cross‐section Ω and 
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  ( ) ( )* * * *L L L L L Lu u f , with f ,= − Ω Ω Ω Ω = φ − φ   (4.26)  
and for the right rarefaction: 









  * *HL L L TLS u c  and S u c= − = −   (4.28) 






− = =   (4.29) 
The simultaneous solution of (4.25) and (4.29) gives a single non‐linear algebraic equation 
for the flow area Ω that can be solved iteratively: 
  ( ) ( ) L Lc u 0Ω + φ Ω − − φ =   (4.30) 
 
For given  initial conditions, relations (4.26) and (4.27) are sufficient to determine the star 
state  U*=[Ω*    Q*]T  as  long  as  the  structure  of  the  solution  is  two  rarefactions.  This 
assumption may be assessed a posteriori by comparing the solution Ω* with the initial data. 
If Ω*<ΩR,  the  right wave  is actually a  rarefaction.  In a  similar manner,  the  left wave  is a 
rarefaction if Ω*<ΩL. Otherwise, the wave is a shock. Relations (4.16) and (4.19) are valid in 
these  cases.  Nevertheless,  relations  (4.26)  and  (4.27)  depends  on  the  geometry  of  the 







Originally  developed  for  free  surface  flows  [9,  75,  93],  the  Wolf  flux  vector  splitting 
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Δ ⎡ ⎤Ω = Ω − − + Δ⎢ ⎥⎣ ⎦Δ   (4.31) 
and the following expression for the momentum equation: 
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  (4.33) 
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solved.  For  non‐uniform  pipes,  computing  gI2  is  difficult.  For  this  reason,  I  use  the  non‐
conservative  form  of  the  Saint‐Venant  equations, which  are  expressed  in  terms  of  free 
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  (4.38) 
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Z Z                              if     u 0    and   u 0
Z Z 2             otherwise
+
⎧ > >⎪⎪= < <⎨⎪ +⎪⎩
  (4.39) 
Even if the model is non‐conservative, Erpicum [93] showed the error in the computation of 
shocks  remains  very  limited.  For  free  surface  flows,  a  discretised  relation  gives  the  link 























The  scheme  presents  various  advantages  and  drawbacks  that  I  briefly mention  here.  Its 
application  on  validation  benchmarks  and  practical  cases  in  the  next  chapter  provides  a 







Fourth,  the splitting eases drastically  the evaluation of source  terms  (by comparison with 
other FVS and Godunov schemes). In particular, discretization of the non‐conservative form 
of  the Saint‐Venant equations  (4.38)  is  straightforward. What  is more,  computing  steady 
states with the Wolf splitting renders a continuous solution without jump  in the discharge 
profile or in the water height profile in spite of the source term. This is rarely the case with 
Godunov  schemes, which  require balancing  the  source  terms  [51, 195, 196, 308]. Finally, 
very  little  numerical  diffusion  affects  the  splitting  and  its  “numerical  shock‐capturing” 
nature  is  obvious.  However,  many  questions  remain  with  respects  to  its  behavior  in 
presence of water hammer phenomena. 
4.2.1 STABILITY ANALYSIS 
Von Neumann method  [47, 62, 75, 144, 145]  is used here  to demonstrate  the stability of 














+ −⎡ ⎤∂ ∂ ∂⎢ ⎥= − +∂ ∂ ∂⎢ ⎥⎣ ⎦
U U U
A A   (4.41) 
where the super‐script  + and  − designates the respectively down‐winded and up‐winded 
gradients. Consequently, the splitted Jacobian matrixes are given by: 
  2 2
0 0 0 1
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+ ⎡ ⎤Δ −⎣ ⎦
=−
= ∑ iU U   (4.43) 
where N  is  the number of mesh  intervals, k  the mesh  index, 1= −i ,  nmU   the amplitude of 
the mth harmonic,  lm[rad/m] the wave number and cm[m/s] has real and  imaginary parts  :
( ) ( )m rm m im mc c l c l= + i . By using this last decomposition, equation (4.43) is rewritten as: 
   ( ) ( )( )m rm mm im m
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positive.  Positivity  of  the  eigenvalues  real  part  of  the  discretised  operator  is  thus  a 
necessary and sufficient condition: 
  discretisediRe 0⎡ ⎤λ ≥⎣ ⎦   (4.47) 
The eigenvalues of this discretised Jacobian matrix are: 
































By  introducing  the  trigonometric  functions xe cosx sinx= +i i and assuming  the coefficient of 
Boussinesq equals to one, we simply obtain: 
  2 m m m1/2
l x l x l x2c
Fr sin sin 1 Fr cos
x 2 2 2










addressed.  Practitioners  should  then  rely  on  robust  and  efficient  1D  solvers  suitable  for 
each flow pattern (free surface, pressurized, and mixed) as well as each flow regime (sub‐, 
trans‐,  and  super‐critical).  Traditionally,  computation  of  such  steady  states  is  performed 
with standard methods for solving ordinary differential equations [16]. They require setting 
apart supercritical and subcritical flows and treating regime transitions in a particular way. 
These  two  features are  their major drawback. Another method consists  in computing  the 
unsteady scheme proposed in the previous section over a sufficient number of time steps in 
order  to  converge  onto  the  steady  state  solution.  Since  a  system  of  Partial  Differential 




discontinuous  steady  flows  in  rivers  and  pipes.  The  idea  originates  from  the  pseudo‐
unsteady  strategy  presented  by Archambeau  [9]  for  free  surface  flows.  The model  I  am 
presenting here  is  suitable  to handle  steady  free  surface, pressurized,  and mixed  single‐
phase  flows.  It has been published  in  the  International  Journal  for Numerical Methods  in 
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computational  domain.  In  order  to  solve  the  unique  unknown  Ω,  several  numerical 
techniques  can  be  applied.  As mentioned  in  the  introduction,  equation  (4.50)  is  usually 
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Ω − +ρ +ρ θΩ = −β Ω   (4.51) 
where the celerity is given by equation (4.8). In principle, standard methods could solve this 
ODE but the presence of a singularity for trans‐critical flows in which Q/Ω ≅ c makes these 
methods  fail.  Specific methods  derived  for  solving  equation  (4.51)  require  to  set  apart 
super‐ and sub‐critical flows, and to treat the singularity (regime transitions) with caution.  
 
The  original  method  presented  in  this  thesis  consists  in  deriving  a  pseudo‐unsteady 
equation  instead of using  the actual unsteady system or  the simplified ODE. The pseudo‐
unsteady strategy consists in adding a pseudo‐temporal term into the ordinary differential 
equation  (4.50).  This  false  time  is  denoted  τ  to  avoid  confusion with  the  full  unsteady 
model.  The  introduction  of  the  new  term  provides  however  an  additional  degree  of 
freedom (parameter ω) that must be determined subsequently:  
  ( )1 0 f w 2 w w w,L
QQ gI
g S S I u q
x
∂β +∂Ω Ωω + = Ω − + ρ + ρ θ∂τ ∂   (4.52) 
In  this  model,  the  flow  discharge  is  now  a  given  parameter  of  the  problem.  The 
characteristic velocity λ is given by: 
 







The  sign  of  the  real  characteristic  velocity  only  depends  on  the  value  of  the  degree  of 
freedom ω and the flow regime. Table 2 shows that a supercritical flow (|Fr| > 1) requires 
only an upstream boundary  condition  if ω  is negative, and only a downstream boundary 
condition if β is positive. The exact opposite conclusion holds for a subcritical flow (|Fr| < 1). 
Comparing the sign of λ with the sign of the characteristics velocities λ1 and λ2 of the full 
model gives an  insight  into  the value of ω  to  select.  Indeed,  it has been  shown  that  the 
system  for unsteady  flows  requires  two upstream boundary conditions  for a  supercritical 
flow  (Table 1). As  the discharge  is  assumed  constant,  the pseudo‐unsteady model  (4.52) 
would require only one upstream boundary condition for a supercritical flow if ω is chosen 







Because of  its hyperbolic nature,  I may successfully apply  the Wolf FVS onto  the pseudo‐
unsteady equation (4.52). The philosophy of the splitting  is still to distinguish two parts  in 
the  equation.  The  convective  terms  are  up‐winded while  the  pressure  terms  are  down‐
winded. The resulting numerical scheme can be written as follows: 
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⎡ ⎤ΔτΩ = Ω + β + Ω − β + Ω⎢ ⎥Ω ΩΔ ⎣ ⎦
⎛ ⎞−⎛ ⎞Ω + Ω ⎜ ⎟⎜ ⎟− Δτ − Ω − Δτ ρ + ρ θ⎜ ⎟⎜ ⎟ Δ⎜ ⎟⎝ ⎠⎝ ⎠
  (4.54) 
Since the flow cross‐section appears in both pressure and convective terms, its up‐winding 










QQ                                   if     u 0    and   u 0
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+
⎧β Ω > >⎪⎪⎛ ⎞β = β Ω < <⎨⎜ ⎟Ω⎝ ⎠ ⎪ β Ω + β Ω⎪⎩
  (4.55) 
On the opposite, its value is down‐winded in the pressure gradient: 
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  (4.58) 
STABILITY ANALYSIS 
The Von Neumann  stability  shows  that  the  scheme  (4.54)  is unconditionally  stable  if  the 
parameter ω  is negative.  Indeed,  the  solution of equation  (4.54) may be developed  in  a 
Fourier series that is written as: 
  i ( )( )m m m
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Ω = Ω∑ i   (4.59) 
where N  is the number of mesh  intervals, k the mesh  index, 1= −i ,  inmΩ  the amplitude of 
the mth harmonic,  lm[rad/m] the wave number, and cm[m/s] has real and  imaginary parts :







is given by  lmin=π/Δx associated with  the  shortest  resolvable wavelength λmin=2Δx on  the 
mesh grid chosen. All the harmonics represented on the finite mesh are given by: 
  m minl kl kN x
π= = Δ   (4.60) 
The solution (4.59) can be rewritten as follows: 
  i ( ) ( )( )m rm mm im m
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We now aim at determining  the expression of  the amplification  rate km  for  the particular 
flux vector splitting  introduced  in (4.54). For a positive velocity,  its discretised quasi‐linear 
form is written as: 
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+ −Ω − Ω Ω − Ω∂Ω⎛ ⎞ω + − =⎜ ⎟∂τ Δ Δ⎝ ⎠   (4.62) 
where  S  conflates  all  the  source  terms  that does  not  affect  the  stability of  the  scheme. 
Inserting the Fourier series given by equation (4.59) into this quasi‐linear scheme leads to: 
 
( ) ( )m mil x il x2 2
m m
e 1 1 e
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x x
Δ − Δ− −−ω + − =Δ Δi   (4.63) 
By introducing the trigonometric functions xe cosx sinx= +i i , we simply obtain: 
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Establishing  an  adequate  mathematical  model  and  developing  a  stable,  efficient,  and 
consistent numerical scheme is a necessary but not sufficient condition to meet success in 
CFD.  Indeed,  spurious  oscillations  have  been  reported  at  transition  bores  between  free 
surface  and  pressurized  flows.  On  top  of  reducing  the  accuracy  of  the  results,  these 
oscillations may compromise the stability of the computation. In this respect, the literature 










Oscillations  appearing  in  the  solution  of  an  unsteady  computation  may  result  from 
particular  conditions of  the problem.  In  such  a  case,  variations  correspond  to  a physical 
reality. The most common example in this respect is the water hammer resulting from the 
closure of a valve  in a full pipe. Nevertheless, non‐physical (i.e. numerical) oscillations are 
also  frequently  observed  in  steady  and  unsteady  computations.  Their  presence 
contaminates  the  solution,  reduce  its  reliability,  and  even  compromises  the  stability  in 
some cases. Sorting out numerical oscillations from transient variations is the daily work of 







such  oscillations  that  can  become  very  severe  [12,  83,  110,  193,  248,  287,  307],  and 
compromise  the  stability  of  the  scheme.  I  present  herein  a  concrete  example  of  such 
oscillations  (Figure 54). This  case  consists  in a  square pipe of 0.5m width. The  conduit  is 
assumed  frictionless  and  horizontal.  Initially,  the  water  is  at  rest  at  0.4m  height  (free 










artificially  low  in  order  to make  appear  small  oscillations. A  realistic  value  like  1200m/s 
would have instantaneously compromise the stability of the computation. A sudden inflow 
of  0.303m³/s  at  the  upstream  end  of  the  pipe  creates  a  moving  transition  bore.  The 















⎧ Ω − Ω=⎪ −⎪⎨ −⎪ =⎪ Ω − Ω⎩
  (4.66) 
which can be easily solved. Consequently,  the shock propagates at 5.1m/s and  the water 
height after  the  transition  is 0.89m. Figure 54 compares  the analytical water profile with 
the computed solution, 2 seconds after the inflow starts. Post‐transition oscillations clearly 





Systematic  investigation of post‐transition oscillations  is very  rare  in  literature. Regarding 
such  study,  Vasconcelos  [298,  307]  made  a  remarkable  work  of  characterization  and 
investigation  of  the  spurious  oscillations.  He  based  his  method  on  the  mathematical 
approach  of  Arora  and  Roe  [12].  In  particular,  he  showed  that  the  “strength  of  the 





























In  this  thesis,  I  do  not  intend  to make  such  a  large‐scale  research  on  the  source  and 
characteristics of the post‐transition oscillations. My work only aims at validating briefly the 
conclusion of Vasconcelos and drawing some avenue worth exploring in this respect. By an 
original  physical  reasoning,  I  simply  show  that  a  discrepancy  between  the  physical  and 
numerical celerity causes  the apparition of  the oscillations. To my opinion, developing an 
oscillation‐free  numerical  scheme  requires  to  use  an  evolving  grid.  Such  development  is 
beyond the scope of this thesis. 
 
The  first  step  of my  argument  relies  on  the  identification  of  the  physical  celerity  in  a 














The  first  error  is  linked  to  the  choice of  the numerical  flux.  Indeed,  the  celerity  actually 
captured within a computational mesh by a discretised conservative equation depends on 
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−∂= → =∂Ω Ω − Ω   (4.67) 
which is directly determined by the type of reconstruction and splitting adopted. In the case 
of WOLF  splitting,  the  pressure  splitting  is  always  downstream.  In  the  case  of  the  rapid 
filling of the pipe from the upstream end, celerity remains thus low a very long time (Figure 
58). On the opposite, the celerity remains high in case of rapid filling from the downstream 
end. Clearly,  the splitting affects  the computed celerity. The same  remark applies  for  the 
shock  velocity  captured  by  the  numerical  scheme.  Application  of  Rankine‐Hugoniot  
relations (4.66) to discretised conservative equations gives 
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  (4.68) 









post‐transition  oscillations.  However,  another  source  of  error  aggravates  the  previous 
error.  It  originates  from  the  discretisation  of  the  computational  domain.  In  any  finite 




























because  it  is  still  the  celerity  of  a  free  surface  flow.  The  structure  of  the waves  differs 
notably  from  the one  identified  in Figure 55. Their velocity  is  indeed very close  from  the 
celerities given by the eigenvalues of the Jacobian matrix (Figure 56). When finally the free 
surface reaches the pipe crown, the celerity changes abruptly. Its value jumps  in one time 
step  from a  free surface  flow celerity  (±10m/s) to a pressurized  flow celerity  (±1000m/s). 




Consequently,  comparison  between  the  physical  and  numerical  celerities  in  a  transition 
mesh makes appear  large discrepancies. Figure 57 compares the physical value with both 
the value due to the discretization of the domain and the value approximated by the WOLF 











































3. The  third approach consists  in using diffusive schemes  like  the Lax‐Friedrichs method 
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   is called  the “freezed”  Jacobian matrix. This matrix  is defined as  the classical 
Jacobian matrix  in which  the  values of  the primitive unknowns  are  set  to  a  given  value. 
Obviously,  this  linearization  only  holds  in  the  neighborhood  of  the  boundary  i+1/2.  A 
different “freezing” is then required at each boundary. For the freezed values, several kinds 
of mean  values  are  available  in  literature  [30, 125, 257, 304].  I  tested most of  them.  In 
accordance with [304, 307], I chose to approximate the flow cross‐section with: 
  1 L Ri 2
*+Ω = Ω Ω   (4.70) 
For the discharge, I chose: 
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Clearly,  equation  (4.69)  is  a  linear  system with  constant  coefficients  that  one  can  easily 
solve  by  decoupling  the  problem  in  the  space  of  right  eigenvectors.  The  resulting  Roe 
numerical flux function is expressed as [257]: 




= + − α λ⎡ ⎤⎣ ⎦ ∑U U R    (4.73) 
where the physical fluxes are given by: 
  ( )2 1
Q
F Q gI










     (4.75) 
and the wave strengths are given by: 
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1 1 2 21 and 1⎡ ⎤ ⎡ ⎤= λ = λ⎣ ⎦ ⎣ ⎦R R     (4.77) 
 
When  using  a  linearized  Riemann  solver,  the  resulting  approximate  Riemann  solution 
consists  only  of  discontinuities,  with  no  rarefaction  waves.  This  is  known  to  lead  to  a 




  ( ) ( )( )R L R Li i i i i iλ = λ λ − λ λ − λ   (4.78) 
One major problem of the Roe solver is its inability to discretize a non‐conservative model 
like the Saint‐Venant equations in terms of free surface slope. For this model, I tried to find 
an  efficient  formulation  but  all my  attempts  failed.  From  a more  general  point  of  view, 
discretizing any source term with the Roe scheme turns out to be difficult. In this respect, 
two families of methods try to make source and flux terms compatible: using well‐balanced 
schemes  [196,  308,  309]  and  adding  complementary  PDE’s  for  the  evolution  of  source 
terms  [30,  111,  195].  This  issue  is  beyond  the  scope  of  this  thesis  such  that  I  limit my 
research to uniform pipes.  
 
In 2009, Vasconcelos  [307] modified  the classical Roe scheme  in order  to attenuate post‐
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⎡ ⎤Δ Δ⎢ ⎥λ = ± + − ΔΩΔ Δ⎢ ⎥⎣ ⎦
    (4.79) 
where  the  parameter  L  ranges  from  1  to  0.  The  proximity  of  the  flow  discontinuity  is 
determined  by  a  nonlinear,  dimensionless  function  of  the  spatial  variation  of  the  flow 
celerity: 









    (4.80) 
My  tests  show  that  the modified method gives good  results  in many  cases but  increases 
instability  in specific cases with slowly moving  transitions. This explains  that we prefer  to 
use the classical scheme. 
4.3.3 AUSM SCHEME 
Introduced  by  Liou  in  [101,  201‐206],  the  AUSM  scheme  is  an  intermediate  method 
between  the  Godunov  approach  and  a  flux  vector  splitting.  It  distinguishes  itself  by  its 
simplicity.  It  is known  to  compete and even  to  surpasse Roe’s  solver  in  some  cases. The 
numerical  flux  function consists  in  separating  the convective component of  the  flux  from 
the pressure component: 
  1 1i i2 2 11u iL/R 2
0c
F Fr PcQ+ + +
⎛ ⎞Ω⎛ ⎞= + ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
  (4.81) 
AUSM method  gives  birth  to  a whole  family  of  schemes  differing  by  the  choice  of  the 
interfacial Froude and pressure. I use the following functions [286] for the pressure: 
  ( )( ) ( )( )11 1 L 1 Ri 2gI gI gI+ −+ = Ω + Ω   (4.82) 
where the split functions for the pressure are chosen as: 
  ( ) ( )( )
2
1 4p Fr 1 2 Fr if   Fr 1
p
p Fr Fr 2Fr         if   Fr 1




  ( ) ( )R L1i 2Fr Fr Fr+ −+ = +   (4.84) 
where the split functions for the Froude are given by: 
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Finally, we have for the convective flux a simple splitting: 

















Riemann  solver  for  the  Saint‐Venant  equations  whose  applicability  is  extended  to 
pressurized  flows  as well.  The  solver  is developed  by  analogy with  the work of  Toro on 
shallow  water  equations  [286].  The  demonstration  relies  on  the  non‐linear  analysis 
performed  in  section 4.1.  I have  submitted  these  results  to  the  International  Journal  for 
Computational and Applied Mathematics [168]. 
 
In  this  method,  the  root  of  an  algebraic  equation  gives  the  solution  to  the  Riemann 
problem: 
  ( ) ( ) ( )* * *L L R R R Lf f , f , u u 0Ω ≡ Ω Ω + Ω Ω + − =   (4.87) 
According to section 4.1, the function fL for the left wave is given by: 











⎡ ⎤Ω − Ω Ω −Ω⎣ ⎦
Ω Ω
⎧φ Ω − φ Ω Ω ≤ Ω⎪Ω Ω = ⎨⎪ Ω > Ω⎩
  (4.88) 
and for the right wave, we have: 
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Ω Ω
⎧φ Ω − φ Ω Ω ≤ Ω⎪Ω Ω = ⎨⎪ Ω > Ω⎩
  (4.89) 
The solution for the discharge Q* is consequently written: 




The  function  φ  results  from  the  expression  of  the  consistency  of  generalized  Riemann 
invariant.  As  I  previously  mentioned,  computing  the  generalized  Riemann  invariant  is 
difficult since  it depends on the shape of the closed section. There  is no general analytical 
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where F  is  the physical  flux.  It  is known  to  introduce a consequent amount of numerical 
diffusion in the system [197]. Actually, the scheme adds much more diffusion than required 









way  to apply  it on  real  cases. Consequently, a part of my  research was dedicated  to  the 
establishment and implementation of discretised equations for pure water mixed flows. 
 
First,  investigations  into  the  fundamental mathematical  properties  of  a  system  of  PDE’s 
have  given  useful  insight  into  the  properties  of  information  propagation  and  into  the 
boundary conditions to prescribe  (section 4.1). The  linear analysis has  identified two  flow 
regimes: super‐critical  flow and sub‐critical  flow. At each  flow  regime correspond specific 
boundary  conditions.  Finally,  the non‐linear  analysis has  shown  the  apparition of  shocks 
and rarefactions in the solution of the Riemann Problem. 
 
Implementation  of  the  new  equations  into  the  computational  code  WOLF  has  been 
presented  in section 4.2. For  this purpose,  the system of PDE’s has been discretised with 
the WOLF  splitting.  In  addition,  a  fast  universal  solver  for  steady  flows  has  enabled  to 
reduce  the  computation  time. This original  scheme  relies on a pseudo‐unsteady  strategy 
and  a  reformulation  of  the  equations  in  order  to  keep  the  hyperbolic  nature  of  the 
problem. 
 
Finally,  I  have  given  an  original  insight  into  the  problem  of  post‐transition  numerical 
oscillations  (section  4.3).  As  physical  reasoning  highlights,  oscillations  originate  from  an 
incorrect  evaluation  of  the  pressure wave  celerity  in  transition meshes.  The  inaccuracy 
results from the discretization of both the computational domain and the fluxes equations. 
The  first  source  of  error  cannot  be  tackled  without  abandoning  “numerical  shock‐
capturing” schemes. Nevertheless, using alternative numerical schemes should diminish the 




In  conclusion,  the  current  chapter  gives  a  theoretical  background  for  the  numerical 
simulation of single‐phase mixed flows. Implementation of these models into the modelling 
system Wolf paves  the way  to  validation  and  application of  the  research.  Extending  the 
applicability of WOLF1D to pressurized flows opens indeed a new horizons for application: 
sewer  systems,  water  networks,  galleries,…  Notably,  I  present  in  the  next  chapter  its 













of‐the‐art  model  for  pure  water  mixed  flows.  This  model  relied  on  the  Saint‐Venant 
equations. A modified pressure term extended their applicability to pressurized flows. Such 






This  chapter  is  dedicated  to  the  validation  of  the  modified  module  WOLF1D  (whose 
applicability has been extended  to pressurized  flows) on published benchmarks and to  its 
application  on  actual  cases.  In  particular,  comparing  the  performance  of  the  various 
schemes enables a coherent choice for the best‐suited numerical flux for the applications. 
This argued  comparison  is especially valuable  for developing a multiphase computational 
code in the next chapters.  
 
In  the  course  of  this  doctoral  research, more  than  50  validation  benchmarks  have  been 
considered.  It amounts  to hundreds of simulations  that validate  the mathematical model, 
its discretization, as well as its implementation. As pointed in section 5.1, this campaign of 
validation  confirmed  the  ability  of  the  new model  to  simulate  consistently  pure  water 
mixed flows (i.e both free surface and mixed flows), including sub‐atmospheric pressurized 






of  two  different  sewer  systems:  the  storm water  gravity  drainage  system  of  an  airport 
(section 5.2), and a city low‐pressure sewer network (section 5.3). In the first case, frequent 
inundations of the airport’s parking facilities prompted authorities to assess the design of 




prEN752‐4:1997, WOLF1D  is  shown  to be an efficient  tool  to make  the hydraulic design. 
Thanks  to  steady  and  unsteady  simulations,  the model  enables  indeed  to  identify  four 
causes for the inundations. It also paves the way for adapting the deficient network. In the 
second  case,  the  sewer  system  is  very  different  since  it  involves  low‐pressure  pipes. 
Pumping  stations  intercept waters  from  the  old  drainage  system  and  inject  them  into  a 
pressurized pipe. Consequently, both  steady and  transient phenomena are  critical  in  the 
assessment of  its hydraulic design.  In this respect, the use of WOLF1D enables to  identify 
various  defects  in  the  first  design  of  the  low‐pressure  pipe.  They  originate  from  the 
apparition of negative pressure  in  transient phenomena,  from a wrong choice  for certain 
pumps, and from insufficient velocity for flushing out some pipes.  
 
In  conclusion,  the  new  module  WOLF1D  whose  applicability  has  been  extended  to 
pressurized flows is a useful and efficient tool for simulating pure water flows. It constitutes 
a reliable basis for many practical problems arising  in civil and environmental engineering. 
However,  it  still  suffers  two  major  shortcomings  that  prevent  its  application  in  some 
problems: post‐transition oscillations may cause the instability of the computation, and the 
code  neglects  air‐water  interactions  in  the  pipe.  The  cause  of  the  first  shortcoming  has 







For  a  hydraulic  software,  validating  the mathematical model,  its  discretization,  and  its 









it would  be materially  impossible).  Instead,  Table  3  gives  a  qualitative  summary  of  the 
conclusions drawn  from  the whole validation campaign. Considering  fifteen  criteria, each 
solver  is  attributed  an  appreciation  for  its  performance.  The  grade  ‘++’  designates  an 
excellent behavior with respect to the criterion considered. On the opposite, the grade ‘‐‐‘ 













Consistency for             
‐ Pressurized flow  ++  ++  ++  ++  ++  ++ 
‐ Free surface flow  ++  ++  ++  ++  ++  ++ 
‐ Mixed flow  ++  ++  ++  ++  ++  ++ 
Sub‐atmospheric Pressure  ++  ++  ++  ++  ++  ++ 
Capture of shock  ‐    ++  ++  ‐  ‐ 
Capture of rarefaction  +    ++  ++  +  ‐ 
Capture of dry bed  ++  ++  +  +  +  + 
Imposition of BC  ‐  ‐  ++  ++  ++  ++ 
Regime transition  ++  ++  ‐  ++  ++  + 
Steady Discharge profile  ++  ++  ‐  ‐  ‐  ‐ 
Source terms treatment  ++  ++  ‐  ‐  ‐  ‐ 
Non uniform pipes  ++  ++  ‐  ‐  ‐  ‐ 
Computation Time  +  ++  ‐  ‐‐  +  + 
Transition Free surface/pressurized  ‐  ‐  +  +  ‐  ‐‐ 




flows.  In  other  words,  simulations  check  the  consistency  of  the  mathematical  model 
whatever  discretization  scheme  used.  Simulations  underlined  this  consistency  for 
pressurized flows, free surface flows (including sub‐, super‐, and trans‐critical regimes), and 












analogous  results. They present an excellent ability  to capture  shocks and  rarefactions  in 
pressurized flows.  In free surface flows, both solvers adequately capture fixed and mobile 
hydraulic  jumps.  They  also present  the better  results with  respect  to  the  transition  free 
surface/pressurized  flows.  Nevertheless,  spurious  oscillations  still  appear  for  important 
pressure wave celerities. What is more, the Roe solver has some difficulties to handle with 
critical points, even with an entropy fix. Both solvers require complicated discretization of 
the source  terms.  In other words, no  formulation exists  for  the non‐conservative  form of 
the Saint‐Venant equations and  the discretization of  the  second pressure  terms gI2  turns 
out  to be difficult. Finally,  simple discretizations of  source  terms create discontinuities  in 
the discharge profile of a  steady  flow.  In conclusion,  the exact Riemann  solver causes an 
increase  in computation  time but does not  improve substantially  the performance of  the 




The  Lax‐Friedrich  splitting  provides  the  poorest  results  in most  of  the  cases.  Especially, 
inacceptable  diffusion  is  created  by  the  disparities  in  the  eigenvalues  of  the  Jacobian 
matrix. It causes error in both the propagation velocity and the amplitude of shocks. Trans‐
critical points are also affected by the diffusion. Even if the diffusion reduces the amplitude 
of spurious oscillations at  the  transition bore,  they may become sufficiently  important  to 
compromise  the  stability  (even  for  low  celerities).  In  conclusion,  all  these  shortcomings 
make  the  Lax‐Friedrich  inadequate  for an  industrial  computational  code. Nevertheless,  it 
shows that important diffusion may reduce the amplitude of post‐transition oscillations.  
 
The  AUSM  scheme  also  presents  insufficient  performances  to  be  used  in  practical 
applications. Granted,  it  shows a  certain ability  to  treat  regime  transitions. Nevertheless, 
the  splitting  captures  shocks  and  rarefactions  with  difficulty. What  is more,  important 
oscillations  appear  at  the  transition bore. Their  intensity  is  sufficient  to  compromise  the 
stability, even with low pressure wave celerity. Finally, the complexity of the splitting makes 
difficult  a  consistent  discretization  of  the  source  terms.  For  steady  cases,  it  creates 








Finally,  the home‐made Wolf splitting  turns out  to be an adequate compromise between 
simplicity, robustness, and accuracy for the treatment of convective, pressure, and source 
terms.  It makes  the  scheme  particularly  suited  for  developing  industrial  softwares.  This 
choice  relies on a conjunction of  favorable  results. First,  the Wolf  splitting gives valuable 
results in presence of dry bed and rarefactions. Next, it easily captures regime transitions in 
free  surface  flows.  In  addition,  the  treatment of  source  terms  is easy. This  conclusion  is 
particularly  true  for  the  non‐conservative  form  of  the  Saint‐Venant  equations.  The 
computation  time  remains  moderated.  In  case  of  steady  flows,  this  effort  decreases 
drastically by using  the pseudo‐unsteady  strategy.  Finally,  the  scheme  seems particularly 
robust. Nevertheless,  the  splitting  still  suffers a number of  shortcomings. The  capture of 
shock appears difficult when using  first order  time  integration. This  flaw  is addressed by 
using diffusive three‐step Runge‐Kutta schemes. What is more, the imposition of Boundary 
conditions  is  restrictive.  The  splitting  has  indeed  no  tolerance  for  BC  differing  from  the 






simulating  pure  water  free  surface,  pressurized,  and  mixed  flows.  In  particular,  the 
equations account adequately for sub‐atmospheric pressure. The comparison between the 
six  solvers  (Wolf, Wolf  pseudo‐unsteady,  Roe,  Exact  Riemann,  AUSM,  and  Lax‐Friedrich) 
underlines  advantages  and  backwards  of  each  method.  Results  suggest  that  the  Wolf 
splitting proposes  the best  compromise between  simplicity,  robustness, and accuracy  for 
the treatment of convective, pressure, and source terms. The key argument here is the easy 
treatment of source terms. In order to explicit a little bit more the previous comparison and 





pipe  flows.  Consequently,  it  is  a  first‐choice  case  to  assess  the  validity  of  the model  in 
presence  of  transient  pressurized  flows,  including  the  apparition  of  sub‐atmospheric 
pressures.  As  shown  by  the  two  following  benchmarks,  the  new  mathematical  model 
successfully describes the main features of a water hammer, namely  its amplitude and  its 
propagation  velocity.  The  comparison  between  the  five  numerical  solvers  introduced  in 
Chapter 4 underlines the particular ability of the Godunov schemes to treat discontinuities. 
On  the other hand, FVS  schemes are  shown not  sufficiently diffusive  to  remain  stable  in 
case of water hammer. Using a diffusive time integration method fixes this problem. Finally, 







valve  at  the  downstream  end  of  a  pipe.  It  considers  a  600m  long  circular  pipe  (1m 
diameter). The pipe  is horizontal and  frictionless. The pressure wave celerity  is 1200m/s. 
The  initial  condition  is  a  steady  pressurized  state with  a  discharge  of  0.477m³/s  and  a 
constant pressure head of 45m. Along the computation, the downstream pressure head  is 
kept  constant  at  45m.  At  the  upstream  extremity,  the  discharge  is  instantaneously 
decreased  from  0.477m³/s  down  to  0.077m³/s  in  order  to  produce  a  transience  that 
propagates along the pipe.  
 
Joukowsky  equation  [325]  provides  an  analytical  solution  for  the  water  hammer  pulse 
induced by the diminution of the inflow rate: 
  a v Q 1200*0.4H a 62.3m
g g 9.81*0.7854





the upstream at 1200m/s.  In  this manner,  the wave propagates back and  forth until  the 
numerical diffusion cancels its amplitude. 
 






and  Lax‐Friedrich  scheme make  use  of  one‐step  time  integration with  a  CFL  number  of 
NbC=0.9.  On  the  opposite,  the  Wolf  scheme  (with  conservative  and  non‐conservative 
equations)  as well  as  the AUSM  scheme make  use  of  a  three‐step  Runge‐Kutta  scheme 
RK31C (a1=0.291 and a2=0.215), which is known to be relatively diffusive. The CFL number is 
NbC= 0.5. Single‐ and  two‐step Runge‐Kutta schemes are  indeed unstable with  the WOLF 
and AUSM solvers. These  instabilities originate  from  the very  feeble diffusion  that affects 
the pressure gradient. This feature is characteristic of FVS schemes.  
 
A more  detailed  analysis  of  Figure  58  gives  further  insight  into  the  performance  of  the 
numerical schemes.  In  the  first graph,  the Wolf scheme provides  the exact same solution 
for the conservative and non‐conservative forms of the equations. This  is a first validation 
of our expression of the Saint‐Venant equations  in  terms of  free surface elevation.  In the 
five first graphs, comparison of the numerical solution with the analytical solution gives an 
idea of  the amount of numerical diffusion  that affects  the solution.  In most of  the cases, 
this amount remains  limited. In the sixth graph that gives a focus onto the water hammer 
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unstable  for  single‐ and  two‐step Runge‐Kutta methods. Consequently,  I use a  three‐step 
Runge‐Kutta scheme RK31C (a1=0.291 and a2=0.215) with a CFL number of NbC=0.25. This 
issue  reinforces  the  conclusion  of  the  previous  benchmark  about  the  feeble  numerical 





















































































of  simulation.  This  is  a  direct  consequence  of  an  improper  imposition  of  Boundary 
Conditions (BC). The Wylie and Streeter benchmark imposes indeed the upstream pressure 
head and  the downstream discharge. The Wolf  splitting  requires  the exact opposite:  the 
discharge  upstream  and  the  pressure  downstream.  These  BCs  are  in  adequacy with  the 
physical propagation of  information  in  the pipe. Contrary  to other  splittings  that have  a 
certain  tolerance  against  an  improper  imposition  of  BC,  the  Wolf  splitting  requires  a 
physical imposition of BC and otherwise causes errors. 
5.1.2 FREE SURFACE FLOWS 
On  top of  the  treatment of  transient phenomena, other difficulties arise when simulating 






to  simulate  free  surface  flows.  For  steady  state,  this  splitting  gives  a  constant discharge 




handle  with  the  propagation  of  shocks  (hydraulic  jump)  and  rarefactions  (dam  break). 
Nevertheless, simplicity of the Wolf splitting enables a rigorous treatment of dry beds. 
ANALYTICAL CASE: STEADY TRANSCRITICAL FLOW OVER A BUMP 
Originally  presented  by  Caleffi  et  al.  [36],  this  analytical  benchmark  consists  in  a  steady 
hydraulic jump over a bump. The spatial domain is represented by  a 25mx1m channel that 
is  supposed  frictionless.  Its  cross‐section  is  rectangular.  The  following  function  gives  the 
bottom elevation zb: 
  ( ) ( )2b
0                                        if x<8m or x>12m
z x
0.2 0.05 x 10         if 8m<x<12m
⎧⎪= ⎨ − −⎪⎩
  (5.3) 
The  flow  discharge  is  imposed  to  0.18m³/s.  The  downstream  boundary  condition  is  set 
equal  to  0.33m  for  the water  height.  The  initial water  level  is  set  to  0.33m. Bernouilli’s 
theorem provides an analytical solution to the problem. It consists  in two constant states: 


























Analytic  0.4233    0.3491       
Wolf Unsteady  0.4214  0.4%  0.3499  0.2%  25854  29.92 
Pseudo‐Unsteady  0.4215  0.4%  0.3499  0.2%  1302  1.45 
Roe   0.4247  0.3%  0.3418  2.1%  NC  NC 
Exact Riemann  0.4235  0.0%  0.3552  1.7%  22085  36 
Lax‐Friedrich  0.4175  1.4%  0.3525  1.0%  27023  9.57 
AUSM  0.4236  0.1%  0.3514  0.7%  26499  35.73 
 
All solvers capture the hydraulic jump with sufficient fidelity for the purpose of this thesis. 
Figure  60  gives  the  height  profile  only  for  the  pseudo‐unsteady  solver  and  the  Exact 
Riemann solver. Other solvers give similar profiles.  
 
Finally,  the  analyses  of  the  discharge  profile  underlines  the  necessity  to  adapt  the 
discretization of  the source  term  to  the numerical  scheme used. Wolf splitting converges 
indeed  towards a constant discharge of Q=0.18m³/s all along  the channel  (Figure 60). On 
the  opposite,  other  solvers  converge  towards  variable  discharge  profiles.  For  the  exact 
Riemann solver notably, strong discontinuities appear  in  the discharge  (Figure 60). This  is 
due  to  an  inadequacy  between  the  discretization  of  the  source  terms  and  the  fluxes. 









traditional benchmark  to assess  the ability of a  free  surface  solver  to handle with  strong 
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[46,  93]).  The  bore  propagates  at  a  celerity  *L resS 2 gH= + .  The  tail  velocity  of  the 














⎛ ⎞= +⎜ ⎟⎜ ⎟⎝ ⎠
  (5.6) 
 
Since  the  new  mathematical  model  only  describes  wet  beds,  handling  dry  beds  is 
complicated from a computational point of view. A classical method [226] consists in filling 
any  computational mesh with a minimal water  section. Consequently,  the whole domain 
contains water such that the new mathematical model applies everywhere.  In the case of 
the Wolf splitting, another method exists and is more accurate. First introduced by Erpicum 
[93],  this  approach  consists  in  considering  the  water  section  as  a  positive  value.  Its 
cancellation  translates drying of  the mesh. This mesh  is not anymore  in  the computation 
domain. The idea is to compute these meshes but ensure that performed operations do not 


























solvers  require  using  the  artificial  bed‐wetting  method  to  treat  the  dry  bed.  Only 









































Solving  a mixed  flow,  characterized  by  the  simultaneous  occurrence  of  free  surface  and 
pressurized  flows,  is  still  today  challenging. As  I already evocated  in Chapter 3,  the main 
difficulty  consists  in  reducing  the  amplitude  of  the  spurious  oscillations  arising  at  the 
transition bore. Due  to the strong variation of celerity at  the  transition bore,  they  indeed 
compromise  the  stability  of  the  computation.  The  incorrect  evaluation  of  the  celerity 
explains  this  problem.  In  this  respect,  several  avenues  worth  exploring  have  been 




Presented  in  the  rest  of  this  sub‐section,  the  results  of  the  computation  suggest  that 
Godunov schemes provide the best results with respect to the amplitude of the oscillations. 
In  this  respect,  the Roe  approximate  solver  and  the exact Riemann  solver  seem  to have 
similar  performances.  Nevertheless,  the  amplitude  of  residual  oscillations  remains  too 
important to be acceptable.  In addition, the Lax‐Friedrich scheme does not reach stability 
without  creating  inacceptable  diffusion  in  the  solution.  The  AUSM  scheme  creates  also 
important  oscillations  and  does  not  compete with Godunov  schemes.  Finally,  the WOLF 
splitting  has  a  better  ability  to  treat  transition  than  Lax‐Friedrich  and  AUSM  schemes. 
































































0.0018s. Clearly,  the model handles correctly with crossing  transitions, which  is a difficult 










For a celerity of 50m/s,  the Roe solver  reaches  the  same  results  than  the exact Riemann 
solver  (Figure 65). This computation  is performed with a one‐step  time  integration and a 
constant  time  step  of  0.0018s.  Again,  pressure  head  profiles  accord with  the  analytical 
solution but spurious oscillations appear. These oscillations have the same amplitude as the 


































solution  is  again  given  by  the  Rankine‐Hugoniot  conditions.  The  pressure  behind  the 
transition  is 0.77m and the shock velocity  is 4.01m/s. The time  integration  is also changed 
for  a  three‐step  Runge  Kutta  scheme  RK31C  with  a  time  step  of  0.0018s.  In  these 
conditions,  the WOLF splitting gives a decent solution even  if oscillations are still present 







First  published  by  Trajkovic  et  al  [287]  in  1999,  this  experimental  case  consists  in  the 
physical modeling of a transition from a free surface to a pressurized flow due to the fast 
closing  of  a  gate  at  the  downstream  end  of  the  pipe. Originally,  investigation  aimed  at 
producing the conditions of the filling of sewers during storm events. Data of this research 
are now a classical benchmark  for mixed  flows. The experimental apparatus consists  in a 
10m  long circular pipe. The  inner diameter of  the pipe  is 0.1m.  Its Manning coefficient  is 
0.008 and the celerity has been measured to 9m/s. In order to avoid air‐water interactions 
within the pipe, air vents are distributed along the pipe. Two pressure transducers record 



















































the  discharge  at  0.0013m³/s.  Initially,  the  downstream  gate  is  open  and  a  steady 
supercritical  free  surface  flow  is  observed.  At  some  point  in  the  experiment,  the 
downstream  gate  is  suddenly  closed. As pointed  by  the  experimental  data,  a pipe‐filling 
bore appears and moves from the downstream gate up to the upstream gate of facilities. 
The  transition bore  is  a moving  trans‐critical hydraulic  jump.  The bore  is detected  at P7 
after  3s  and  at  P5  after  15s.  Thirty  seconds  after  the  closure,  the  downstream  gate  is 
partially reopened (e=0.015m). Trajkovic et al [287] indicates that the outflow is thus given 
by: 
  ( )Q cQ C 2g H C e= Ω −   (5.7) 









accurate  solutions  for  the pipe  filling bore  (Figure 67). For  the computation, a  first order 
explicit  time  integration  is  used  with  a  CFL  number  of  NbC=0.4.  The  computed  values 
accord  remarkably well with  the  time  evolution  of  the  pressure  head  at  P7  and  P5.  In 







On  the  opposite,  Lax‐Friedrichs  scheme  and  AUSM  splitting  present  important 



































































Finally,  the  solution  given  by  the  WOLF  splitting  accords  remarkably  well  with  the 
experimental data. For  the  computation, a  three‐step Runge‐Kutta  scheme RK31C with a 
CFL number of NbC=0.1 is required to stabilize the solution. This time integration scheme is 
indeed  a  little  diffusive.  The  computed  values  accord  remarkably  well  with  the  time 
evolution of the pressure head at 9.9m and 7.2m downstream the entrance.  In particular, 
















































• with inundation control system  1 every 2 years  1 every 30 years 









tool  for  investigating  the  hydraulic  design  of  such  sewer  systems.  The model  computes 
indeed  the  pressure  head  profile  in  the  network  in  function  of  the  inflow  discharge.  It 
enables to identify four causes for the inundations: the connection of an unplanned drained 
area to the network, the presence of a downsized hydrocarbon separator, the presence of 
obstructions  in  the  pipe,  and  the  use  of  a  too  small  intensity  for  the  rain  event.  These 







The drainage system of  the South‐Brussels airport  includes  three parking  facilities  (Figure 
70).  The  parking  C1  is  a  4‐floor  building  with  one  underground  level.  The  level  of  the 









link  pipe  between  the  two  parking  has  indeed  a  slope  of  7%, which means  that  a  local 
critical flow appears. C1  is drained by three pipes that are collected  in a single transversal 
pipe. A porous drain  circumscribes  the whole area. For  the parking C3, a  single  concrete 
pipe  collects all  the water  conveyed by  the porous drains distributed below  the draining 
asphalt. The water from both parking C3 and C1 (and consequently C2) are conflated into a 
hydrocarbon  separator.  This  device  aims  at  diminishing  the  ecological  impact  of  the 
parking. The capacity of this drain  is 0.5m³/s. At the  initial design, the parking C3 was not 
























  inf lowQ *i*A= Ψ   (5.8) 
where  A[m²]  is  the  catchment  area.  The  runoff  coefficient  Ψ[‐]  is  equal  to  1  for  small 
impermeable areas (catchment area less than 100m²). Finally, the rainfall intensity i[l/s/ha] 
depends  on  the  location  of  the  sewer,  the  rainfall  design  frequency,  and  the  rainfall 
characteristic  time.  In  this  respect,  the  initial  design  considered  a  fixed  intensity  of 
165l/s/ha. A more rigorous approach makes use of the Intensity‐Duration‐Frequency curves 
computed by the Belgian administration. An IDF curve indicates indeed the rainfall intensity 









the  performance  criteria  presented  above.  A  simple  empirical  method  consists  in 
computing  the  uniform  height  and  limiting  its  value  to  the  pipe  diameter.  The 
computational code WOLF1D  (extended to pressurized  flows) constitutes a more efficient 
and  reliable  method.  The  model  enables  to  compute  the  steady  states  for  a  rainfall 





In  this  respect,  the  first  case  considered  is  the  network  C1+C2  “as  originally  designed” 
(Figure  72).  Simulations  show  that  the  network  is  locally  pressurized  for  a  rainfall  of 
165l/s/ha, but does not  cause  inundations. The  total outflow  is 0.659m³/s  such  that  the 
hydrocarbon separator is already not sufficient. What is more, the network C1+C2 does not 
satisfy  the  performance  criteria  of  the  norm  prEN  752‐4:1997.  The  network  is  indeed 










intensities  lower  than  340l/s/ha.  In  conclusion,  the  combination  of  an  inaccurate  design 
rainfall and a downsized separator explains partly the inundations that motivated the study. 








In  this  case,  simulations  show  that  the  inundation  is  initiating  for  intensities  between 




pressure head  is also greater  than  the manhole  covers  level,  it  causes an  inundation. As 
shown  on  the  graph,  WOLF1D  predicts  the  flood  inception  in  section  5.  This  location 
accords with in‐situ observations (Figure 73). A conjunction of four phenomena causes this 
inundation. First,  the adjunction of C3  to network C1+C2  increases  the undersizing of  the 
hydrocarbon  separator  and  the  discharge  pipe  in  the  storage  basin.  Second,  the  porous 
drains of C3 are saturated such that a part of rainfall over C3 streams onto parking C1. The 
porous  drain  circumscribing  C1  collects  this  runoff  and  conveys  it  downstream  the 




























































































































Steady design enables also to provide various solutions  in order  to decrease the  intensity 
and  the  frequency of  inundations  in parking C1. The  first  requirement  is  to  increase  the 
capacity of the hydrocarbon separator from 0.5m³/s up to 2m³/s. This may be achieved by 
replacing the current separator or placing three others  in parallel. The second necessity  is 








network  and  to  remove  the  hydrocarbon  separator.  These  two  first measures  aimed  at 
diminishing  the  frequency  of  the  inundations while  a  final  solution was  searched  for.  In 
parallel, the company Belgocontrol that runs the air space control in Belgium has recorded 
a rainfall event of intensity 175 l/s/ha (10 minutes) on July, 5th 2009 (Figure 77). This event 






































The  conjunction  of  three  factors  explains  that  the  network  does  not  overflow  for  this 
rainfall event of 275l/s/ha (which may seem contradictory with steady design conclusions). 
First, all the rainfall water of C3 is stored in the porous drain and cannot reach sufficiently 
rapidly  the  concrete  network.  The  absence  of  hydrocarbon  separator  has  greatly 


























Namur  is  a  city  of  105000  inhabitants  located  at  the  confluence  of  three watercourses, 
namely the Meuse, the Sambre, and the Hoyoux. The collective sewage system of the city 
collects the water from 95000 people. It is a combined sewage system. At the beginning of 




1991,  a  European  directive  imposed  to  collect  and  treat  wastewaters.  The  directive 
imposed performance criteria for the concentration in pollutants that may be discharged in 
natural  flows.  What  is  more,  the  management  of  the  Meuse  had  become  a  major 
economical,  political,  and  environmental  issue.  The  necessity  to  modernize  the  sewer 
system was then acute [188‐191].   
 
Technical  studies  and  dialogues  lead  the  authorities  to  choose  a  collecting  system 
composed of three separated networks. The principal network, called “Namur‐Brumagne” 
(Figure 79), has a capacity of 90 000 EH (Equivalent Habitant). As pointed in Figure 79, the 








a  system  of  low‐pressure  pipes.  As  pointed  in  Figure  80,  38  compact  pumping  stations 
intercept water conveyed by the historical sewer pipes just upstream its discharge into the 
Meuse/Sambre. The pumps  inject the water  in a pressurized pipe that  is very close to the 









































water  that a pumping station may  inject  in  the  low‐pressure pipe  is  limited  to a maximal 
value. On  the other hand,  the  inflow  in  the  station varies with  time as a  function of  the 
water  consumption  and  the  occurrence  of  rain  events.  Consequently,  overflow must  be 
discharged  into  the  natural  watercourse.  Direct  evacuation  would  cause  an  important 
decrease in water quality. A partial treatment of the overflow is thus necessary before its is 
discharged in the environment. In this respect, vortex cells ensure a dynamic separation of 
sediments and pollutants. Their  functioning principle  is  represented  in Figure 80  [1]. The 
sewage water flow is introduced into the vortex via a tangentially positioned inlet causing a 
rotational flow path around the dip plate. The flow spirals along the wall of the chamber as 


































verified  in 16 critical situations. A  first phase of verification consists  in performing steady 
simulations (sub‐section 5.3.3) that underline defects in one of the pumping station and the 
pipe  that  connects  this  station with  the  low‐pressure gallery. Unsteady  simulations  (sub‐
section 5.3.4) complete this analysis. They mainly consist in verifying the intensity pressure 
surges created by the starting/stopping of the pumps as well as by check valve slams. Again, 








from  150mm  up  to  450mm  as  pointed  in  Figure  82.  A  corollary  small  pipe  of  125mm 





















designated  by  the  following  codes:  SD6/A,  SD7/A,  SD/8,  SD10/B,  SD11/D,  SD12/A. 
Additionally, a smaller pumping station SD10/A (without vortex separator)  is connected to 
the  pipe.  The  location  of  all  the  stations  is  pointed  out  in  Figure  83.  For  each  station, 
maximum and minimum  levels of the water  in the temporary storage tanks complete the 




velocity,…  Implemented  by  P.  Archambeau, WOLF1D  includes  a module  to  simulate  the 
behavior  of  the  pumps  according  to  these  curves.  Finally,  check  valves  equip  the  seven 







placed  at  each  high  points  of  the  pipe.  Araa  vessel  is  a  vertical  tank  connected  to  the 
pipework  by  a  large  connection  at  the  bottom  (Figure  84).  The  top  of  this  vessel  has  a 
compression chamber limited by the ventilation tube with a shut off float valve. When the 
pump  starts,  the pressure arises  in  the pipe. Since  the vessel  is at atmospheric pressure, 
water discharges into it. As the level of the water rises in the level, it expels air. The liquid 
level  increases until  it  reaches  the bottom of a ventilation  tube. The air volume  situated 


























For  the evaluation of head  losses,  the mission  statement distinguishes  steady cases  from 
unsteady  flows.  For  steady  states,  the  friction  is  computed  by  the  Colebrook‐White 
correlation with a global roughness height of 1.5mm. This value  is greater than the actual 
roughness height  in order  to  take  into account  the  local head  losses. For  transient cases, 
the  roughness height  is  set  to 0.2mm, which  is a more  realistic value  for  iron‐cast pipes. 





SD6/A  SD7/A  SD8/A  SD10/B  SD11/D  SD12/A 
Coefficient k  5  5.6  5  6.7  4.7  5 
5.3.2 DESIGN CRITERIA AND CRITICAL CASES 
The hydraulic design consists in assessing a number of criteria in all the situations likely to 
occur  in the  low‐pressure network. For this purpose,  it  is necessary to  identify the criteria 
to meet and the most critical cases of functioning that may occur. 
 
The mission statement,  imposed by  the contracting authorities,  imposes  five main design 
criteria.  First,  the  pumps must  operate  with  a  hydraulic  efficiency  superior  to minimal 
values  (35%  in extreme cases and 50%  in optimal cases). Second,  the NPSH must  remain 
greater than the required NPSH in all operating cases. Third, the maximum pressure head in 
the pipes is set at 100m, and the minimum pressure head is set at ‐3m. Fourth, the velocity 
of  the pipe must  reach  several  times  a day  the minimum  value necessary  to ensure  the 
flushing out of  the pipe. This  value  is evaluated around 1.2m/s.  Finally,  the ARAA  vessel 
must be aerated (put at atmospheric pressure) at least two times a day. 
 
Determined by  the HACH,  the  critical  cases  consist  in both  the dry weather and  the wet 
weather. Dry weather designates the minimum level of water inside the pumping stations. 

























In both dry and wet weather conditions,  the  flow  is pressurized upstream  the high point 
and  free  surface  downstream  (Figure  85).  It  is  an  obvious  example  of mixed  flow.  The 
transition at  the high point also corresponds  to a  trans‐critical point. The  first part of  the 
gravity flow  is  indeed super‐critical (see the Froude profile given  in Figure 85). A hydraulic 
jump connects the super‐ and sub‐critical parts of the gravity flow. According to the mission 
statement, admissible pressure heads range between ‐3m and 100m. In steady states, the 
pressure head  remains within  these  limits. Design  criteria  in  terms of pressure  are  then 
clearly met.  
 
When  all pumps discharge  in  the  low‐pressure pipe  in dry weather  conditions,  the  total 
discharge  is  78.8l/s  (Table  7).  For  each  pump,  the water  elevation  corresponding  to  the 
equilibrium of the dynamic characteristic is given. The pump efficiency is greater than 30% 
for the first four pumps (SD6/A, SD7/A, SD8/A, and SD10/A), but not for the last three. The 
efficiency design criteria are  then not met  for  these cases. The computed NPSH  for each 
pump  is  lower than the required 9.9m. Finally, the analysis of both the velocity along the 
pipe and  the velocities  in  the  junction pipes between  the pumping  stations and  the  low‐










































dry  weather  conditions,  but  remains  within  the  admissible  range.  In  terms  of  pump 
efficiency,  stations  SD10/B  and  SD11/D  still not  reach  the design  criteria.  The  computed 






alone  in  the  low‐pressure pipe. Naturally, each pump  supplies  the gallery with a greater 






















[m] [m] [l/s] [l/s] [m²] m/s % [m] [m²] [m/s]
SD6/A 77.08 125.5 21.9 21.9 0.019 1.13 54 3.3 0.014 1.60
SD7/A 76.84 108.0 16.8 38.6 0.034 1.13 48 2.9 0.010 1.76
SD8/A 74.44 97.0 16.0 54.6 0.053 1.03 48 2.9 0.015 1.10
SD10/A 79.41 93.6 3.9 58.5 0.053 1.10 39 0.0 0.002 2.00
SD10/B 76.78 94.1 10.7 10.7 0.014 0.78 15 3.9 0.015 0.74
SD11/D 78.27 91.3 3.3 72.6 0.076 0.95 30 4.0 0.015 0.23















[m] [m] [l/s] [l/s] [m²] m/s % [m] [m²] [m/s]
SD6/A 81.08 129.1 22.3 22.3 0.019 1.15 54 3.5 0.014 1.63
SD7/A 80.46 110.8 17.8 40.2 0.034 1.17 52 3.0 0.010 1.88
SD8/A 79.02 98.9 20.0 60.2 0.053 1.13 52 3.2 0.015 1.38
SD10/A 79.71 94.7 2.8 63.0 0.053 1.19 33 0.0 0.002 1.43
SD10/B 78.60 96.1 12.7 12.7 0.014 0.93 35 3.7 0.015 0.87
SD11/D 80.82 79.2 4.8 80.4 0.076 1.05 26 5.0 0.015 0.33













[m] [m] [l/s] [l/s] [m²] m/s [m²] [m/s]
SD6/A 81.08 121.4 26.5 26.5 0.019 1.37 0.014 1.94
SD7/A 80.46 97.6 30.2 30.2 0.034 0.88 0.010 3.17
SD8/A 79.02 90.3 25.7 25.7 0.053 0.48 0.015 1.77
SD10/A 79.71 0.0 0.053 0.00 0.002 0.00
SD10/B 78.60 92.9 13.0 13.0 0.014 0.95 0.015 0.89
SD11/D 80.82 89.0 18.1 18.1 0.076 0.24 0.015 1.25














In  each  of  these  simulations,  the  extreme  pressure  heads  must  be  compared  with 
admissible  values.  In  particular,  specific  verifications  aim  at  assessing  the  impact  of  the 
check  valve  slam.  Finally,  the aeration of ARAA  vessels  is  checked  in  the  case of pump’s 
stopping. This subsection presents  the  results of  these simulations. To be more precise,  I 































Extreme pressure heads  induced by  the  simultaneous  starting/stopping of  all pumps  are 
given in Figure 86 for dry weather conditions and in Figure 87 for wet weather conditions. 
Their  values  remain  clearly within  the  admissible  range  such  that  the  design  criterion  is 








the pump before  the check valve  is  fully closed  [292]. The  reverse  flow causes  the check 
valve to close rapidly through the remaining portion of its travel. The closed valve stops the 
reverse  flow  instantaneously.  It causes a water hammer  in  the pipe.  In order  to evaluate 
the  intensity  of  the  reverse  flow  (and  the  associated  pressure  surge),  the  valve 
manufacturer  provides  the  dynamic  characteristics  of  the  valve  (Figure  88).  It  gives  the 
relationship  between  the  deceleration  of  the  liquid  column  and  the maximum  reverse 
velocity. The reverse velocity can be converted directly into a water hammer pressure using 








SD6/A SD7/A SD8/A SD11/D SD12/A SD10/B
Velocity variation ‐7.89 ‐7.35 ‐3.99 ‐2.64 ‐2.78 ‐5.88
Required head 20.68 20.68 11.339 7.337 8.04 16
Available head 37.25 27.36 17.2 13.6 12.53 11.34
Velocity variation ‐7.94 ‐7.56 ‐4.42 ‐2.91 ‐3.41 ‐5.84
Required head 18 18 8.67 6 6 12.673
Available head 40.12 29.6 18.86 14.1 12.76 12.46
Velocity variation ‐8.10 ‐8.07 ‐3.05 ‐2.50 ‐2.54 ‐8.47
Required head 18 18 6.67 6 6 20




















Based  on  the  new  mathematical  model  for  pure  water  flows  (Chapter  3)  and  its 
discretization  (Chapter  4),  I  have  extended  the  applicability  of  the module WOLF1D  to 
pressurized  flows  as  well.  As  pointed  in  section  5.1,  a  large  campaign  of  validation 
confirmed  the  ability of  the modified  computational  code  to  simulate pure water mixed 
flows,  including  sub‐atmospheric pressurized  flows.  In addition,  comparison between  the 




of  two  different  sewer  systems:  the  storm water  gravity  drainage  system  of  an  airport 
(section 5.2), and a city low‐pressure sewer network (section 5.3). In the first case, frequent 
inundations of the airport’s parking facilities prompted authorities to assess the design of 
the  gravity  sewer  network.  Based  on  the  performance  criteria  prescribed  by  the  norm 
prEN752‐4:1997, WOLF1D has been proven an efficient tool for investigating the hydraulic 
design. In the second cases, the sewer system involved low‐pressure pipes. The assignment 
consisted  in  validating  the hydraulic design. Both  steady  and  transient phenomena were 
critical.  In  this  respect, WOLF1D was  again  proven  very  useful  and  enabled  to  identify 
various defects in the first design of the low‐pressure pipe.  
 
In conclusion,  the new module WOLF1D  is a useful and efficient  tool  for  simulating pure 
water flows. It extended the applicability of WOLF to new practical problems arising in civil 
and  environmental  engineering.  This  is  a major  competitive  advantage  for  consultancy 
firms.  
 
However,  the model  still  suffers  two  shortcomings  that  prevent  its  application  in  some 
cases. First, post‐transition oscillations may cause  the  instability of  the computation. The 
cause  of  the  first  shortcoming  has  been  identified  in  chapter  4.  Solving  this  problem 
requires using self‐adapting mesh grid  that  is out of  the scope of  this  thesis. Second,  the 
code neglects air‐water interactions in the pipe. However, the presence of air may strongly 
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Presented  in  Chapter  2,  the  literature  review  has  shown  that  both  standard  single‐  and 
multiphase models  are not  fully  suitable  for describing  transient  air‐water  flows. On  the 
one hand, single‐phase computational codes make use of an advection‐diffusion equation 
that describes the transport of air. This approach reveals five weaknesses that may cause 
inaccuracy  and  even  errors  in  some  cases.  First,  the  definition  of  the  concentration  in 
dispersed phase  is wooly. Second,  the model does not account  for  the adverse  impact of 
the dispersed phase on  the water  flow. Third, velocity of  the dispersed phase may differ 
largely  from  the water velocity.  It does not accord with  the definition of diffusion usually 
used  in  the  advection‐diffusion  equation.  Fourth,  friction  correlations  simply neglect  the 
effect of the dispersed phase. Finally, mixed flow models cannot account for the presence 
of  air  at  all.  On  the  other  hand,  multiphase  models  are  based  on  the  Local  Instant 
Formulation  such  that  they  describe  accurately  interactions  between  phases.  In  this 
respect,  I showed  in Chapter 2  that  the drift‐flux model seems a promising alternative  to 
the Reynolds‐Averaged Navier Stokes equations (RANS) for simulating environmental flows. 
This model  is  indeed able to describe  in a unified framework the transport of a dispersed 
phase, its interaction with the water flow, and the notion of concentration naturally arises 
in  the derivation of a diffusion equation. Theoretically,  it  is a good candidate  to create a 
solver for transient air‐water flows. However, its use in civil and environmental engineering 




on  the  drift‐flux model.  It  requires  integrating  the  3D  drift‐flux model,  discretizing  the 
result,  implementing  it  into  a  computational  code,  and  validating  it  by  comparison with 
experimental, numerical, and analytical data.  
 
In  this  respect,  the  present  chapter  proposes  an  original  demonstration  of  the  cross‐
sectional integration of the 3D drift‐flux model over a very general cross section. As pointed 




the model with a vertical distribution of  the  flow parameters,  the cross‐section  is divided 
into N‐1  layers.  The  subscript  l  denotes  an  arbitrary  layer.  The  depth  of  the  lth  layer  is 
defined as hl. In this framework, the free surface and bottom ground can be considered as 
peculiar  interfaces. Finally, a Cartesian coordinate system Oxyz  is set  in such a way that x‐






two‐phase  flows.  Completely  original,  the  model  includes  three  partial  differential 
equations  for  each  layer.  The  simplicity  of  the  original  model  results  from  suitable 
definitions  of  the  area  average 
l
,  and  of  the mixture  velocity  m,lu .  The  first  equation 
expresses the mixture continuity: 
 









not  separately.  In order  to enforce  the mass  conservation of both phases  taken on  their 
own, a diffusion equation complements the model: 
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⎛ ⎞∂ ρ Ω ∂β ρ Ω α ρ ρ∂+ + β Ω⎜ ⎟⎜ ⎟∂ ∂ ∂ − α ρ⎝ ⎠
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  (6.3) 
where  the  area‐averaged  drift  velocity   dj,lU   has  the  same  value  than  in  the  diffusion 
equation.  Its  value  is  defined  by  a  constitutive  equation  that  replaces  the momentum 


















integration of  the 3D drift‐flux model over  the  cross‐section  (Figure 90). Consecutively,  I 
integrate the mixture continuity equation  (sub‐section 6.4.1), the diffusion equation  (sub‐
section 6.4.2), and  the mixture momentum equation along  the  x‐axis  (sub‐section 6.4.3). 







In  order  to  integrate  the  3D  drift‐flux model  over  the  flow  cross‐section,  we  need  to 
decouple  the  various  equations  from  each  other.  The  following  dimensional  analysis 
















ε ε ε     (6.4) 
The ratio of the characteristic velocities gives the characteristic lengths: 
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Let us choose the characteristic time as: 
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We can logically make non‐dimensional both the coordinates and the time: 
  0
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h t l
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and deduce from them non‐dimensional velocities: 
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By analogy, the diffusion velocities can be made non‐dimensional as follows: 
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ΓΓ ρ   (6.14) 
 
By  introducing definition  (6.4)  to  (6.14)  into  the 3D drift‐flux model, we obtain  the non‐
dimensional equations for an essentially one‐dimensional flow: 
• for the mixture continuity equation: 
  m m m m m m m' ' u' ' v' ' w' 0
t' x' y' z'
∂ρ ∂ρ ∂ρ ∂ρ+ + + =∂ ∂ ∂ ∂   (6.15) 
• for the diffusion equation: 
  d d m d m d m d dm d dm d dm d
u' v' w' U' V' W'
'
t' x' y' z' x' y' z'
∂α ∂α ∂α ∂α ∂α ∂α ∂α+ + + + + + = Γ∂ ∂ ∂ ∂ ∂ ∂ ∂   (6.16) 
• for the mixture momentum equation along the x‐axis: 
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the  predominating  flow  direction  scale.  Consequently,  transversal  velocities  are  way 
smaller than velocities along the x‐axis such that εz and εy are relatively small. On account of 













∂ =∂   (6.20) 
• The mixture pressure is hydrostatic over the flow depth: 




∂ = −ρ∂   (6.21) 
The  system  of  PDE’s  does  not  go  through  other  simplifications.  However,  these  simple 
relations virtually cancel the momentum equations along the y‐axis and z‐axis, and provide 






Like  in  the  case  of  the  3D  drift‐flux model,  properly  defining  the mean  values  greatly 
simplifies  the  formulation of  the one‐dimensional model. For  this purpose,  I  successively 
introduce herein the area‐average  ( )lf x,t  of a function  ( )f ,tx over the  lth  layer; the void‐
fraction weighted area‐average  ( )k lf x,t  of a phase function  ( )kf ,tx ;  the mixture velocity 









  l l/l 1 l 1/lh h h+ −−   (6.22) 
For any given elevation z, the flow width is defined as (Figure 90): 











Ω ∫ ∫   (6.24) 
 
Naturally, the area‐average of a general function  ( )f ,tx over this layer is defined as follows:  
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Based  on  definitions  (6.25)  and  (6.26),  I  may  define  adequate  mean  values  for  flow 















  ( )m d d d wl l l1ρ = α ρ + − α ρ   (6.27) 
The void fraction weighted area‐averaged phase velocity is given as: 















α ρ + − α ρρ =ρ ρ
    (6.29) 
From a physical point of view, this value is the velocity of the centre of mass of the mixture 
composed of the water and the dispersed phase. This new definition is worthwhile in many 
respects.  First,  it  greatly  simplifies  the  formulation  of  equations.  Second,  it  is  intimately 
related to mixture discharge, which is an experimental value: 
  ( )( )l/l 1 rb
l 1/l lb
h l
m,lm,l m m d d d d w w l m ll l ll l
h l
Q u dydz u 1 u u
+
−
= ρ = α ρ + − α ρ Ω = ρ Ω∫ ∫    (6.30) 
Obviously, the area‐averaged volumetric flux can be written as: 
  ( )g w d d d wl l l ll llj j j u 1 u= + = α + − α   (6.31) 
The area‐averaged diffusion velocity and drift velocity are naturally defined as: 
   dm,l m dj,ld d ll lU u u and U u j− −    (6.32) 
 
Under  these  new  definitions  of  velocity  fields  in multiphase  flows,  basic  algebra  gives 
important  equations  relating  the  flow  parameters.  It  is  thus  easy  to  demonstrate  the 
fundamental relation for the area‐averaged diffusion velocity: 
   gm,l wm,lg g w w ll U U 0ρ α + ρ α =   (6.33) 
The relationship between the diffusion velocity and the drift velocity is derived as: 
   wdm,l dj,l
m l
U U
ρ= ρ   (6.34) 
Combining equation (6.33) with relation (6.34) gives also: 
   g d lwm,l dj,l
m wl l
U U
ρ α= − ρ α   (6.35) 
Combining  the  definition  of  the  diffusion  velocity  given  by  equation  (6.32)  with  the 
important relations (6.34) and (6.35) gives: 
   d dwm dj m djd w
m d m
u u U              and                  u u U
1
α ρρ= + = −ρ − α ρ









When  integrating a mathematical  formulation,  specifying conditions at  the boundaries of 
the  integration domain enables to obtain a single result, without any ambiguity. Since the 
current  domain  is  a  cross‐section  divided  in  several  layers  (Figure  89),  I must  establish 
boundary conditions at the free surface, at the bottom ground, at the left/right river banks, 






interfaces circumscribe completely the  flow  in any given  layer. All these  interfaces can be 
described by a mathematical function of the form: 
  ( )f ,t 0=x   (6.37) 
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  (6.38) 
where uI,  vI et wI, are  the Cartesian  components of  the  velocity of one  interfacial point. 
Since the identity f(x,t)=0 is verified at any given time, its total derivative verifies: 
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  ( ) ( )l/l 1f ,t z h x,y,t l 1,...,N 1+≡ = = −x   (6.43) 
The mixture  kinematic  condition  at  the  interface  between  the  two  layers  is  derived  by 
application of equation (6.42): 
 
l/l 1 l/l 1 l/l 1
l/l 1 l/l 1 l/l 1
m m m m,l/l 1z h z h z h
h h h
u v w e
t x y+ + +
+ + +
+= = =
∂ ∂ ∂+ + −∂ ∂ ∂    (6.44) 
where em,l/l+1 [ms
‐1] accounts for the exchange of mixture fluid through the interface (em,l/l+1 
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∂ ∂ ∂+ + −∂ ∂ ∂    (6.46) 
where rb [ms






  ( ) ( )rb lby l x,z,t and y l x,z,t= =   (6.47) 
The kinematic condition at the right and left bank of the cross‐section is derived as: 
 
rb rb rb rb
rb rb rb
m m m ly l y l y l y l
l l l
u v w i
t x z= = = =
∂ ∂ ∂+ − +∂ ∂ ∂    (6.48) 
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By  analogy  with  the  previous  paragraph,  the  kinematic  boundary  conditions  for  the 
dispersed phase  result  from equation  (6.42). For a very general  interface between  the  lth 
and lth+1 layer whose position is given by equation (6.43), we have: 
 
l/l 1 l/l 1 l/l 1
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d d d d,l/l 1z h z h z h
h h h
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t x y+ + +
+ + +
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∂ ∂ ∂+ + −∂ ∂ ∂    (6.50) 
where  ed,l/l+1  [ms
‐1]  accounts  for  the  exchange  of  dispersed  phase  through  the  interface 
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d d d sdz h z h z h
h h h
ˆ ˆ ˆu v w r
t x y= = =
∂ ∂ ∂+ + −∂ ∂ ∂    (6.52) 
where  rsd  [ms
‐1]  and  rbd  [ms
‐1]  account  for  infiltration  or  precipitation/evaporation  of 
dispersed phase. At the river banks, the kinematic condition is given by: 
 
rb rb rb rb
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d d d l,dy l y l y l y l
l l l
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t x z=− =− =− =
∂ ∂ ∂+ − +∂ ∂ ∂    (6.53) 
 
lb lb lb lb
lb lb lb
d d d l,dy l y l y l y l
l l l
ˆ ˆ ˆu v w i
t x z= = = =








the  integration domain. More precisely,  they describe  the  forces acting on  the  fluid and 
express  their  equilibrium.  Since  the  cross‐sectional  integrated  drift‐flux model  considers 
only  one  momentum  equation  for  the  mixture,  I  must  establish  dynamic  boundary 
conditions for the mixture fluid at each boundary. 
 
The  dynamic  boundary  condition  at  the  bottom  is  derived  herein  by  expressing  the 
equilibrium of a fluid volume in contact with the bed. The stress state of the mixture fluid is 
characterized by  the  tensor  τG which  is defined as  the  sum of  the  viscous and  turbulent 
stress tensors: 
  G Tm= +τ τ τ   (6.55) 
Consequently, the product of τG with the unit vector nb locally normal to the bottom gives 
the force vector τf applied by the fluid flow on an elementary surface of the bottom: 
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b bz z1 .
x y
∂ ∂⎛ ⎞⎛ ⎞ΔΣ = + + ⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠   Estimating  the  stress  vector  τb  is made  by 
means of friction laws which are specified later in this text. The parameter ΔΣ accounts for 
the increase of surface on which the shear stress applies whenever the bottom is not in the 
(x, y)  plane.  In  a  similar manner,  the  dynamic  boundary  condition  at  the  free  surface  is 
identical to equation (6.58). All you need is to replace the subscript ‘b’ by the subscript ‘s’. 
In this case, τs  is the stress vector applied,  for  instance, by  the air  flowing above the  free 
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finally  the mixture momentum  equation  along  the  x‐axis  (sub‐section  6.4.3).  In  this  last 
equation, I pay a particular attention to the formulation of the convection flux. I introduce 
indeed two methods to accommodate this equation with non‐uniform profiles of the flow 




result of  this  thesis.  To my  knowledge,  it  is  indeed  the  first  fully multiphase model  that 
describes free surface flows in a one‐dimensional framework. This model meets most of the 
objectives of  this  thesis  (see chapter 1). First,  it accounts  for  the multiphase character of 
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∂ρ ∂ρ ∂ρ ∂ρ⎡ ⎤+ + + =⎢ ⎥∂ ∂ ∂ ∂⎣ ⎦∫ ∫   (6.60) 
INTEGRATION OVER THE LOCAL WIDTH 
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The integration of each addend independently using the Leibniz integral rule gives: 
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  (6.64) 
The  kinematic boundary  condition  for  the  fluid mixture  at  the  interface between  layers, 
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Obviously,  the  lower  interface  of  the  first  layer  corresponds  to  the  bottom  ground  and 
kinematic condition (6.45) applies. The same consideration holds for the upper interface of 
the upper layer. It corresponds to the free surface and kinematic condition (6.46) applies. In 
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In  conclusion,  cross‐sectional  integration  of  the  3D  drift‐flux  continuity  equation  over  a 
multi‐layer cross‐section presenting a  free surface gives the  following simple equation  for 
each layer: 
 





∂ ρ Ω ∂ ρ Ω+ =∂ ∂

  (6.71) 
The  form  of  this  equation  is  similar  to  the  continuity  equation  of  the  Saint‐Venant 
equations. However, its physical significance is completely different. While the single‐phase 
model ensures the mass conservation of pure water between two cross‐sections, equation 
(6.71)  expresses  the mass  conservation  of  both  phases  taken  as  a whole. Nevertheless, 
computational techniques developed for Saint‐Venant equations should be easily applied to 
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  (6.73) 
Obviously, the terms in the right‐hand side of equation (6.73) corresponds to the kinematic 
boundary condition  for  the dispersed phase.  Introducing equations  (6.53) and  (6.54)  into 
the previous equation gives: 
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where I have assumed the spatial derivative of the interface elevation does not depend on 
y‐abscissa.  The  exact  same  formulation  applies  for  the  lower  interface  of  the  lth  layer. 
Consequently, equation (6.76) may be rewritten as: 
 
l/l 1 l/l 1 l/l 1 l/l 1rb rb rb
rb lb





h h h hl l l
d
d d d d l,d d l,dy l y ldh l h l h l h
l
z h zd d d d l/l 1 d d l/l 1z h
y ll
ˆdydz u dydz dydz i i dz
t x
ˆ ˆe dy v h v h
+ + + +




∂ ∂ Γ⎡ ⎤ ⎡ ⎤α + α − − α − α⎢ ⎥ρ ⎣ ⎦⎣ ⎦∂ ∂
=
α − α + α










z h z hd d d d l 1/l d d l 1/lz h
y l y ll





= =− −= = =
− α + α − α∫
  (6.78) 
Finally,  I  introduce  the definition of  the averaged void  fraction and  the averaged mixture 
velocity.  Thanks  to  equation  (6.36),  I  also  split  the  averaged  dispersed  phase  velocity  in 
terms of mixture and drift velocity. At the end of the day, I obtain the following equation. 
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  (6.80) 
 
In  conclusion,  cross‐sectional  integration  of  the  3D  diffusion  equation  over  a multi‐layer 
cross‐section presenting a free surface gives the following equation for the lth layer: 
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
  (6.81) 
From  a  physical  point  of  view,  this  equation  expresses  the  mass  conservation  of  the 
dispersed phase. Coupled with the mixture continuity equation (6.71), mass conservation of 
each  phase  on  its  own  is  ensured.  The motion  of  the  dispersed  phase  results  from  two 
mechanisms: the entrainment of the phase with the center of mass of the mixture, and the 
diffusion of the phase with respect to the center of mass. The drift velocity   dj,lU  accounts 
for  all  the diffusive mechanisms. An  additional  constitutive  equation  expresses  its  value, 
which depends  from  the  considered  situation. The  concentration  is  rigorously defined as 
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momentum  equations  have  been  simplified  by  the  dimensional  analysis  performed  in 
section 6.1. A restriction on the pressure distribution over the flow cross‐section replaces 
momentum equations along the y‐ and z‐axis. Again, equation (6.82) is expressed in terms 
of  phase  velocities  because  the  integration  is  easier  this way.  At  the  end  of  day,  I will 
however  express  everything  in  terms  of  mixture  and  drift‐velocity,  according  to  the 
philosophy of the drift‐flux theory.  
INTEGRATION OVER THE LOCAL WIDTH 
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  (6.83) 
where  I have used  the definition of  the mixture velocity  (chapter 2). Kinematic boundary 
conditions  do  not  appear  naturally  in  this  relation  such  that we  need  to  perform  some 
calculations before  introducing  them.  It mainly  consists  in  separating  the  contribution of 
both phases. By this way, we obtain for the new terms at the right bank: 
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By  using  the  dynamic  boundary  conditions  (6.59)  for  the  bank  sides,  equation  (6.87)  is 
rewritten as: 
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For the generalized viscous stresses, we have: 
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convective  flux  of  equation  (6.97)  by  primitive  unknowns,  namely  the  area‐averaged 
mixture,  the  area‐averaged  drift  velocity,  the  area‐averaged  void  fraction,  and  the  flow 
area.  For  this  purpose, we  need  to  specify  the  cross‐sectional  distribution  of  the  phase 
velocities  and  the  void  fraction.  In  this  section,  convective  flux  is  rewritten by  assuming 
each profile depends on only one unsteady parameter, which  is chosen as  its mean value. 
Correction  terms  need  to  be  introduced  to  accommodate  the  depth‐integration  of  the 
convective fluxes with an uneven distribution of flow unknowns. In this respect, two types 





In  the  process  of  simplifying  convective  fluxes,  I  do  not  perform  a  second  Reynolds 




turbulence  is taken  into account  in the cross‐sectional  integration. Nevertheless, a correct 







an  approximation  of  this  term.  It  seems  then  reasonable  to  lighten  the  formulation  by 
assuming here that the secondary turbulent terms are negligible. 
COVARIANCE CORRECTION TERM 
In order  to  accommodate  area‐averaged models with  cross‐sectional distributions of  the 
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 (6.100) 
If  the  profile  of  velocity  is  flat,  then  the  covariance  term  reduces  to  zero.  In  terms  of 
mixture and drift parameters, the convective flux along the x‐axis is given by: 
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relation  is  computed based on vertical distributions assumed a priori and defined by  the 
mean values. By introducing the mixture velocity and the drift velocity, the convective flux 
can be rewritten as: 
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The distribution of  the mixture pressure over the whole cross‐section  is derived  from the 
conditions (6.20) and (6.21). Indeed, I assume the pressure at the free surface is given by a 
function ps(x,t), which  depends on  the  time  and  the position  along  the  x‐axis.  Since  the 
body force vector F does not depend on the spatial coordinates, the pressure distribution in 
the fluid is derived by solving the partial differential equation (6.21) in a recursive way: 
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  (6.105) 
where the mean value of the mixture density over the limited depth [z;hl/l+1] is given by: 











ρ = ρ− ∫   (6.106) 
Distribution (6.105) accounts for all kinds of free surface flows with transport of a dispersed 
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By introducing the pressure distribution (6.105) in this formulation, I have: 
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∂∂ ∂− Ω = − Ω − ρ −∂ ∂ ∂∫ ∫   (6.108) 
I choose to integrate the second term  in right‐hand side of equation (6.108) over the local 
width first. Application of the Leibniz integral rule gives: 
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with the following definitions: 
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contribution  due  to  the  pressure  acting  at  the  upper  interface.  The  second  term  is  the 
hydrostatic contribution over the layer. The third one is the reaction of the banks onto the 
fluid flow. Finally, the  last terms take  into account the reaction of the  lower  interface. All 
these  terms  are  analogous  to  the  formulation obtained  in  a  single‐phase  flow.  Equation 








In  conclusion,  cross‐sectional  integration of  the 3D drift‐flux momentum equation over a 
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replaces  the  second momentum  equation.  Equation  (6.113)  presents  several  advantages 
over a single‐phase model  like the Saint‐Venant equations. First, the formulation accounts 
for  the adverse  impact of  the dispersed phase on  the water  flow. Since  the drift‐velocity 
appearing in both the diffusion and momentum equation is the same, the model accounts 










drift‐flux  model  (6.1)‐(6.3)  for  the  free  surface  flows.  First,  a  dimensional  analysis 
underlines  the validity of  the one‐dimensional assumption  (section 6.1). Next,  I  introduce 
properly‐defined mean values such that the formulation of the new model remains simple 
(section 6.2). In section 6.3, physical boundary conditions are defined at the boundaries of 





it  is  indeed  the  first  fully multiphase model  that  describes  free  surface  flow  in  a  one‐
dimensional framework. It can be viewed as the multiphase equivalent of the Saint‐Venant 
equations, except  that  it presents  several advantages over  the  single‐phase model.  First, 
the  concentration  is  rigorously  defined  as  the  probability  of  presence  of  the  dispersed 
phase  in a given section. Second, the model takes  into account the adverse  impact of the 
dispersed phase on the water flow. Third, the diffusion equation is rigorous and broader in 
scope  than  a  single‐phase  model.  Finally,  introduction  of  a  multi‐layer  domain  of 
integration and of the Boussinesq coefficient enables to accommodate the one‐dimensional 
framework with a  vertical distribution of  the  flow parameters. The one‐dimensional  free 
surface  drift‐flux model  is  a  powerful  tool  to  design  hydraulic  structures,  assess  natural 
flows,  and  forecast  transport phenomena.  In particular,  the equations meet most of  the 





transient  air‐water  flows.  The  model  may  indeed  be  simplified  for  air‐entrainment.  In 
addition,  its applicability must be extended to pressurized flows. What  is more, the model 













All  the air‐water  flows  introduced  in  chapter 1 as  topics of my  thesis present one of  the 
three  following  cross‐sections  (Figure 91):  a  free  surface  air‐water  flow,  a  stratified  flow 
with a  free surface separating a pure airflow and a water  flow with air entrainment, or a 






mixed  flows  (Figure  92).  The  stratified  part  of  the mixed  flow  is  broken  down  into  two 
layers. The upper  layer  is a pure airflow, while  the  lower  layer  is a mixture of water and 
dispersed air. The  flow  includes  then  three phases: a water phase, a dispersed air phase, 
and a pure air phase above the free surface. In an open channel, the upper layer naturally 
does not exist. Only  the  lower  layer with  two phases  remains.  In a pipe,  the upper  layer 

























this  purpose,  I  rewrite  the  equations  for  two  layers  and  extend  the  formulation  of  the 
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which ensure  the mass and momentum  conservation of  the mixture as well as  the mass 
conservation of each phase on  its own.  In  the momentum equation,  the  friction  slope SF 
conflates all the head losses affecting the flow, except the interfacial term SΓ that expresses 
the  friction at  the  free  surface. As  shown by a  critical analysis of  the  friction  correlation 
available  in  the  literature,  the best  formulation  for evaluating  the  friction  slope SF  is  the 
homogeneous  assumption.  Under  this  assumption,  suitable  mixture  parameters  are 
introduced  into  the Darcy‐Weisbach equation  coupled with  the Colebrook  correlation.  In 
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These equations ensure  the mass and momentum  conservation of  the air phase. The air 







In  this section,  I establish a set of  three equations  that describe  the air‐water  flow  in  the 
lower layer of the original conceptual model. Particular attention is paid to the description, 
in  a  unified  framework,  of  both  free  surface  and  pressurized  flows.  For  this  purpose,  I 
particularize the equations of the one‐dimensional drift‐flux model derived in the previous 
chapter. What is more, I complement the hydrostatic pressure with a uniform contribution 
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where the subscript “l” has been dropped since this  layer  is considered as the main  layer. 
Several simplifications have been  introduced  to make  the equations usable  in practice.  In 
the following paragraphs, I discuss the validity and the interest of the resulting equations.  
 
The  first  equation  (7.5)  accounts  for  the mass  conservation  of  both  the water  and  the 








Formulation of  this equation  is  very  similar  to  the  continuity  in  the  Saint‐Venant model. 
However, its physical significance differs completely. While Saint‐Venant equation describes 
a pure water flow, the multiphase equation of continuity translates the conservation of the 




equation  in  (7.5) simplifies  into  the Saint‐Venant continuity equation when  the dispersed 
phase is neglected.  
Mass  conservation  of  both  phases  taken  separately  is  ensured  by  adding  a  diffusion 
equation  for  the concentration  in air dα . This concentration  is  rigorously defined  from a 
mathematical point of view. Physically, it corresponds to the probability of presence of the 
dispersed air within a given cross‐section of the lower layer. The air motion is expressed in 
terms  of mixture  and  drift‐velocities.  Accounting  for  the  relative  velocity  between  each 
phases,  this  last one  is  given by  a  constitutive  equation  (section 7.4). Other  constitutive 
equations  are  needed  to  specify  the  lateral  air  discharge  qα,l,  and  the mean  air  volume 
source term  d dΓ ρ Ω . This last term accounts for the dissolution/gasification of air within 
the water.  To put  it  another words,  it  accounts  for  the  exchange between both phases. 
From a practical point of view, the phase‐change constitutive equation should be written in 
a functional form to close the set of equations: 
  mmd d d m
p
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⎛ ∂ ⎞Γ = Γ α⎜ ⎟∂⎝ ⎠
   (7.6) 
Again  it  is useless to attempt to foresee all the situations  likely to appear. Consequently, I 
propose to specify its formulation on a case‐by‐case basis.  
 
By  comparing  the  multiphase  diffusion  equation  with  a  simple‐advection  diffusion 
equation,  either  similarities  and  discrepancies  appear.  Regarding  the  similarities,  the 
structure  of  both  equations  is  analogous.  A  temporal  term,  a  convective  term,  and  a 
dispersive  term  govern  the  variations  of  concentration  in  air.  Sometimes,  source  terms 
complement the equation. However, the physical significance of the parameters appearing 
in these terms differs notably.  In the new model, the convection  is expressed  in  terms of 
mixture  velocity, while  the  diffusion makes  use  of  a  single  parameter,  the  drift‐velocity. 
Finally, the diffusion equation relies on a rigorous theory about multiphase flows.  
 
Finally,  the  last  equation  (7.5)  accounts  for  the momentum  conservation of  the mixture 
(water and dispersed air) along the main direction of the flow. For deriving this equation, I 
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  (7.7) 
Fifth, all the flow parameters are assumed constant over the layer such that the Boussineq 
coefficient β=1. Nevertheless,  equation  (7.5)  includes most of  the  features  of  the multi‐
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When the  free surface  level reaches the pipe crown, the  flow gets pressurized. Equations 
(7.5) do not hold anymore. Nevertheless,  I derived  in Chapter 3 a  state‐of‐the‐art model 
that extends the applicability of the single‐phase free surface model to pressurized flows as 
well. For this purpose, I added a uniform contribution to the hydrostatic pressure. Its value 
depends  on  the  pipe  section  and  the  pressure wave  celerity.  I  propose  to  apply  in  this 
section  a  similar  approach  for  the multiphase model.  The  key  issue  here  is  to  account 
adequately for the presence of air within the water flow.  
 





  ( )2 max m
p
a
∂= Ω ∂ ρ Ω   (7.9) 
where  the  value of  the pressure wave  celerity  is  given by  the  continuum mechanics. By 
integration of equation  (7.9), we obtain an expression of  the uniform contribution  to  the 
general  term  PΩ.  Consequently,  I  derive  a  unified  pressure  term  for  mixed  flow  by 
combining the hydrostatic pressure (6.112) with the uniform contribution (7.9): 
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pressurized PP.  If Ω    ≤ Ωmax,  the  flow  is  chosen  either pressurized PP or  free  surface  FS 
according to the aeration rate. Lack of aeration devices prevents indeed that a free surface 









ranges  between  1400m/s  for  a  rigid  pipe  to  about  100m/s  for  very  flexible  conduits.  In 
presence  of  air,  the  value  of  the  pressure  wave  velocity  depends  also  on  the  air 
concentration.  Even  in  presence  of  a  very  small  amount  of  air,  the  celerity may  drop 
drastically. According  to Guinot  [1‐4],  the celerity of such a gas‐liquid mixture  is given by 
the following formulation: 
  ( )112m 0 0 m ,0 0 0 m ,0 0 d 0 wa a 1 a p p 1+ββ β= + α ρ ρ = α ρ + − α ρ   (7.11) 
where  the  subscript  0  designates  the  reference  state  characterized  by  a  pressure 
p=101325Pa (atmospheric pressure). β is a coefficient equal to 1.0 for isothermal processes 
and 1.4  for adiabatic  conditions. The  reference void  fraction α0  is  the volume  fraction of 
dispersed  air  at  reference  pressure,  and  the  ρm,0  is  the  mixture  density  at  reference 
pressure. 
 
The  formulation  (7.11)  for  the  celerity  in mixture  fluid  enables  to  simplify  the  integral 
appearing  in  equation  (7.10).  Indeed,  introducing  (7.11) within  integral  (7.10)  gives  the 
following unified pressure term:  
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Like  for  the  Saint‐Venant  equations,  computing  the  pressure  term  P∂Ω  turns  out  to  be 
difficult. A  simple manner  to get  round  this difficulty  consists  in expressing  the pressure 
term in terms of free surface elevation. This is the non‐conservative form of the equations.  
FREE SURFACE FLOW 
For  a  free  surface  flow,  expressing  the model  (7.5)  in  terms  of  free  surface  elevation 
requires  manipulating  three  terms,  namely  the  hydrostatic  pressure  term,  the  lateral 
reaction pressure term, and the bottom slope: 
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∂− − ρ Ω +∂   (7.14) 
Indeed,  these  three  terms  may  be  simplified  by  assuming  the  distribution  of  the 
concentration  in air  is uniform over  the cross‐section. Application of  the Leibnitz  integral 
rule to equations (6.112) and (7.14) gives: 
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In  the  case of a pressurized  flow,  the notion of  free  surface elevation  looses most of  its 
sense. However, one can note that the notions of free surface elevation and pressure head 
are  analogous.  That  being  so,  applicability  of  equation  (7.19)  may  be  extended  to 
pressurized flow by redefining the free surface elevation as follows: 
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In  this section,  I derive a  set of equations describing  the motion of pure air  in  the upper 
layer. It complements the equations that describe the lower layer. First, I simplify the one‐
dimensional drift‐flux model obtained in the previous chapter under the assumption that a 
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  (7.21) 
where  the  subscript  “g”  accounts  for  the  third  phase  (pure  air).  In  this  formulation,  the 
mixture velocity reduced to the air velocity, while the drift‐velocity cancelled. The area Ωg 
designates  the air cross‐section. The  friction slope Sg conflates all  the head‐losses, except 




Model  (7.21)  provides  two  equations  for  three  primitive  unknowns:  the  density,  the 
velocity, and the pressure. The cross‐section area Ωg is indeed not a unknown since it may 
be correlated with the lower layer area as follows: 
  g maxΩ = Ω − Ω   (7.22) 
In order to close this model, an additional equation is necessary. For this purpose, I use an 
equation of state defining the speed of sound in pure air denoted aa: 




Γ= ρ   (7.23) 
In  some  approximation,  the  air  sound  speed  can  be  assumed  constant  at  330m/s. 
Consequently, the momentum equation may be rewritten in a non‐conservative form: 
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In  the  lower  layer  model,  three  head‐loss  terms  appear  in  the  mixture  momentum 
equation. The  first  term accounts  for  the contribution of  the viscous and  turbulent  terms 
(conflated  in  the  generalized  stresses)  in  the  direction  of  the  predominating  flow.  The 
second term  is the external  friction  factor. Finally, the area‐averaged mixture momentum 
source  is the third term of friction.  It accounts for the head  losses  induced by the surface 
tension at bubbles’ and pocket’s  interfaces. In general two‐phase flow theory, these three 
terms  are  aggregated  into  a  unique  parameter  called  Frictional  Pressure Drop  [33,  181, 
313].  In  this  thesis,  the  frictional pressure drop  is broken down  into  two  terms: a  friction 
term SΓ that develops between the free surface and the air flowing above the free surface, 
and  the  friction slope, denoted SF,  for all  the other contributions. Thus, we can write  the 
following relationship:  
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Next,  the  value  of  these  friction  slopes  is  determined  by  means  of  empirical  friction 
correlations. The purpose of this section is to identify the most suitable friction correlations 
for  the  two‐layer  three‐phase  drift‐flux  model.  Clearly,  this  chapter  does  not  aim  at 
establishing a  thorough  theory over  frictional pressure drop  in air‐water  flows.  Instead,  it 
provides  an  overview  of  the most widespread methods with  a  critical  analysis  of  their 
performance  (with respect to the objective of this thesis).  In particular,  I review the most 
usual  single‐phase  correlations  (sub‐section  7.3.1),  and  extend  their  applicability  to  two‐
phase  flows  by  means  of  the  homogeneous  assumption  (sub‐section  7.3.2).  Next,  I 
introduce  two  typical  two‐phase  correlations:  the  Lockhart‐Martinelli  correlation  (sub‐






The  critical  review  enables  to  identify  the most  suitable  correlations  in  single  and  two‐
phase  flows.  On  the  one  hand,  literature  proposes  a  large  number  of  single‐phase 
formulations widely  validated  and  applied  in  civil  and environmental engineering.  In  this 
respect, both the Manning‐Strickler and the Colebrook correlations seem the best choices. 
On  the  other  hand,  various  two‐phase  correlations  are  frequently  used  in  chemical  and 
mechanical engineering. The homogenous assumption, the Lockhart‐Martinelli correlation, 
and the Muller‐Steinhagen and Heck formulation are the most popular of them. If the two 
last  equations  account precisely  for  the  two‐phase  interactions,  they  completely neglect 
the  influence of  the pipe  roughness. Since  this effect  is of utmost  importance  in civil and 
environmental engineering, the two correlations are useless in this thesis. Hopefully, using 
the Colebrook  correlations with  the mixture parameters  (homogenous assumption) gives 
sufficiently accurate results to be used in practice. This assumption enables indeed to take 
into account the effects of both the multiphase interactions and the pipe roughness. What 




As pointed  in section 2.2.4 page 48, head  loss  in pressurized and free surface single phase 
flow  can  be  readily  calculated  by means  of  the Darcy‐Weisbach.  The  friction  factor  f  is 
evaluated for given conditions by the use of various empirical or theoretical relations, or it 
may  be  obtained  from  the  Moody‐Stanton  diagram  (Figure  30).  In  the  modern 
formulations,  the  Colebrook‐White  equation  is  clearly  the  most  widespread  formula. 
However,  hydraulic  engineers  and  hydrologists  still  use  empirical  formulations  like 
Manning‐Strickler  formulation.  Both  the Manning‐Strickler  equation  and  the  Colebrook‐






















The  friction  coefficient  f  is  a  complex  function  of  the  Reynolds  Number,  the  relative 
roughness and,  in  the case of  the homogeneous  flow assumption, of  the void  fraction.  In 





ratios  characterized  by  the  void  fraction  αg  or  the  quality  xg.  Commonly  used  Reynolds 
numbers are defined as follows: 
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Scientists  proposed many methods  for  evaluating  the  two‐phase  homogeneous  friction 
factor. Wallis  [313] provides    a  very  simple  technique  that  consists  in using  the mixture 
density as  the effective density of an equivalent single‐phase  flow. Based on  this mixture 
viscosity µm, equation (7.28) gives the mixture Reynolds number. This Reynolds number  is 






The mixture viscosity  is approximated with  rheological models  that  take  into account  the 
void fraction. Many workers have chosen averages that fit the limiting cases in which either 
phase  is  not  present.  The most  common  expressions  for  gas  liquid  flow  are  the Wallis 
correlation  [313],   McAdams et al.  formulation  [217],  the Cicchitti et al.  formulation  [53], 
the Dukler et al.  formulation  [89],  the Beattie and Whalley  formulation, and  the Lin et al 
formulation  [200]. By analyzing  these  functions,  strong dissimilarities appear qualitatively 
and quantitatively  (Figure 94). On  the  left graph,  the mixture viscosity given by  these  six 
correlations  is represented as a  function of the gas void  fraction αg. Discrepancy arises  in 
both value and shape. On  the right graph,  the  friction  factor  is given as a  function of  the 
water Reynolds number for these various correlations (by analogy with the Moody‐Stanton 
diagram  for single‐phase  flows). Since the gas void  fraction affects the  friction  factor, this 
graph  is not  anymore  general. The present  graph  is  computed  for  a  gas  void  fraction of 
50%, a pipe diameter of 1m and a roughness height of 10‐3m. Large discrepancies appear 
between the various correlations. Since the Dukler correlation is shown to have no impact 





































Even  if  literature mentions  that  results  seem  in accordance with experimental data  [217, 
239],  the method obviously suffers  from a  lack of consistency.  In  the  realm of  two‐phase 




x 1 x1 −= +μ μ μ   (7.29) 
It is usually argued that this formulation gives a sufficiently accurate approximation for the 
whole range of quality x (or void fraction α). Coupled with the Colebrook correlation, this 
approach  seems  to  be  the  best  choice  for  application  in  civil  and  environmental 






In  chemical  and  mechanical  engineering,  two‐phase  friction  pressure  drops  are  still 
nowadays  modeled  on  the  basis  of  the  classical  theory  established  by  Lockhart  and 
Martinelli  [207]  and  by Martinelli  and  Nelson  [213].  In  this method,  two‐phase  flow  is 
considered to be divided into liquid and gas streams. The correlations are constructed with 
the results for the frictional pressure gradient in single‐phase pipe flows of each of the two 
























  nf B ff C Re
−=   (7.31) 
For the parameter CB, it is usually recommended to use CB=0.3164 (Blasius) for laminar flow 
and  CB=64  for  turbulent  flow  (Hagen‐Poiseuille).  In  the  original  paper  of  Lockhart  and 





The  pressure  drops  computed  this way  are  then  correlated with  the  Lockhart‐Martinelli 











In  addition,  the  two‐phase  frictional  pressure  drop  is  expressed  in  terms  of  two‐phase 
multipliers defined as: 
  2 2f ,w f ,g
F F,w F F,g
dp dp dp dp
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In  the  initial paper of Martinelli and  Lockhart  [207],  the  relations of  two‐phase  frictional 
pressure drops as a function of  2X  were presented in graphical forms for the 4 flow regimes 
(Figure  95):  turbulent‐turbulent,  viscous‐turbulent,  turbulent‐viscous  and  viscous‐viscous. 
For sake of easier numerical application, Chisholm [52] develop simplified equations: 
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Müller‐Steinhagen  and Heck  [227]  suggested  a new  correlation  for  the prediction of  the 
frictional pressure  gradient  in  two‐phase  flow  in pipes.  Their  approach  explicitly  aims  at 
developing a method  that  is  simpler  in application but  still  reliable  in  terms of accuracy. 
Their development  is based on the observation that the frictional head‐loss of a gas‐liquid 
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where the total mass flux is given by 
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where the Reynolds numbers are given by: 
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To  cover  the  full  range of  flow quality 0≤x≤1, a  superimposition of equations  (7.35) and 
(7.39) is used: 
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To  determine  the  reliability  of  the method, Müller‐Steinhagen  and  Heck  [227]  assessed 
their correlation and 14 other correlations  from  literature against a data bank containing 
9313 measurements of pressure gradient for different fluids, different pipe diameters, and 
different  flow  conditions.  They  reported  accuracy  similar  to  the  more  complicated 
methods.  
 
For  engineering  applications,  Keller  [165]  shows  this method  does  not  reach  the  same 


















where fΓ  is the  interfacial friction coefficient and D  is the  length characteristic of the two‐







In  the  drift‐flux  framework,  the  area‐averaged  drift‐velocity  expresses  the  effects  of  the 
relative  velocity  between  phases.  It  replaces  the momentum  equation  for  the  dispersed 
phase. Appearing  in both the diffusion and the momentum equations,  its value still needs 
to be expressed under a functional form as follows: 
    ( )g,j g ,j mg m zU U , p ,g ,u ,...= α    (7.42) 
For this purpose, I analyze herein experimental data found in the literature and investigate 
constitutive  equations  proposed  by  other  authors.  At  the  end  of  this  critical  review,  I 
choose  to  use  two  different  constitutive  equations  for  the  drift‐velocity.  First,  the 
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Review of  literature  shows  that C0 depends on  the pressure,  the  channel geometry, and 
perhaps  the  flow  rate.  It  also  shows  that  two  different  methods  have  been  used  to 

























⎛ ⎞α⎜ ⎟= + −⎜ ⎟+ + α⎝ ⎠
  (7.46) 
This distribution parameter  is further discussed  in [334]. In this study, this method  is used 
only if sufficient information on the flow behavior is available. Sadly, it is rarely the case. 
 
Another  method  to  specify  the  drift  velocity  is  to  develop  an  empirical  correlation. 
Empirical methods  are  based  on  the  plot  of  experimental  data  in  a  [phase  gas  velocity‐
volumetric flux] plane from which a functional correlation  is derived. Equation (7.43) may 
indeed be transformed to: 
  g gj 0u U C j= +   (7.47) 
This  equation  exhibits  two  important  characteristics  [61].  First,  when  C0  and  the  area‐
averaged drift‐velocity are constant, a linear relation exists between the phase gas velocity 
and  the  volumetric  flux.  The  slope  of  the  drawn  line  gives  the  value  of  the  distribution 
parameter whereas  the  intercept  of  the  curve with  the  y‐axis  gives  the  phase  averaged 
drift‐velocity. As a result, these two parameters can be easily determined from experiments 
even when the measured profiles required for the direct calculation are not available. The 











the  literature  is  way  beyond  the  scope  of  this  study.  I  have  counted  more  than  30 





the  forces  acting  on  the  gas  phases  and  weighting  the  result  by  the  void  fraction 
distribution.  For  horizontal  and  near‐horizontal  flows,  the  drift‐velocity  is  then  usually 
related  to  the  phase  distribution  and  the  local  slip  resulting  from  the  lateral  and  axial 
pressure gradients. Since  forces acting on the gas phase are not known precisely  in many 
cases, the exact determination of the drift velocity is beyond our grasp. However, simplified 
models  can  be  established  by  idealizing  all  the  parameters.  Correction  factor  are  then 
added  to accord with experimental data. For  instance, Hibiki and  Ishii  [141] developed a 
correlation based on the equilibrium of a modified drag force and the gravity field.   
 





In  the  current  work,  we  only  use  a  few  correlations  and  we  choose  between  them 
according to  the  information available and/or the strength of the  interaction between air 
and  water.  As  long  as  sufficient  information  on  the  flow  behavior  is  available,  a 
phenomenological model can be established as proposed  in the previous section. If we do 
not  dispose  of  so much  information,  two  empirical  correlations  can  be  used.  The most 
simple  correlation  corresponds  to  the homogeneous  assumption  in which  all phases  are 
assumed to be  in equilibrium  in  terms of velocity and pressure.  It results  in the  following 
equalities: 
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Toshiba [225]  0C 1.08=   gjU 0.45=   Constant coefficient from BWR
 


































gj 2 3 4 92
w
g
U 1.41 C C C C






Inoue et al  [56]    30C 6.7610 p 1.026




U 5.110 W 6.9110







Coddington [56]    30C 2.5710 p 1.0062
−= +   ( )( )
7 2 5 3
gj
3 2 1
U 6.7310 p 8.8110 p 1.0510 G









In  this  chapter,  the  general  free  surface  drift  flux  model  has  been  particularized  for 
describing air‐water mixed flows. The model includes two layers and three phases: a water 
phase, an air phase dispersed within water, and pure air above the free surface. On the one 
hand,  three  partial  differential  equations  describe  the  motion  in  the  lower  layer.  By 
complementing  the hydrostatic pressure  term with  an original uniform  contribution  that 
takes  into  account  the  presence  of  air,  applicability  of  these  three  equations  has  been 





In  conclusion,  I  proposed  in  this  chapter  an  original  and  useful mathematical model  for 
describing  transient air‐water  flows  in pipes. The model  is original because  it  relies on  a 
multiphase theory that has never been applied in civil and environmental engineering. It is 
also  said  useful  because  it meets  the  objective  of  this  thesis  in many  respects.  First,  it 
accounts  for  the  multiphase  character  of  the  flow.  Second,  it  handles  with  transient 
features. Third,  it accounts  for  scale heterogeneities  in  time and  space by using  state‐of‐
the‐art methods  in  averaging.  Fourth,  it  unifies  the  description  of  pressurized  and  free 
surface  flows. Applying  this model  in  civil  and  environmental  engineering would provide 
many  benefits.  Notably,  high  fidelity  prediction  would  decrease  the  cost  of  hydraulic 




















By application of  the  theory of multiphase  flows,  I derived  in  this  thesis a general multi‐
layer drift‐flux model  for  free  surface  flows  (Chapter  6). Afterwards,  I particularized  this 
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with  discretised  data  gives  birth  to  a  computational  code.  Since  the  discretization  and 
implementation  of  equations  are  crucial  in many  respects,  I  devote  this  chapter  to  the 
creation of an efficient algorithm for solving model (8.1). First, I  identify the mathematical 
properties  of  the  system  by means  of  both  linear  and  non‐linear  analyses  (section  8.1). 
Second, the form of the wave structure enables to apply the WOLF strategy and to prove its 








Investigating  the  fundamental  mathematical  properties  of  a  system  of  PDE’s  is  a 
prerequisite  prior  any  numerical  discretization.  Numerical methods  are  indeed  strongly 





(8.1) describing  transient air‐water  flows. The eigenstructure of  the problem gives  insight 
into the propagation of information within the flow. In particular, it makes appear two flow 
regimes  in both  layers:  sub‐ and  super‐sonic  (upper  layer);  sub‐ and  super‐critical  (lower 
layer).  I  also  show  that  non‐conservative  terms  make  the  model  non‐hyperbolic. 
Hyperbolicity  is  found back only by neglecting  the  lateral pressure  terms. Next, boundary 
conditions are  identified  in accordance with the results of the  linear analysis. Finally, non‐
linear  analysis  gives  the  structure  of  the  solution  in  terms  of  shocks,  rarefactions,  and 
contact discontinuities.  
8.1.1 LINEAR ANALYSIS 
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where the pure air density ρg is replaced by the pressure pΓ thanks to the equation of state 
for pure air. The drift  velocity  is approximated by  the Homogeneous or Dix  correlations, 
which  do  not  depend  on  primitive  unknowns.  Consequently,  diffusion  terms  can  be 
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matrix  admits  real  eigenvalues  and  a  corresponding  set  of  linearly  independent  right 
eigenvectors [286]. Hyperbolic problems admit wave‐like solutions. In the linear theory, the 
eigenvalues λi of the matrix A are the velocities of the waves propagating within the flow. 





admits  damped  waves  as  solutions.  For  a  strictly  parabolic  problem,  the  region  of 
dependence  reduces  to a  segment  in  the phase space, while  the zone of  influence  is  the 
whole region limited by the characteristic. Finally, the problem is elliptic when eigenvalues 
become complex  (negative  radicand).  In  this case,  the problem does not admit wave‐like 
solutions. The behavior of  the  flow  is dominated by diffusion phenomena. The  region of 
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Obviously,  the  first  eigenvalue  is  the  area‐averaged mixture  velocity.  It means  that  the 
wave associated  to  this eigenvalue propagates at  the velocity of  the mixture  fluid  in  the 
lower  layer.  It  is a  standard  result of  transport phenomena. The quantity  transported by 
this wave  is the concentration  in dispersed phase.  It  is easily demonstrated by setting the 
model (8.2) under its characteristic form. Nevertheless, the second equation does not have 
any analytical solution such that we cannot identify the four other eigenvalues. It prevents 
us from  identifying the direction of propagation of the  information.  I bypass this problem 
by searching approximate  formulations  for  the eigenvalues. This  tactic gives  indeed some 
insight into the wave‐like solution. 
APPROXIMATE SOLUTION: EQUAL VELOCITIES IN BOTH LAYERS 
When the fluid velocities in each layer are equal or even close  m gu u u= = , the solution of 
the polynomial (8.7) gives the four distinct eigenvalues: 
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Depending on  the  value  of  the  velocity u,  the  radicands of  equation  (8.8)  can be  either 
positive or negative.  In  the  first case,  the  Jacobian matrix has  five  real eigenvalues and a 
corresponding set of  five  linearly  independent  right eigenvectors. By definition  [286],  the 
system  is hyperbolic and admits wave‐like  solutions. Sadly,  it  is difficult  to  retrieve more 
information  about  the  structure  of  the  solution  in  such  a  complex  formulation.  In  the 
second case, eigenvalues are complex since the radicand is negative. This makes the system 


















its  applicability  is  extended  to  the  full  elliptic problem.  Practice  shows  that  this method 
works  in  some  cases.  This  success  results  from  the  fact  that  non‐hyperbolic  terms  are 
diffusive terms. If their celerity is infinite, their intensity diminishes rapidly with time until it 
can be neglected. If this time is sufficiently small, the behavior of the solution is analogous 






the problem hyperbolic again.  In  the drift‐flux model  (8.1)  for air‐water mixed  flows,  the 
only non‐conservative term that causes problems  is the pressure term  in the upper  layer. 








∂ Ω ∂Ω∂ Ω = −∂ ∂ ∂   (8.9) 
Physically,  this assumption  consists  in neglecting  the effect of  cross‐section variations on 
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Determinant of this matrix gives the same result than equation (8.7), except that the term 
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Since  five  linearly  independent  right  eigenvectors  correspond  to  these  eigenvalues,  the 




the mixture velocity. As already underlined,  this celerity  is  linked with  the propagation of 
the concentration in dispersed air. The fourth and fifth eigenvalues have a classical form of 
single‐phase flow. It is the velocity plus or minus the sound speed. They are related with the 
propagation of aerodynamic  information  in  the upper  layer. Finally,  the second and  third 
eigenvalues  seem  similar  to  the  ones  of  the  Saint‐Venant  equations  (chapter  4). 
Nevertheless,  this  similarity  is  only  apparent.  First,  the  velocity  in  (8.12)  refers  to  the 
mixture  fluid,  not  the  water.  Second,  the  pressure  wave  celerity  “c”  is  corrected  by  a 
portion  ε  of  the  sound  speed  “aa”.  From  a  physical  point  of  view,  it  means  that  the 
pressurization of the upper layer has an impact on the velocity of the pressure wave within 
the mixture  flow.  In other words,  information of pressure  in  the  lower‐layer propagates 
faster  than  in  absence  of  upper‐layer.  This  result  accords  with  empirical  observation: 
pressurization of  entrapped  air  creates  small waves  at  the  free  surface of  a water  flow. 
Third,  eigenvalues  λ2  and  λ3  tends  to  the  infinity when  the  upper‐layer  is  vanishing  (its 



































sign  of  the  mixture  velocity).  The  information  propagates  only  downstream.  On  the 
opposite,  the  information propagates both upstream  and downstream when  the  second 
eigenvalue has a sign opposite to the mixture velocity: 
  g2 2m a
m g
u c a
ρ Ω≤ + ρ Ω
   (8.13) 
This  is  the  sub‐critical  regime.  In  the  upper  layer,  a  super‐sonic  regime  arises  if  both 
eigenvalues have the same sign (the sign of the air velocity). The information in the pure air 
propagates only downstream. On  the opposite, a  sub‐sonic  regime  is observed when  the 
fifth eigenvalue has a sign opposite to the air velocity: 
  g au a≤   (8.14) 



















flow  remains  in  the model.  This  case  is  important  since  it will  appear  frequently  in  the 
simulations. The Jacobian matrix for this reduced model is: 
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Solving the determinant of the Jacobian matrix gives the three distinct eigenvalues: 
  m m m1 2 3u , u c,    and   u cλ = λ = − λ = +     (8.17) 




propagate  both  upstream  and  downstream.  The  first  eigenvalue  is  still  linked  to  the 








it  is  supplemented by an adequate  set of boundary and  initial  conditions.  In  the  case of 
hyperbolic  systems, boundary  conditions must be prescribed  in  the  same number as  the 
number of characteristics entering the computational domain at the considered boundary 
[144].  In  order  to  determine  this  number,  I  use  the  eigenvalues  (8.12)  obtained  for  the 
conservative form of the two‐layer air‐water model. 
 
Table  1  summarizes  the  number  and  type  of  BC  prescribed  at  a  liquid  boundary.  The 
suggested  nature  of  BC  corresponds  to  the most  usual  choice.  Depending  on  the  flow 
regime,  I  impose  the mixture discharge,  the  concentration  in dispersed air, and  the  flow 
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8.1.3 NON LINEAR ANALYSIS: SOLUTION TO THE RIEMANN PROBLEM 
Contrary  to what  the  linear  theory  states,  the  solution of a non‐linear hyperbolic  system 
like  the  two‐layer  air‐water model  does  not  simply  include waves  translating  uniformly. 
Instead, conservative laws are known to develop discontinuous solutions even with smooth 
initial conditions [197]. In particular, it gives birth to shock waves across which the solution 
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The Riemann problem can be solved exactly and  the solution  is represented  in  the phase 
plane x‐t. In the lower layer, this solution consists in three waves that can be either shocks, 
rarefactions, and  contact discontinuities.  It  results  in  four possible wave patterns  (Figure 
98):  shock‐contact‐shock,  shock‐contact‐rarefaction,  rarefaction‐contact‐rarefaction,  and 
rarefaction‐contact‐shock.  In  the upper  layer, the solution has also  four different possible 






the  solution of  the Rankine‐Hugoniot  relations  (Chapter 2). These  relations  also  give  the 
value of  the unknown U* as a  function of  the  left and  right states. For a  rarefaction,  the 
velocity of both tails is given by the associated eigenvalue computed with the value of the 
primitive unknowns at each side of the rarefaction. The unknown U* is computed by means 
of  the generalized Riemann  invariants. Finally,  the velocity of  the contact discontinuity  is 








































































The  linear  and  non‐linear  analyses  of  the mathematical model  (8.1)  underline  a  specific 
structure for the propagation of the waves in the flow. In the lower layer, the information 
in concentration propagates at the mixture velocity  mu , and the hydrodynamic information 
propagates at two different velocities  2 2m2 au c aλ = − + ε  and  2 2m3 au c aλ = + + ε . According to 
the sign of these celerities, a sub‐ or a super‐critical regime appears. In the upper layer, the 
aerodynamic  information  propagates  at  two  different  velocities  4 g au aλ = +   and 




Based on  these  results,  the discretization with  the Wolf  splitting  is possible.  Indeed,  this 
splitting was  deemed  the  best  choice  for  single‐phase mixed  flows  (Chapter  4). What  is 
more, the discretization relies on a simple upwinding whose application  is straightforward 
in a model presenting the same typical wave structure as model (8.1). Discretization results 
in  five  algebraic equations  that  are  time‐integrated with  a Runge‐Kutta  scheme. What  is 
more, a Von Neumann stability analysis proves the stability of the scheme.  
8.2.1 DISCRETIZATION: WOLF FLUX VECTOR SPLITTING 
As  shown  in  Chapter  4,  the Wolf  flux  vector  splitting was  originally  developed  for  free 
surface flows [9, 75, 93]. It distinguishes two parts in the equations: the convective and the 
pressure  contributions. According  to  the  sign  of  the  fluid  velocity,  convective  terms  are 
always  up‐winded  and  the  pressure  terms  down‐winded.  The  scheme  presents  various 
advantages and drawbacks that  I mentioned  in Chapter 4. By comparison with  four other 
solvers,  I showed that this solver was the best compromise between a good treatment of 
the convective part (necessary to treat shocks and discontinuities) and a correct integration 
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Δ ⎡ ⎤= − − + Δ⎢ ⎥⎣ ⎦Δ   (8.20) 
where n  is  the  time  index,  i  the  spatial  index,  the  conservative parameters µ  and Q  are 
given by: 
  mm mµ      and      Q= u= ρ Ω ρ Ω   (8.21) 
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where the parameters Ψ and Qα are given by: 
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elevation  (or  pressure  head)  instead  of  the  pressure.  It  enables  to  cancel  the  lateral 
pressure term in non‐uniform sections. Its discretised form is written as:  
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Δ ⎡ ⎤= − − + Δ⎢ ⎥⎣ ⎦Δ   (8.34) 
where the parameters µg and Qg are defined as: 
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where  the  parameters  µg  and  Qg  have  been  defined  above.  Source  terms  involving  a 
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The Von Neumann stability analysis proves  that  the previous numerical scheme  is stable. 
Indeed, the solution of the discretised model may be developed in Fourier series as follows: 
   ( )( )m m m
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= ∑ iU U   (8.41) 
where N  is  the number of mesh  intervals, k  the mesh  index, 1= −i ,  nmU   the amplitude of 
the mth harmonic,  lm[rad/m] the wave number, and cm[m/s] has real and  imaginary parts :
( ) ( )m rm m im mc c l c l= + i . By using this last decomposition, equation (8.41) is rewritten as: 
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This is the Von Neumann stability criterion. 
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where the super‐script  + and  − designates the respectively down‐winded and up‐winded 
gradients.  Consequently,  the  splitted  Jacobian matrixes  for  the  conservative model  are 
given by: 
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Thanks  to  this  particularized  Jacobian matrixes  and  the  Fourier  series  (8.41),  equations 
(8.44) are rewritten as:  
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By  identification  in  this equation, criterion  (8.43) can be written  in  terms of  the  Jacobian 
matrixes of the discretised operator. 
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By  introducing  the  trigonometric  functions xe cosx sinx= +i i and  by  introducing  the  Froude 
and the Mach numbers defined as (8.15), we simply obtain: 
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  (8.50) 
As shown on Figure 101, the real parts of eigenvalues (8.50) are positive whatever the value 
of  the  Froude  and Mach  numbers.  This  observation  accords with  the  stability  criterion 













In  the normal course of events, researchers  from  the HACH rely on  the modelling system 
WOLF  for  implementing  innovations and  improvements. Two reasons  justify this strategy. 
First, it enables to reach results faster by using, as a reliable basis, all the algorithms already 
implemented  by  other  members  of  the  team.  It  spares  the  implementation  of  many 
common parts  like pre‐  and post‐processing  algorithms.  Second,  industrial  application of 





called WOLF  IMPack. Standing  for  Integrated Multi‐phase Pack, WOLF  IMPack constitutes 
an original algorithm for computing air‐water flows with the drift‐flux model. Two reasons 
explain this choice of not using WOLF here. First, the multiphase equations strongly differ in 
number,  nature,  and  necessary  algebraic  operations  from  the  pure  water  model. 
Implementing  the new model  in WOLF  requires major modifications  in  the code. Second, 
model  (8.1)  is  an  original  and  quite  bold  proposition  of  this  thesis.  At  the  time  of  the 
implementation, a  large program of corrections and validations was necessary before any 
industrial application. I preferred making these adjustments  in a  light algorithm  like WOLF 
IMPack, instead of professional software like WOLF. In view of the success of the validation 
(Chapter  9),  the  next  step  of  the  project would  surely  consist  in  implementing  the  new 
model into WOLF. 
 
WOLF  IMPack provides  all  the  results presented  in  the  end of  this  thesis. Clearly, WOLF 
IMPack is an academic computational code that aims at validating an approach and gaining 
insight  into  complex phenomena.  I did not  create  user  interfaces  for  the pre‐  and post‐









From  a  general  point  of  view,  this  chapter  was  dedicated  to  the  discretization  and 
implementation  of  the  original  model  (8.1)  describing  air‐water  mixed  flows.  For  this 
purpose,  I first established the wave structure of the solution by performing both a  linear 
and non‐linear  analysis of  the  system of  equations.  The  five waves  forming  the  solution 
defined two flow regimes in each layer: a sub‐ and super‐critical regime in the lower layer, 
and a sub‐ and super‐sonic regime in the upper layer. Based on this mathematical analysis, 
the Wolf  flux  vector  splitting was  applied  to  the  equations.  The  Von Neumann  stability 
analysis  proved  the  unconditional  stability  of  the  scheme.  Finally,  discretised  equations 
were  implemented  in a new academic code called WOLF  IMPack  (Integrated Multi‐Phase 
Pack). 
 
In conclusion,  I created  in  this chapter an original computational code  for  the purpose of 
validating  the  new mathematical model  and making  fundamental  research  on  air‐water 
flows. WOLF  IMPack  constitutes  an  efficient  computational  code  for  designing  hydraulic 
structures and making impact studies. It meets most of the objectives of this research. 
 
Up  to  now,  only  theoretical  considerations  proved  the  validity  and  originality  of  the 














WOLF  IMPack  simulates  one‐dimensional  air‐water  flows.  The  algorithm  relies  on  an 
original two‐layer three‐phase mathematical model.  In addition, equations are discretised 
thanks  to  the  finite  volume  method  coupled  with  the  Wolf  flux  vector  splitting. 
Theoretically, WOLF  IMPack  should provide an efficient  tool  for many practical  situations 
likely  to  appear  in  civil  and  environmental  engineering.  In  practice,  that  remains  to  be 
proved.   
 
In order  to assess  the actual  fidelity and  the usefulness of WOLF  IMPack,  I dedicate  this 
chapter to its validation and its application on a real case. In section 9.1, I provide some of 
the results of the validation campaign. For all the situations in the scope of applicability of 
WOLF  IMPack,  the  numerical  results  are  compared  with  experimental,  numerical,  and 
analytical data published in literature. This validation results prove that WOLF IMPack is an 
efficient  and  useful  tool  for  investigating  air‐water  flows  in  open  channels  and  closed 
conduits,  except  for  the  cases  involving  a  moving  transition,  which  are  affected  by 




insight  into  the measured  data  and  enables  to  predict  accurately  the  effect  of  design 








By  comparing  the  numerical  results  with  experimental,  numerical,  and  theoretical  data 
found in literature, I prove herein the fidelity of the computational code WOLF IMPack and 
identify  the  limits of  its applicability. This validation campaign covers a wide spectrum of 







As  proven  in  the  following  pages,  WOLF  IMPack  is  an  efficient  and  useful  tool  for 
investigating air‐water  flows  in open channels and closed conduits.  Indeed, application of 
WOLF  IMPack  on  pure water  flows  in  sub‐section  9.1.1  gives  the  exact  same  results  as 
WOLF1D  (which was  expected).  Consequently,  it  demonstrates  the  same  advantages:  it 
simulates  in  a  single  framework  both  free  surface  and  pressurized  flows  (including  sub‐
atmospheric  pressure)  and  it  integrates  easily  the  effects  of  source  terms.  However,  it 
suffers from the same shortcoming. Post‐transition oscillations compromise the fidelity and 
stability  of  the  simulations. When  used  for  simulating  a  two‐phase water  hammer  (sub‐
section 9.1.2), WOLF IMPack succeeds in capturing shock and rarefaction waves, as well as 
non‐linear behaviors due  to  the variability of  the pressure wave celerity. By analogy with 
the work of B.J.Dewals  [75], WOLF  IMPack  is used  for simulating the  flow over a stepped 
spillway  (sub‐section  9.1.3).  The  dynamics  of  such  streams  is  strongly  affected  by  air 
entrainment  and  non‐uniform  distribution  of  the  flow  velocity  over  the  cross‐section. 
Thanks  to  adequate  laws  for  the  air  entrainment  and  for  the  Boussinesq  coefficient, 
numerical data accords remarkably well with the experimental data gained at the LCH‐EPFL 
by  S.André  [6].  Finally,  the  computation  of  the  upper  layer  dynamics  partly  enables  to 
account  for  air  entrapment  in  closed  conduits  (sub‐section  9.1.4). WOLF  IMPack  gives 
indeed  accurate  behavior  for  a  stratified  flow  as well  as  the  behavior  of  a  fixed  bubble 
within a pressurized flow. In particular, it gives interesting insight into the behavior of surge 
vessels. Nevertheless, post‐transition oscillations appear  in  the  lower  layer, propagate  to 
the upper layer, and compromise very rapidly the stability of the code (even when using the 
fixes  proposed  in  Chapter  4  and  5).  This  behavior  is  similar  to  the  one  observed when 
solving  pure  water  mixed  flows  with  WOLF1D.  The  observation  proves  again  that 









Theoretically,  the multiphase model  for  air‐water  flows  simplifies  into  the  single‐phase 
model proposed  in Chapter 3  if air‐water  interactions are neglected. Consequently, WOLF 
IMPack has to give accurate results for pure water flows as well. In Chapter 5, WOLF1D was 
assessed  on more  than  50  validations  benchmarks.  These  successively  considered  free‐
surface  (including  sub‐,  trans‐,  and  super‐critical  regimes),  pressurized,  and mixed  flows 




contains more  than  50  cases.  First,  benchmarks  consider  steady  pressurized  flows  and 
classical water  hammer  phenomena  [1‐6].  Second,  the  code  is  assessed  on  free  surface 
cases with fixed and moving discontinuities (including transitions of regime) [9, 36, 93, 286]. 





multiphase  model  proposed  in  this  thesis.  Consequently,  WOLF  IMPack  has  the  same 
advantages  than  WOLF.  First,  it  consistently  simulates  mixed  flows,  including  sub‐
atmospheric pressurized flows. Second, it handles naturally with regime transitions in free‐
surface  flows.  Third,  it  gives  accurate  pressure  profiles  for  shocks  and  rarefactions, 
especially in pressurized flows. Finally, the treatment of roughness and non‐uniform cross‐
sections  is straightforward. Nevertheless, WOLF  IMPack suffers  the same drawbacks  than 
WOLF1D. First, spurious oscillations appear at the transition bore and may compromise the 
stability  of  the  scheme.  Second,  it  requires  a  diffusive  time  integration  scheme  for 
smoothing oscillations appearing in the neighborhood of shocks.  
9.1.2 AIR‐WATER FLOWS: WATER HAMMER 
These  standard  benchmarks  consist  in  the  simulation  of  water  hammers  in  air‐water 
mixture.  These  cases  assess  the  capacity  of  WOLF  IMPack  to  describe  correctly  the 
propagation of shock and rarefaction waves. The evaluations of both a correct celerity and 
an adequate pressure intensity are crucial here. The first case is the instantaneous closure 




As pointed out  in  [194],  this  test considers a horizontal  frictionless pipe connected  to an 
upstream reservoir and a downstream valve. The duct  is 10000m  long and has a diameter 





pressure  (101325Pa),  the  concentration  in  air  is  0.2%.  The  pressure  wave  celerity  of 
reference  is 1000m/s. A sharp transience  is created  in the pipe by closing  instantaneously 
the  downstream  valve.  The  discontinuity  propagates  from  the  downstream  end  to  the 





10m  length. Time  integration  is performed with a three‐step Runge‐Kutta scheme  (RK31). 
The Courant number  is kept constant at 0.5. The reconstruction  is constant such  that the 
scheme is 1st order accurate.  
 







The  time evolution of  the pressure head at  the middle of  the pipe computed with WOLF 
IMPack shows a good accordance with the Near‐Exact Solution  (Figure 102).  In particular, 
the  rarefaction  wave  clearly  appears  for  the  propagation  of  the  depression.  On  the 
opposite, the creation of a shock wave is clear when the pressure arises. Diffusion appears 
and dissipates the waves along the time. Since no physical friction is considered in the case, 
it  means  the  numerical  scheme  is  affected  by  numerical  diffusion.  Comparison  of  the 
profiles of the pressure head after 140s computed with WOLF  IMPack and the Near‐Exact 
Solution  shows  that  numerical  solution  is  partly  smeared  out  (Figure  103).  This  is  still  a 
consequence  of  the  numerical  diffusion  that  affects WOLF  IMPack. However,  the  graph 





















This case  is a standard benchmark presented  in [131].  It consists  in a 3000m  long circular 
pipe of area Ωmax=0.29m². The reference celerity  is a0=981m/s while the reference density 
is 992kg/m³. The void fraction is assumed constant at α0=0.2%. The fluid is initially at rest, 




Numerical  computation  is performed on a uniform grid of 300  cells of 10m  length. Time 



































of  Guinot  [131].  These  data  result  from  a  two  phase  water  hammer  code.  Computed 
pressure profiles are given at 7 given times. Figure 104 gives four of them (2s, 6s, 8s, and 
12s  after  the  pressure  decrease).  Contrary  to  a  single  phase  water  hammer  which  is 
characterized by a  sharp  shock wave  translating at  constant  velocity, we observe here  a 
rarefaction wave due to the dependence between the pressure and the celerity. The wave 
reflects  at  the  right‐hand  side  of  the  pipe  and  the  resulting  wave  is  steepening  when 








engineering where  air‐water  interactions  affect  the  flow  dynamics.  In  particular,  it was 
shown that flows over stepped spillways appear as “white water”, which is characteristic of 
air‐water interactions. Since stepped spillways present an important industrial interest (as a 
promising  solution  to  enhance  the  discharge  capacity  of  large  dams),  I  simulate  herein 
these flows with WOLF IMPack and compare the numerical results with experimental data. 
 
All the validation data used  in this section come  from the experiments  led by S. André at 
LCH‐EPFL  [6, 76, 77] over a 30°  stepped  flume.  In addition,  I make use of  the calibration 
data proposed by B.J.Dewals [6, 75‐77] for the air entrainment capacity and the Boussinesq 






Because  of  the  high  turbulence,  the  self‐aeration  process,  and  the  irregular  wavy  free 
surface,  the mechanisms acting within  the  flow over  stepped  spillways are very  complex 
and  difficult  to  apprehend.  Consequently,  such  flows  have  been  essentially  investigated 
with physical models. These  research  campaigns gave many elements  to understand  the 








For a given  structure,  the  flow discharge determines  two different  flow  regimes. For  low 




the  pseudo‐bottom,  recirculation  cells  develop  and  spread  over  almost  the whole  step 
length and height  (Figure 105). Near  the  step edge, an  internal  jet ensures  the exchange 
between  the  upper  layer  and  the  recirculation  cell.  The  transition  stage  between  both 
regimes  combines  parts  of  the  flow  in  nappe  regime  and  parts  of  the  flow  in  skimming 
regime. 
 
Similarly  to smooth spillways  (see chapter 1),  three distinct  regions are  identifiable along 
the  slope  (Figure  105).  Upstream,  we  observe  a  non‐aerated  area  characterized  by  a 
developing  shear  layer. When  the  shear  layer  reaches  the  free  surface  at  the  so‐called 
inception point,  the  air‐entrainment developing  region begins.  Finally,  the  flow becomes 
quasi‐uniform  if  the  spillway  is  sufficiently  long.  In  this  case,  the  structure  of  macro‐






for  a  30°  stepped  spillway.  The  flume  is  0.5m  wide  and  8m  long.  The  height  of  the 




Even  if  the  flow  dynamics  presented  above  exhibits  strong  transversal  phenomena  (in 
particular a non‐uniform vertical distribution of  the  flow parameters), WOLF  IMPack may 
provide accurate results at a very low cost‐time. The approach eludes indeed two  classical 
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Numerically,  the  spatial discretisation  relies on a  regular grid of 0.01m‐long meshes. The 
temporal  integration  is  performed  with  a  three‐step  Ruge‐Kutta  RK31B  method  and  a 
constant  Courant  number  equal  to  0.5.  It  offers  the  optimal  performance  for  the 
convergence.  
 
Upstream  the  computational  domain  (in  the  filling  tank),  the  flow  is  sub‐critical. 
Consequently,  the necessary boundary  conditions are both  the air and water discharges. 
For the simulation, the water discharge is set at Q=0.06m³/s and the air discharge is kept to 
















In order to simulate the air entrainment, the air source term  d dΓ ρ Ωmust be given by a 
constitutive  law adapted  to  the  situation. This  law must account  for air entrainment and 
detrainment  as  a  function of  the  flow  conditions.  It must  also  accord with  experimental 
observations. As  shown by Dewals et al.  [75, 76],  the optimal  representation of  the  self‐
aeration process is given by the following formulation: 
  ( )d d d sat
d
0.25*m*Γ = − α − αρ   (1.2) 
The parameter m is equal to zero upstream the inception point and equal one downstream. 
The saturation concentration  d satα  is the maximum value of the air void fraction. Its value 
is a function of the slope. For a 30° slope, experimental observation sets its value to 0.46%.  
 
Since  the vertical profile of  the  flow velocity  is not constant,  integration of  the advective 
terms in the momentum equation makes appear a Boussinesq coefficient βxx. Indirectly, this 
coefficient  accounts  for  the macro‐turbulent  structures  of  the  flow.    Its  value must  be 
determined a priori thanks to the following formulation:  




ρβ = ρ     (1.3) 
It  requires  assuming  a  given  vertical  profile  for  the  flow  velocity.  Based  on  a  idealized 
profile (triangular within the recirculation cell and uniform above), Dewals [75] proposed a 
first formulation for the coefficient of Boussinesq: 





⎛ ⎞−⎜ ⎟⎝ ⎠β = −   (1.4) 
which must  be  always  above  the  unity.  By means  of  a  2DV  numerical  simulation,  this 
formulation is further refined as follows: 




3 h kuh k
⎛ ⎞β = + β⎜ ⎟ −⎝ ⎠−   (1.5) 
where  the  parameter  bu designates  the  velocity  at  the  pseudo  bottom  and  u   the mean 
velocity along the flow depth. Experimentations [6] set the value of their quotient to 1.28. 
The  parameter  βedge  is  also  given  for  the  30°stepped  spillway  as  a  function  of  the  step 
Froude number: 



























a  large discrepancy between  the profiles. The computed elevation  is systematically  lower 
than  the  measured  one.  In  addition,  the  profile  given  by  WOLF  IMPack  suffers  large 
oscillations  in  phase  with  the  topography.  Instead,  the  actual  profile  exhibits  small 




equation  (1.2). As observed  in green on Figure 107,  the computed  flow depth get  thicker 















equations  (1.5) and  (1.6). This more precise  formulation damps  the oscillations down  (in 
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0.14



























in  a  closed  pipe  induces  a  variation  of  pressure  in  the  air  above,  and  reciprocally.  The 
benchmarks presented in this sub‐section exemplify and assess the ability of WOLF IMPack 
to  handle  with  this  inter‐layer  coupling.  The  first  case  consists  in  the  illustration  of  a 
stratified flow in a circular closed pipe. The second case depicts the effect of the expansion 
of  a bubble within  a pressurized  flow. The  third  case  shows how  a  vessel  tank damps  a 












because  the  air  density  is  assumed  equal  to  1.29349  kg/m³  and  the  celerity  equal  to 
0
0.14









‐ 1st Boussinesq coeff.
Computed profile:
‐Air entrainment





for  the air  (ug=0m/s) and water discharge  is  linearly  increased  from 0.01m³/s  to 0.5m³/s 
during  25s.  From  then  the  discharge  is maintained  constant. At  the  right  boundary,  the 






















































The present benchmark exemplifies  the ability of WOLF  IMPack  to compute  the effect of 
entrapped  air  on  a  pure  water  mixed  flow.  The  case  considers  a  closed  tank  located 
upstream  a  14.05m  long  circular  pipe  (Figure  111).  The  pipe  has  a  0.094m  diameter. 
Upstream, the conduit is connected to a 0.25m large, 1.25m long, and 1m high closed tank. 
Downstream, the water height is assumed constant at 0.1825m. Initially, the pressure head 
along  the  pipe  and  the  tank  is  constant  at  0.1825m,  the  discharge  is  negligible  and  the 
pressure  in the air tank  is equal to zero. The air celerity  is set to 330m/s and the pressure 








At a given  time, a constant discharge of 0.001m³/s of air  is  injected within  the closed air 
tank. This air  injection  increases the pressure  in the air tank, as shown  in green on Figure 
112. This pressure  increase  induces a diminution of the water  level  in the tank (in blue on 

































behavior. The more air  is  injected within  the closed  tank,  the more  the  free surface  level 









































5m  downstream  the  pipe  entrance.  The  tank  is  1.25m  long,  0.25m  large,  and  1m  high. 
Downstream the tank, a 9.05m  long pipe  is connected to a device keeping the pressure at 
0.1825m.  Initially,  the water  is  at  rest with  a  pressure  head  of  0.1825m.  The  discharge 




As  shown on Figure 115,  the  sudden  increase of discharge  creates a pressure  surge  that 
propagates at the pressure wave celerity within the pipe. After 0.5s, the water hammer hits 
the surge tank (green curve). The  level of the free surface  in the tank slowly  increases. As 
shown by the purple curve, the elevation of the free surface  levels  induces an  increase of 
pressure  in  the pipe downstream  the  tank. Nevertheless,  the pressure surge downstream 
the tank is much smaller than the increase upstream. While a high‐intensity water hammer 





































The  time evolutions of  the pressure head at 0.625m, 4.375m, 5.625m and 6.875m of  the 
upstream end confirm this flow dynamics (Figure 116). What is more, the time evolution of 
the pressure head  in the air bubble shows an  increase of pressure due to the elevation of 




One of  the objectives of  this  thesis,  largely discussed  in  the  introduction chapter, was  to 
describe  air‐water  interactions  in  transient  mixed  flows.  For  this  purpose,  the 




discussed and assessed.  In particular,  I  showed  that post‐transition oscillations affect  the 
numerical  solution  and  may  even  compromise  the  stability  of  the  computation.  This 
shortcoming was  linked to the discretization of both the equations and the computational 
domain.  In  particular,  it  was  shown  that  any  “numerical  shock‐capturing”  solver  was 
affected by  this  flaw. Consequently,  I advised  to make use of  “numerical  shock‐tracking” 
solvers for computing the “mathematical shock‐capturing” model. 
 
Since  the  same  numerical  solver  was  used  to  compute  the  three‐phase  two‐layer 
mathematical model, the same problem was expected to appear in the solution of transient 





Results of  this  computation may be  seen  as  a  failure.  Indeed, post‐transition oscillations 
appear  in  the  lower  layer and contaminate  the upper  layer. Since  the pressure celerity  in 









Designing a dam  requires  important studies  in various  fields of engineering. An adequate 
hydraulic design  contributes  significantly  to  the  security and efficiency of  the  structure.  I 
exemplify  this  affirmation herein  for  a particular  case:  the hydraulic design of  a bottom 






As pointed  in Figure 117, the gallery  is a 150m  long circular pipe of 4.2m diameter. At the 
construction stage, the gallery bypasses the river  in order to keep the building site dry. At 
the exploitation  stage,  the gallery  serves as a bottom outlet  for emptying  reservoir  (and 
flushing the sediments). The inlet consists in a concrete structure that ensures an adequate 
water intake (Figure 118). The gallery inlet is designed to decrease head losses. It includes a 
transition square/circular  that ensures  the correct  links between  the  intake and  the pipe. 
The outlet structure  in concrete  is equipped with a  radial gate  (3.6mx3.6m)  that controls 
















The  University  of  Liège  was  tasked  to  design  and  assess  the  hydraulic  behavior  of  the 
gallery. It consisted mainly in determining the expected flow discharge through the gallery 
as a function of the water head  in the reservoir. A second  important point concerned the 
influence of  the aeration  rate on  the  flow discharge capacity. Finally,  the  study aimed at 
identifying  the  characteristics  of  the  flows  appearing  in  the  gallery.  For  this  purpose, 
experimental  investigations have been  carried out on a  scale model  in  the  Laboratory of 
Engineering Hydraulics  (ULG‐HACH). Numerical simulations performed with both WOLF1D 
and  WOLF  IMPack  complemented  experimental  data.  Since  the  design  only  considers 
steady cases, computations make use of the pseudo‐unsteady strategy. The results of this 
study  have  been  summarized  in  a  journal  paper  accepted  for  publication  in  Advance  in 
Engineering Software [176].  
 
As  shown  in  sub‐section  9.2.2,  experimental  investigations  on  the  scale  model  gives 
interesting insight into the flow dynamics. In particular, either free surface, pressurized, and 
mixed  flows  occur  in  the  gallery.  Depending  on  the  flow  discharge,  strong  air‐water 
interactions appear. The six classical  two‐phase patterns are observed and a vortex crops 
up  at  the water  intake.  In  absence  of  adequate  aeration  systems,  air‐water  interactions 
induce  a  periodic  instability.  Addition  of  air  vents  prevents  from  the  apparition  of  this 
instability, but it reduces the water carrying capacity of the gallery.  
 
The  first campaign of numerical simulations neglects  the air‐water  interactions and  relies 
on WOLF1D  (sub‐section  9.2.3).  It  enables  to  assess  rapidly  the  impact  of modifications 
onto  the  gallery  design  and  to  give  further  insight  into  the  signification  of  experimental 











The experimental  facilities are made of  two  tanks  (an upstream and a downstream one) 
linked by a 5m long circular gallery with a 0.14m diameter. The scale model corresponds to 
the actual gallery at a 1/30 Froude scale. The natural topography of a mountain river bed is 
represented  in both tanks. The gallery  inlet and outlet are  located  in the right bank of the 
river, at the  level of the river bottom. The constant gallery slope  is 6.96 percents. A radial 
gate is placed at the outlet to control the discharge. The flow is there critical. The tanks are 
made  of  steel.  The  tanks  topography  has  been  build  with  concrete  blocks  and mortar 
painted with  latex  (Figure 120).  The  gallery  is  in  transparent Plexiglas,  and  the  inlet  and 





The water  feeding  system  is a  closed  circuit  that  injects water  in  the upstream  tank and 
collects water flowing from the downstream tank. The discharge in the upstream tank is the 
upstream boundary condition. The head  level upstream of  the gallery  regulates naturally 
regarding  the  gate‐opening  rate  and  the  system  release  capacity.  Downstream  of  the 




measured with  an  electromagnetic  dischargemeter  (accuracy  of  ±  1l/s)  on  the  pumping 
system. The water  level  in the upstream tank  is measured using a  limnimeter (accuracy of 
0.1mm), a Pitot  tube  (accuracy of ± 0.1mm), and an electronic piezo‐resistive  transducer 
(accuracy  of  ±  0.1 mm,  sampling  rate  of  100s‐1).  9  Pitot  tubes  and  5  electronic  piezo‐
resistive  transducers  (accuracy  of  ±  0.1mm,  sampling  rate  of  100s‐1)  are  regularly 










Investigations  consider  only  stationary  flows.  We  mostly  aim  at  determining  the  flow 
discharge  through  the gallery as a  function of  the upstream pressure head. As pointed  in 
Figure 121, the flow discharge in the gallery depends directly on the value of the upstream 
pressure head  (zero  level  is  set  at  the upstream  reservoir bottom  level).  The bigger  the 
head  in  the  reservoir  is,  the  bigger  the  discharge  in  the  gallery  is.  In  free‐surface  flows 
(lower discharge), a small  increase  in the pressure head entrains an  important  increase of 
























Pure water fully pressurized flow
Intermittent flow: Plug/Slug flow
Wavy stratified flow 












Various  air‐water  interactions  considerably  affect  the  discharge  curve  and  the  flow 
behavior. Indeed, the 6 flow patterns (Figure 121) traditionally mentioned in the literature 
[313] are experienced in the gallery:  
• Smooth  stratified  flow  is  observed  for  pressure  head  below  0.3m  (Figure  121).  It  is 
characterized by  two phases,  air  and water,  flowing  separately by  gravity. A  smooth 
interface  between  phases  appears  only  if  both  phases  flow  with  almost  the  same 
velocity. 
• Wavy stratified flow  is observed for pressure head between 0.3m and 0.4m. This flow 






often  simply  referred  to  as  intermittent  flow patterns with no  further  specifications. 
This  flow pattern  is not strictly speaking a steady  flow as  it  is characterized by a time 
periodic  oscillation  between  a  free  surface  flow  and  a  slug  flow,  according  to  the 







































The  absence  of  air‐supply  system  induces  a  periodic  instability  originating  from  the 
variations in the aeration rate. This instability seems to be first evocated in [216]. It appears 
under the form of large period oscillations of the water level in the upstream reservoir (10 
to  60  seconds).  The  amplitude  of  the  oscillation  reaches  0.02m.  In  addition,  pressure 
oscillations  all  along  the  gallery  may  reach  amplitude  of  0.04m.  The  inception  of  the 





the water  level  in  the  reservoir  increases. As  the water  level  arises  in  the  reservoir,  the 
amount  of  air  entrained  through  the  vortex  decreases  [250].  Decrease  of  the  air  void 
fraction  in the flow generates the formation of Kelvin‐Helmholtz  instabilities characteristic 
of  intermittent  flows  (pressurized  flow  pattern).  The  maximum  of  the  oscillations 
corresponds to this poorly aerated intermittent flow. This flow pattern corresponds to the 
maximum water carrying capacity for a given upstream head. Consequently, the water level 




large  oscillations  due  to  intermittent  character  of  the  flow  and  the  instability  described 
above.  What  is  more,  the  pressure  in  the  pipe  becomes  lower  than  the  atmospheric 
pressure  in some parts of the flow. Distributions of two values are plotted on Figure 123, 


















are added  just downstream  the gallery  inlet, on  the  top of  the circular cross‐section. The 
purpose of these vents is to ensure an adequate aeration rate to the gallery. It prevents the 
apparition of both sub‐atmospheric pressurized flows and the instable cycle. As pointed on 
Figure 124, addition of air vents does not affect  the discharge capacity of  the gallery  for 
pure water free‐surface and pressurized flows. On the opposite, the water‐carrying capacity 
of  the  gallery  diminishes when  two‐phase  interactions  arise.  The  area  of  observation  of 








gallery  considerably  decreases  and  the  pressure  profile  drastically  changes.  For  a  given 
upstream total head, the most the gate is closed, the smaller the discharge capacity of the 
pipe  is. Logically, a pressurized  flow occurs  faster, and  the  transition area  is  thus smaller. 

















Pure water fully pressurized flow
Intermittent flow: Plug/Slug flow
Wavy stratified flow 


























pseudo‐unsteady  strategy.  Presented  in  chapter  3,  the  state‐of‐the‐art model  is  shown 
reliable  for  depicting  free‐surface,  pressurized,  and mixed  flows.  The  correct  capture  of 
negative pressure  is  also underlined by  the  comparison. As  expected,  the model  fails  to 
account  for  situations  where  air‐water  interactions  arise.  Finally,  the  pseudo‐unsteady 
strategy proves very efficient in terms of computation effort.  
 
Simulations  are  performed  under  the  assumption  of  a  pure water  flow  (void  fraction  is 
equal to zero), with a spatial discretization step Δx=3.33cm. Since a three step Runge‐Kutta 
scheme is used, the CFL number must be limited to 0.5 for stability reasons (this limitation 
results  from  non‐linear  stability  analysis  proposed  in  [144]).  Simulation  considers  non 
























A  first one  results  from  the  reaction of  the banks on  the  flow and  is  taken  into account 
naturally  by  the  computational  code  (because  it  relies  on  the  non‐conservative  Saint‐




Figure  127, WOLF1D  gives  two  discharge  capacity  relations  for  a  flow  discharge  ranging 
between 5l/s and 55l/s. A first head/discharge relation is computed by assuming that a free 
surface appears in each mesh if the water height is below the pipe crown (air phase above 
the  free  surface  is  at  atmospheric  pressure).  The  second  head/discharge  relation  is 







arise  even  if  air  vents  supply  the  gallery. What  is more,  computations  clearly  show  that 
aerating the gallery diminishes its discharge capacity.   
 




216].  As  clearly  showed  by  numerical  results,  the  instability  oscillates  between  a  free‐















Pure water fully pressurized flow
Intermittent flow: Plug/Slug flow
Wavy stratified flow 














WOLF1D  to  simulate pure water mixed  flows.  For  a pressurized  flow of 51  l/s, both  the 
computed pressure and total heads accord with the experimental data measured with the 
pressure  transducers  and  the  Pitot  tube  (Figure  128).  It  underlines  the  ability  of  the 
modified WOLF1D module to simulate pressurized flows as well. For a free‐surface flow, the 











single‐phase.  For  a  free  surface  flow  of  18l/s, WOLF1D  gives  a  good  evaluation  of  the 
required  upstream  pressure  head  (0.23m).  However,  other  measured  data  within  the 
gallery diverges from the computed data (Figure 130).  It suggests that the air  layer above 
the  free‐surface  is  not  anymore  at  atmospheric  pressure.  Consequently,  the  negative 
pressure  above  the  free‐surface  alter  the  water  flow.  A  similar  conclusion  holds  for 
intermittent and wavy stratified flow, with the aggravating circumstance that air may now 


































airtight  such  that  a  free‐surface  cannot  appear.  The  profile  makes  thus  appear  sub‐
atmospheric pressure at the entrance of the pipe. The second profile assumes that the pipe 
is  adequately  supplied  in  air  through  air  vents.  The  resulting  flow  exhibit  a  clear  free 





























































Adjusting  the  height  of  the  rectangular  section  in  one  mesh  enables  to  account  for 
downstream valve closure  in the computation. The height of the cross‐section at the gate 
position is given by the following function [151]: 
  Gate open contraction maxH C *C *H=   (1.8) 
where  Copen  is  the  coefficient  of  opening  in  percent,  Ccontraction  is  the  coefficient  of 

















































gate  in presence of air vents. When the free surface reaches the  lower part of the gate,  it 
creates  a  concentrated  head  loss  that  limits  the  discharge  capacity  of  the  gallery.  As 
pointed in Figure 133, the slope of the curve becomes steeper. The more the gate is closed, 
the steeper the curve is. This obstruction of the stream induces a very fast pressurization of 





Accordance  between  experimental  and  numerical  data  is  also  obvious  in  the  profiles  of 
pressure and  total heads.  In Figure 134,  the profiles computed  for a discharge of 18.9l/s 
with a gate at 40% open accords with experimental data. The concentrated head loss at the 
gate is obvious on this curve. For a discharge of 24.1l/s and a gate open at 80%, a stationary 
mixed  flow  pattern  appears  in  the  gallery.  The  free‐surface/pressurized  flow  transition 















































  ( )g g g g ,eqmΓ ρ Ω = − Γ α − α   (9.9) 
where Γ and αg,eq are  constants  calibrated with experimental  results  (this  last one  is  the 




flow with air‐entrainment. The effect of  the entrained air on  the water  flow  is accurately 
computed  by  using  equation  (9.9)  for  the  phase  change  volume  generation  Γg.  The 
parameter Γ  is set at 25 and αg  is calibrated according  to  the  flow pattern observed. For 
bubbly flows, as bubbles arise from the air dissolved  in water, equilibrium void fraction  is 
chosen between 0.5% and 2%. For  intermittent flows, an additional air supply  is provided 



















Pure water fully pressurized flow
Intermittent flow: Plug/Slug flow
Wavy stratified flow 

























The  influence  of  the  friction  correlation  on  the  simulation  results  is  an  important  issue 
worth to investigate. For this purpose, a computation is performed for a bubbly flow of 36.5 
l/s,  a  void  fraction  of  4.5%,  and  four  friction  correlations:  the Homogeneous  Colebrook‐
White  (kD  =  2.10
‐5m),  Homogeneous  Blasius,  Lockhart‐Martinelli,  and Müller‐Steinhagen 
and Heck. Results  in  terms of  the upstream  total head, which  is  the parameter  the most 
affected by  the  friction,  are  given  in  Table  14. Obviously,  accuracy of  the  results  is only 
slightly  affected  by  the  choice  of  the  friction  correlation.  It  results  from  the  feeble 
roughness  and  air  void  fraction  observed. However,  simulation  on  large  scale  prototype  































The validation campaign presented  in  section 9.1 proves  the efficiency and usefulness of 
WOLF IMPack with respect to the simulation of transient air‐water flows  in open channels 
and  closed  conduits.  Applied  to  pure  water  flows, WOLF  IMPack  gave  the  exact  same 
results  as  WOLF1D  (Chapter  5).  It  also  accounted  adequately  for  air  entrainment  in 
pressurized flows (two‐phase water hammer) and free surface streams (stepped spillway). 
To  some  extent,  computation  of  the  upper  layer  dynamics  enabled  to  account  for  air 
entrainment  in closed  conduits.  Indeed, WOLF  IMPack gave good  results  for mixed  flows 






bottom  of  a  large  dam.  Experimental  investigations  on  a  physical model  underlined  the 
apparition of strong air‐water interactions that affects the flow dynamics. Application of the 
single‐phase code made appear discrepancies in the results. By using WOLF IMPack, part of 
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this thesis.  In this respect, my work  led to two scientific propositions. First,  I showed that 
both  single‐ and multi‐phase one‐dimensional models describing  free  surface  flows could 





theory  for  investigating not only 1D air‐water  flows, but also many other phenomena of 
interest  in  civil  and  environmental  engineering.  Indeed,  there  exist  many  hydraulic 




As  mentioned  in  chapter  2,  the  application  of  multiphase  theories  has  remained 
circumscribed to a very limited number of attempts in civil and environmental engineering. 
The  success  of  the drift‐flux  theory  for  air‐water  flows prompts me  to  investigate  if  the 




In  a  similar  manner,  transversal  velocities  arise  in  many  flows  such  that  the  one‐
dimensional approach  is not anymore valid.  It  is still possible to solve the 3D model but  it 
requires  sophisticated  algorithms  and  resources  beyond  the  present  computational 







Finally,  interactions  between  the  flow  and  the  boundaries  of  its  domain  may  affect 
considerably  the  fluid motion.  In  particular,  vegetation  and macro‐roughness  constitute 
mobile boundaries that strongly affect the hydrodynamic of the flow and the properties of 





widening  my  results  to  other  environmental  flows.  To  be  more  precise,  I  provide 
preliminary  results  and  avenues  worth  exploring  with  respect  to  the  shortcomings 
identified above. First, I extend the applicability of the original multi‐layer one‐dimensional 
drift‐flux model to the main transport phenomena in free surface flows (section 10.1). The 
multiphase approach enhances  the  fidelity of  the description of  sediment and pollutants 
transport.  Second,  I  develop  an  original  shallow‐water‐like  drift‐flux  model  that  is  an 
intermediate  model  between  1D  and  3D  models  (section  10.2).  The  model  is  able  to 
simulate  2D  free  surface  flows  and  even  3D  intricate  streams  when  using methods  to 
accommodate the depth‐integration with the vertical distribution of the flow parameters. 
Third, applicability of both the shallow‐water model for pure water flows and the shallow‐
water‐like model  for  two‐phase  flows  is  extended  to  pressurized  flows  as well.  For  this 
purpose,  I  develop  an  original  Preissmann  tube  that  is  placed  at  the  top  of  the 
computational model. Finally, time‐integrated models are shown inadequate when applied 
to  streams  affected  by  scale  heterogeneities  like  turbulent  flows  over  rough‐beds  and 
canopies (section 10.4). For overcoming this flaw of classical approaches, the use of Double‐
Averaged  Models  (DAM)  is  growing.  DAM  has  been  successfully  used  for  developing 
numerical models,  designing  experiments,  data  analysis  and  interpretation,  and  guiding 
conceptual  developments  and  parameterizations  [237].  Since  the  current  research  trend 
suggests that DAM may soon become a standard tool, I investigate in section 10.4 the main 
features  of  the  approach  and  their  implications  with  respect  to  the  objectives  of  the 
research. Most  of  the  preliminary  original  results  presented  in  this  chapter  have  been 







From a general point of view, hydraulic engineering  treats of  the conveyance of  fluids  in 
natural or anthropogenic environments, which I called environmental flows in this thesis. In 
first approximation, such situations are treated by analyzing the flow as pure water flowing 
in  an  immutable  external  environment.  However,  this  approach  neglects  the  various 
interactions that may arise between the flow and the global system in which it is inserted. 
 
Mechanisms of  interaction  that could alter  the  flow behavior are multiple. The  first kind, 
air‐water interaction, has been widely investigated in this thesis. Nevertheless, it is not the 
only  type  of  transport  phenomenon  that  may  affect  the  flow  dynamics.  Indeed, 
sedimentation and erosion also result  from the transport of a dispersed phase within the 
water flow [13]. In this second case, the interaction is highly reciprocal since sedimentation 
alters  the bed  topography as well as  suspended  sediments alter  the water  flow behavior 
[13,  80].  Sedimentation  analysis  is  largely  used  for  the  design  of  storm‐water  storage 
reservoirs  and  dam  reservoirs  [87],  for  fluvial  geomorphology  analysis  [323],  for 










In  this  section,  I  show  that  standard  mathematical  models  describing  sediment  and 
pollutant transport suffer shortcomings analogous to their counterparts for air‐water flows. 
Consequently,  I  assess  the  applicability  of  the  drift‐flux  theory  for  all  types  of  transport 
phenomena. Even  if both  the sediment dynamics and the pollutant dispersion differ  from 
the behavior of air bubbles,  the multiphase approach  rigorously gives a  set of equations 
that enhance the fidelity and enable the unification of the description of these processes. 
Originally  presented  in  a  book  I  published with  colleagues  of  the HACH  [173,  174],  this 






In  sedimentation  engineering  [13],  two  transport modes  are  traditionally  distinguished, 
namely bed load transport and suspended load transport (Figure 139). Bed load consists in 
the coarser particles that are transported along the bed intermittently by rolling, sliding, or 
saltating.  Suspended  load  consists  of  the  finer  sediments maintained  in  suspension  by 





In view of  the capital  importance of erosion and  sedimentation, a  lot of  researches have 
been dedicated to the development of an accurate description of both bed and suspended 
loads transport. It resulted  in a  large number of models that differ  in many respects. Each 
one  has  its  advantages  and  drawbacks  that  make  it  suitable  for  specific  applications. 
Reviewing  this  large  literature  is  beyond  the  scope  of  this  thesis. Nevertheless,  I  briefly 






field  for  the  water  and  concentration  field  for  the  sediments  [13,  104].  Since  such 




Sedimentation models  can  be  also  classified  as  uniform  or  non‐uniform  [323].  Uniform 
models  represent  the  entire  sediment mixture using  a  single‐sized  class  [75], while non‐
uniform models divide  the sediment mixture  into a number of  size classes and study  the 
behavior of each size class [13, 323].  
 
By analogy with  the  two  sediment  transport modes  identified above,  sediment  transport 
models are often group as bed‐load, suspended‐load, and total‐load. As pointed by Dewals 











A  fundamental distinction  in  sedimentation engineering  is made between equilibrium  (or 
saturated) models and non‐equilibrium  (or unsaturated models).  In a equilibrium model, 
the actual sediment transport rate is equal to the capacity of the flow carrying sediment at 
equilibrium  conditions. The actual  sediment  transport  is  thus assumed  to  reach, without 
any delay, the local capacity. Most of the classical models relies on the saturated approach 
[75], which  is only  coupled with  the Exner equation  for describing  the bed motion  [187, 
323]. On  the opposite, non‐equilibrium model assume  that  the actual sediment  transport 
rate  does  not  reach  instantaneously  the  sediment  transport  capacity.  In  some  one‐
dimensional models  [240], a specific differential equations enables  to evaluate  the actual 





as  particulate  and  continuous‐medium models.  Particulate models  treat  sediment  as  a 
group  of  particulate  entities  and  describe  the  movement  of  single  particles,  whereas 
continuous‐medium models assume sediment as a kind of pseudo‐continuous medium. 
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Complementing  the  Saint‐Venant  equations,  the  one‐dimensional  advection‐diffusion 
equation  for passive  scalars describes  the  transport of  the  concentration C  in  suspended 
load [7‐9]: 
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In most  of  the  cases  in  hydraulics,  this  approach  is  largely  justified  and  gives  accurate 
results. Nevertheless, in transient flows, concentrations may reach considerable values such 
that we cannot neglect anymore the bed variations and the flow density modification [74, 
107].  In  such cases, equations  (10.1)‐(10.3) can be  refined by  integrating  the variation of 
the density in the equations [75, 323] and the Exner equation [127, 210] that accounts for 
the mobility of the bed caused by deposition and erosion: 
  ( ) s s sQ1 p et x
∂Ω ∂− + = −∂ ∂   (10.4) 





the concentration C  is wooly, especially  its physical meaning at the  local  level. This  lack of 




these  shortcomings, Capart  [39] proposed  a  two‐layer  approach with different  velocities 
between  the water  layer  and  the  sediment  layer. Another  approached  proposed  by Wu 



























1D  free‐surface drift‐flux model  (established  in Chapter 6)  to  sediments  transport  seems 
legitimate. 
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Physically,  the multiphase model  ensures  the mass  and momentum  conservation  of  the 
mixture as well as the mass conservation of each phase separately. Since the flow is highly 
stratified,  the  separation  in  two  layers  is  legitimate.  Therefore,  two  values  of  the  void 
fraction characterize the concentration in sediment (one in the upper layer, and one in the 





water phase.  It enables to account  for the adverse  impact of the sediments on the water 
flow. What  is more, the  introduction of the drift‐velocity makes the model more coherent 
and broader  in  scope. Finally,  the void  fraction appears naturally  in  the derivation of  the 
model.  It  constitutes  a  rigorously‐defined  concentration.  In  particular,  it  results  in  the 
disappearance  of  turbulent  terms  in  the  diffusion  equation.  In  the  lower  layer, 






  d s 1 pα = −   (10.8) 
What  is  more,  an  empirical  constitutive  equation  imposes  the  flux  of  sediment.  For 
instance,  Meyer‐Peter  and  Muller  [221]  proposed  a  simple  relation  for  the  sediment 
discharge: 
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  (10.9) 
where L is the width of the exchange area between both layers,  *sfτ is the non‐dimensional 
skin‐friction shear stress, and  *crτ is the threshold value of the shear stress for  initiation of 
the  saltation.  The  parameter  d50  is  a  statistical  value  that  specifies  the  diameter  of  the 
sediments. The parameter s is the relative density of the sediment. For further information 
about constitutive equations  for the  flux of sediment,  I refer the  interested reader to the 
specialized literature [1, 4, 11]. In any case, these two simplifications make trivial both the 
continuity  and  momentum  equations  for  the  mixture.  Consequently,  the  remaining 
diffusion equation identifies to the Exner Equation: 
  ( ) s s sQ1 p et x







of  the Deepwater Horizon drilling  rig  (Figure 141).  It  is already  considered as one of  the 
























In  this  respect,  transport models  are  very useful. Based on  the description of  the point‐
source and non point‐source pollution distribution,  such models predict  the evolution of 
the  concentration  in  pollutant  in  the  free  surface  waters.  Like  for  sediments  and  air 
transport  phenomena,  standard  transport models  for  pollutants  rely  on  a  single‐phase 
model  coupled  with  an  advection‐diffusion  equation.  I  have  shown  this  model  suffers 
various  shortcomings  that  a multiphase model may  overcome.  Consequently,  the multi‐





When  handling  with  pollutant  transport,  a  key  issue  is  the  creation/destruction  of  the 
pollutant phase.  Indeed, most of the pollutants are active phases, which means that they 
react  with  other  components.  This  feature  strongly  alters  the  evolution  of  the 
concentration in pollutant. The volumetric phase generation term appearing in the drift‐flux 






Solving  3D  mathematical  models  by  using  the  numerical  methods  developed  in 
Computational  Fluid  Dynamics  [63,  144,  145,  197,  285]  is  frequent  in  order  to  analyze 
intricate flows in hydraulic structures. It provides a precise description of the flow motion. 






remain much smaller  than  the main velocity. Many  situations of practical  interest do not 
verify this hypothesis such that one‐dimensional models cannot be applied. 
 
Two‐dimensional  shallow‐water‐like models offer an  intermediate  step between both 1D 
and  3D  models.  Such  models  are  derived  from  3D  models  by  integrating  the  partial 
differential equations over the flow depth. Their validity relies on the assumption that the 
vertical velocity is negligible in comparison with the horizontal velocities. The computation 
effort  is greatly  reduced since 2D models make use of planar meshes and do not  require 




There  is  no  reason  that  this  strategy  could  not  be  successfully  applied  to  the  drift‐flux 
theory.  In  fact,  an  easy  extension  to  multidimensional  problems  has  always  been  an 
objective of my doctoral research. Consequently, I present in this section a shallow‐water‐
like drift‐flux model  for  the  simulation of  free  surface environmental  flows. This  includes 
the  entrainment  of  air,  sediments,  pollutants,  or  any  dispersed  phase.  By  analogy with 
single‐phase models, this original set of equations is derived by integrating the 3D drift‐flux 
model over the flow depth. For this purpose, a dimensional analysis decouples momentum 
equations  and  simplifies  the  pressure  distribution  (section  10.2.1).  What  is  more,  I 
introduce  suitable  depth‐averaged  values  and  boundary  conditions  (sections  10.2.2  and 
10.2.3).  Based  on  these  results,  I  obtain  the  depth‐integrated  drift‐flux model  (section 
10.2.4). In all this process, I assume a uniform vertical distribution of the flow parameters. 
Since  this assumption may cause errors  in some cases,  I  introduce  in section 10.2.5 three 
different  methods  to  accommodate  depth‐averaged  model  with  non‐uniform  vertical 
distributions of the velocity and the concentration in dispersed phase.  
 
These  original  results  have  been  extensively  presented  in  a  book  [173],  a  chapter  book 
[172], a  journal paper [171], and a conference paper [170]. Since this approach  is beyond 
the scope of this thesis, I do not present here a thorough demonstration and analysis of the 













Expressing  the  drift‐flux  model  in  its  non‐dimensional  form  enables  to  decouple  and 
simplify the momentum equations [173, 174]. For this purpose,  I assume that the vertical 







∂ = −ρ θ∂   (10.11) 
The  system  of  PDE’s  does  not  go  through  other  simplifications.  However,  this  simple 
relation  virtually  cancels  the  momentum  equation  along  the  z‐axis  and  provides  a 
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where the flow depth h is defined by the bottom height hb and the free surface height hs as: 
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model,  we  obtain  the  depth‐averaged  flow  parameters.  Since  both  fluids  are 
incompressible, the depth‐averaged mixture density is given by: 
  ( )m d d d w1ρ = α ρ + − α ρ   (10.15) 
The phase velocities are defined as the void fraction weighted depth‐averaged velocities: 
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and the depth‐averaged diffusion velocity and drift‐velocity are naturally defined as: 
    dm mdm md dU u u and V v v− −     (10.20) 
   djdj d x d yU u j and V v j− −    (10.21) 
 
Several  important equations  relate  the  various  velocity parameters with each other. The 
depth‐averaged fundamental relation for the diffusion velocities [154, 173] can be written 
as: 
     dm wmdm wmd d w w d d w wU U 0 and V V 0ρ α + ρ α = ρ α + ρ α =   (10.22) 
The relation between the diffusion velocity and the drift velocity is derived as: 
     w wdm djdm dj
m m
U U and V V
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Combining  the  definition  of  the  diffusion  velocity  given  by  equation  (10.20)  with  the 
important relations (10.23) and (10.24) gives for the dispersed phase: 
   w wm djm djd d
m m
u u U and v v V
ρ ρ= + = +ρ ρ
    (10.25) 
and for the water phase: 
   d dd dm djm djw w
d m d m
u u U     and     v v V
1 1
α αρ ρ= − = −− α ρ − α ρ
    (10.26) 
In the drift flux model, a problem is solved in terms of averaged void fraction and averaged 













means  that  the  component  of  the  fluid  velocity  normal  to  the  interface  is  equal  to  the 




interfaces.  In  other words,  the  forces  acting  on  an  infinitesimal  element  of  fluid  at  the 
interfaces  are  the  direct  cause  of  its  motion.  The  drift‐flux  model  includes  only  one 




Based  on  both  the mean  values  defined  in  section  10.2.2  and  the  boundary  conditions 
established  in section 10.2.3, I can perform the  integration of the 3D drift‐flux model over 
the  flow depth  (Figure 142).  In particular,  I  successively  integrate  the mixture  continuity 
equation, the diffusion equation, and the mixture momentum equations along both the x‐
axis and y‐axis. In these last equations, I pay a particular attention to the formulation of the 
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The depth‐averaged diffusion equation complements equation  (10.27)  in order  to ensure 
the mass conservation of each phase on its own: 
 
 mmd d d w w
djdjd d
m m
d d,s d,s d,b d,b
d
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U h V h
t x y x y
1
h i i
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for  fluid  injection).  The  drift‐velocity  along  the  x‐  and  y‐axis  accounts  for  the  relative 
velocity  between  both  phases.  Constitutive  equations  like  the  Dix  correlation  set  their 
value. Finally,  the phase generation  term accounts  for  the volumetric exchange between 
both phases.  
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Drift  velocities  appearing  in  equations  (10.29)  and  (10.30)  are  the  same  than  the  one 
present  in  the  diffusion  equation.  The  topographic  slope  is  specified  by  the  bottom 




effect of  the  friction at  the external boundaries  (bottom and  free surface), as well as  the 
effect of the surface tension at the surface of the bubbles. Pressure term is given by: 






P h x,t z dz= ρ −∫   (10.31) 
 




drift velocity   dj,lU  accounts for all the diffusive mechanisms that can be encountered in civil 
and environmental. It enhances the coherence of the model. 
10.2.5 NON‐UNIFORM VERTICAL DISTRIBUTION OF FLOW PARAMETERS 
When  integrating  over  the  flow  depth,  I  assume  the  vertical  uniformity  of  all  flow 
parameters. It causes most of the flow features along the integration direction to be lost. In 
many applications, the loss of details over the vertical dimension has no significant impact 
on  the  simulation.  In  contrast,  the  assumption  of  vertical  uniformity  may  cause 
considerable  errors  in  other  cases.  It  is  especially  true  in  curved  channels  [114]  or 








on a  single parameter and on a pre‐determined distribution of  the  flow parameters. The 









equations  to  be  solved  but  leads  to  either  Boussinesq  coefficients  [21,  76,  260]  or  a 
covariance  term  [153,  154,  330].  Boussinesq  coefficients  are  frequent  in  free‐surface 









the  functional  profile  depends  on  more  than  one  parameter.  To  solve  the  additional 





shallow‐water‐like  equations  is  derived  for  each  layer  and  the  profile  of  each  flow 
parameter  is assumed constant over a single  layer. It results  in N coupled sub‐systems for 








between  a  reduction  in  the  computational  effort  and  a  good  fidelity  in  the  description. 
Since  the  approach makes  use  of  two‐dimensional  grids  and  does  not  require  tracking 
explicitly  the  free surface, computation  is possible on personal computers. What  is more, 
this method simulates two‐dimensional and even three‐dimensional flow patterns (as far as 
correction methods are used  like the multi‐layer approach, the Boussinesq coefficients, or 
the  moment  equations).  It  provides  more  accurate  results  than  the  one‐dimensional 
approach.  
 
The  classical  shallow‐water model  for  pure water  flows  [9,  286],  as well  as  the  original 
shallow‐water‐like  drift‐flux model  for  two‐phase  flows  (previous  section),  describe  only 
free  surface  flows.  However, mixed  flow  patterns  arise  in many  situations  of  practical 
interest  involving 2D or 3D  flows. When computing  flood events or dam break accidents, 
parts of the flow get pressurized in tunnels and openings within dikes. In a similar manner, 
many  hydraulic  structures  are  surrounded  by  complex  flows  including  free  surface  and 
pressurized flows. Shallow‐water‐like models are useless in such situations. 
 
The purpose of  this section  is  to extend  the applicability of  the shallow‐water models  for 
single‐  and  two‐phase  flows  to pressurized  flows  as well.  For  this purpose,  I  rely on  the 
original strategy that  I have used for one‐dimensional models.  In other words,  I make the 
most of the analogy between the equations describing pressurized and free‐surface flows. 
In  the  free  surface models,  I  complement  the  hydrostatic  pressure  term with  a  uniform 
contribution.  This  original  pressure  term  overcomes  the  discrepancy  arising  in  pressure 
gradients  of  free  surface  and  pressurized  flows models.  It  results  in  a  unified model  for 
mixed flows. 
 
In  this  section,  I  present  two  original  models.  The  first  one  is  a  depth‐integrated 
mathematical model for pure water free surface flows in which I modify the pressure term 
for modelling  pressurized  flows  (section  10.3.1).    The  second  original model  is  a  depth‐
integrated set of equations for two‐phase flows (water + dispersed phase). It relies on the 
drift‐flux  model  and  a  unified  two‐phase  pressure  term  (section  10.3.2).  Only  the 





by  depth  integrating  the  Reynolds‐averaged  Navier‐Stokes  equations  with  the  key 
assumption of hydrostatic distribution of the pressure: 
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where  A  and  B  are  the  Jacobian  matrixes  of  the  shallow‐water  equations,  U  is  the 
conservative unknown matrix:  
  [ ]Tw wh hu hv=U   (10.36) 
The matrix S conflates all  the  source  terms. The entries of  these matrixes are  the partial 
derivative of the flux components with respect to the conservative unknowns. The Jacobian 
matrixes are given by: 
  2 2w w w w w w
2 2
w w w w w w
0 1 0 0 1 0
c u 2u 0      ;       u v v u
u v v u c v 0 2v
⎡ ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥= − = −⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦
A(U) B(U)   (10.37) 
Since the density is assumed constant, the free surface celerity is given by:  




∂= =∂   (10.38) 
Result  (10.38)  corresponds  to  the  velocity of  a wave  at  the  free  surface.  The  relation  is 
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∂= ∂ρ   (10.40) 
where p  is the uniform contribution to the pressure  in the mesh and the water density  is 
assumed variable. The value a depends on the compressibility rate of the water, and on the 
strength of both the walls of the mesh and  its mean of support.  In pure water  flows, this 
parameter may  be  chosen  as  a  constant.  Its  value  is  computed  by means  of  continuum 
mechanics  relations  [325].  By  integration  of  equation  (10.40),  I  express  the  uniform 
pressure contribution as a function of the celerity and the water height h: 
  ( )2 w w,0 max,0p a h h h= ρ − ρ   (10.41) 
 
In  order  to  unify  these  two  formulations,  I  re‐write  equation  (10.39)  in  terms  of  “free 
surface equivalent” parameters: 
  w w w w weq x,eq y,eq
w,0 w,0 w,0
h u h v h
h      ;     q      ;     q
ρ ρ ρ= = =ρ ρ ρ   (10.42) 
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  (10.43) 
For the pressure term (10.41), we have 
  ( )2w,0 eq max,0 max,0p a h h h= ρ −   (10.44) 
Except the pressure term, model (10.43) is identical to equation (10.33) that describes the 
free surface flows with the following notation: 
  x w y wh h     ;     q u h     ;     q v h= = =   (10.45) 
Consequently,  the  following  system of PDE’s describes  in  a unified  framework both  free 
surface and pressurized flows: 
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By definition,  the pressure  term Peq  is  the depth‐integral of  the pressure distribution. By 












gh a h h if PP
2
⎧⎪⎪= = ⎨⎪ + −⎪⎩
∫   (10.47) 
which  is  very  similar  to  the 1D  formulation. The notation  FS designates  the  free  surface 
flow, while PP designates pressurized flow. If heq>hmax, the flow  is obviously pressurized. If 
heq<hmax,  the  flow  pattern  depends  on  the  aeration  condition.  Lack  of  aeration  device 
prevents  indeed  the apparition of a  free  surface and a  sub‐atmospheric pressurized  flow 
appears. Model  (10.47)  accounts  for  this  possibility  since  uniform  contributions  can  be 






From  a  physical  point  of  view,  the  free  surface  equivalent  height  heq  accounts  for  the 
dilatation of the walls and for the contraction of the water due to the increase in pressure. 
By  analogy with  the  1D  Preissmann  slot, we  can  define  here  a  Preissmann  tube  that  is 
added at the top of the computational mesh (Figure 143). In this case, a pressurized flow is 
treated as an artificial free‐surface flow whose celerity is given by: 
  2 2eqc gh a= +   (10.48) 
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where  s  conflates  all  the  source  terms  and  the  pressure  term  Ph  accounts  for  the 
hydrostatic distribution of pressure: 






P h x,t z dz= ρ −∫   (10.50) 
This  model  provides  a  high‐fidelity  description  of  free‐surface  flows  that  transport  a 
dispersed phase. Nevertheless, it is useless when the flow is pressurized.  
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∂= ∂ ρ   (10.53) 
The celerity c is the velocity of a wave at the free surface of the mixture.  
 
By  analogy, we  could  depth‐integrate  the  3D  drift‐flux model  under  the  assumptions  of 
uniform distribution of the pressure and of a mixture density depending on the pressure. It 
would give  the exact same  formulation  than equation  (10.49) except  that  the hydrostatic 
pressure term is replaced by a uniform contribution.  




This model  has  also  the  same  eigenstructure  than  the model  (10.49),  except  that  the 
pressure wave celerity a replaces the free surface celerity c. By definition, a is given by: 




∂= ∂ ρ   (10.55) 
Again, the value of the celerity a is calculated by means of continuum mechanics relations. 
Nevertheless, this value cannot be considered constant anymore. Indeed, the concentration 
in dispersed phase  strongly affects  the  compressibility of  the mixture  fluid, and  thus  the 
value of the celerity. Consequently, it is necessary to compute the celerity at each time step 





m 0 0 m,0 0 0a a 1 a p p
+ββ β= + α ρ   (10.56) 
where  the  subscript  0  designates  the  reference  state  characterized  by  the  atmospheric 
pressure. The parameter  β  is equal  to 1.0  for  isothermal processes and 1.4  for adiabatic 
conditions.  The  reference  void  fraction  α0  is  the  volume  fraction  of  dispersed  air  at 
reference pressure and the reference density   ρm,0  is the mixture density at the reference 
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flows. Since the density  is already variable,  I do not need to reformulate the equations  in 
terms of “free surface equivalent parameters”. The unified model is simply: 
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prompted  by  the  necessity  to  take  into  account  the  high‐frequency  variations  in  the 
temporal evolution of the flow parameters at a given point. Classical in fluid dynamics, this 
turbulence  model  accounts  for  the  scale  heterogeneities  in  time  without  requiring  an 
important computational time like the Direct Numerical Simulation (DNS).  
 




the  flow.  Due  to  their  frequent  apparition  in  natural  and  anthropogenic  environments, 
these two topics constitute challenges for scientists and engineers. 
 
By  definition,  so‐called  rough‐beds  cover  a  large  spectrum  of  situations  that  appear 
frequently  in  natural  rivers  and  streams.  The  rigid  beds  that  constitute  most  of  the 
mountain  torrents and  fluvial  rivers are a  first example of  rough‐beds. They are naturally 
chaotic since  they  result directly  from  the  tumultuous history of  the earth  [185]. Second, 
river  bottom  are  frequently  composed  of  gravels  and  sediments  that  are  successively 
transported, dropped, dragged, and saltated according to the flow conditions [4, 13, 60, 80, 
126].  Variable  in  time  and  space,  sediment  and  gravel  depots  form  an  unpredictable 
roughness. Third, particular flow conditions may give birth to bigger‐scale structures, called 





on  riverbanks  or  floodplains,  and  sporadically  within  the  riverbeds.  The  impact  of 
submerged  vegetation  on  the  flow  is  both  detrimental  and  beneficial.  From  a  hydraulic 
point  of  view,  vegetation  increases  the  flow  resistance  and  reduces  the  conveyance 
capacity of the channel [230, 322]. Consequently, vegetation has been removed for many 
years from channels in order to avoid flood events. Nevertheless, submerged canopies is a 
factor of  improvement of  the  environmental  value of  rivers  [230, 256].  It  influences  the 
water  quality  by  removing  nutrients  and  producing  oxygen  in  stagnant  regions.  It  also 
decreases  the  importance of bed  stresses and  consequently promote  sedimentation and 























equations  and  account  for  spatial  heterogeneities.  The  use  of  Double‐Averaged Models 
(DAM)  for streams affected by scale heterogeneities  like  turbulent  flows over rough‐beds 
and  canopies  is  growing.  It has been  already  successfully used by  a number of  research 
groups worldwide  for developing numerical models, designing experiments, data analysis 
and  interpretation,  and  guiding  conceptual  developments  and  parameterizations  [237]. 
Since  the current  research  trend suggests  that DAM may soon become a standard  tool,  I 
investigate  in  this  section  the main  features of  the approach, and  their  implications with 
respect to the objectives of the research. For this purpose, I give  in sub‐section 10.4.1 the 
mathematical  formulation  of  the  Double‐Averaged  Navier‐Stokes  (DANS)  equations  as 
established  in the  literature [235]. As pointed  in sub‐section 10.4.2, DANS equations have 




From  an  historical  point  of  view,  the  DAM  originates  from  the  study  of water  flows  in 





In  fluvial  hydraulics,  Smith  and McLean  [271] were  the  first  to  use  spatial  averaging  for 








The  Reynolds‐averaged  equations  (2.19)  and  the  time‐averaged  advection‐diffusion 
equation for passive substance (2.21) are the starting point of the classical double‐average 






advantages  over  area‐averaging.  First,  volume‐averaging  better  suits  real measurement. 
Second, transformations of the equations are simpler and more transparent. Third, volume‐
averaged equations can be applied  indistinctly to surface and subsurface  flows. Naturally, 
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φ = φ   (10.62) 
 
If  volume‐averaging  the  hydrodynamic  equations  in  a  continuous  fluid  domain  (region 
above  the  roughness  crests or  vegetation  tops) does not pose  any difficulties,  the  same 
procedure  in  the discontinuous domain  (region below  the  roughness crests or vegetation 
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where f and g are variables in the time‐space domain, s is a spatial or temporal coordinate, 
and a  is a constant. In a discontinuous domain, relationships (10.63) do not hold anymore 
because  operators  (10.60)  and  (10.61)  do  not  always  commute  with  time  and  spatial 
differentiation.  I  already mentioned  this problem when deriving  the 3D drift‐flux model. 
Indeed,  the  interfaces between each phase constituted discontinuities across which  time‐
average operators did not commute. On account of this, demonstration of the 3D drift‐flux 
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where φt = Tf/T0 is the time analog of the roughness geometry function, v is the bed‐surface 
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We also assume that flow variables are sufficiently smooth for ensuring that: 








∂ρ φ ∂+ ρ φ =∂ ∂   (10.68) 
In a similar manner, the double‐averaged momentum equation for pure water is given by: 
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As  discussed  by  Nikora  [235],  equations  (10.68),  (10.69),  and  (10.70)  contain  additional 
terms  in comparison with the conventional RANS. These terms  include dispersive or form‐
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= − ∂ ∂φ ∫ (including plant surfaces,…). Another important 
feature  of  these  equations  is  the  presence  of  the  roughness  geometry  function  which 






opposition  to  the  time‐space  averaging  method  as  proposed  above.  The  time‐space 





In any  case,  the discrepancy appearing between  the equations obtained by  “time‐space” 
averaging and “space‐time” averaging is confusing and has recently initated several debates 
in  literature  [232].  However,  recent  works  [68,  235]  have  overcome  this  apparent 
discrepancy  by  using  the  so‐called  double  decomposition.  In  conclusion,  the  difference 




interesting  results  in  the  field  of  environmental  hydraulics.  As  the  following  literature 
review shows, DANS model underpins the development of numerical models, the design of 
laboratory  and  field  experiments,  the  analysis  of  data  and  their  interpretation,  the 
development  of  conceptual  formulations  and  parameterizations,  and  finally  the 
development of closure  relationships.  In particular,  the DANS approach has been used  to 
investigate  flows  over  vegetated  bed,  flows  over  gravel‐beds  or  artificial  elements 
simulating gravels, flows over sand‐bed, and the transport of sediments. 
 




problem  by  averaging  the  conservation  laws  over  space  and  time.  Hoffmann  [146] 




improve modelling  of  flow  in  densely  obstructed  channels. With  a  different  approach, 
Coceal  et  al.  [54]  performed DNS  computation  of  the  flow  over  regular  arrays  of  cubes 
simulating  large bluff bodies of  vegetation,  compared  the  results with  experiments  [55], 
and derived double‐average of the numerical parameters in order to investigate the effects 
of  the cubes on  the  flow. The  same approach was used by Souliotis and Prinos  [274]  for 






exploiting  experimental  data.  For  instance,  V.Nikora  et  al.  used  DANS  to  precise  the 
definition of an uniform flow in [235] and to identify four specific types of rough‐bed flows 
[236]. Aberle  et  al.  [4],  Cooper  and  Tait  [60],  as well  as  Cameron  et  al.  [37]  performed 
interesting analyses of spatial flow heterogeneity over rough gravel beds in terms of form‐
induced stresses. In addition, Mignot et al. [222] characterize near‐bed turbulence tanks to 
double‐averaged  turbulent  kinetic  energy  budget.  In  [251]  and  [185],  DANS  approach 
helped to  investigate experimentally the sediment transport process on a flat bed. On the 







in  chapter  2  by  time‐integrating  the  local  instant  formulation  of  the  Navier‐Stokes 
equations.  By  introducing  the  concepts  of  mixture  parameters  and  drift‐velocity,  this 
multiphase approach provided a high‐fidelity description of transport phenomena in water 
flows (air, sediments, and pollutants). Applying a subsequent volume‐averaging to the drift‐
flux model  should  provide  a  new  double‐averaged  drift‐flux model  particularly  suited  to 
transport phenomena over vegetation, bed‐roughness and porous media. By analogy with 
the DANS,  applying DAM  to  the  drift‐flux model  should  indeed make  appear  additional 
terms  in  the  equations:  dispersive  or  form‐induced  stresses,  dispersive  or  form‐induced 
concentration fluxes, form drag terms, viscous terms, and the diffusive fluxes at the water‐
bed  surface  interface. This new model would be a very  interesting  framework  to analyze 








My  investigations of one‐dimensional  transient air‐water  flows  led me  to use both a new 
pressure gradient  in the free surface equations and the multiphase theory called drift‐flux 





In  section  10.1,  classical  models  for  sediment  transport  and  pollutants  diffusion  are 
reviewed.  Consequently,  I  extended  the  applicability  of  the  original  multi‐layer  one‐
dimensional  drift‐flux  model  to  all  transport  phenomena  in  free  surface  flows.  The 
multiphase approach enhanced the fidelity of the description of these environmental flows.  
 
In  section  10.2,  I  showed  that  transversal  velocities  arising  in many  applications make 
ineffective  the one‐dimensional approach. Consequently,  I developed an original shallow‐
water‐like drift‐flux model that is an intermediate model between 1D and 3D models. From 











For  overcoming  this  flaw  of  classical  approaches,  the  use  of  Double‐Averaged  Models 

















Environmental  flows  crop  up  in  various  situations  of  the  daily  lives.  This  observation  is 
particularly  true  for  civil  and  environmental  engineers,  which  face  such  phenomena  in 
many  practical  cases,  like  rivers,  pipe  networks,  and  hydraulic  structures.  Since  these 
situations  are  crucial  for  economical,  ecological,  and  safety  reasons,  scientists  and 
engineers  have  devoted  a  lot  of  efforts  to  understand  and  predict  natural  and 
anthropogenic  occurrences  of  such  flows.  In  this  respect,  transient  phenomena  and  air‐
water interactions are still today sources of uncertainties that require further investigation. 
In  addition,  the  classical  distinction  between  free  surface  and  pressurized  flows  appears 
unsuitable in situations where mixed patterns and multiphase behaviors appear.  
 
The  present  thesis  aimed  at  improving  the  understanding  and  description  of  air‐water 
interactions  in transient flows.  In view of the recent successes of the Computational Fluid 
Dynamics  in  engineering,  I  chose  this  particular  path  to  explore  the  behavior  of 
environmental  flows.  To  be more  precise,  the  objective  of my  doctoral  research was  to 













for  environmental  and  civil  engineering.  In  this  process,  I  identified  both  the  published 
results  on which  I  can  rely  and  the  knowledge  gaps  I  need  to  fill  in  order  to meet  the 
objectives  of  my  thesis.  Since  CFD  is  a  highly  interdisciplinary  activity,  I  successively 
analyzed  the  fundamentals  of  continuum  fluid mechanics,  the mathematical models  for 






In  order  to  derive  a mathematical model  from  real world  observations,  the  continuum 
assumption,  the  continuity principle, and  the  law of momentum  conservation have been 
proven  very  effective.  For  handling  environmental  flows,  hydraulic  engineers  principally 
derived  from  the  previous  assumptions  single‐phase models  coupled with  an  advection‐
diffusion  equation.  Describing  3D,  1D  and  mixed  flows,  these  models  gave  interesting 
results  to date. However, close scrutiny of  these models  revealed weaknesses. First,  they 
failed to describe rigorously the impact of the dispersed phase on the water flow. Second, 
they failed to characterize the mechanism of dispersion within the water flow and to give 
an  unambiguous  definition  of  the  concentration.  Third,  mixed  flow  formulations  were 
shown  unable  to  account  for  the  presence  of  air  in  the  pressurized  flow  and  present 








surface  flows.  In  addition,  no  analytical  solution  existed  in most  of  the  cases  for  these 
models.  It  appeared  then  necessary  to  discretize  the  equations  and  the  computational 





Based on  this  literature  review,  I  split my work  in  two parts.  In Part  I,  I  investigated  the 
development of a computational code based on a single‐phase model  for simulating pure 
water mixed flows.  In Part  II,  I derived a multiphase model for describing air‐water mixed 
flows. In both parts, I aimed at overcoming shortcomings identified in literature.  
SINGLE‐PHASE FLOWS: SUMMARY 
Chapter  3  of  the  present  thesis  was  dedicated  to  the  establishment  of  an  improved 
“mathematical  shock‐capturing model”  for  pure  water mixed  flows.  For  this  purpose,  I 
investigated  the  mathematical  foundations  of  the  Preissmann  slot,  which  extends  the 
applicability of  the  Saint‐Venant equations  to pressurized  flows.  In particular, an original 
negative  Preissmann  slot  was  proposed  to  simulate  sub‐atmospheric  pressurized  flows. 













flow  models,  they  originate  from  the  discretization  of  both  the  equations  and  the 
computational domain. Their amplitude is directly linked to the variation of celerity within a 
computational mesh  such  that  they  appear  only  at  the  transition  bore.  By  introducing 
alternative  numerical  schemes  (the  Roe  solver,  the  AUSM  scheme,  an  original  Exact 
Riemann solver, and the Lax‐Friedrichs scheme), I proved that oscillations do not disappear 
as long as a “numerical shock‐capturing schemes” are used. In my opinion, only “numerical 
shock‐tracking  approaches”  could  successfully diminish  these oscillations. However,  such 
development went beyond the scope of this thesis. 
 
In  the  course  of  this  doctoral  research, more  than  50  validation  benchmarks  have  been 
considered  for  validating  the  mathematical  model,  its  discretization,  as  well  as  its 
implementation. As pointed in Chapter 5, this campaign of validation confirmed the ability 
of the new mathematical model to simulate consistently pure water mixed flows, including 
sub‐atmospheric  pressurized  flows.  Comparison  between  the  six  previous  solvers 
underlined  advantages  and  backwards  of  each  method.  In  this  thesis,  I  chose  to  use 






city  low‐pressure  sewer  network.  In  the  first  case,  frequent  inundations  of  the  airport’s 
parking  facilities prompted authorities  to assess  the design of  the gravity sewer network. 
Based on the performance criteria prescribed by the norm prEN752‐4:1997, WOLF1D was 
shown to be an efficient tool to make the hydraulic design.  In the second case, the sewer 






Since  the  literature  review  showed  that  single‐phase models  coupled with  an  advection 
diffusion equation suffer various shortcomings, I chose to investigate multiphase theories in 
order  to  develop  an  improved model  for  air  entrainment.  In  this  respect,  the  drift‐flux 
model  seemed  to  me  a  good  candidate  even  if  its  use  in  civil  and  environmental 
engineering  has  remained  circumscribe  to  a  very  few  attempts.  In  particular,  one‐
dimensional drift‐flux models available  in  the  literature only described pressurized  flows. 









The model  included  three partial differential equations  for each  layer. The  first equation 
expressed the mixture continuity. The diffusion equation complemented this first equation 





Thanks  to  an  original  unification  of  all  the  air‐water  flows  likely  to  appear  in  civil  and 
environmental  engineering,  Chapter  7  proposed  a  single  conceptual  model  describing 
multiphase mixed  flows. The stratified part of  the mixed  flow was broken down  into  two 
layers. The upper layer was a pure airflow, while the lower layer was a mixture of water and 
dispersed air. The  flow  included then  three phases: a water phase, a dispersed air phase, 
and a pure air phase above  the  free  surface. Particularization of  the multi‐layer drift‐flux 
model  to  air‐water  mixed  flows  resulted  in  five  partial  differential  equations.  By 





equations  and  their  implementation  into  a  new  academic  code  called  WOLF  IMPack 






the  results of  the validation campaign of  the code and  its application on a  real case. The 
validation  results  proved  that  WOLF  IMPack  was  an  efficient  and  useful  tool  for 
investigating air water flows  in open channels and closed conduits. The code gave  indeed 
accurate results for pure water flows and air entrainment. To some extent, computation of 
the upper  layer dynamics enabled also  to account  for air entrapment  in closed conduits. 




outlet  of  a  large  dam.  Used  in  conjunction with  a  physical model,  these  investigations 
underlined the apparition of strong air‐water interactions that affected the flow dynamics. 




accurately  the effect of design modification on both  the discharge capacity of  the gallery 
and the pressure profile along the structure. 
CONCLUSIONS 
By  questioning  the  traditional  distinction  between  free  surface  and  pressurized  flows  in 
both  parts  of  the  thesis,  I  underlined  the  possibility  to  create  a  unified  mathematical 
framework for all kinds of flows relevant in civil and environmental engineering. Thanks to a 
modified  pressure  gradient,  the  so‐called  “mathematical  shock‐capturing  approach” 
described  indeed both free surface and pressurized flows with the free surface equations. 
However, application of the “numerical shock‐capturing approaches” to this original set of 
equations made appear the occurrence of  instabilities  in the computation.  I  inferred from 
the analysis of post‐transition oscillations that only a “numerical shock‐tracking approach” 
or a mobile grid could satisfactorily solve such a mathematical model with highly variable 
celerities.  This  mathematical  model  and  the  shortcoming  of  the  numerical  approach 
associated  to  it  constitute  the  first  scientific  conclusion  or  proposition  of  this  thesis. 
Nevertheless,  using  an  artificially  low  pressure  wave  celerity  enabled  to  overcome  the 
previous problem. Efficiency of this trick was shown in the validation of WOLF1D.  
 
As  second  scientific  conclusion  or  proposition  of  this  thesis,  I  proved  that  multiphase 
models were powerful and rigorous  tools  for developing computational codes  in civil and 
environmental  engineering.  In  particular,  the  drift‐flux  theory  was  shown  an  adequate 
alternative  to  the  Navier‐Stokes  equations  in  order  to  derive mid‐  and  large‐scale  free 
surface  multiphase  models.  The  original  mathematical  model  developed  in  this  thesis 




Along  these  two main  propositions,  series  of  innovations  and  original  results  have  been 




have  developed  an  original  exact  Riemann  solver  for  Saint‐Venant  equations  and  their 
extension  to  pressurized  flows.  Coupled  with  the  Godunov  approach,  this  scheme 
presented  interesting  shock‐capturing  properties.  I  also  implemented  and  published  a 
pseudo‐unsteady strategy to reduce drastically the computational effort for solving steady 
cases.  In  the  field  of  multiphase  flows,  this  thesis  suggests  many  innovations  like  the 
derivation  of  free‐surface  drift‐flux  models,  like  the  methods  to  accommodate  cross‐







Obviously,  the  computational  codes  resulting  from  these  propositions  and  innovations 
meet  the  objectives  of  this  thesis.  First,  WOLF  IMPack  accounts  for  the  multiphase 
character of flows thanks to the notion of drift velocities and mixture parameters. Second, 
the use of unsteady equations and suitable shock‐capturing numerical schemes enables to 





and  free  surface  flows  is  unified  thanks  to  an  original mathematical  formulation  of  the 
pressure  gradient.  Sixth,  using  a  one‐dimensional  approach  keeps  the  computation 
affordable with classical personal computers. Finally, both WOLF1D and WOLF IMPack have 
been validated on academic problems and applied on  real cases. The hydraulic design of 
actual  cases  with  WOLF1D  and  WOLF  IMPack  proved  the  industrial  interest  of  the 
approach. 
 
Finally,  the  original  models  proposed  in  this  thesis  constitute  an  improvement  by 
comparison with  classical  single‐phase models. First, mixture parameters account  for  the 
adverse  impact of the dispersed air on the water  flow. Second, the rigorous derivation of 
the model provided  a  very  general diffusion equation  for  the  transport of  the dispersed 





Original  concepts  successfully  applied  on  air‐water  flows  in  this  thesis  pave  the way  for 
further research on environmental  flows. From a  theoretical point of view,  the  four main 
perspectives of  this  thesis were briefly  introduced  in Chapter 10. This choice  to  integrate 




Consequently,  the  multiphase  drift‐flux  model  was  proven  an  elegant  framework  to 
investigate  all  kinds  of  environmental  flows  that  interest  civil  en  environmental 
engineering.  In  particular,  it was  shown well‐suited  to  describe  sediment  and  pollutant 










These  promising  conclusions  and  perspectives  closed  this  text  but  open my  research  to 
other horizons. What  is more,  these  concepts  and  ideas  are not  the only perspective of 
research. 
 
In  Computational  Fluid  Dynamics,  a  lot  of  work  is  still  necessary  to  handle  mobile 
transitions  in mixed  flows. As  already  pointed,  I  have  every  reason  to  believe  that  only 
mobile  grids  or  “numerical  shock‐tracking  approaches”  could  successfully  tackle  this 




taken a  step  further by  investigating  the applicability of  the  two‐fluid model. Derived by 
time‐integrating the  local  instant formulation, the two‐fluid model keeps a separate set of 
equations for each phases. Describing very precisely interactions between each phase, this 
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the  degree  of  “Docteur  en  Sciences  de 
l’Ingénieur”,  aims  at  improving  the 
understanding  and  description  of  air‐water 
interactions  in  transient  flows.  A  particular 
emphasis  is  set  on  phenomena  relevant  in 
civil  and  environmental  engineering,  like 
rivers, pipes, and hydraulic structures.  
 
Theoretical  results  of  this  doctoral  research 
may  be  summarized  in  two  main 
propositions.  First,  I  show  that  any 
mathematical  model  for  free  surface  flows 
can  be  extended  to  pressurized  flows. 
Second,  the  multiphase  drift‐flux  model  is 
proven  an  adequate  alternative  to  Navier‐
Stokes  equations  in  civil  and  environmental 
engineering. These propositions underpin the 
development  of  original  mathematical 
models  and  new  computational  codes 
(WOLF1D and WOLF  IMPack). Validation and 
application  on  actual  cases  prove  the 
efficiency of the new approach. 
 
Original  concepts  introduced  in  this  thesis 
pave  the  way  for  further  research  on 
environmental  flows,  especially  on  the 
mathematical  description  of  transport 
phenomena  (pollutants,  sediments)  and 
heterogeneous  interactions  (vegetation, 
rough bed). 
 
