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a b s t r a c t
Denote by H the class of functions analytic in the unit disc. For two functions f (z) =∑∞
n=0 anzn and g(z) =
∑∞
n=0 bnzn of the class H and for given complex m we define
the generalized convolution of the form (f ?m g)(z) = a0b0 + m∑∞n=1 anbnzn. By Pi we
denote the classes of functions f ∈ H subordinated to the linear fractional transformations
(αi + βiz)/(1 − γiz), where βi + αiγi 6= 0, |γi| ≤ 1 and i = 1, 2, 3. The purpose of this
paper is to find the necessary and sufficient conditions for the inclusion P1 ⊂ P2 ?m P3,
where P2 ?m P3 = {f ?m g : f ∈ P2, g ∈ P3}. As a consequence of this result we obtain,
there exist bounded analytic functions, which cannot be represented as the generalized
convolution of two bounded analytic functions.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
LetH denote the class of functions analytic in the unit disc∆ and letΩ be the class of the Schwarz functions, that is the
set of all ω ∈ H , such that ω(0) = 0 and |ω(z)| < 1 for z ∈ ∆. We say that a function f ∈ H is subordinate to a function
g ∈ H in∆ (and write f ≺ g or f (z) ≺ g(z)) if there exist a function ω of the classΩ , such that f (z) = g(ω(z)) for z ∈ ∆.
For two functions
f (z) =
∞∑
n=0
anzn and g(z) =
∞∑
n=0
bnzn
of the classH we define the Hadamard product (or convolution) f ? g as follows
(f ? g)(z) = f (z) ? g(z) =
∞∑
n=0
anbnzn.
If m is the fixed complex number, then we can also consider the generalized convolution (generalized Hadamard product)
f ?m g of the form
(f ?m g)(z) = f (z) ?m g(z) = a0b0 +m
∞∑
n=1
anbnzn. (1)
Obviously f ?1 g = f ? g . Note that the convolution of this form is associative, commutative and distributive over addition.
Moreover, for m 6= 0 the function `m(z) = m+(1−m)zm(1−z) is an identity for this operation. For the given complex a, A, B, such
that A+ aB 6= 0 and |B| ≤ 1, we define the class
Pa(A, B) =
{
f ∈ H : f (z) ≺ a+ Az
1− Bz , z ∈ ∆
}
.
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W. Janowski introduced the classP (A, B) = P1(A, B) in [1] and considered it for some real A, B. The classesPa(A, B) are the
natural generalizations of the class P = P1(1, 1) of functions p ∈ H with positive real part in ∆, for which p(0) = 1 (the
Carateodory functions). This class plays an important role in the representation of certain univalent functions (see [2], [3, p.
88]). Moreover for |B| < 1 the class Pa(A, B) is a class of analytic bounded functions:
Pa(A, B) =
{
f ∈ H :
∣∣∣∣∣f (z)− a+ AB1− |B|2
∣∣∣∣∣ < |A+ aB|1− |B|2 , z ∈ ∆
}
.
Nehari and Netanyahu [4] and Komatu [5] proved
Theorem A. If f ∈ P and g ∈ P , then the function f ? 1
2
g is also in P .
Goel and Merhok [2] gave the more general result:
Theorem B. Let A ≤ 1, B ≤ 1 and A+ B > 0. If f ∈ P (A, B) and g ∈ P (A, B), then the function f ? 1
2
g is also in P (A, B).
London [6] obtained the result, which is the complete solution of the problem of finding all convolutions of the form (1)
which lies in the P (X, Y ) if f ∈ P (A, B) and g ∈ P (C,D):
Theorem C. Let f (z) = 1+∑∞n=1 anzn, g(z) = 1+∑∞n=1 bnzn and let f ∈ P (A, B), g ∈ P (C,D), where A, B, C,D are given
complex numbers, such that A + B 6= 0, C + D 6= 0, |B| ≤ 1 and |D| ≤ 1. If moreover X, Y and w are given complex numbers,
such that X + Y 6= 0 and |Y | ≤ 1, then 1+ w(X+Y )
(A+B)(C+D)
∑∞
n=1 anbnzn ∈ P (X, Y ) if and only if |w| + |BD− wY | ≤ 1.
A new proof and the generalization of this very interesting theoremwe can find in [7]. Let Q1 and Q2 be given subclasses
of the class H and let m be fixed complex number. By Q1 ?m Q2 = {f ?m g : f ∈ Q1, g ∈ Q2} we denote the generalized
convolution of the classes Q1 and Q2. With this notation we can formulate the result from [7] in the following way:
Theorem D. If m, a, b, c, A, B, C,D, X, Y are complex numbers, such that m 6= 0, A + aB 6= 0, C + bD 6= 0, X + cY 6= 0,
|B| ≤ 1, |D| ≤ 1 and |Y | ≤ 1, then
Pa(A, B) ?m Pb(C,D) ⊂ Pc(X, Y ) (2)
if and only if ab = c and∣∣∣∣m(A+ aB)(C + bD)X + abY
∣∣∣∣+ ∣∣∣∣BD− mY (A+ aB)(C + bD)X + abY
∣∣∣∣ ≤ 1. (3)
The problem of equality of the classes Pa(A, B) ?m Pb(C,D) and Pc(X, Y ) (and also the problem of inverse inclusion)
was not solved. Note that for the equality in (2) the equality in (3) is not sufficient. For instance, if we put m = a =
b = c = B = D = X = Y = 1 and A = C = 0, then we have:
∣∣∣m(A+aB)(C+bD)X+abY ∣∣∣ + ∣∣∣BD− mY (A+aB)(C+bD)X+abY ∣∣∣ = 1 and
P1(0, 1) ? P1(0, 1) ⊂ P1(1, 1) but P1(0, 1) ? P1(0, 1) 6= P1(1, 1). The partial solution of this problem we can find in [8]:
Theorem E. Let A+ B 6= 0, C + D 6= 0, X + Y 6= 0, |B| ≤ 1, |D| ≤ 1 and |Y | ≤ 1. Then P (A, B) ? P (C,D) = P (X, Y ) if and
only if |B| = 1 or |D| = 1, |BD| = |Y | and (AC + AD+ BC)Y = BDX.
The aim of this note is to find necessary and sufficient conditions for the inclusion: Pc(X, Y ) ⊂ Pa(A, B) ?m Pb(C,D).
2. Main result
We first prove a reduced form of our result.
Theorem 1. Let m, a, b, A, B, C,D be given complex numbers such that m 6= 0, A+ aB 6= 0, C + bD 6= 0, |B| ≤ 1 and |D| ≤ 1.
Then
Pa(A, B) ?m Pb(C,D) ⊂ Pab(m(A+ aB)(C + bD)− abBD, BD). (4)
If moreover |B| = 1 or |D| = 1, then
Pa(A, B) ?m Pb(C,D) = Pab(m(A+ aB)(C + bD)− abBD, BD). (5)
Proof. Note that putting X = m(A + aB)(C + bD) − abBD, Y = BD and c = ab, we have (4) directly from Theorem D. To
prove (5) it is sufficient to show, that if |B| = 1 or |D| = 1, then
Pab(m(A+ aB)(C + bD)− abBD, BD) ⊂ Pa(A, B) ?m Pb(C,D).
Assume, that |B| = 1 and h ∈ Pab(m(A+ aB)(C + bD)− abBD, BD). We will prove, that h ∈ Pa(A, B) ?m Pb(C,D).
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Let a 6= 0 and let
f (z) = a+ Az
1− Bz ∈ Pa(A, B).
Since
∣∣ 1
B
∣∣ = 1, we can put
p(z) =
1
a + aB−m
2(A+aB)
aBm2(A+aB) z
1− 1B z
∈ P 1
a
(
aB−m2(A+ aB)
aBm2(A+ aB) ,
1
B
)
.
It is easy to verify, that (f ?m p)(z) = 1+ 1m
(
z + z2 + z3 + · · ·) = `m(z). Set g = h ?m p and note that
g ∈ Pab(m(A+ aB)(C + bD)− abBD, BD) ?m P 1
a
(
aB−m2(A+ aB)
aBm2(A+ aB) ,
1
B
)
.
Applying (4) we conclude, that g ∈ Pb(C,D). For such defined f and g we obtain: f ?m g = f ?m(h ?m p) = h ?m(f ?m p) =
h ?m `m = h and so h ∈ Pa(A, B) ?m Pb(C,D).
If a = 0 then we put f (z) = Az1−Bz ∈ P0(A, B), p(z) =
1
m2A
z
1− 1B z
∈ P0
(
1
m2A
, 1B
)
and g(z) = b+ h(z) ?m p(z). Using a similar
method we can check that g ∈ Pb(C,D) and f ?m g = h. Hence h ∈ P0(A, B) ?m Pb(C,D).
The same proof works for |D| = 1. 
With a = b = m = 1 Theorem 1 is the result from [9]. We will need the following
Lemma 1. Let a, b, A, B, C,D are complex numbers, such that A + aB 6= 0, C + bD 6= 0, |B| ≤ 1, and |D| ≤ 1. Then
Pa(A, B) ⊂ Pb(C,D) if and only if a = b and |A+ aB| + |AD− BC | ≤ |C + aD|.
Proof. Assume that Pa(A, B) ⊂ Pb(C,D) for some A + aB 6= 0, C + bD 6= 0, |B| ≤ 1, and |D| ≤ 1. We can deduce from
definition of the class Pa(A, B) and properties of subordination that
a+ Az
1− Bz =
b+ Cω(z)
1− Dω(z) ,
where ω ∈ Ω . It follows that
ω(z) = a− b+ (A+ bB)z
C + aD− (BC − AD)z .
Sinceω(0) = 0,ω is an analytic function in∆ and |ω(z)| < 1 for |z| < 1,we can deduce from the last condition, respectively,
that: a = b,∣∣∣∣BC − ADC + aD
∣∣∣∣ < 1 (6)
and ∣∣∣∣ (A+ aB)zC + aD− (BC − AD)z
∣∣∣∣ < 1 for |z| < 1. (7)
Putting z = C+aDAD−BC
∣∣ BC−AD
C+aD
∣∣ r from the circle |z| = r < 1 in the condition (7) we obtain∣∣∣∣ A+ aBC + aD
∣∣∣∣ r < ∣∣∣∣1− ∣∣∣∣AD− BCC + aD
∣∣∣∣ r∣∣∣∣ . (8)
Letting r → 1 we have from (6) and (8)∣∣∣∣ A+ aBC + aD
∣∣∣∣+ ∣∣∣∣AD− BCC + aD
∣∣∣∣ ≤ 1.
This ends the first part of the proof.
Let us assume now, that a = b and
|A+ aB| + |AD− BC | ≤ |C + aD|. (9)
We will show, that if the function f belongs to Pa(A, B), then also f belongs to Pb(C,D). For this purpose note, that
f ∈ Pa(A, B) if and only if
f (z) = a+ Aα(z)
1− Bα(z) , where α ∈ Ω
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and it is enough to show, that there exists β ∈ Ω , such that
a+ Aα(z)
1− Bα(z) =
b+ Cβ(z)
1− Dβ(z) .
Putting a = b, the above equation yields
β(z) = (A+ aB)α(z)
C + aD− (BC − AD)α(z) . (10)
Since α is the Schwarz function, (9) shows that the function β, given by (10), is analytic in∆with β(0) = 0 and |β(z)| < 1
for |z| < 1. Therefore β ∈ Ω , and hence f ∈ Pb(C,D)which yields Pa(A, B) ⊂ Pb(C,D). 
We can now formulate our main result.
Theorem 2. Let m, a, b, c, A, B, C,D, X, Y be complex numbers such that m 6= 0, A+aB 6= 0, C+bD 6= 0, X+cY 6= 0, |B| ≤ 1,
|D| ≤ 1 and |Y | ≤ 1. Then
Pc(X, Y ) ⊂ Pa(A, B) ?m Pb(C,D) (11)
if and only if c = ab, |B| = 1 or |D| = 1 and∣∣∣∣ X + abYm(A+ aB)(C + bD)
∣∣∣∣+ ∣∣∣∣ BD(X + abY )m(A+ aB)(C + bD) − Y
∣∣∣∣ ≤ 1. (12)
Proof. Assume the formula (11) holds for some complex m 6= 0, A + aB 6= 0, C + bD 6= 0, X + abY 6= 0, |B| ≤ 1, |D| ≤ 1
and |Y | ≤ 1. Since (4), Pc(X, Y ) ⊂ Pab(m(A + aB)(C + bD) − abBD, BD), hence by Lemma 1 we have immediately c = ab
and (12).
We now prove, that |B| = 1 or |D| = 1. To obtain the contradiction, suppose that |B| < 1 and |D| < 1. Since Lemma 1
(and some simple calculations) gives
Pa(A, B) = Pa(C,D) if and only if C = Aeiϕ and D = Beiϕ, (13)
where ϕ is a real number, we can assume without loss of generality that 0 ≤ B < 1, 0 ≤ D < 1 and 0 ≤ Y ≤ 1. Using the
method of Landau [10] (see also [2, p. 37]) we can check, that there exists a sequence of functions ων of the class Ω such
that for all positive integers ν
ων(z) =
∞∑
n=1
γν,nzn, (14)
and that coefficients γν,n of power series have the following properties:
γν,n > 0 for all ν and n ∈ {1, 2, 3, . . . , ν + 1} (15)
and
lim
ν→∞ sν = ∞, (16)
where sν = γν,1 + γν,2 + · · · + γν,ν + γν,ν+1.
Consider the sequence of functions hν , where
hν(z) = ab+ Xων(z)1− Yων(z) (17)
andων ∈ Ω is given by (14). Since ab = c , it is clear that hν ∈ Pc(X, Y ) for all positive integers ν. From the assumption (11)
we can see that there exist f ∈ Pa(A, B) and g ∈ Pb(C,D) such that
f (z) ?m g(z) = hν(z). (18)
Let the functions f and g have the following forms:
f (z) = a+ (A+ aB)f˜ (z) and g(z) = b+ (C + bD)g˜(z),
where
f˜ (z) = ω˜1(z)
1− Bω˜1(z) ≺
z
1− Bz , g˜(z) =
ω˜2(z)
1− Dω˜2(z) ≺
z
1− Dz (19)
and ω˜1, ω˜2 ∈ Ω. Using these notations we can rewrite (18) as
f˜ (z) ? g˜(z) = Mh˜ν(z), (20)
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where
h˜ν(z) = ων(z)1− Yων(z) and M =
X + abY
m(A+ aB)(C + bD) .
Assume the functions f˜ , g˜ and h˜ν have the following expansions in∆:
f˜ (z) =
∞∑
n=1
anzn, g˜(z) =
∞∑
n=1
bnzn, h˜ν(z) =
∞∑
n=1
cν,nzn. (21)
It is well known result due to Rogosinski [11], that if the function p1(z) = ∑∞n=0 αnzn is subordinate to the function
p2(z) = ∑∞n=0 βnzn in ∆, then∑∞n=0 |αn|2 ≤ ∑∞n=0 |βn|2. Hence by (19), (21) and since 0 ≤ B < 1 and 0 ≤ D < 1, we
obtain
∞∑
n=1
|an|2 ≤ 11− B2 and
∞∑
n=1
|bn|2 ≤ 11− D2 . (22)
We conclude from (20) and (21), that for all positive integers nwe have anbn = Mcν,n, therefore (22) yields
∞∑
n=1
(|an| − |bn|)2 ≤ 11− |B|2 +
1
1− |D|2 − 2 |M|
∞∑
n=1
|cν,n|. (23)
Observe, that
∑∞
n=1 cν,nzn = ων (z)1−Yων (z) and so
∞∑
n=1
cν,nzn =
∞∑
n=1
γν,nzn + Y
( ∞∑
n=1
γν,nzn
)2
+ Y 2
( ∞∑
n=1
γν,nzn
)3
+ · · ·
= γν,1z +
(
γν,2 + Y (γν,1)2
)
z2 + (γν,3 + 2Yγν,1γν,2 + Y 2(γν,1)3) z3 + · · · .
Thus, since 0 ≤ Y ≤ 1 and (15) we have
∞∑
n=1
|cν,n| ≥
ν+1∑
n=1
|cν,n| ≥ γν,1 + γν,2 + γν,3 + · · · + γν,ν + γν,ν+1 = sν . (24)
Combining (23) and (24) we obtain
0 ≤
∞∑
n=1
(|an| − |bn|)2 ≤ 11− B2 +
1
1− D2 − 2 |M| sν . (25)
BecauseM 6= 0, then (16) implies, that for large ν the right side of (25) is negative. In this way (25) follows the contradiction.
Thus we have proved, that |B| = 1 or |D| = 1. This ends the first part of the proof.
If we assume that c = ab, |B| = 1 or |D| = 1 and (12), then by Lemma 1we obtainPc(X, Y ) ⊂ Pab(m(A+aB)(C+bD)−
abBD, BD) and so (5) yields immediately (11). This is the end of the proof. 
It is easy to verify, that the solution of the the system of inequalities (3) and (12) gives: |BD| = |Y | and BD(X + abY ) =
mY (A+ aB)(C + bD). Hence from Theorems 2 and D we have the following
Corollary 1. Let m, a, b, c, A, B, C,D, X, Y be complex numbers such that m 6= 0, A+aB 6= 0, C+bD 6= 0, X+cY 6= 0, |B| ≤ 1,
|D| ≤ 1 and |Y | ≤ 1. Then Pa(A, B) ?m Pb(C,D) = Pc(X, Y ) if and only if ab = c, |B| = 1 or |D| = 1, |BD| = |Y | and
BD(X + abY ) = mY (A+ aB)(C + bD).
Remark 1. If we put a = b = c = m = 1 in Corollary 1 we obtain Theorem E.
Remark 2. Since for |Y | < 1 the class Pc(X, Y ) is a class of bounded functions, then we can deduce from the proof of
Theorem 2, that there exist some bounded functions (of the form (17)) which can not be represented as a convolution of
the form (1) of two bounded functions. Namely, there do not exist complex m, a, b, c, A, B, C,D, X, Y , such that A + aB 6=
0, C + bD 6= 0, X + cY 6= 0, |B| < 1, |D| < 1, Y < 1 and Pc(X, Y ) ⊂ Pa(A, B) ?m Pb(C,D).
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