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ESTTRODUCTION 
It is currently believed that fundamental theories of nature must be gauge theories. Feynman and 
Schwinger showed how to solve a gauge theory, quantum electrodynamics (QED), perturbatively by 
the systematic handling of the infinities that arise in the calculations. With the advent of quantum 
chromodynamics (QCD) as a model to describe the strong interaction, the need for solving gauge 
theories non-perturbatively emerged. Wilson created, and others have used, lattice methods in order 
to attempt a non-perturbative treatment of QCD. However, lattice calculations have proven difficult 
on at least three levels. First, they can yield non-physical results such as fermion doubling. Second, 
these calculations are limited in the phenomena that can be addressed with even the most advanced 
computers today. Finally, the methods of solution are challenging to our intuition. There is little doubt 
that lattice calculations provide useful results in their region of validity (which is typically ground state 
and low-lying state properties) but it is important to have an alternate method in order to e.xtend the 
region for comparison between theory and experiment. 
We argue that there is a clear need for a method which is non-perturbative, capable of robust output, 
and intuitive. The Hamiltonian method offers these advantages. In standard field theory, one starts 
with a Lagrangian density £ which is both gauge invariant, and Lorentz invariant. Then, using the 
canonical method we can do any (or all) of the following with £: 
C equations of motion for the fields 
C ^ Lorentz tensors with vanishing 4-divergence = 0) 
=> operator constants of motion , such as P'' 
C  => generalized momenta "H 
However, the form of the momenta P** and "H cannot be given until we choose which coordinate 
r we wish to call 'time'. The standard choice is T = t, ordinary time. Then in order to quantize the 
theory, the generalized momenta are required to satisfy commutation (or anti-commutation) relations 
2 
with the fields, at equal 'time'. 
[momenta(ri), field(r2)] = iJ(ri — ro) 
The Hamiltooian {Ht  = the integral of H over spatial coordinates) will propagate information in 
time according to: 
>= HtI^P  >  
However, in a relativistic theory, there should be no reason why r  =  x°  (standard choice of 'equal 
time') should be singled out. In particular, as shown by Dirac in his pioneering work [I], there are good 
reasons to pick r = known as 'light front' time. The description of relativistic particles becomes 
easier in terms of this light-front time. In addition, the maximum number of Lorentz generators become 
kinematical (free of interactions) with this choice, including boosts, an obvious benefit for a relativistic 
theory. Naively, this choice of time also yields a trivial vacuum, meaning that with this choice of 
coordinates, it is impossible for virtual particle-antiparticle pairs to appear out of the vacuum. It is the 
non-trivial vacuum of the conventional equal-time coordinate system which provides major challenges 
to non-perturbative methods. This remarkable feature of light front quantization is a result of the 
conservation of momentum and the exclusion of negative momentum states (which in the light-front 
coordinates, directly correspond to negative energy states). However, closer study reveals that much 
of the difficulty of the equal-time vacuum has been shuffled into the so-called light front 'zero-mode' 
sector. Other apparent drawbacks to light front quantization should be mentioned. Certain symmetries, 
such as rotational invariance and parity, are not manifest symmetries on the light front. Thus, it requires 
some e.xtra effort to show that solutions of specific calculations do indeed possess the physically correct 
symmetries. 
In order to capitalize on many of the advantages of the light-front formulation, while avoiding some 
of the difficulties, our choice of time will be 
r = ^ { ( I - H 0 ) x ' ' - H ( l - 0 ) x ^ }  
where 9{> 0) is the 'angle' by which this coordinate system differs from the light cone. This coordi­
nate system has the advantage of allowing us to approach the light-front in a controlled manner (letting 
0 > 0), while deriving results that are not directly tied to the conventional light-front coordinates. 
Our first application is QED in two dimensions (one space and one time). In the massless fermion 
limit, this is known as the Schwinger model, and a large body of results exists for the model, both in 
3 
equal time coordinates, and in light-front coordinates. We use this test model for both the massive 
and massless cases to resolve discrepancies between light front and equal time results of other authors, 
to exhibit the efficacy of our choice of coordinate system, and to isolate and resolve any technical 
issues involved with this choice. In the process, we have derived new results for the exact second order 
contributions of the fermion metss term to the lowest lying boson mass and the boson's momentum 
density within a chiraJ perturbation theory framework. 
With a firm grasp on the technical issues, we then apply our model to QCD. However, tackling full 
QCD is quite a formidable task. Therefore, as a first approach, we applied our method on a "pure glue' 
SU{2) version of QCD, which will allow us to apply our techniques for a realistic strong coupling gauge 
theory and obtain new results. Our study primarily focuses on the zero mode sector of the theory, in 
order to shed light on the complexity of that sector, as well as to show how it relates to confinement. 
.^.s the renormalization of Hamiltonians is much more cumbersome than the corresponding renor-
malization of Lagrangians, we devote the last chapter to sketching a program for the non-perturbative 
renormalization of divergences that may occur in Hamiltonian-based field-theoretic calculations. 
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SCHWINGER MODEL 
Introduction 
The Schwinger model [2] (quantum electrodynamics in 1+1 dimensions with massless fermions) 
has long been used as a toy model for illustrating field theory phenomena such as confinement and 
bosonization [3, 4]. 
The purpose of this chapter is to explore the mass and momentum density of the lowest lying 
Schwinger boson in the small quark mass regime within a Hamiltonian framework to provide a bench­
mark for other works. 
The primary results of this chapter have appeared in our journal article on this subject [5]. 
Background 
Our development of the Schwinger model Hamiltonian in near light front coordinates follows closely 
that of [6], and the reader is encouraged to read their paper for many of the fine points which are left 
out of the set-up of our calculations. 
We start with the standard Lagrangian of QED. 
with Ff t i ,  =  d^Ai ,  — d„A^  , {7''.7"} = 2^'"' as usual, but with f i , i /  =  0 ,1, appropriate for 1+1 dimen­
sions. In order to take advantage of the simplicities of the light front coordinate system, yet avoid 
(for the moment) some of the subtleties involved in conventional light front quantization, our choice of 
coordinates is: 
C =  +gA^)x  -  mjxx  - ( I )  
X ,+ 
5 
X' 
quantization 
. x+=0 / 
surface 
Figure 1 A diagram of the near light front coordinate system 
X (2 )  
We interpret i"*" as our time variable, and x" as our spatial variable. We will discretize the problem 
by putting it in a box x~ = [0, L] and require periodic boundary conditions on all fields. Note that 
with this choice of coordinate system, the two ends of our box are separated by a spacelike separation 
ds- = —2eL, and no conflict with causality arises by imposing our boundary conditions [7]. In other 
words, it allows us to specify our initial conditions on the spacelike surface jr"*" = 0 (see Figure I), while 
allowing the recovery of the 'usual' light front variables by letting f —>• 0 for a fixed L. We could also 
synchronize the continuum and light front limits by taking L oc a.t fixed e. 
In conventional light front coordinates, the negative momentum states are eliminated because, as 
the dispersion relation 
shows, a negative momentum (p_ in light front coordinates) state is a state of negative energy (p+ in 
light front coordinates). In our coordinates, we cannot neglect the negative momentum states. The 
dispersion relation now reads. 
showing that negative momentum modes can contribute to positive energy states. 
As the a.xial gauge .4_ = 0 is inconsistent with boundary conditions on this finite interval [6], we 
p ick  the  l igh t  f ron t  Cou loumb gauge  d-A-  =  0  which  poses  no  such  p rob lems  (wi th  5_  =  dfdx~  =  
(3) 
(4) 
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d"*" — r]-d~ : see the appendix for other relations important to our choice of coordinates). 
We perform a mode expansion: 
0(x-) = 
(5) 
with pn  = ' l i ^n /L ,  appropriate for a system in a box, and {am,a^} = = 5m,n ,  as is 
appropriate for fermionic fields. 
The need to restrict the problem to the charge zero sector has been shown in other works [4]. We 
choose a heat-kernal regularization for the problem of defining the charge and other observables of the 
physical states [6], which is designed to be a gauge invariant prescription. 
We can "bosonize' the problem with the following definitions, 
Uin)  = ^aj;ar+„ 
r  
h{n) = (6) 
r  
where the j (n )  satisfy bosonic commutation relations when acting on physical states. \ t  this point, 
it is possible to write the Hamiltonian in terms of these bosonic operators. However, one can proceed 
further [8] by defining 
An = [(7rn + a;„)j^(n) - (tth - a;„)4(n)] 
9(n)  = (7) 
m 
In terms of the .4,1 (which also obey bosonic commutation relations), we can completely diagonalize the 
massless terms in the Hamiltonian: 
H =  Ho +  H,n  
1 « 
Ho = - Y, K-n;r).4j..4„ (8) 
(9) 
€ ri=—CO 
and the residual term becomes 
Hm=mj  [^t(O)+ 5 (0)]. (10) 
I 
Note that our choice of near light front coordinates has resulted in an Ho which explicitly involves a 
sum over positive and negative momentum states. It is important to note that this Hamiltonian is 
diagonalized with respect to the heat-kernal basis, and not with respect to the gauge invariant linear 
combination of these states known as the 9 vacuum. Thus, it will take a bit more effort to evaluate 
matrix elements than it would naively appear. 
Another area where we must be very careful is in the taking of the continuum limit: it is rjoi sufficient 
to simply let i —)• oo. If we wish to keep our coordinate system fixed in the continuum limit, we must 
let L oo with e/L fixed. This is most apparent from the original definition of the coordinates in Eq. 
(2). In this way, we observe that the quantity e/L is a label for our choice of coordinate system, and L 
itself labels the size of our box. 
From Ha alone we can reproduce known results of the massless Schwinger model [9, 10, 11, 12]. The 
physical states are non-interacting Schwinger bosons of mass mg = 5"/t. independent of the bo.K size 
L. There is a vacuum condensate which, in the continuum limit at fixed e/L is given by 
where c is Euler's constant (= 0.577216 ...). 
One of the subtleties uncovered in the process of evaluating the condensate is the need to take the 
continuum limit before the light front limit. 
Mass Perturbation 
We now let the quark have a small bare mass mj, and treat the resulting mass term in the 
Hamiltonian as a perturbation. The Schwinger model retains the feature that there are no charged 
asymptotic states, even with massive fermions [4], so we expect that our choice of a bosonic basis will 
be appropriate. The only other scale in the problem is set by g, and thus the perturbation will be in 
dimensionless units of mj/g and hence the region of small mass directly corresponds to the region of 
strong coupling. 
The first observable we evaluate is the mass of the Schwinger boson. 
m- = p ' 'p^  = 2 (p+p-  +  jp I^  (12) 
Our goal is to evaluate the change 5ml  of the Schwinger boson due to a change Sp+ in the Hamiltonian. 
Performing the required variation at fixed momentum p_, it is straightforward to show 
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acting OQ a momentum eigenstate. 
We will also use the following notation: any quantity which has a superscript in parenthesis is 
defined EIS the quantity evaluated to that specified order in perturbation theory. For example, is 
the zeroth order mass of the boson (which has already been evaluated as g/y/i^, is the first order 
correction to the wave function, etc. 
First order mass correction 
Our first objective is to evaluate the first order correction to the mass of the Schwinger boson: 
-  (n(0) |„(0))  
where 
|n(°)) = .4t|S) (15) 
By translational invariance, the answer is expected to be independent of n ,  and this serves as a check 
in our evaluation. As noted previously, the action of .4^ and .4„ on the 0 vacuum is not simple. One 
way to simplify the calculation is given in [6] - to use a unitary transformation of the operators and 
vacuum. The evaluation of the matri.x element involves lengthy manipulation of commutators, and the 
result is presented in the appendix. With this result, after subtracting off the vacuum contribution and 
taking the continuum limit, the shift in the mass can be written 
= —4Tvmj f  =  cos  0  (16) 
in agreement with previous results [8]. It should be noted that other authors using light front coordi­
nates and equal time coordinates [13, 14] have obtained a linear dependence on m/ but with different 
coefficients indicating a deficiency in one or more of their approximations. 
Second order mass correction 
We can now proceed to obtain a new result, the second order correction to the mass of the Schwinger 
boson, 
- 2_^  - I p,{0) MO) ' 
k  — c- fc  k  " "  
where our states are all states that are not identically Hm only couples states which either 
have both odd numbers of bosons, or even numbers of bosons present. Therefore, we can write our 
second order contribution as a sum over odd boson intermediate states. The needed matrix element 
+ 
r'TT' 
Figure 2 A diagrammatic representation of the expansion for the shift in the 
mass of the Sch^vinger boson to second order when quantized in the 
near light front coordinates. The upper row contains "non-tadpoie' 
diagrams, whereas the bottom row consists of 'tadpole' diagrams 
is, again, evaluated in the appendix. The result, where we have labeled the k particles with their 
momentum quantum numbers ni,n2, • • .rik, is; 
X^n^r i i  '  '  /  \ ^n2^n3  '  '  J  
( IT) 
along with an overall momentum conserving delta function .+„j. The means that any 
one of the set of k quantum numbers matches n. For example, if we have k = Z particles, with quantum 
numbers ni.riT, and nz, 
'^n,[nfc] —'^n,ni "1" ^n,n2 (^^) 
It is important to note that this delta function is a result of including negative momentum states in 
the problem, as the combination of this delta function with the momentum conservation delta func­
tion implies that at least one of the remaining momenta must be negative (unless they are all zero 
momentum). When we squcire the matrix element, we obtain four terms. We discard the disconnected 
vacuum bubble, and combine the two 'cross terms'. The remaining two terms have the structure shown 
in Figure 2. 
These two different sets of diagrams have been termed 'tadpole' and 'non-tadpole' diagrams. Note 
that the tadpole diagrams would be naively absent from a conventional light front calculation, due to 
the exclusion of negative momentum states. The energy denominator is simple, and can be read directly 
off the Hamiltonian: 
^(0) _ ^(0) ^ ... _ J (19) 
10 
Using these results, we obtain 
2^n.[fc] (20) 
We convert our sums over momentum quantum numbers to integrals, and use the following 'tricks' to 
rewrite our delta function and energy denominator: 
1 r'^ • S(x )  =  -  e'^^da  
J  —OO 
- = e-^'dt (21) 
After a bit of algebra, it is seen that the central object in the evaluation is 
r ro j  i ka -u ik t  
fo  =  j  dk .  (22) 
2 J.CO '^k 
The sum over k  can be easily evaluated, yielding hyperbolic functions of allowing us to achieve the 
following form: 
(Sml )  '  =  —ATrmj f -e  I  da  d t  [siah /o — /q } + 2 {1 — cosh /q } 
LJ—CO Jq  
(23) 
where K =  '2 -n /L  is the momentum of the external boson. The evaluation of /o is presented in the 
appendix, and the result is 
L r°° / \ 
/o = 2 y = 2A'o V( '2a /Lr -  +  r - )  ,  (24) 
where Kq is the zeroth order modified Bessel function. With a rescaling and a change to polar coordi­
nates 
p  =  f i ^ {2a /Ly-+r-
we can calculate the angular part of Eq. (23) analytically, and obtain 
=-87r-7-j prfp [{sinh/q -/q }/o(/>)-H 1 - cosh/q] . (26) 
with lo now only a function of p  (explicitly, Iq  = 2Ao(/?)). It is important to note that this expression 
is independent of A', the momentum of the external boson, again serving as a check of our evaluation. 
.A . S  poten t i a l ly  nas ty  a s  th i s  in tegrand  in  Eq .  (26)  looks  (The  modi f i ed  Besse l  func t ions  l \o (p )  and  [o (p )  
diverge as p 0, and as p ^ oo, respectively), it is actually well behaved, and the integral can be 
evaluated numerically to be —0.533916 .. .(= —.4). 
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A few features of this calculatioa are important to note. Each individual diagram in the series is 
finite. However, separately, both the tadpole diagrams and the non-tadpole diagrams sum to a divergent 
result. It is only by including both sets of diagrams that we obtain a finite answer. Another feature is 
that the high Fock intermediate states dominate the answer. For example, the first column of Figure 
2. which includes the 3 boson intermediate states, contributes only 33% to the total answer. Even by 
including all of the pictured graphs, we obtain only 40% of the total answer. 
Combining our first and second order results, and using the units of [11], we can write our result as  
a function of nif/g as follows 
nib "1 + 2v^e'=(m//g) +2.4(v^e'')-(m//g)-' 
1 + K(mflg)- (27) 
\ plot of our first order result, this second order result, a lattice result [15], and a 'discretized 
light-cone quantization' (DLCQ) result [16] is shown in Figure 3. 
There are several notable features about the plot. Our results through second order match the 
lattice results for an intermediate range oi mf/g - a region where both lattice and chiral perturbation 
theory can reasonably be expected to overlap. We also e.xtend the lattice results to stronger coupling 
(lighter mass). 
The plot also shows that for small mj, the DLCQ data points fall below our curve. The reason for 
this is that the DLCQ method misses the linear contribution to the mass. It is evident from [17] that 
the lowest order correction in a DLCQ calculation of the massive Schwinger model is oc mj. Recently, 
our second order result was confirmed by another group using a path integral formulation [18]. 
Recent efforts [19] in effective Hamiltonian approaches to light front quantization have identified 
terms which have the correct linear dependence. Further effort is needed to extend effective Hamiltonian 
methods to develop quadratic terms consistent with our perturbation theory results. 
Momentum Densities 
It is difficult to define non-trivial structure functions in 1+1 dimensional theories, due to the lack 
of transverse directions. Thus, in the spirit of [20], we define our momentum density to be a simple 
'momentum counting': 
where \n )  are the fu l l  eigenstates of the problem. It is simply a measure of the momentum fraction 
carried by a single "bare' boson within the 'full' Schwinger boson, and, as such, is an interesting object 
12 
2.4 
first order 
•second order 
2.2 
A lattice 
• DLCQ 
2 
.8 
.6 
1.4 
1.2 
1 
1 10 .01 1 
mi/g 
Figure 3 The mass of the Schwinger boson; Our first and second order results, 
along with lattice and DLCQ calculations. 
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to investigate. 
The denominator of fn[rn) is merely a normalization to insure 
i;/™(m) = l (29) 
m 
For the remainder of this discussion, we will omit reference to the normalization factor. Since we do not 
know the full eigenstates, we will evaluate the momentum density in our chiral perturbation approach. 
To lowest order, \n) = = -4^1^), and this produces the momentum density 
(30) 
or, in the continuum limit, since m/n  = x is the momentum fraction carried by the boson, 
/(°'(x)=<)-(r-l) (31) 
as e.xpected. To next order, we have 
/(2)(m) = {n(i'lAL4mln^^'> (32) 
with 
|n")>=|„C'>+ £ (33) 
fc=3,5.--
Since we already have expressions for the matrix element and energies, it is straightforward to show 
that 
= dm,n  +  (n i f eL j ) -^ ^  
A:! k  .  nk  
along with an overall momentum conserving delta function. As with the meiss case, this e.xpression can 
be thought of in a pictorial way, as in Figure 4. 
We convert the momentum sums to integrals (corresponding to taking the continuum limit at fixed 
e/L), parameterize the squared energy denominator as 
/•CO 1 rc 
- = te-^Ut (35) 
and perform the sum over k  as before, to obtain 
J da  d t  f e ' " ' - - - ^g - .aA-+u;K-£  _  2  / ^ j  (3g)  
14 
+ 
Figure 4 A diagrammatic representation of the expansion for the momentum 
density of the Schwinger boson to second order when quantized in 
the near light front coordinates. 
where we have rescaled to the dimensioniess variables: 
L 
K '^-K 
L J 
I 
t —^ —t 
UJK liUK (37) 
With these rescalings, ujk  = \/l + K-  and Iq  = /o(\/q:" +1- ) .  We identify the momentum fraction 
£ = km/K. .A.S before, we can change to polar coordinates in the at plane, and analytically solve the 
angular integral. The result of this will not be shown here, as the result is more complicated than 
before, and is not illuminating. This leaves us with just the radial integral, which must be evaluated 
numerically. 
There are three terms which contribute to the momentum density, as seen in Eq. (36). In the 
continuum limit, the first term reproduces our first order result of S{x — 1), and is the only term which 
survives as m/ —)• 0, as e.xpected. As noted previously [7], the tadpole diagrams contribute in a region 
which is restricted near x = 0, and this contribution becomes a delta function at i = 0 in the continuum 
limit. These tadpole diagrams are represented by the final term in the integral in Eq. (36), which is 
independent of K, the e.^ternal momentum of the boson. In this way, via scaling, it is seen that this 
contribution vanishes in the continuum limit, so we neglect it. 
Unlike previous calculations, we must choose a value for K in order to evaluate the integral, and 
we will discuss this below. Evaluation of the non-tadpole diagrams results in the momentum density 
in Figure 5. and is plotted on a logarithmic scale in Figure 6 in order to examine the small x region. 
15 
•3 boson contribution 
3+5 boson contribution 
-all bosons 
4 
3 
2 
1 
0 
0 
X 
Figure 5 The 3 boson, 3 and 5 boson, and all boson 'non-tadpole' momentum 
densities of the Schwinger boson, to lowest non-trivial order 
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4 
•3 boson contribution 
-3+5 boson contribution 
•al\ bosons 3 
2 
1 
0 
•5 
logio(x) 
Figure 6 The 3 boson, 3 and 5 boson, and all boson 'non-tadpole' momentum 
densities of the Schwinger boson, to lowest non-trivial order, on a 
logarithmic scale 
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It is interesting to note that within our perturbative approach, by including only the states which 
have three bosons in the intermediate state (the first column of Figure 4), we obtain a reasonable 
descr ip t ion  of  the  ful l  momentum densi ty  for  a l l  but  smal l  values  of  x .  
This seems surprising, as it was very important to include the high Fock components in the mass 
calculation. High Fock states primarily change the bound state at small x. Since the kinetic energy has 
the form mj/i in the light cone Hamiltonian, small changes in the low x region of the wave function 
can lead to large differences in the kinetic energy, and thus the boson mass. Higher Fock components, 
however, result in only small corrections to the the momentum density at the three boson levels. 
We note that our choice of coordinate system and the external momentum are both carried in the 
dependence on a  s ingle  d imensionless  parameter  K 
It is well known that in order to probe small i, a large momentum (P"*") is required, and this implies 
that we must choose a large value for K. However, we may also obtain a large value of K by choosing 
e/L small, which means changing our coordinate system to approach the light front. In either way, a 
physical connection between our coordinate system and low-x physics is made. We can interpret the 
former as the 'infinite momentum frame' limit and the latter as the 'light front' limit. The fact that they 
are indistinguishable limits in the present application provides insight for comparing between various 
works in the literature. 
We must choose a numerical value for K in order to evaluate the momentum density, and the 
previous discussion suggests that we must let K —>• oo. However, as K is increased, the integral in Eq. 
(36) becomes more oscillatory, and increased numerical work is required to ensure an accurate answer. 
In Figure 7 calculations of the momentum density are shown for values of K = 1000, A." = 10000, and 
K oo,  where  i t  i s  eas i ly  seen tha t  a l l  choices  for  K resul t  in  the  same momentum densi ty  for  x  
large. However, to accurately probe the small x region, it is seen that we must pick larger values of 
K. Furthermore, it is seen that for a fixed value of A', we can calculate converged momentum densities 
down to a: = 0{l/K}. The fact that the results depend on K is not surprising, as we are using a 
Hamiltonian framework with a non-invariant definition of a structure function. However, our results 
become invariant in the K —¥ 'DO limit, allowing comparison with a corresponding quantity obtained in 
a light front quantization approach. 
One may notice that if the condensate 7 vanishes, our momentum density would be identically equal 
to the lowest order momentum density S{x — 1), and it is not difficult to convince oneself that this is 
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Figure 7 The variance in the Schwinger boson momentum density as a function 
of K 
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true to all orders within our framework. Thus, the appearance of a condensate is necessary for the 
development of a non-trivial momentum density. 
Now that we have derived the bosonic momentum density of the Schwinger boson, it would be 
interesting to investigate its fermion content. We adopt for the present effort the simple convolution 
approach to estimate the fermionic momentum density. We recognize this approach neglects potentially 
important fermion-fermion exchange contributions. The basic equation for a convolution approach is 
where, in our case, we think of S as the 'bare' Schwinger boson (with mj = 0), and .A as the "full' 
Schwinger  boson.  We thus  ident i fy  PB/A(~) with  our  ca lcula ted  momentum densi ty  f (x) ,  and Pf/BIU) 
as the probability for finding a fermion of momentum fraction y in a 'bare' Schwinger boson. Since the 
bare Schwinger boson is a point-like particle, the function P//B(2/) is a constant in momentum space. 
Our fermionic momentum density will thus be extracted by 
This integral is straightforward, numerically, and using only the non-tadpole diagrams, we obtain the 
fermionic momentum density shown in Figure 8. 
We neglect the tadpole diagrams in our convolution approach, because, as previously noted, this 
term will only contribute to the integral at x = 0 in the continuum limit. 
There is a singularity in the fermionic momentum density as x —»• 0. This singularity stems directly 
from the observation that the bosonic momentum density of the Schwinger boson becomes a constant at 
low X, thus giving us a logarithmic singularity in the small x region of the fermionic momentum density 
calculated via Eq. (40). We hesitate to identify this x —»• 0 behavior as evidence for the presence of 
sea quarks. In fact, by using the convolution method, we are forcing the momentum density to be 
monotonically decreasing. This can be easily seen from Eq. (40) and the positivity of This 
conflicts with other works [3] which suggest that the momentum density must vanish as x —)• 0. In 
addition other works show a symmetric behavior about x = 1/2. Our chosen method of extracting 
the fermionic momentum density cannot obtain either behavior. Thus we must conclude that our 
current approximation for the fermionic momentum density cannot be universally applied, and fermion 
exchange effects must be very important, especially in the small x region. 
=  J d y  J d:PffB(y]PBIA{=)S{^-y=] (39) 
(40) 
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Figure 8 An estimate of the fermionic momentum density of the Schwinger 
boson, to lowest non-trivial order, using a convolution method. 
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Summary 
An extensive body of work exists on the Schwinger model, both in equal time and light front 
quantization schemes. One achievement of this chapter was to investigate a potentially advantageous 
quantization method: the near light front coordinates. One utility of this coordinate system is that it 
allows us to implement certain simplifications of the light front approach, yet explicitly maintains the 
causal structure of the equal time approach, where the ends of our 'box' must be spacelike separated. 
Another achievement was to map out a procedure for examining the continuum limit and the light 
cone limit. In this process we have shown how to reproduce kno^vn results from both equal time and 
light front calculations. In addition we have obtained new results for the massive Schwinger model, and 
these results have been published [5]. 
The J : —0 region contains interesting physics. Our approach and current numerical methods 
produce converged momentum densities for x > 10~®. Future analytical and numerical work should 
lead to a greater understanding of the region x < 10"*®. 
The bosonic basis is not the only possible basis to work in. In fact, in order to e.xtract the fermionic 
momentum density of the Schwinger boson, it is perhaps more useful to utilize a fermionic basis, and 
work in this direction is already under progress by other authors [21]. 
It should be noted that our calculation of the shift in the mass of the lowest lying Schwinger boson 
directly corresponds to the QCD calculation of the mass shift of the pion, and perhaps our method, 
with appropriate modifications for QCD, could be used to evaluate the pion mass shift. 
In all our results for physical observables. the combination mjy governs the results. Thus, within 
the chiral perturbative scheme we have chosen, one may argue that all dependence on the condensate 
may be absorbed into a simple mass renormalization scheme. 
Now, with these results firmly in hand, we wish to apply our methods to QCD. 
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QCD 
Introduction 
The formulation of light front QCD is one of the most innovative enterprises in recent theoretical 
hadron physics. It resumes the pioneering efforts of the seventies in the parton model [22, 23]. Its 
intention is to connect the success of the parton model at large resolution Q- with the constituent 
quark picture of hadrons appearing in spectroscopy. The new start [24] is not without a knowledge of 
the problems which have been experienced in the first works. It is well documented that renormalization 
in Hamiltonian field theories is, with currently available methods, more cumbersome than in covariant 
descriptions. A naive gauge fixing procedure on the light front leads to an easy resolution of Gauss' Law. 
However, this naive method is not correct - the correct method involves so-called "zero mode' degrees 
of freedom dependent on the transverse coordinates. These zero modes cannot be gauged away, and 
become an integral part of the dynamics. In addition we expect that the nontrivial vacuum structure 
evident from equal time quantization brings new induced couplings into the light front Hamiltonian. 
Our investigation is limited to the role of the zero mode fields. It starts from the near light front frame 
introduced in the previous chapter and advocated by the St. Petersburg and Erlangen groups [6. 25]. 
In this chapter we introduce a finite volume (£ x i x L in the spatial directions) formulation, thereby 
controlling possible infrared singularities. However, all the complexities of usual negative energy states 
and nontrivial vacua are present due to our choice of coordinate system which involves quantization 
on a space-like surface. In an analogous way to deep ineleistic scattering in the infinite momentum 
frame we synchronize our continuum limit a —»• 0 (with a as our lattice spacing) with the light front 
limit x"'" —>• •^{x° + x^). We use an a.xial gauge which is natural since the a.xis of motion singles out a 
preferred direction. 
The chosen gauge d-A- = 0 is a variant of the axial gauges, and is also a necessary choice due to 
boundary conditions. Its consequences are the solution and quantization of the zero-mode gauge fields 
a_(rj_) which depend only on the two transverse dimensions and can be chosen color diagonal. 
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The dependence of the zero modes on only the transverse coordinates is a result of the asymmetrical 
choice of the space coordinates in this near light front frame. Explicitly, we are choosing the direction 
to be 'special' in these coordinates, cis it is the only spatial coordinate which mixes with x°. Thus, it 
should not be surprising that some fields may depend asymmetrically on the spatial coordinates. The 
size of the x~ and xx. directions is fixed at length L. The zero modes appear in a transverse Hamiltonian 
which is coupled to three-dimensional dynamics via the fermions, transverse gauge fields and the light 
front Coulomb law. In the strong coupling limit the kinetic term of the transverse Hamiltonian becomes 
dominant and, in this limit, the Hamiltonian is identical to a Hamiltonian describing independent 
rotators at each lattice site. This is the starting point of our investigation . Using basis functions 
according to this dominant kinetic term, we make an e.xpansion of the zero mode Hamiltonian. In the 
strong coupling approximation we also evaluate the Coulomb term and show that the interaction of 
external sources is confining. 
The zero modes a_(xi) are ultraviolet (high energy) modes from the point of view of the near 
light front Hamiltonian, since in both conventional light front and near light front coordinates, states 
of low momenta are of high energy. The zero modes are infinitely long wavelength excitations with 
respect to the spatial variable r~, and, simultaneously, they are very short wavelength excitations \vith 
respect to the time variable x"*". Therefore some approaches [26] include the zero mode physics in their 
renormalization program, without explicitly solving their dynamics. In our approach, the zero modes 
are retained as active degrees of freedom after the solution of Gauss' Law, since they correspond to gauge 
invariant quantities (as evident in their role as eigenphases of the Polyakov loops). Therefore, resolution 
of the Gauss law constraint does not permit the elimination of their conjugate momenta p~(xj_). We 
will show that the zero mode Hamiltonicin for SU(2) in the weak coupling two-site approximation 
corresponds to the 'xy model', which has been e.xtensively studied in the literature. 
The e.xistence of the zero mode fi.xes the local color charge of all external sources to be singlet - all 
hadronic bound states must be color singlets, which is the first requirement of color confinement. The 
second requirement for color confinement dictates that the interaction energy increases with increasing 
separation. To make a reliable calculation one has to know, besides the light front Coulomb potential, 
how gluon fields propagate in the background field a_(xj_). It is shown that on a strongly coupled 
lattice the background field modifies the behavior of transverse plane gluon waves with color charge. 
Due to the fluctuations of the background they are limited to propagate over short distances. Thus 
they cannot cancel the linear confinement potential induced by the gauge choice. In this way, the a.xial 
gauge supports confinement from the beginning and therefore seems to be the best starting point for 
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QCD. This point is worth emphasizing - we have not added 'by hand' any confining mechanism. The 
confinement comes directly from the gauge choice, and thus we have not artificially altered the theory. 
However, confinement is not so obvious for neutral transverse gluon fields, whose zero mode part has 
been eliminated in the procedure of solving the Gauss law constraint. For color charges separated in 
the transverse plane, the zero mode dynamics plays an important role. 
Near Light Front Frame 
Light front gauge theories have been set up using the so-called near light front frame [5, 6, 25, 
27],which enables one to study the approach to the exact light front. Combined with a formulation in 
a finite volume, infrared divergences are controlled. We slightly redefine the notation for our choice of 
coordinates for the QCD problem. These coordinates are 
The transverse components and x-  are unchanged; x '^  is the new time coordinate and x~ is the 
remaining spatial coordinate. The metric tensor and other pertinent information for these coordinates 
is contained in the appendix. 
In addition to trivially adding the transverse dimensions, we have also re-parameterized the quantity 
which allows us to approach the light front. This was done in order to more closely match previous 
work. In addition, since the order of the continuum limit and the light front limit has been successfully 
addressed with the Schwinger model problem, we do not retain the explicit possibility to synchronize 
these limits. As finite quantization volume we will take a box of side length L with periodic boundary 
conditions. 
Obviously, the exact light front is approached as the parameter r j  goes to zero. For non-zero q,  the 
transition to the near light front coordinates from an equal time frame can be formally identified as a 
Lorentz boost combined with a linear transformation which avoids time dependent boundary conditions 
[6], as required in the canonical formulation. The boost parameter /? for this Lorentz transformation 
(in the x^ direction) is given by 
indicating that for 77 0 the relative velocity of the two frames i3  ^  c(= I). This is connected to 
the interpretation of the near light front frame in terms of the infinite momentum frame. .A.s discussed 
(41) 
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previously, tlie use of these near light front coordinates allows us to quantize the theory on a spacelike 
surface at equal light front time. This is important, as the ends of our 'box' are spacelike separated, 
and can thus exchange no information. This is in contrast to conventional light front coordinates, in 
which the ends of the 'box' are separated by a light-like interval which, in turn, implies that the surface 
of quantization contains points which can be causally connected. 
With a number of parameters to be selected for a specific calculation (;/, a, £,), we invoke physical 
intuition to greatly restrict the region of parameter space to be considered. The physical situation of 
deep inelastic scattering allows us to synchronize the approach to the light front r; -j- 0 with an increase 
in spatial resolution Ax = 27r/a —>• oo for the transverse djTiamics, where a is the lattice spacing. For a 
moment, let us use the standard notation, to get a qualitative idea of the physics. Imagine 
the collision in the lab frame between the proton with four vector (M, Oj.,0), and the photon with four 
vector q = {u. \/^,u) (ensuring q- = —Q- and u as the energy transfer in the laboratory frame). We 
characterize the 'infinite momentum frame' by giving the system a boost along the direction by a 
very large factor of 7 = EjM. Under this Lorentz transformation, the proton's four vector is now 
(P,Oi . ,  P)  and the  photon 's  i s  q = (^ ,  -^) -
For photon absorption on a collinear parton with momentum p = where xb  denotes 
the momentum fraction, one explicitly finds 
+ = (43) 
which yields a scaling variable xb- These considerations are useful provided that the 'infinite' momen­
tum is large enough. In order to resolve details of size a in the hadronic wavefunction, the photon must 
have a Q of (9(l/a). In the deep inelastic limit, Q is the same order as P, which is of the same order 
as E. This reasoning suggests 
E P Q I 
^ ~ Jm' 
In addition, we note that Eq. (42) allows us to evaluate 7 in terms of the parameter q associated with 
our coordinate system: 
This line of reasoning allows us to directly connect the parameter t] in our coordinate system to a 
physical quantity: the spatial resolution of a photon: 
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Although this relation was derived for the specific case of deep inelastic scattering, the property that 
the 7] -i- 0 limit allows us to resolve infinitely small details in the hadronic wavefunction will hold in 
the general case. 
The spectrum of massless partons pfip'' = 0 with transverse momentum px can be easily calculated 
from their dispersion relation which reads in the near light front coordinates 
2p-p-^  +  r]~P~'  - Pi = 0. (47) 
It should be noted that in our coordinates, p~ is the energy variable (being conjugate to r"*") and p"*" is 
the longitudinal momentum variable. .As before, the dispersion relation has two p~ solutions, an upper 
branch p~p and a lower branch p^^wn 
Pup/down = (p"^ T + • (48) 
In the limit of small r j ,  Eq. (48) goes over into the conventional light front energy 
Pup ^ Pic = Pi/2P"^- (49) 
In Figure 9, we show these two branches together with the light front Hamiltonian p,~ = p^/2p"'". 
We have taken the ma.Kimum transverse momentum px = l/a, 7 = 0.1, and all energies and momenta 
are in units of I/a. Note that negative momentum states correspond uniquely to negative energy states 
in the conventional light front formalism, but with our choice of coordinates, this clean division no 
longer holds. However, it is true that for small r], the negative momentum states with positive energy 
are of very high energy, indeed. One possible procedure for regularization of these high energy states is 
to cut at a maximum absolute energy 
1 - 1 
< p < —. (oO) 
r ja  T]a 
For large px = 0{l /a) ,  this cutoff corresponds to p"*" = 0 in P^pfdown- This choice of cutoff also renders 
the dispersion relation single-valued once again: a unique energy p~ corresponds to each momentum 
P'^-
Since we are finally interested in using p,~ as our effective Hamiltonian, the upper energy cutoff gives 
the minimal p"*" momentum where this approximation still makes sense. When we use the expression 
in Eq. (49) for p,~ we obtain a minimal p+ = r}/2a, resulting from our energy cutoff. Since the hadron 
has a P'^ momentum 7M\/2 = {1/t))M, there exists a minimal xb that we can probe in this frame: 
(^B)min = 2\72 
Note that to probe small xb , we need to approach the light front by letting r j  —¥ Q. 
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Figure 9 Dispersion relations in the near light front coordinate system and 
directly on the light front. 
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To introduce an efBcient light front effective theory, it is necessary to eliminate partons with negative 
p"*" states with special attention to the partons with 0 < p"*" < 7/2a. This procedure will not be discussed 
here, but we believe that this elimination is very important in order to obtain a constituent quark picture 
on the light front. We would further comment that our effective Hamiltonian approach discussed in the 
next chapter may provide a workable framework to include these high energy modes. 
Note that the physical appeal of the near light front coordinates which we have just presented had 
to be carried out with the inclusion of the role of the transverse dimensions. Our Schwinger model 
study was not adequate to gain a full appreciation of the potential appeal of these coordinates. 
QCD Hamiltonian Near the Light Front 
Canonical formulations of QED in the axial gauge and in the light front gauge have been developed 
in analogous ways - starting from the respective canonical VVeyl-gauges. After the implementation of 
the Gauss law constraints, the resulting Hamiltonians appear to be rather similar [28]. Moreover, the 
QCD Hamiltonian in axial gauge representation has recently been derived [29]. Here we will outline 
the derivation of the near light front QCD Hamiltonian, which has been given by the Erlangen group 
[30]. We restrict ourselves to the color gauge group SU('2) and dynamical gluons; only an external 
(fermionic) charge density pm is considered here. 
The Lagrangian in the near light front coordinate system reads 
(52) 
where the color index a  is summed from 1 to 3, and the transverse coordinates are labeled by i  = 1,2. 
We will also use the matrix notation; .4_ = A'Lt''I2, where the r'',a = 1,2,3 are the SU(2) matrices. 
The .4^ coordinates have no momenta conjugate to them. As a consequence, the Weyl gauge .4^ = 0 
is the most natural starting point for a canonical formulation. The canonical momenta of the dynamical 
fields .41, ^4f are given by 
H" — = F" 
n? = ^ = + (53) 
From this, we get the Weyl gauge Hamiltonian density 
•Hw = W_nt + ^ ^  (n? - Ff,)- . (54) 2 2 27?-
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We choose periodic boundary conditions in x~ and x±.  on intervals of size [0, L]. Using the appropriate 
periodic delta functions, the quantization is straightforward. However, the Hamiltonian has to be 
supplemented by the original Euler-Lagrange equation for .4+ as constraints on the physical states 
= (Dl^ ni + Gl)|<^> = 0, (55) 
with the covariant derivatives 
= d-S" ' '  +  gf '" ' ' 'A 'L  
Df = d^5'"'+gf'"='Al, (56) 
where S" ' '  is a delta function in color space (1 if a = 6, 0 otherwise), and are the structure constants 
of 5/7(2). 
These equations are known as Gauss' Law constraints. Since the Gauss' Law operator commutes 
with the Hamiltonian 
[G'^[xi_,x~),'K\v\=Q, (57) 
time evolution leaves the system in the space of physical states. Furthermore, Tiw is invariant under 
time independent residual gauge transformations whose generator is closely connected to Gauss' Law 
[29]. 
In order to obtain a Hcimiltonian formulated in terms of unconstrained variables, thus rendered 
available for approximations without breaking local gauge invariance, one needs to resolve the Gauss" 
Law constraint. This is a very important step, since working with a Hamiltonian with unconstrained 
variables frees us from implementing additional restrictions on operators or states. A Hamiltonian 
expressed in terms of unconstrained variables is more complicated in appearance, but it is our belief 
that there is much to gain from this appeurent increase in complexity. 
Via unitary gauge fixing transformations [28, 29] one indeed can achieve this resolution with respect 
to components of the chromo-electric field. These transformations render a Hamiltonian independent 
of the conjugate gauge fields. In other words, the latter become cyclic variables. Let us choose the ' 
(minus) components as the variables to be eliminated. Classically this would correspond to the light 
front gauge .4_ = 0. However, this choice is not legitimate for our setup in a finite box. Only the 
(classical) Coulomb light front gauge (5_.4_ = 0) is compatible with gauge invariance and periodic 
boundary conditions. The reason is that .4_ carries information on gauge invariant quantities,such as 
30 
the eigenvalues of the spaticil Polyakov (Wilson) loop 
= Pexp J V{xj_)   /  dx  / l _ ( xx , a r  )  (58) 
and if one were able to choose the gauge .4_ = 0, then we could make the argument of the exponential 
zero, thus losing the information carried by the integral. Thus, we obviously need to keep some "part' 
of the gauge field. This 'part' of the gauge field is known as the 'zero mode' a_(xj.) and is defined as 
a_(ix) = dx~A-{xj_ ,x~) .  (59) 
These zero modes are degrees of freedom lacking x~ dependence and, therefore, correspond to quantities 
with zero p""" momentum. They must be kept as dynamical variables, while the other components of 
.4_ are eliminated. We refer to [31] for a full discussion of their removal. 
The unitary gauge fi.xing transformation can indeed be chosen in such a way that .4_ becomes 
cyclic, apart from the zero modes mentioned [30]. In order to eliminate the conjugate momentum, 
n_, by means of Gauss' Law, one needs to 'invert' the covariant derivative D_. After the unitary 
transformation £)_ simplifies significantly (compare to Eq. (56)) 
D - —  d - -  i g a - ,  .  (60) 
Now Gauss' Law can be readily resolved: in the space of physical states one can make the replacement 
n_ (xx ,  X . )  p_ ( x x )  +  { d - _ ' )  Gx(xx ,  y - ) .  (61) 
The appearance of the zero modes in the solution of the homogeneous differential equation rf_p_ = 0. 
also implies residual Gauss' Law constraints. In the space of transformed physical states |,\;), they can 
be written as 
I dx-Gl \x)  = I dx-  (Dfni +gpl , )  |x> = 0. (62) 
These two dimensional constraints can be handled in full analogy to QED, since they correspond to the 
diagonal part of color space. This further gauge fixing in the SU('2) 3-direction can be done via another 
gauge fixing transformation, which leads to the Coulomb gauge representation in the transverse plane 
for the neutral fields. In other words, we eliminate the color neutral, two dimensional, longitudinal 
gauge fields 
ai . (x j . )  =  jJ  dy~dyj_d(n , -y j_) '^s .{ '7s_-A']_(y j . ,y - ) ) (63) 
Here we use the periodic Greens function of the two dimensional Laplace operator 
d ( : ± )  =  ,  P n  =  .  (64) 
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where n = (/Ii.ht) and ni.riT are integers, n ^ 0 means ra ^ (0,0). The conjugate momenta of these 
fields, Pj.(xj.), are defined analogously. Resolution of the residual Gauss' Law allows one to replace 
them, in the sector of the transformed physical space by the neutral chromo-electric field 
(65) 
After this procedure it is convenient to introduce the unconstrained gauge fields and their conjugate 
momenta by subtracting out their constrained pieces: 
^j.(2^J.r^~) = -4i.(xj.,r")-ax{a:x), 
nx(«i.,-c~) = nx(a:x.j;-) - ipx(iJ.)- (66) 
These relations will turn out to be important for neutral gluon exchange; recall that the subtracted 
fields are diagonal in color space. Note that the physical degrees of freedom A'^ and n'j^ still contain 
(xx. ^ ~)~independent, color neutral, modes. Therefore, there is a remnant of the local Gauss' Law 
constraints - the global condition 
= 0. (67) 
Thus the neutral component of the total color charge, including e.xternal matter as well as gluonic 
contributions, must vanish in the sector of physical states. 
The final Hamiltonian in the physical sector explicitly reads 
H =  J d x  d x x ' H ( x ^ , x  )  , (68) 
with 
n = tr  [ai .4 '2  -  d2A[ -  .4' , ]] -  +  ^ tr [H'x  -  (d.A '^  -  .^ 'J)]"  
+ ^tr I^^Tjx - Vxa_ + ^pV{xL)pi{xL)  
+ 4  ^ dz-  C dy-  y  '  ^^•-2 .n( . - -v- ) /L  (gg)  
J o  p . q . n  [ ^ + 9 { a - q { x x . ) - a - p ( X L ) ) ] '  
where p and q are matrix labels for rows and columns, a -q = (a_),g and the prime indicates that the 
summation is restricted to n 9^ 0 if p = 9. The operator G'^ is defined as 
G"x (xx,x~) = Vxfl'j^ (-Cj.)^ +9Pm{xi,.x'). 
(70) 
The degrees of freedom in the original and final Hamiltonian for a configuration space with sites 
leads to the statistics shown in Table I. The counting is as follows: 
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Table 1 Counting the degrees of freedom in the Hamiltonians 
Original % 
3-dimensional Gauss' Law 
3 * 3 * 
D_ni = Dxni +gp' i„  : -3iV3 
6iV3 
Final % 
A?,A?(xx,x_) : 
Zero modes a^(xx) : 
2-dimensional Gauss' Law constraints: 
2 * 3 * 
M-
-N-
6iV3 
The original Hamiltonian depends on the three fields ApAS.A" , each of titese fields has three 
different colors (a = 1,2,3), and can live on any of sites. However, due to Gauss' Law, these fields 
are not independent. Rather, one field of each color at each of the sites is constrained. This e.xplains 
the counting in the upper part of the table. 
The lower part of the table proceeds similarly: The final Hamiltonian depends on only two of the 
fields, which still have three colors. However, the Hamiltonian now e.xplicitly depends on the zero 
modes, which only depend on transverse coordinates - thus there are N- of them. Through residual 
Gauss' Law constraints, N- degrees of freedom are eliminated, and it is seen that the true degrees of 
freedom in either formulation is the same. 
The formulation of axial gauge near light front QCD for SU( '2 )  gauge fields is complete at this 
point. For details of the rather subtle derivation we refer to original references [29, 30] (see also [32] 
for a pedagogical review). The above Hamiltonian already is rather complex and nonlocal, just as the 
most familiar example of a gauge fixed theory, Coulomb gauge QED. Despite the complexity it serves 
as a promising starting point for further studies since approximations can be made without breaking 
local gauge invariance. 
•A-n important part of our investigation is to study the zero mode sector in order to check whether its 
non-perturbative vacuum solutions give contributions to the total energy which are inside the ultraviolet 
cutoff 
(71) 
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we introduced earlier. It is interesting that in Eq. (69) the term containing and the zero mode gauge 
field, a_, have the prefactor l/r?", and thus seem to be outside the energy region of consideration. In 
spite of these prefactors, we will show that they have to be considered as l/i/a terms. 
Furthermore, these terms are confined to a 2- dimensional xj, subspace of the 3-dimensionaI full 
space. Only radiative corrections to the dynamics of these zero modes in transverse directions - their 
couplings to transverse gluons propagating into the full space and coming back to the 2-dimensional 
manifold - can transmit the information of the full 3-dimensional space. In other words, these zero 
modes live on 'sheets', and to lowest order, have no direct knowledge of the other sheets. We therefore 
speculate that the running of the coupling constant will play an important role to bring these 2-
dimensional modes into relevance for the full dynamics, as their only connection to the 3-space is 
through coupling constant dependence. 
Zero Mode Dynamics 
The principal advantage of an e.xact light front formulation is the apparent triviality of the ground 
state which simplifies calculations of the hadron spectrum. The light front vacuum, however, is not 
guaranteed to be trivial in the zero mode sector. In using the near light front coordinate system, we 
can study the complex zero mode structure influencing the dynamics of long distances. The zero mode 
sector in light front physics is significantly different from equal time Hamiltonian physics where the long 
range physics is low energy physics. .A.s can be seen from the dispersion relation for massless particles 
on the light front, 
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soft modes (states with small momenta) become high energy states. This property holds for massive 
particles, and also holds for our near light front coordinate system. In this way, high energy physics 
becomes tied to long range physics, contrary to the equal time formulation, in which long range effects 
are tied to low energy phenomena. This physics appears in deep inelastic scattering at small XB and is 
related to the long distance features of the proton. We will focus on the zero mode sector in order to 
try to acquire some insight into its dynamics. Therewith we hope to obtain a sound basis for further 
numerical studies. 
From the comparison of .A.belian and non-Abelian theories, striking differences show up in the zero 
mode sector. Recently, in the equal time formalism, the zero mode sector in QCD has been claimed 
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to be relevant for the confinement phenomenon [33]. On the level of appro.ximations and restrictions 
followed below, the formal differences between light front and equal time formalism are rather small. 
As a consequence, our results and methods are similar and therefore may be applicable to the equal 
time problem. 
In contrast to earlier work [33], we do not restrict ourselves to stay with the strong coupling approx­
imation. We will, however, start with the strongly coupled theory to define our set of basis functions. 
As before, we will restrict ourselves to SU(2) without matter - pure gluonic Yang-Mills theory. It 
already has the typical non-Abelian features such as the Coulomb term which explicitly contains the 
zero modes in the denominator and the non-standard kinetic energy for the zero modes. 
The zero mode degrees of freedom couple to the three dimensional gluon fields via the second term 
in H shifting the P'^-momenta of the transverse gluon fields (Eq. (69)). They affect the Coulomb term 
and the two dimensional electric fields t/x • The latter coupling is typical for the light front and is absent 
in the equal time case. We neglect these couplings and consider the pure zero mode Hamiltonian 
4 = 1 A •^pV(Xd.)pl{x j . )  -I- ^(Vj.ai(arj.))- (73) 
This Hamiltonian is obtained from Eq. (69) with only the zero mode at. and its conjugate momentum 
retained, and an integration over the longitudinal variable. We recognize "electric' and 'magnetic" 
contributions in h, the zero mode Hamiltonian - the first and second terms, respectively. The light 
front variables mi.x the ordinary spatial and time variables so the labeling above is to be understood in 
analogy with the equal time Hamiltonian. In other words, we should not take the terms 'electric' and 
'magnetic' too literally. Note that the Lorentz boost enters in the I/tj- factor. 
Even at this level of approximation the zero mode Hamiltonian differs from the corresponding one 
i n  Q E D .  T h e  r e a s o n  i s  t h e  h e r m i t i c i t y  d e f e c t  o f  t h e  c a n o n i c a l  m o m e n t u m  p _ :  i n  o t h e r  w o r d s  p L  ^  P - -
This might seem to be a strange property for a momentum operator, but is perfectly allowable, in 
analogy with the radial Schrodinger momentum operator which is also non-Hermitian. 
For notational simplicity, we now omit the color inde.^ and work with the Schrodinger representation 
of Eq. (73) 
1 I ^  rf  /  W ^  ^  /T—T /  J (a-[x i , ) ) -— ;^(Vxa_(ix))-
2L y(a_(xx)) ^a-{a:x) <ya_(xx) '^'7 
where J(a_) is the Jacobian and equals the Haar measure of SU{ '2 )  
(74) 
^(a-(.cj.)) =sin-(^a_(ix)). (75) 
The Jacobian stems from the gauge fi.xing procedure taking into account the curvilinear coordinates. 
The measure also appears in the integration volume element for calculating matrix elements. For ease 
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of calculation, we introduce dimensionless variables 
V(a:x) = , (76) 
in which Hamiltoaian and Jacobian respectively read 
^ ^ ^ ^ jr f > + , (Vj.y(rj.))- (77) 8 J( ip{xx))Stp(x j_)  T }-g-L 
•^(s»(a^J.)) =siii-(^(xi)). (78) 
As in earlier approaches, see e.g. [34], tp  will be treated as a compact variable, Q <ip  <ir .  
At this stage it is necessary to appeal to the physics of the infinite momentum frame to factorize 
the reduced true energy and the Lorentz boost fcictor since essentially h is an energy, 
and it is well known how energies behave under a Lorentz transformation. We rewrite 
h.  — — /jfed I ('^) 
with 
= / / ' red  — I  d~X±_ 
g-Lq I  S  S  4  ,  
77 + 3Tr(^-i-V) (80) 4 J  S f f  6 < p  g - L r )  
It should be noted that we have chosen our factors such that the coefficients of the two terms are 
reciprocals of each other. 
One sees that the electric and magnetic parts of the energy are weighted with an effective coupling 
g-Lq. Since the integral over transverse coordinates can contain arbitrarily small wavelengths, we have 
to regularize the above Hamiltonian Ared- We do this by introducing a lattice to evaluate the transverse 
integral. The lattice vector 6 numbers the lattice sites, and fi and £2 are the two unit vectors on the 
two dimensional lattice. In order to have standard commutation relations on the lattice the derivative 
on the lattice becomes We further explicitly pull out the dependence on the lattice 
cutoff by defining a new reduced Hamiltonian Ared and substituting t] = (from Eq. (46)), where 
M is a typical hadronic mass: 
^  ~  i t ja  '  (^n  
with 
[4^W(,.(t)-y(6 + f))4 ^ (82) 
Yl 4x/2 J<fy,(6) s<p(b)  \g -LM)^ ' ' ^ ' '  "J  
In the continuum limit we keep L fi.xed, but let a go to zero. Since the effective coupling constant, 
.2 ,00, 
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contains the large factor L M ,  the product of lattice size in the longitudinal direction and the hadron 
mass, a strong coupling approach seems to be a good starting point. 
We separate the Hamiltonian into electric and magnetic contributions. Solutions of the electric part 
of the Hamiltonian are known. Note that we do not introduce 'radial wave functions" nor effective 
potentials as in [29, 33]. 
hred — E A,(6) + ^ A„(6), (84) 
6 6 
with 
hAb] = -9;A-^J^^, (85) 
J  S<p(b)  d<p(b)  
hm{b) = 4- - f i b  + e)) - .  (86) 
For each lattice site 6, the kinetic energy (the 'electric' term he), has the Gegenbauer polynomials 
C„J(v3(6)) as eigenfunctions: 
htWCncifib)) =g;fTri^(ns+'^)Cns('fii.b)), (87) 
with 
= (88) 
V T sin<^(o) J 
and 
f J{>P)Cn( 'p)Cmi 'P)d<p =  S„,m . (89) 
Jo 
The strong coupling wavefunctions of the full transverse lattice are product states characterized by a 
set of quantum numbers {n} = {n^}, 
6 
These functions form a complete and orthonormal basis for the zero mode sector. They satisfy the 
energy eigenvalue equation 
6 b  
The ground state in this limit corresponds to all ng = 0 - a constant wave function 
= n / f '  
b 
and the ground state energy is zero 
Eq =  0. (93) 
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The first excited energy level is yV--foId degenerate - an excitation at a single lattice point. 
"  b ' j iS  
(94) 
[n strong coupling this level is separated by a large amount from the ground state energy 
— %eff- (95) 
So far our results are equivalent to those of [33] to within re-definitions of wavefunctions and integration 
measures. In [34] weak coupling variational lattice coupling solutions for the full SU(2) Hamiltonian 
are given. Furthermore, studies in (l+l)-dimensional Yang-Mills theory [35] give formal e.xtensions to 
construct the Hamiltonian for SU{N) gauge theories. 
The magnetic term of the Hamiltonian couples nearest neighbor lattice points. In the strong coupling 
limit its contribution may be obtained perturbatively (as it has the coefficient l/jfeff) by evaluating it 
with the basis function of the ground state. The result of this is 
The energy is proportional to the two dimensional system iV£, the surface of the real three dimen­
sional volume. Since the effective coupling constant grows linearly with the length of the system in 
the 3-direction, the zero mode dynamics represents a negligible surface effect in the strong coupling 
approximation. 
Next, we discuss the weak coupling limit g-  —¥ 0. In this case we can simplify the kinetic term of 
the Hamiltonian by defining new variables q: 
(96) 
(97) 
with 
O LM (98) K" = 
4N/2 • 
Then the reduced Hamiltonian becomes: 
Expanding this for small g,  we obtain 
(99) 
(100) 
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The eigensoiutions of this Hamiltoaian are known to be spin waves. Going over to Fourier momentum 
representation, 
a(6)=^e'^X-. (lOl) 
k  
with ki = '2TTTii/Nj_a and n,- = 0, ±1, ±2,... we have 
The eigensoiutions tpK of ^red in the weak coupling approximation are decoupled harmonic oscillators 
for each k, with frequencies 
«|=4^sin-Y. (103) 
C 
Because of the 'radial Laplacian' it looks as if the eigenfunctions would have to vanish at the origin to 
be normalizable. However, as in the Schrodinger equation in three dimensions, the Jacobian J allows a 
constant wave function at the origin. Consequently, the eigenvalue of tfiK is given by the sum over the 
modes: 
= E\ 
fc 1 
4X^sin-|^y (104) 
which gives in the iVj_ oo limit spin waves with = yjki + k^. 
Two-site truncation 
We now have solutions in both the weak and strong coupling regime. We will now attempt to solve 
the problem in the intermediate region. As an initial effort, we svill not solve the problem for the full 
lattice. Rather, we will calculate with what is essentially a cluster expansion, and we will start with the 
simplest, two-site cluster, in which either site (or both) can be excited to high energy states. We will 
obtain the solution for the low-lying spectra of the system approximated as a low density of e.xcitable 
two-site clusters. We will show that this approximation works remarkably well over the entire range of 
coupling strength. 
We will handle the calculation of the energies via an effective Hamiltonian method. We will work in 
the representation of the strong coupling solution of he and divide the two-site subspace into a P and 
Q space, such that P + Q = I with 
P = { 1 0 , 0 ) } ,  
Q = {|n,m); n,m^0,0}, (105) 
(106) 
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where n,m represent the indices of the Gegenbauer polynomials. Note that we have picked our P 
space as the strong coupling two-site ground state. Then the two-site energy En is given by the non-
perturbative solution of the Hamiltonian in Eq. (84), truncated to two lattice sites. Explicitly, this 
Hamiltonian is: 
^2 — 
with 
and 
A 2 /i_Lf ^ ^ A \ 
' ^EFF J J J 
hm — -  f2) ' ,  
where the subscripts label the sites. 
Within the effective Hamiltonian method, the two-site energy is given by: 
I 
(107) 
(108) 
(109) 
En — PhnP 4" PhnQ- -QhnP (110) 
En — QhnQ 
(see, for example, the later chapter on effective Hamiltonians and references contained therein). The 
self-consistent solutions of this equation provide the low-lying spectra in this method. The strong 
coupling basis states are eigenstates of he: 
Ae|n,m) = {n(n +2) + m(m + 2)} |n,m) 
Thus, the non-trivial matrix elements are those of and are of the form 
(n,m|(^i - tpn)- \n ' ,m' )  
(111) 
(112) 
.Although our states are two-site states, the operators appearing in the matrix elements are simple 
one-site operators, and thus we can consider the states to be products of one-site states. This reduces 
the evaluation to sums and products of one-site matrix elements, which are given by (see appendix for 
a short derivation): 
{n\<p\n ' )  =  
{n\ fW) = 
(n|v?-|n') = 
I t  
2 
for n = n'  
f ((n+n'+2)^ - (;r:bF) forn + n'=odd 
0 for n + n' = even, n  ^  n '  
for n = n'  2^ r JT IT I 6 [2(n + l) 
f {;r(-1)"+"' " (n+r.-+2)-'] } f®"- " 
(113) 
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Before performing any numerical calculation with this effective Hamiltonian, it will be illuminating to 
investigate the strong and weak coupling limits of this theory. 
In the strong coupling limit we expect to obtain the result of perturbation theory in l/jeff- The 
energy in this limit is easily calculated: 
E2 = (0,0lfcm|0,0) = ^ {(Ob'lO) - 2((01v'10))'} = 4- (y - l) . (U4) 
Jeff \ / 
In the weak coupling limit we can solve the Schrodinger equation for two neighboring sites - the 
Hamiltonian will simply be the two-site version of the earlier spin wave Hamiltonian, Eq. (100). We 
call the respective variables q(6i) = x and 0(63) = y , then we have to find the eigenenergies of the 
Hamiltonian: 
f  d -  2  d \  f  a-  2  d \  
This Hamiltonian is known as the 'xy model'. It should be noted that this Hamiltonian is invariant 
under x <-> i/, and thus the eigenfunctions $2(1, y) can be chosen to be symmetric under the interchange 
of X and y ('5'2,(x, y)), or antisymmetric under the interchange of x and y (^2a(x, (/)). Each of these 
symmetric or antisymmetric sets of solutions form a 'tower' of excitations. The first symmetric e.xcited 
state becomes degenerate with the ground state of the origianl problem in the weak coupling limit, and 
the first antisymmetric state has a greater energy than the first symmetric state. 
As usual one factorizes the wave function 
'I'2(x,j/) = —^2(x, y), (116) 
x y  
resulting in the Hamiltonian 
^red<>2(2^.!/) = ~ ^ ~ 
The center-of-mass motion is then separated: 
<^2(x,!/)=e'^'^X2(r), (118) 
with R  =  { x - \ - y ) / 2  and r  =  x — y .  The Hamiltonian corresponding to the relative motion (r) is a simple 
radial harmonic oscillator: 
(Ared)r = -2^3 + (119) 
The lowest states of the symmetric and antisymmetric 'towers' are solutions to this Hamiltonian. The 
energies of these states can be read directly from Eq. (119); £23 = \/2. and Eoq = 3\/2, respectively, 
giving a energy gap between the states of 2\/2. 
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Figure 10 Energies of first 3 states in the zero mode sector calculated via 
effective Hamiltonian method. 
Thus, the results for the energy gaps of the low-lying states in the weak coupling limit are 
^2s  Aground — 0 
Ena-E^round = 2^2 (120) 
VVe now proceed to calculate the low-lying spectra via the effective Hamiltonian method, [n the 
numerical calculations, we cannot keep all states in the Q space - our choice is to cut at a high two-
site energy, calculate E2, then increase the size of the Q space to check for convergent results. This 
procedure was carried out for each choice of coupling constant geft< and the typical number of two-site 
states kept in the Q space at convergence was about 300. 
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The numerical solution of Eq. (110) for E2 is given in Figure 10. In the strong coupling limit 
(large the large gaps in energy are evident, and the numbers agree wth the unperturbed energy 
of the states, and given in Eq. (111). In this same limit, the slope of the ground state energy as a 
function of the inverse square coupling agrees with the analytic calculation of Eq. (114). The energy 
gaps between the excited states and the ground state are plotted in Figure 11. In the weak coupling 
limit, the results for the gap energies were Richardson extrapolated for the > 00 limit. This 
extrapolation matched the analytical results of Eq. (120) to five significant figures. Thus, we have 
obtained two-site solutions for the entire range of coupling which agreed with analytic results in the 
weak and strong coupling limits. Results for the spectra of iV-sites are straightforwardly obtained as 
long as the number of e.xcited two-site clusters is small compared with N/'2. This is the 'low density' 
approximation. 
Effect of Zero Modes on Confinement 
In order to study the confinement problem, we start with the assumption that the three dimensional 
gauge Hamiltonian can be treated in a weak coupling approximation with small gauge coupling (/". 
whereas the physics of the two dimensional zero mode subsystem can be obtained in a strong coupling 
approximation for • We will see that the asymmetric treatment of transverse and longitu­
dinal spatial coordinates has very damaging effects, which go much beyond the violation of rotational 
symmetry in strong coupling lattice gauge theory. They are connected with the procedure of initially 
choosing an axial gauge in three dimensions and then letting the Coulomb gauge follow in the two 
dimensional zero mode system. One advantage of this approach is that the dynamical role played by 
the zero modes becomes particularly illuminating. The zero modes preserve the a.xial linear confinement 
in first order perturbation theory. In the transverse direction we already have confinement by gauge 
choice, as discussed previously on page 24. Thus, we argue that already at the level of the zero mode 
sector of SU{2) pure glue QCD we see evidence for confinement. 
Now consider the strong coupling approximation. We demonstrate the usefulness of the basis func­
tions given in Eq. (88) by considering matrix elements of the Coulomb term. In terms of the variables 
(p defined on a discretized transverse space the Coulomb potential explicitly reads 
^  d z -  r  d y -  Y ,  '  " "  - y -  ) I L  ( ^ 2 1 )  
6 - P,9." [''•N + (P-?)¥'6]' 
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Figure 11 Energy gap of the first 2 excited states in the zero mode sector 
calculated via effective Hamiltonian method. 
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In order to separate possible singularities we work out the p ,q  sum for SU(2): 
d~~ dy~Y  -~)Gi .u (6 ,  y~)  +  Gj_22(b ,  :~ )Gj .22(b ,  y~)  _ i2 , rn ( z - -u - ) /L  
4  -  Jo  Jo  
+  dz -  dv -  Y  )^.-2rnf.---«-)/L 
4 . 7o Jo  „  [;rn + vJg]" 
r  Jo  Jo  „  Inn  — ioA  
Obviously the 'abelian' terms with Gh and G22 are infrared regular since n ^ 0 in that case. The 
non-abelian terms can have singularities for ip —>• 0. tt. Exploiting the strong coupling basis in 
we show that these terms are also infrared regular. Such a 'dynamical regularization' is anticipated, 
because of the connection of the non-standard zero mode kinetic energy, the hermiticity defect, and the 
Coulomb term: i.e. the Jacobian vanishes at the poin^., where the 'propagator' becomes singular. We 
e.xplain this in more detail by considering the last two terms in Eq. (122) which can be added using 
r I/, n <-»• — n yielding the non-abelian Coulomb contribution He where 
In this expression, we can identify the 'Coulomb propagator' Dc{:~  — y~  , 'P^ )  in position space, and it 
can be evaluated with the result [36] 
_  ,  ^ 2 ^ i n ( z - - y - ) / L  
o=(-- ,^5) H 
L 
— g- 'V>b( :  - y  ) IL  y  I -- y  ) cot 
_2sin-<pg 
= Di-FDo + Da- (124) 
In the continuum limit one finds additional terms besides the linear propagator in one-dimension. In the 
strong coupling approximation we integrate this Couloumb propagator and the off-diagonal Gj.21Gj.12 
with the Gegenbauer polynomials Go(v5g) over dtpj{(p) appropriate for the curvilinear coordinates. 
Let us discuss the first term Di in the Coulomb propagator. With the strong coupling ground state 
^0 = to a Coulomb energy 
= {^o \a -^ j ^d=- j ' ' dy -G^2 i{ l~ - )G^ i2 ( l y - )Di \ ^o )  
6 
= j'' dz- j'' dy-GL2i(l=-)G^Mly-] X 
6 
\27r i ( z -  - y - ) [  \ j  
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—>La2^|Qi2(6)|-. (125) 
6 
for large L,  with 
Q i2(^ )  =  f  (126)  
Jo  
One sees that the ofF-diagonal 'charge' Qi2(6) at each transverse site b  has to vanish in order to avoid 
an infinite Coulomb energy in the continuum limit. 
Qi2{b)=0  V6. (127) 
Initially we have fixed the global charge = 0 in order to fully resolve Gauss' Law in the two-
dimensional Coulomb gauge: 
Q'' = ^ JpU^-,b)dx-=0. (128) 
6 
These two conditions together ensure that the physical states are real color singlets not merely color 
neutral states with a color three projection equal zero. The second term Do of the Coulomb propagator 
gives a linearly rising potential in the L -¥ oc limit. 
= Cfo la -^  jdz -  Jdy -  G'x2 i (6 , - - - )Gj . i2 (6 ,  i / - )D2| ' fo )  =  
= Gi2i(6,--)Gxi2(6.y-)(-l)|-- -!/-|. (129) 
Neglecting terms proportional to g  with gluons in Cj.21 and only considering the e.xternal charges one 
gets a confining linear potential. Two color spin 1/2 point charges coupled to a color singlet at the 
same transverse site interact in longitudinal direction with the potential: 
V12 = l^(nf2>(-i)|--- -i,-| = (130) 
a- 4 4 a-
The scale of the string tension is given in strong coupling by the lattice size a of the transverse lattice. 
In the continuum calculation it should be replaced by a correlation length generated in the transverse 
zero mode dynamics. 
The third term in the Coulomb propagator Dz does not contribute to the energy, since either 
<912(6) = 0 or <921(6) = 0. 
One of the main advantages of the light front Coulomb gauge or a.xial gauges for QCD is visible here. 
Whereas in QED the Coulomb gauge is designed to give the 1/r potential, the above gauge choices give 
confining potentials in zeroth order. Naturally, these potentials are linked to the choice of gauge, so 
one has to consider the perturbative corrections to the gauge potential. In QED the gauge potential 
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for opposite charges has the form 
M^^'^ = g-\z- - y-\^ (131) 
which appears to have the same confining properties as our QCD calculation. However, the first-
order one photon exchange correction for soft photons with momenta has a spin independent 
contribution 
„32) q+q+ q+ q i /q+ 
.A.fter transforming to coordinate space, it is seen that this one-photon exchange cancels the 
confining gauge artifact and the Coulomb potential 1/r plus spin dependent corrections remain. 
In QCD the one-giuon e.xchange contributions have to be discussed separately for color charged 
gluons .4^'"(x~,ix) and color neutral gluons. The .4^"' components of the transverse gluon fields 
interact with the zero mode ai(xx) fields in such a way that the .4^'" fields acquire a mass from the 
interaction with the background fields. This is seen through the dispersion relation of transverse gluons. 
which is changed to 
fc- = ^ + - (133) 
Consequently, the one-gluon exchange can no longer cancel the linear confinement potential at large 
distances, as the fields are now massive and thus short-range. This lack of full cancellation implies the 
linear rise of the gauge term is preserved. 
Our approach resembles the similarity transformation scheme [26, 37], This scheme has been pro­
posed by Glazek and Wilson [38] for the light front Hamiltonian and by VVegner [39] independently for 
condensed matter physics. It avoids vanishing energy denominators for the ^ 0 region for one-gluon 
exchange by a cutoff A. In higher orders the region of validity for q'^ can be enlarged successively (the 
cutoff A can be made smaller). In our approach near the light front we can give the physical origin of 
the cutoff A. It lies in the zero mode fields a_(ij.) which limit the long-range propagation of gluon 
fields. We only use the strong coupling approximation for the ground state wave functional of the 
transverse zero mode lattice. Certainly also higher orders and a more accurate description of the zero 
mode dynamics is necessary to prove that the linear confinement potential is preserved. Color neutral 
gluon fields .4^'(r~,xx) are not affected by the interaction with ai(xx), but by their construction in 
Eq. (66) their zero mode has been subtracted already in such a way that for q'^ -^0 
.4l'=Ai-ai(a:x) —>0: (134) 
It is more complicated to analyze two color charges separated in transverse direction. Two color 
charges separated by xx must be oriented along the color 3-direction in order not to violate Qi2(—.cx/2) = 
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0 and Qi2(+iCj./2) = 0. As color 3-charges they experience the two-dimensional Coulomb potential 
from the electric field 
In the strong coupling approximation for the effective two-dimensional coupling the above prop­
agator generates a logarithmic potential, which is also confining. This potential is unaffected by the 
zero modes ip, since the gradients of the strong coupling wave functions vanishes, as they are simply 
constants. Therefore we obtain a logarithmic potential of the form: 
It corresponds to spreading flux lines in 2 dimensions and strongly violates the rotational invariance in 
the spatial coordinates. 
To investigate this problem further, one must understand the role played by the zero modes. This 
has been done in (2+l)-dimensional theories such as the dual Meissner effect [40, 41, 42]. We speculate 
that this work may have a similarity to ours, but the details have not yet been worked out for the near 
light front Hamiltonian. 
Summeiry 
The near light front description of QCD very naturally uses a modified axial gauge = 0 which 
is asymmetric in the treatment of transverse and longitudinal dynamics. This asymmetric treatment fits 
naturally with the physics of deep inelastic scattering where large momenta of the hadron are involved. 
We have shown that the well-known physical appeal of an infinite momentum frame for a description of 
hadron physics can be realized rather naturally in near light front coordinates. In particular, we argue 
that the approach to the light front r) = —¥ 0 should be synchronized with the continuum limit 
in transverse direction a —>• 0. 
The resulting Hamiltonian has a well defined zero mode part in transverse space, which contains the 
dominant non-perturbative physics, with implications presented in this chapter. Non-perturbative zero-
mode dynamics near the strong coupling limit gives longitudinally linear and transverse 
logarithmic confinement. One has yet to discover how the two dimensional dynamics relates to the 
full three dimensional dynamics. We speculate that a second order phase transition in the (2-1-1) zero 
mode Hamiltonian can produce a scaling window, whereby energy contributions originally of the order 
o f  0( l / r j - )  give  ex tens ive  ze ro  po in t  ene rg ies  in  th ree  d imens ions  o f  the  o rde r  l / i ]a .  
(135) 
=L-yL  
(136) 
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We believe that our approach opens a path to construct constituent quark models on the light front 
by eliminating the negative energy solutions from the near light front Hamiltonian and restricting the 
effective light front p"'" momenta to the region between rj/o and The effective Hamiltonian 
method utilized here for the zero modes may again be the appropriate tool in the restricted momentum 
region. The derived role of partons around p"'" = 0 can shed light on the mechanism of chiral symmetry 
breaking. 
.Although we have worked in a finite volume to regulate divergences, it may be ultimately advanta­
geous to work directly in the continuum. In this situation, renormalization may be needed to create a 
theory which produces sensible results for observables. In the next chapter, we outline a renormalization 
scheme based on the same effective Hamiltonian framework used in the current chapter. 
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EFFECTIVE HAMILTONIANS 
Introduction 
The theory of effective Hamiltonians and operators in many-body physics has a long and elabo­
rate history [43]. This framework primarily involves manipulation of operators and is independent of 
the chosen kinematics. Our present effort is aimed at incorporating the concepts of renormalization 
within the conte.xt of the theory of effective Hamiltonians. Recently, other approaches for Hamiltonian 
renormalization have appeared both in field theory [44] and quantum mechanics [45, 46]. 
Our general philosophy towards renormalization is inspired by the original work of Wilson [47], but 
differs in many important details. Wilson's approach involved integrating out degrees of freedom above 
a certain momentum range to arrive at an effective action. This concept has primarily been implemented 
in the path integral formulation of a given problem. In recent years there has been a renewed effort to 
implement renormalization within a Hamiltonian formulation [44, 45, 46], as this may lead to a better 
understanding of key issues in strong interaction physics. 
We present a new non-perturbative scheme for renormalization which utilizes some of the more 
recent developments in the theory of effective Hamiltonians for many-body systems. Although our 
approach is quite general, we initially illustrate the methods with simple one-body quantum mechanical 
problems. In this way, we can exhibit the efBcacy of our ideas without being overwhelmed by technical 
complications. 
The primary results of this chapter have recently appeared in our journal article on this subject [48]. 
FormeJism 
Consider the eigenvalue problem 
i=I,2 n ,  (137) 
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with n  possibly infinite. There are very few Hamiltonians for which Eq. (137) is e.xactly solvable. In 
addition, the usual perturbation theorj' may turn out to be inadequate, and a large number of degrees of 
freedom associated with the system may prevent a streiightforward analysis of the problem. In realistic 
situations one would, in general, seek a subset of all the solutions of the above Hamiltonian. This 
naturally leads to the concept of an effective Hamiltonian. 
We shall now briefly describe our construction of the effective Hamiltonian. We can arbitrarily split 
up any Hamiltonian H as 
H =  Ho +  V,  (138) 
where Ho is exactly solvable. One motivation for doing this step is to provide a convenient basis to 
work with, defined by the set of eigenvectors of Ho'-
Ho\ f i )  =  EM- (139) 
.A.11 matrices will be written with respect to this |/i) basis, unless otherwise indicated. 
We choose a model space M. which contains d  basis vectors of Ho-  The operators P and Q which 
project into and out of our model space, respectively, are given by 
p  =  T .  
tiCM 
Q = 1 
It is helpful to think of these projection operators bs partitioned matrices ; 
P =  
Q  =  
Consider, as in [49], a transformation of our Hamiltonian 
H =  e-^He^ ,  
1^.) = e-^|xp.), 
(140) 
(141) 
(142) 
where S is an operator to be determined shortly. It follows directly from this transformation that the 
eigenvalues of H are the same as the eigenvalues of the original Hamiltonian, i.e.. 
(143) 
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We will use the freedom in the choice of 5 to require that 
(144) 
As expressed in conventional applications to many-body problems, the goal of the effective Hamiltonian 
formalism is to construct an operator which acts only in a model space, yet gives us a subset of the exact 
eigenvalues of the full Hamiltonian. For our purposes here, we restate the goal as that of obtaining a 
subse t  o f  we l l -de f ined  so lu t ions  o f  the  e igenva lue  p rob lem for  H.  
For this purpose, we choose the effective Hamiltonian as 
which clearly acts only on the states in the model space (which may, in itself, be infinite dimensional). 
From Eqs. (144) and (145) it also follows that 
The expression in Eq. (145) is therefore a consistent choice for Hefr-
The problem of finding now reduces to one of finding an appropriate S .  Following [49, 50], we 
choose to obtain S such that S = QSP. This implies that in our chosen basis 5 must have the form 
f f e f f  =  PHP,  (145) 
/fefr(Pl^.» = Ei[P\^ i ) ) .  (146) 
S  =  (147) 
where i is a (presently) arbitrary n  — d  b y  d  matri.x. 
By choosing S  in this particular way, 5" is zero for all n > 1. This leads to 
(148) 
with an analogous result for e ^. 
If we started out with an arbitrary hermitian Hamiltonian 
(149) 
with a = and f  =  p ,  then 
H =  e-^He^  
(150) 
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The effective Hamiltonian /feff therefore takes the form 
f f e f f  =  PHP =  a  +  bs .  (151) 
It should be noted that an 5 designed to reproduce a particular set of d  eigenvalues from the total 
number of n eigenvalues may not exist. Even if an appropriate S exists, there is no guarantee that it is 
unique, or obtainable by our scheme to be outlined below. 
We shall now exhibit an iterative method to obtain Hen- Following [50] we define 
Z — ffeff — w = a + — w, (152) 
which is equal to the effective Hamiltonian up to the arbitrary additive constant w. Next we explicitly 
split H into H^ + V so that 
Ho = 
= 
Ap 0 
0 Aq 
\ 
a  —  X p  b  
6t f  -  XQ 
(153) 
where \p  .A.nd XQ are the (diagonal) matrices containing the eigenvalues of HQ .  Finally we introduce 
a generalized C-matrix defined as [6-7] 
I G[oj )  =  PVP+PVQ- -QVP 
u j -QHQ 
=  PVP + PVQ-—^r7r-?^Q^'P + 
+PVQ-
— QHQQ 
^ Q^'Q-—7rFr7^Q^ ' 'P+--
— QHQQ UJ — QHQQ 
which, for the above conventions, can be written as 
G(w) = (a - \p )  +  b—^b^ .  
U J -  f  
(154) 
(155) 
Eqs. (152) and (154) can be solved iteratively to give Z and thus G(UJ). From now on, we will denote 
G{uj) as G. One such iteration scheme is [49] 
Zi  =  PHOP +  G-UJP,  
Z„  =  I 
l -G^-G^Zn- l -G^Zn-nZn- l  G" ^ZoZ^-'-Zn-l 
Zi ,  
where 
(156) 
(157) 
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/feff can finally be constructed from the above solution for Z.  It is important to note that this method 
to obtain G is non-perturbative in nature, and examples of non-perturbative solution can be found in 
the literature [51]. 
We note in passing that the generalized G-matrix may provide a leading approximation to ffeff-
Within that approximation, our Eq. (154) bears resemblance to the effective Hamiltonian introduced 
in [45]. It should be noted that the results contained in [45] are obtained via a variational ansatz, which 
represents an alternate approach [52]. 
Renormzdization 
We shall now introduce the concept of renormalization within the above framework. We have seen 
above that the knowledge of the matri.x G allows us to obtain Z, which is identical to up to an 
additive constant. In what follows, we shall therefore restrict our attention only to G. For the sake of 
convenience we choose to work in the momentum representation where the kinetic energy term in the 
Hamiltonian is diagonal. To introduce the concept of renormalization we shall focus our attention on the 
one-particle system. The formal generalization to a many-particle system would be straightforward. 
The matrix elements of G are here given by 
Gkk-  =  {k \PVP\k ' )  +  
+ J dpdp ' {k \PVQ\p) (p \^j- y^ \p ' ) {p ' \QVP\k ' )  +  - - -  (1.58) 
It may be noted that our G-matrix depends on the arbitrary parameter u;. However, it can be shown 
(for example, see [49, 50]) that the effective Hamiltonian constructed from this G-matrix (via Eqs. (16), 
(20) and (21)) is actually independent ofw. 
The formalism to this point is that of nuclear many-body theory. However, we wish to extend it to 
include renormalization. For a Hamiltonian which needs renormalization, there may be no well-defined 
spectrum, as implied in Eq. (137). We plan to add an additional restriction on the theory in order to 
obtain physically meaningful results. 
Let us suppose that the potential V depends on a single coupling constant fiQ, which we shall call the 
bare coupling constant. It is clear from Eq. (158) that the matrix element Gkk' will be a function of /XQ. 
The expression in Eq. (158) may, in general, require regularization due to the divergence arising from 
the integral. The regularization that we choose consists of introducing an ultraviolet cutoff A. It must 
be noted that the method of choosing the regulator is not unique, and, indeed one can imagine that for 
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more complex problems (such as gauge theories) very sophisticated regulators would be employed. For 
our simple problem, the momentum cutoff suffices. 
The matrix element in Eq. (158) is now a function of the coupling constant /io and the cutoff A. At 
the end of the calculation we must remove the cutoff, i.e. we must take A to oo, which, as discussed 
above, may in general lead to divergence. One way to avoid the divergence is to replace the coupling 
constant /xq with a function of which we denote as /'(A), and then require the matrix elements Gkk' 
remain finite and independent of the cutoff as the cutoff is removed. In other words, we demand that 
lim ^Gfcfe.(a;, A,/i(A)) = 0. (159) 
A-foo aA 
The function n{i\.) thus plays the role of the renormalized coupling constant. 
The dependence of the coupling constant on the cutoff is usually expressed in terms of the beta 
function, which is defined by 
(160) 
Eqs. (159) and (160) represent our formalism for calculating the beta function. In principle, it is 
possible to apply these ideas to itself (i.e. after the w dependence is eliminated) but this is not 
required for the initial applications explored here. 
Note that once Eq. (159) is satisfied and ^(A) is determined, then Hef t  (via Z) ,  based on Gfcfc'(u;. A,/i(A)), 
would also be independent of A as A ^ oo. Thus, the complete problem of renormalization is solved. 
Model Problems 
We shall now illustrate the method prescribed above in two simple cases of a Dirac particle in 1 
dimension and a Schrodinger particle in 2 dimensions [45, 53]. In both these cases the interaction 
potential will be taken as a delta function in position space : 
V ^ ( x )  = ( 1 6 1 )  
where n  is the dimension of configuration space. In momentum space the interaction potential would 
simply be a constant, i.e., 
V{k)  =  - f io .  (162) 
We will choose HQ to be the pure kinetic operator, and our model space to consist of all plane wave 
s t a t e s  wi th  momenta  l e s s  t han  A.  Thus  the  opera to r  P pro jec t s  on  the  momentum range  [0 ,  A] ,  and  Q 
projects onto [A, oo]. 
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With the choice of the interaction potential described above, the series in Eq. (158) can be summed 
exactly and is given by 
where I[u) is given by 
Following the preceding discussion we now introduce an ultraviolet cutoff A. Replacing fio by the 
renormalized coupling constant fi and using Eqs. (159) and (160), we obtain the beta function as 
0 r 
0{[i) = fi-1\—. (165) 
To obtain the explicit expression for the beta function we need to evaluate the integral appearing 
in Eq. (164). For the 1 dimensional Dirac particle we have n = 1, EQ{P) = p + m and 
/(w) = r  dp = - in f ~ it ) • (^66) A  u i - { p  +  m )  \ u ; - ( X  +  m ) J  
The corresponding beta function is given by 
(167) 
For the Schrodinger particle in 2 dimensions we have n  = '2 and EQ{P] = p-/2 (we set the mass of 
the particle to unity). Proceeding exactly as before, we obtain 
/(u;) = -2;rln(^^^) (168) 
and 
0 = (169) 
Note that the results in both examples above have the desirable property that the beta function is 
independent of the model space cutoff, A. The beta functions calculated give rise to asymptotically free 
theories and generate the accepted pattern for the flow of the coupling constant for the two examples 
described above. 
Summary 
With these applications to simple scale-invariant quantum mechanical systems, we have introduced 
a way of implementing a non-perturbative renormalization scheme within the context of many-body 
effective Hamiltonian theory. These examples e.xhibit the efBcacy of our ideas and pave the way for 
calculations for more realistic many-body systems and for QCD. 
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The investigation of the renormalization of QCD with this formalism will certainly be much more 
difficult and technically involved than these initial efforts. In particular, one can foresee the need for 
multiple criteria for defining the P operator, for each of the renormalization 'problems' one is trying to 
solve. These would include, but are not r^tricted to, collinear, infrared, and ultraviolet divergences. In 
each instance, it would seem advantageous to keep the choice of which states the P operator includes 
as an explicitly gauge invaricmt procedure, although this is not a requirement. 
57 
CONCLUSION 
In this work, we have developed several tools useful in Hamiltonian based field-theoretic calcula­
tions. The near light front coordinate system allows us to utilize many of the simplifications of the 
light front coordinate system, while avoiding many subtleties. We have also shown how an effective 
Hamiltonian framework will be useful, not only in the calculation of energies and other observables, 
but also for renormalization. The effective Hamiltonian formalism allows us to calculate observables 
non-perturbatively, and the renormalization achievable via the effective Hamiltonian method is also 
non-perturbative, and thus has a wide range of applicability. 
We have examined the use of these tools in several simple models to convince ourselves of their 
utility in more realistic problems. 
The near light front coordinate system was used to examine the Schwinger model in both the 
massless and massive cases. This choice of coordinate system allowed us to clearly examine the role of 
negative momentum states near the light front, and to evaluate the mass and momentum density of the 
lowest lying Schwinger boson to second order within a chiral perturbation theory framework. These 
are new results, and have been published [5]. We have also used the effective Hamiltonian framework 
to renormalize simple quantum mechanical systems, and have suggested how this method may be used 
to renormalize QCD. This work has been published as well [48]. 
We have used the effective Hamiltonian framework to calculate energies in the zero mode sector of 
pure glue SU('2) QCD for an intermediate range of values for the coupling constant. It is important to 
note that although we have used three distinctly different methods to calculate energies: 
• strong coupling: perturbation theory 
• entire range of coupling; effective Hamiltonian 
• weak coupling: Schrodinger equation 
It is important to note that the effective Hamiltonian method is applicable over all the ranges, and is 
not restricted to the intermediate range of coupling constant. This essentially means that the other 
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methods serve as a cross-check of the results obtained via the effective Hamiltoniaa framework. 
We have identified a confining interaction in SU{2) pure glue QCD. We argue that this qualitative 
feature could persist in the full version of QCD. Our initial successes with this simple approximation to 
QCD offers great promise for further study. .A.s we have derived the entire pure glue SU(2) Hamiltonian 
in near light front coordinates, short term continuation of research would involve keeping more terms of 
the Hamiltonian than we have in our preliminary effort. This includes calculations which involve clusters 
of larger than two sites in the transverse plane, as well as study of the role of the Couloumb term in the 
spectra. In the intermediate term, one could imagine changing the gauge group from 5(7(2) to 5i7(3), 
re-deriving the Hamiltonian, and repeating previous calculations. Longer term research would include 
investigation of the non-zero modes of either the 5(7(2) or 5^(3) theory, as well as the addition of 
fermionic degrees of freedom to the problem. In all these cases, we argue that observables of low-lying 
states (such as energies, transition and decay rates) would all be accessable through a combination of 
the tools and techniques we have used in this paper. 
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APPENDIX 
Matrix elements of Hm in (QED)i+i 
We wish to evaluate matrix elements of the fermion mass term for (QED)i+i in near light front 
coordinates of the form 
{n\Hm\Tiin2---na) (A.l) 
with 
Inin, •••««) = (A.2) 
All the auxiliary definitions are collected here for reference: 
I  \ -  I (jrn)- + — 
2r 
= { iTrn) -+f i - ) -
Jo(") = 
r  
U ( n )  =  
r  
•-In = • L— [(^TTI +u;n)j^(n) - {ttti - u„)jl(n) = - / n j,j> ( n ) + S n j l ( n )  
9 (n )  =  
r  
Hm = '"z [i7'(0)+17(0)] (A.3) 
It should be noted here that the calculation presented, regardless of all of the auxiliary quantities 
and redefinitions, is simply a very long, tedious exercise in the manipulation of fermionic creation and 
annihilation operators, and this fact should not be forgotten. 
As noted in the main text, the action of the j  and on the |ff) vacuum is not simple, and one uses 
a unitary transformation to simplify matters. The effect of the unitary transformation is, essentially, 
to provide us a 'rotated' version of the j and 
= {coshQ„)J^,^, - (sinha„)j|j,^ (A.4) 
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with ttn defined through 
-2<»i. _ 7rn {A.5) 
Substituting this into .4, we obtain 
An = [7n cosh a„ - sinh a„]J^(n) + [J„ cosh Qr„ -  7„ sinhQ„]J^(7i) 
= Crxhin) + (n) (A.6) 
The simplification that arises from this is that ]^[n) \0 )  = 0 for all values of the coupling constant, 
which was the original motivation for introducing the unitary transformation. At this point, then, the 
calculation involves commuting the J and with Hm • This task is simplified somewhat by noting the 
following commutation relations 
[a{n) , j ^ {m)]  =  
[«7(n) , j0 (m)]  =  e~° ' " 'g (n  +m)  
[<7( i )  =  -e - ° ' " 'g{n  +  m)  
[5(n).j0('n)] = e'^-'gin-m) (.A.7) 
and their Hermitian conjugates. The result can be written as 
(n|^/'m|nin2 • •-no) = |/{ni, no, • • •, ria) (.A..8) 
with 
1=1 
/(ni, no, • • -, "a) = ' - n ^n,ni^ ' eye. perm. {A.9) 
along with an overall momentum conserving delta function <Jn,ni+rj2+ ••+n„- While this result alone may 
not look appealing, additional simplification occurs. If this matri.x element appears squared (which it 
does in all but our first-order calculation), we can use the fact that 
ic^l- = ^  
m 
(A. 10) 
for arbitrary m, thus simplifying the portion of Eq. (A.8) in curly brackets. In the only case where the 
matrix element is not squared, the momentum conserving delta function gives us a |Cn|", allowing the 
same simplification to occur. We can also use the bosonic symmetry of the matrix element to combine 
all of the cyclic permutation terms into one. In this case, we can write our final answer in the form 
{n \Hm\n in2  • • • r ia )  =  -mjL- f  
V^n^ni * * ' ^ r i a  /  * * '^ria / 
(A.ll) 
• • - u l n  
along with an overall momentum conserving delta function (J„,„,+n2+- +n„T The means that any 
one of the set of h quantum numbers matches n. 
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Evaluation of IQ 
r  rco  ^ i ka^u fk t  
/ o  =  - /  d k  
2 J.CO Wfc (A.I2) 
with 
(A.13) 
With the auxiliary definitions k  =  {L/2)k  and a = (2/i)a, we substitute /t+ = uik  + k with the result 
dk+ 
This can be looked up in an integral table [54] to be 
k+ 
I ' o  =  2A'o(/i\/a2 + ^ 2) 
which reduces to the result in the text, when converted to the original variables. 
(A.14) 
(A. 15) 
Near light-front coordinates 
Our choice of co rdinates is 
1 (A.16) 
with the transverse directions and x -  (if needed) unchanged. All results in the section of the appendix 
may be converted to the e/L notation with the replacement TJ- 'LE/L. As this is a non-orthogonal 
set of coordinates for r; 0, it is useful to evaluate the metric tensor. The metric tensor reads 
( 
9)iv — 
0 0 0 
0 - 1  0  
0  0 - 1  
\ 
1 0 0 -7?2 y 
a"" = 
^ rf 0 0 1 
0 - 1  0  0  
0  0 - 1 0  
1 0 0 0 
(A.17) 
where y ,  , u  = +, l ,2,—. It defines the scalar product of two 4-vectors x  and y :  
u — +  — 2 — — 11 X f ^ y ' '  =  X  y ^+x ^ y  -  T]  x  y  - x ' y ^ -x ' t j -
=  x ^ y + +  x + y ^ - \ - T ] - x + y + -  X i y i - x n y n  (A.18) 
We choose our time variable to be r"'", and our longitudinal spatial coordinate cis x .Our time derivative 
is thus dl'dx^ = ^+- It 's important to be careful when raising and lowering indices, as aot only do 
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'plusses' change to 'minuses' when raised or lowered in light front formulations, but an additional factor 
of Tf is obtained in our coordinates. As an explicit example, 
= g '^~x-+g '^ ' ^x+.  
= x- + '7'i+ 
iVote that in the limit r j  - yQ,  we recover the conventional light front result of = x_. 
(A.19) 
Evaluation of zero mode matrix elements 
We must evaluate matrix elements of the form (nlvjln') and (nlv?'!"'). Consider the former. It can 
be written 
(n|<^|n') = / d(p(psitr ipCn(<p)Cn'{<p)^ 
J o  
where the Gegenbauer polynomials Cn(<p)  are given by 
V T sm^ J 
from which one can easily obtain 
2 /"^ (n|(j5|n') = — / cf<j9v'sin{(n+l)<i'}sin{(n'+1)^}. 
T  J o  
In an analogous way, 
t  2  o  {n \ ip - \n ' )  =  — / rfv'9"sin{(n+L)¥?}sin{(n'+L)(^}. 
T Jo 
These integrals are easily calcuable, and give the results in the text: 
for n  — n '  
7  {(n+n-+2)^  -  = odd 
0 for n + n' = even, n  ^  n '  
("bl"') = ^ 
("b|n'> = 
(n|v?-|n'> = < 6 [2(n+l)P 
7 ^TT — 7—T-TTTTiT f for H ^ Tl ' .  (n-n ' )* '  (n+n'+2)" 'JJ  ~  
(A.20) 
(A.21) 
(.\.22) 
(A.23) 
(A.24) 
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