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Kandidat naj v svojem delu analizira vpliv hevristik na učenje učljivih agentov, ki
se z igranjem proti samemu sebi naučijo igrati igro štiri v vrsto. Zgleduje naj se po
agentih AlphaZero[22] in AlphaGo Zero[23]. Algoritem AlphaZero naj nadgradi z
uporabo domenskih hevristik, z namenom izboljšanja uspešnosti programa. Kandi-
dat naj analizira odstopanje od optimalne igre in spremembe v teoretični vrednosti
igre pri igrah različnih agentov. Predvsem je pomembno preučiti vpliv domenskih
hevristik na hitrost in kakovost učenja. Agente naj tudi neposredno primerja z
optimalno igro.
Osnovna literatura
[22] D. Silver in dr., Mastering chess and shogi by self-play with a general reinfor-
cement learning algorithm, arXiv preprint arXiv:1712.01815 (2017)
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Učenje igranja igre štiri v vrsto z uporabo globokega spodbujevalnega
učenja
Povzetek
Učenje igranja iger je ena izmed tem, s katero se raziskovalci s področja umetne
inteligence ukvarjajo že od njenega začetka. Želimo ustvariti programe, s katerimi
računalniku omogočimo inteligentno igranje iger. V zadnjih letih se za to vedno
večkrat uporabljajo metode globokega učenja. AlphaZero je eden izmed algoritmov
globokega spodbujevalnega učenja, ki je z velikim uspehom brez ekspertnega znanja
naučil nadčloveško igrati šah, šogi in Go. V tem delu smo algoritem AlphaZero
uporabili za učenje igre štiri v vrsto s poudarkom na raziskovanju vplivov vpeljave
ekspertnega znanja na uspešnost delovanja programa. Predstavili smo več metod
vpeljave ekspertne hevristike igre štiri v vrsto v fazo učenja algoritma AlphaZero.
Uporabili smo več ekspertnih hevristik in različne metode vpeljave ekspertnega zna-
nja. Evalvacija je potekala na vnaprej pripravljenih množicah pozicij iz različnih
stadijev iger, s pomočjo iger s popravljanjem potez ter z igranjem proti nasprotni-
kom različnih težavnosti, vključno z optimalnim nasprotnikom. S hevristiko značilk,
ki med drugim spodbuja povezovanje žetonov v vrsto, smo dosegli rahlo izboljšavo
rezultatov.
Math. Subj. Class. (2010): 68T05, 68T20
Ključne besede: umetna inteligenca, globoko učenje, spodbujevalno učenje, dre-
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Abstract
Learning to play games has been a topic of interest to researchers since the early
days of artificial intelligence. The goal is to create programs that enable computers
to play games intelligently. In recent years, we have seen deep learning being used
more and more. AlphaZero is one of the deep reinforcement learning algorithms that
has achieved superhuman level of play in Chess, Shogi and Go without any domain
knowledge. In this paper, we used AlphaZero to learn how to play the game Connect
Four, with a focus on using expert knowledge to improve it. Several methods are
presented that introduce expert heuristics into the learning phase of the AlphaZero
algorithm. Using field and feature heuristics, we analyzed different methods on sets
of positions, games with error corrections, and four different opponents, one of which
plays optimally. By using the feature heuristic, which encourages connecting game
pieces, we were able to slightly improve the results of the position sets as measured
by various metrics.
Math. Subj. Class. (2010): 68T05, 68T20
Keywords: artificial intelligence, deep learning, reinforcement learning, Monte





Igre imajo pomembno vlogo v človeštvu. Že od davnih časov igre predstavljajo
pomemben del kulture in so neločljivo vpletene v socialno življenje posameznikov v
družbi. Tudi za umetno inteligenco igre predstavljajo zanimivo in pomembno temo
raziskovanja. Največkrat gre za igre z dvema igralcema, kjer si igralca med seboj
izmenjujeta akcije in tekmujeta drug proti drugemu. Vsakemu igralcu je v interesu
zmagati igro, kar posledično pomeni, da bo drug igralec izgubil. Pri tem je ključnega
pomena izbira pravih akcij, ki vodijo do zaželenega izida. Akcije so določene s pravili
igre in posledice akcij so znane vnaprej. Čeprav ima igralec za določeno stanje igre
pogosto na voljo malo akcij, se zaradi vseh različnih variacij, ki jih lahko uberemo
tekom igre, prostor možnih akcij hitro razširi na velikosti, kjer ne moremo preprosto
preiskati vseh možnih kombinacij akcij v igri. Za primer si vzamemo igro šah, kjer je
število različnih legalnih pozicij ponavadi ocenjeno na število med 1040 in 1050. Če
ne uporabljamo promocij kmetov, lahko določimo zgornjo mejo na 2 × 1040 pozicij
[24]. Prostor možnih akcij je torej veliko prevelik, da bi ga preprosto shranili, saj
ima npr. trdi disk velikosti 1 terabajt nekaj več kot 1012 bajtov in seveda za zapis
stanja na šahovnici potrebujemo več kot 1 bajt [27].
Vloga umetne inteligence je zagotoviti metode, s katerimi na inteligenten način
igramo igro, čeprav se soočamo z velikim prostorom možnih akcij. Nekaj izmed teh
metod bomo spoznali v naslednjem poglavju, med drugimi tudi algoritem AlphaZero
[22], ki je dosegel odmevne dosežke pri igranju različnih iger in je tudi algoritem,
uporabljen pri igranju igre štiri v vrsto. Algoritem združuje tradicionalno preiskova-
nje prostora akcij z globokimi umetnimi nevronskimi mrežami, ki so v zadnjih letih
doživele razcvet na različnih področjih umetne inteligence. To je postalo mogoče
predvsem zaradi tehnoloških napredkov strojne opreme računalnikov, saj učenje ne-
vronskih mrež predstavlja zahtevno računsko nalogo.
Vendar kljub napredku še vedno potrebujemo znanje, saj nas preiskovanje brez
znanja oziroma neinformirano preiskovanje popelje samo do neke točke predvsem pri
bolj kompleksnih igrah. Zato se pri preiskovanju pogosto uporablja znanje o igri, s
katerim usmerjamo iskanje po prostoru akcij. S tem se izognemo porabi računske
moči in časa na slabših akcijah in se osredotočamo na bolj obetavne akcije. Hkrati
velja, da s preiskovanjem prostora možnih akcij lahko odkrijemo nova ekspertna
znanja ali potrdimo dosedanja ekspertna znanja. Preveliko zanašanje na znanje,
naj bo to ekspertno ali tisto pridobljeno med preiskovanjem prostora akcij, lahko
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pomeni, da preiskovanje preveč usmerjamo in programu onemogočimo napredek
preko tega znanja. Premajhna uporaba znanja je lahko prav tako problematična,
saj premalo usmerjamo iskanje v smeri boljših rešitev in posledično spregledamo
najboljšo rešitev. Ključno je, da dosežemo pravo ravnovesje med uporabo rešitev,
podanih z dosedanjim znanjem in iskanjem potencialno boljših rešitev (problem,
poimenovan angl. exploration-exploitation dilemma).
Algoritem AlphaZero za svoje delovanje ne potrebuje nobenega znanja o domeni
preko pravil iger. Znanje odkriva in uporablja tekom preiskovanja, vendar začne
brez podanega ekspertnega znanja. Globoke nevronske mreže se zgolj s podanimi
pravili naučijo za stanje igre podajati vrednost (angl. value), ki predstavlja, kako
dobro je stanje,in strategijo (angl. policy), ki določa najboljšo akcijo za stanje. Algo-
ritem AlphaZero je zaradi tega pogosto žrtev problema hladnega zagona (angl. cold
start problem), kjer imamo na začetku učenja malo informacij o domeni, kar pogo-
sto pomeni preiskovanje v napačno smer. Dosežki AlphaZero kažejo, da ob zadostni
računski moči in posledično velikem raziskovanju kljub temu problemu dosežemo iz-
jemne rezultate. Ob manjši računski moči pa je rešitev tega problema lahko uporaba
ekspertnega znanja, s katerim poenostavimo težak začetek učenja. Podobno, kot ko
se otrok uči igranja določene igre, bo znanje veliko hitreje osvojil pod mentorstvom
eksperta, kot da sam odkriva znanje skozi igranje igre.
Vendar moramo pri uporabi ekspertnega znanja paziti, da dosedanje ekspertno
znanje morda ni napačno. Pri podajanju ekspertnega znanja je pomembno tudi,
kako to znanje podamo algoritmu. V primeru, da ekspertno znanje opišemo s kom-
pleksnimi pravili, bo uporaba znanja posledično časovno in računsko zahtevna na-
loga. Namesto tega bi lahko preprosto preiskali več prostora in morda odkrili boljšo
rešitev.
Čeprav se mi v tem delu osredotočamo na večjo uporabo ekspertnega znanja z
algoritmom AlphaZero, je potrebno omeniti algoritem MuZero [21], ki je nedavno
dosegel izjemne rezultate pri igranju šaha, goja, šogija in 57 pred tem težavnih
Atari iger [6]. Algoritem MuZero uporablja še manj domenskega znanja in je še bolj
splošen algoritem kot AlphaZero. Pri svojem delovanju MuZero ne potrebuje niti
podanih pravil igre, ampak zgolj legalne poteze. MuZero modelira dejavnike okolja,
pomembne pri odločilnem procesu agentov. Pri modeliranju so ključni trije elementi,
potrebni za načrtovanje: vrednost stanj, strategija in nagrada. Poleg vrednosti stanj
in strategije MuZero za razliko od AlphaZero modelira še nagrado, ki predstavlja,
kako dobra je bila zadnja akcija. To omogoča večjo splošnost in zato ima algoritem
MuZero velik potencial na številnih zahtevnih domenah iz realnega življenja.
Domena, na kateri smo se odločili uporabiti algoritem AlphaZero, je igra štiri
v vrsto, ki je igra s popolno informacijo (angl. perfect information, tudi complete
information). Igra s popolno informacijo pomeni, da vsi igralci poznajo vse možne
poteze vseh igralcev, vse možne izide igre, kako kombinacija akcij vseh igralcev določi
izid igre in kakšen izid želi določen igralec doseči [26]. To nam omogoča, da za vsako
akcijo lahko ocenimo, ali je dobra ali slaba, tudi če je to vidno čez več potez (slika
1.1). Tako bomo lahko pri analizi programa med drugim točno določili, katere akcije
so vodile v poraz, in na različne načine merili napredke.
Igro štiri v vrsto smo izbrali tudi zaradi primerne kompleksnosti in naše ome-
jenosti z računsko močjo. V kontrastu z našo računsko močjo imajo eksperimenti,
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Slika 1.1: Za zgornje stanje na igralni plošči velja, da zgolj ena poteza ohranja
zmagovalno pozicijo rdečega in vse ostale poteze vodijo k teoretični zmagi rumenega
igralca. To lahko določimo zaradi popolne informacije o igri. Rdeči mora odvreči
žeton v 4. stolpec, da ohranja zmagovalno pozicijo.
opisani v [22, 23], za učenje na voljo veliko računsko moč in specializirano stojno
opremo, ki je finančno težje dosegljiva. V tem delu želimo prikazati, kako dobro
oziroma slabo se algoritem AlphaZero obnese na bolj preprosti igri in ko smo bolj
omejeni z viri.
Cilj tega dela je prilagoditi delovanje algoritma AlphaZero za igro štiri v vrsto.
Želimo doseči čim večjo raven igranja igre proti optimalnemu igralcu in splošno dobro
delovanje algoritma ne glede na stanje igralne plošče. Preučili bomo, kako uporaba
ekspertnega znanja v obliki hevristik vpliva na kakovost igranja. Predstavili bomo
nekaj metod za uporabo hevristik, kjer nam kot iztočnica koristi članek [17]. Pri
tem bo ključno najti ravnovesje med uporabo ekspertnega znanja in preiskovanjem.
1.1 Struktura dela
V poglavju Pregled področja pregledamo različne pristope in algoritme, ki se pogosto
uporabljajo pri igranju različnih iger kot tudi na bolj širokem področje preiskovanja
iskalnih prostorov. V poglavju Igra štiri v vrsto predstavimo igro štiri v vrsto z
vsemi pravili in omejitvami. Pogledamo si tudi kompleksnost igre štiri v vrsto. Po-
glavje Hevristike vsebuje podroben opis hevristike značilk in hevristike polj. Ti dve
hevristiki vpeljemo v algoritmom AlphaZero [22] z namenom izboljšave algoritma.
Za tem si v poglavju Učenje bolj podrobno pogledamo korak učenja modelov.
Podrobnejše si ogledamo nekaj tehničnih podrobnosti in metod, povezanih z upora-
bljeno konvolucijsko nevronsko mrežo. Definiramo tudi pomembnejše uporabljene
parametre in predstavimo različne načine uporabe hevristike v algoritmu AlphaZero.
Eden izmed načinov uporabe hevristike je v fazi samo-igranja, kjer hevristiko upora-
bljamo z navadno, združitveno oziroma ohlajajočo metodo. Drug način za uporabo
hevristike je v drevesnem preiskovanju po metodi Monte Carlo (angl. Monte Carlo
Tree Search; MCTS ), za katero imamo definiran drugačen pristop, ki temelji na eni
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izmed dveh funkcij uteži.
V poglavju Evalvacija spoznamo različne metrike, uporabljene za ovrednotenje
naučenih modelov. Eden izmed načinov evalvacije je uporaba igralcev, ki so funkcije
z različnimi načini igranja igre štiri v vrsto. Predstavimo tudi baze pozicij in igranje
s popravljanjem, ki nam zagotavljajo stanja igralnih plošč, nad katerimi lahko upo-
rabljamo različne metrike. Naslednje poglavje Rezultati predstavi rezultate in tudi
bolj podrobno analizo uspešnejših modelov.
V poglavju Zaključki naredimo kratek pregled dosežkov in prispevkov magistrske
naloge ter iztočnice za nadaljnje raziskovanje. Dodatek A grafično prikazuje arhi-
tekturo nevronske mreže in dodatek B vsebuje nekatere bolj podrobne rezultate,




Od prvega pojava modernih računalnikov se je postavljalo vprašanje, kako inteligen-
tni so moderni računalniki. Za ocenitev inteligence je treba postaviti neko nalogo, ki
jo računalnik reši ali vsaj poskusi rešiti. Takšna naloga je lahko igranje kompleksnih
iger, na primer šaha. Šah velja za zelo priljubljeno igro s svojim prvim pojavom
nekje pred sedmim stoletjem [30]. O igri šaha smo skozi čas odkrili veliko znanja.
Imamo tudi jasno določena pravila in konec igre, hkrati je igra šaha kompleksne
narave z velikim preiskovalnim prostorom.
Zato ni nobeno presenečenje, da je eden izmed najbolj odmevnih prebojev na
področju umetne inteligence prav na domeni šaha. To se je zgodilo leta 1997, ko
je IBM-ov Deep Blue premagal svetovnega prvaka v šahu Garrya Kasparova [18].
Takrat je postalo jasno tudi za dvomljivce, da je računalnik postal vsaj primerljiv
z najboljšimi igralci šaha. Postalo je samo še vprašanje časa, kdaj bo računalnik
postal očitno boljši v igranju šaha in tudi ostalih še bolj kompleksnih iger.
Drugi zelo odmeven preboj se je zgodil leta 2016 pri igri Go. Googlov algoritem
AlphaGo Zero se je pomeril proti 18-kratnemu prvaku Leeju Sedolu in zmagal vse
razen ene izmed petih iger. Kasneje je algoritmu AlphaGo Zero sledila še bolj
splošna verzija, imenovana AlphaZero. Algoritem AlphaZero je poseben, ker lahko
brez uporabe človeškega znanja obvladamo igranje številnih zahtevnih iger (slika
2.1). Potrebujemo le jasno določena pravila, kako se igra igra, in računalnik je
sposoben osvojiti to igro.
Seveda so bili začetki umetne inteligence pri igranju iger veliko bolj skromni.
Začetna raziskovanja igranja iger so pogosto vključevala preproste igre oziroma zelo
omejen prostor bolj kompleksnih iger. V nadaljnjih podpoglavjih si bomo pogledali
najbolj pomembne algoritme na področju igranja iger. V večini gre za preisko-
valne algoritme, saj problem igranja iger lahko prenesemo na problem preiskovanja
dreves. Med te algoritme spada algoritem minimaks, ki predstavlja dober primer,
kako lahko s preiskovanjem dreves rešimo problem igranja preprostih iger. Sledi nje-
gova izboljšana verzija rezanje alfa-beta, ki je pred uspehom algoritma AlphaZero
veljala za najbolj uspešno metodo preiskovanja predvsem na področju šaha. Za pri-
mer lahko vzamemo odprtokodni igralni pogon (angl. game engine) za igranje šaha
Stockfish, ki uporablja rezanje alfa-beta. Algoritem alfa-beta sam po sebi ni zado-
sten, da ustvarimo močnega igralca kompleksne igre. Igralni pogoni poleg alfa-beta
rezanja pogosto uporabljajo hevristike in druga znanja o domeni, da dosežejo boljše
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Slika 2.1: Prikaz uspešnosti algoritma AlphaZero pri igrah šah, šogi in Go. ELO [9]
je bil izračunan iz iger proti različnim igralcem, kjer je vsak igralec imel eno sekundo
za potezo. AlphaZero je bil primerjan z najuspešnejšimi programi za igranje igre
šah, šogi in Go [22].
rezultate. Tak pristop zahteva nastavitev številnih parametrov na prave vrednosti,
pogosto s preizkušanjem, kar vzame veliko časa in nam velikokrat ne poda globokega
znanja o igri.
Zaradi tega se nam dosežki AlphaZero zdijo še bolj impresivni. Brez uporabe
znanja o domenah je presegel do sedaj najboljše programe za igranje iger in nam
podal znanja o do sedaj še neznanih konceptih. Ob tem moramo seveda upoštevati
količino računalniških virov, ki jih je ob izvajanju eksperimenta imela na voljo Goo-
glova ekipa DeepMind. Obstaja tudi podoben projekt Leela Chess Zero (lc0), kjer
lahko kdorkoli sodeluje in posodi svoje računalniške vire pri treniranju algoritma,
osnovanega po članku o AlphaZero [22]. Da so dosegli enako število simuliranih iger,
je lc0 potreboval več mesecev v primerjavi z zgolj 24 urami, ki jih je potrebovala
ekipa DeepMind z njihovo ogromno računalniško procesno močjo.
Za boljše razumevanje algoritma AlphaZero bomo pregledali algoritem drevesno
preiskovanje Monte Carlo (ang. Monte Carlo Tree Search ; MCTS). AlphaZero upora-
blja to metodo za preiskovanje iskalnega prostora in je alternativa algoritmu rezanja
dreves alfa-beta. Drug pomemben del algoritma AlphaZero so umetne nevronske
mreže. Nevronske mreže predstavljajo pomemben del umetne inteligence in so teme
številnih člankov in raziskav. Podpoglavje Nevronske mreže opiše osnovne koncepte
nevronskih mrež, kar omogoči bralcu boljše razumevanje algoritma AlphaZero.
Naslednja podpoglavja so povzeta iz [25, 7, 1, 10, 23, 22], kjer si lahko preberete
več podrobnostih o teh algoritmih in pristopih.
2.1 Algoritem minimaks
Algoritem minimaks [25] (angl. minimax ) je algoritem, ki se uporablja za igre z
dvema igralcema, ki med seboj izmenjujeta poteze. Primeri takšne igre so igra štiri
v vrsto, križci in krožci, šah, Go . . .
Vse prej omenjene igre veljajo za igre logike. To pomeni, da so lahko opisane
z množico pravil in predpostavk. S tem lahko za vsako pozicijo določimo, kaj so
naslednje možne poteze. Hkrati te igre veljajo za igre s popolno informacijo, kar
pomeni, da vsak igralec ve vse o možnih potezah nasprotnika.
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Preden se lotimo razlage, kako točno algoritem deluje, moramo razumeti drevo
igre. V teoriji igre je drevo igre usmerjen graf, kjer vozlišča v drevesu predstavljajo
pozicije v igri, usmerjeni robovi poteze in listi konec igre (slika 2.2). V primeru, da
imamo celotno drevo igre, poznamo celoten potek igre od začetka do konca in vse
možne poteze za vsako pozicijo. Vendar ni nujno, da imamo v korenu drevesa stanje
iz začetka igre (npr. pri igri štiri v vrsto je to prazna igralna plošča), ampak katero
koli stanje na igralni plošči.
Slika 2.2: Prva dva nivoja drevesa igre za igro križci in krožci [29].
Pri algoritmu minimaks je vloga prvega igralca, da vrednosti, ki so mu podane,
maksimizira, medtem ko drugi igralec minimizira vrednosti. Skozi globino drevesa
si igralca po nivojih tako kot v igri izmenjujeta, kdo je na vrsti. Zato bomo en-
krat vrednosti otrok maksimizirali in drugič minimizirali, odvisno od igralca, ki je
trenutno na vrsti.
Algoritem se v drevesu rekurzivno sprehodi v globino od trenutne pozicije vse
do končnih vozlišč: listov drevesa igre ali vozlišč na maksimalni globini preiskova-
nja. Del drevesa igre, ki je generiran skozi preiskovanje, imenujemo iskalno drevo
(angl. search tree). Skozi preiskovanje končnim vozliščem s cenilno funkcijo določimo
vrednost. Ponavadi glede na rezultat igre gledano iz strani prvega igralca za zmago,
remi in poraz listom določimo diskretne vrednosti +1, 0, -1. V listih drevesa je teo-
retična vrednost igre znana, zato lahko preprosto določimo neko diskretno vrednost.
Za končna vozlišča, kjer smo dosegli maksimalno globino preiskovanja in niso listi
drevesa igre za cenitev vozlišč, uporabimo hevristike, saj ne želimo porabiti časa in
računske moči na izračunu teoretične vrednosti in se zadovoljimo s približkom. Za
tem, ko se z rekurzijo sprehodimo vse do končnih vozlišč, so minimaks vrednosti
podane nazaj svojim staršem (glej Algoritem 1).
Algoritem minimaks opravi kompletno preiskovanje drevesa v globino ali do do-
ločene maksimalne globine preiskovanja. Torej, če je maksimalna globina drevesa m,
in obstaja b potez v vsaki poziciji, potem je kompleksnost algoritma enaka O(bm).
Prostorska zahtevnost je O(bm), če algoritem generira vse otroke naenkrat, oziroma
O(m), če algoritem generira otroke enega po enega. Algoritem se uporablja pred-
vsem za igre z manjšim iskalnim prostorom, kot je na primer igra križci in krožci.
Za kompleksnejše igre je časovna zahtevnost popolnoma nepraktična, vendar je al-
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goritem še vedno zanimiv za matematično analizo iger in bolj praktičnih algoritmov.
Algoritem 1 Minimaks
1: function minimax(vozlišče n, maksimalna globina preiskovanja d)
2: if n je list drevesa ali d = 0 then return fCENILNA(n)
3: else if n je MAX vozlišče then
4: v ← −∞
5: for vsak otrok od n do
6: v′ ← minimax(otrok, d-1)
7: v ← max(v, v′)
8: end for
9: return v
10: else if n je MIN vozlišče then
11: v ←∞
12: for vsak otrok od n do
13: v′ ←minimax(otrok, d-1)





2.2 Algoritem rezanja alfa-beta
Problem z algoritmom preiskovanja minimaks je, da število pozicij igre, ki jih mora
preiskati, narašča eksponantno. Ena izmed optimizacij je rezanje vej drevesa, tako
da lahko še vedno izberemo pravo potezo, ne da bi preiskali vsa vozlišče v drevesu
igre. Rezanje, ki ga bomo uporabili, se imenuje rezanje alfa-beta (angl. alpha-beta
pruning) [25]. Ko ta pristop uporabimo pri minimaks drevesu, bo to vrnilo enako
kakovostne poteze kot osnovni algoritem minimaks, vendar brez preiskovanja vej, ki
ne vplivajo na končno odločitev izbire akcije.
Rezanje alfa-beta lahko uporabimo na drevesih poljubnih globin. Pogosto lahko
odrežemo celotna poddrevesa in ne samo posamezne liste. Splošen princip pri reza-
nju je: naj obstaja vozlišče n (npr. primer 2.3(b) list 7) nekje v drevesu, tako da
ima igralec možnost izvesti akcijo v to vozlišče. Če ima igralec boljšo akcijo vozlišče
m(npr. primer 2.3(b) levi sin korena ima boljšo akcijo, ki vodi do listov 6 in 5, obe
vrednosti sta manjši od 7, torej boljši), ki je starš vozlišča n ali pa nekje drugje
višje v drevesu, potem vozlišče n ne bo nikoli doseženo v dejanski igri. Takrat, ko
zadostno preiščemo n (pri primeru 2.3(b) smo morali obiskati vozlišče 8), pridemo
do tega zaključka, da lahko opravimo rezanje.
Ker je algoritem alfa-beta optimizacija algoritma minimaks, se tudi sedaj pri
preiskovanju drevesa sprehajamo najprej v globino. Torej lahko na vsaki točki v
upoštev vzamemo le vozlišča na eni poti v drevesu. Rezanje imenujemo alfa-beta
po dveh parametrih, ki opisujeta meji, znotraj katerih se pojavijo vrednosti, ki jih
vračamo navzgor po drevesu. Parametra alfa in beta sta definirana kot:
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(a) (b)
Slika 2.3: Prikaz pomembnosti vrstnega reda obiskovanja vozlišč pri algoritmu alfa-
beta. Ob predpostavki, da med dvema potomcema najprej obiščemo levega, ne
bomo pri primeru 2.3(a) opravili rezanja. Nasprotno pa za primer 2.3(b) opravimo
rezanje, ker je razpored listov drugačen. Pogosto se zato uporabljajo hevristike,
da narekujejo, katere bolj obetavne akcije obiskati najprej in posledično vrstni red
akcij, podan s strani hevristik, omogoča rezanje več vej.
α - vrednost najboljše (tipično največje) akcije, ki smo jo našli na poti za MAX
igralca.
β - vrednost najboljše (tipično najmanjše) akcije, ki smo jo našli na poti za MIN
igralca.
Med izvajanjem algoritma posodabljamo vrednosti parametrov α in β. Rezanje
vej trenutnega vozlišča izvedemo takoj, ko je vrednost trenutnega vozlišča prepo-
znana kot slabša od trenutne α za MAX in boljša od trenutne β za MIN vozlišča.
Simulirajmo delovanje algoritma alpha-beta na primeru iz slike 2.3(b). Algori-
tem začne obiskovati vozlišča z začetnimi vrednostmi α = −∞ in β = ∞. Najprej
se iz korena sprehodi do lista z vrednostjo 6, saj smo določili, da preiskovanje v glo-
bino najprej obišče levega otroka. Vrednost podamo staršu in posodobimo α = 6.
Sedaj obiščemo naslednjega otroka z vrednostjo 5. Ponovno je vrednost posredovana
staršu, vendar ne pride do sprememb, saj smo na lihem nivoju drevesa in maksi-
miziramo vrednost otrok ter je 5 manjša od trenutne shranjene vrednosti 6. Ker
smo pregledali vse otroke (lista 6 in 5), vrednosti posredujemo staršu starša, kar
pomeni, da nastavimo vrednost vozlišča na 6 in β = 6. Po pravilu preiskovanja
v globino obiščemo desnega sina, posodobimo β = 6 in nato obiščemo levi list z
vrednostjo 8. Vrednost 8 posredujemo staršu in posodobimo α = 8, kar pomeni
β ≤ α (6≤8) in lahko režemo vejo do lista 7. Vejo lahko režemo, saj MIN igralec
že ima možnost odigrati akcijo, ki vodi do vrednosti 6, in možnost MAX igralec,
da igra akcijo, ki vodi do (vsaj) vrednosti 8, ki ne bo vplivala na to. Besedo vsaj
smo uporabili, ker v teoriji MAX igralec lahko najde vozlišče z večjo vrednostjo,
vendar zagotovo ne bo zmanjšal vrednosti v svojem vozlišču, ker je njegova vloga
maksimizirati vrednosti. Sedaj obiščemo koren drevesa in posodobimo vrednost na
6 in α = 6. Obiščemo desnega sina, posodobimo α = 6 in nadaljujemo, da levega
9
sina posodobimo α = 6. Nadaljujemo v list z vrednostjo 2, kar vodi v posodobitev
vrednosti starša na 2 in tokrat ne posodobimo α (= max(6, 2)). Obiščemo še list z
vrednostjo 1 in ne opravimo nobenih sprememb pri staršu. Opravili smo obiske vseh
sinov in zdaj posredujemo vrednost 2 staršu. Ker je starš oziroma desni sin korena
MIN vozlišče, posodobimo vrednost iz 6 na 2. Ponovno dosežemo pogoj rezanja,
saj β = min(∞, 2) in α = 6, torej β ≤ α. Režemo celotno desno vejo desnega sina
korena. Vrnemo se v koren drevesa in ne spremenimo vrednosti. Ob optimalni igri
obeh igralcev bi igra potekala od korena do lista z vrednostjo 6.
Algoritem 2 Rezanje alfa-beta
1: function alphabeta-search(vozlišče n, maksimalna globina preiskovanja d)
2: return alphabeta(n, d, −∞, ∞)
3: end function
4:
5: function alphabeta(n, α, β)
6: if n je list drevesa ali d = 0 then return fCENILNA(n)
7: else if n je MAX vozlišče then
8: v ← −∞
9: for vsak otrok od n do
10: v′ ← alphabeta(otrok, d-1, α, β)
11: v ← max(v, v′)
12: α← max(α, v)





18: else if n je MIN vozlišče then
19: v ←∞
20: for vsak otrok od n do
21: v′ ← alphabeta(otrok, d-1, α, β)
22: v ← min(v, v′)
23: β ← min(β, v)







Pohitritev algoritma alfa-beta je zelo odvisna od vrstnega reda, v katerem obrav-
navamo otroke vozlišča. Na sliki 2.3(a) ne režemo nobene veje, saj so najboljša
vozlišča za oba igralca obiskana zadnja (ob predpostavki, da obiščemo potomce v
smeri iz leve proti desni). Na drugi strani pa na zrcaljenem drevesu (slika 2.3(b))
opravimo rezanje vej, ker najprej obiščemo najboljša vozlišča. To pomeni, da se
nam splača najprej obiskati najbolj obetavne poteze.
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V primeru, ko izbiramo najboljše poteze, najprej zadostuje, da obiščemo O(bm/2)
vozlišč. Ker mora minimaks obiskati vsa vozlišča, O(bm), bi to pomenilo, da ob
istem času lahko obiščemo dvakrat več vozlišč. Če izbiramo vrstni red potomcev
naključno, je pričakovana časovna kompleksnost O(b3m/4)[25].
2.3 Drevesno preiskovanje Monte Carlo
Drevesno preiskovanje Monte Carlo [7] (angl. Monte Carlo Tree Search ; MCTS ) je
metoda za iskanje optimalne akcije za podano domeno, tako da vzamemo naključne
vzorce v odločitvenem prostoru in na podlagi rezultatov gradimo drevo.
Algoritem v svoji osnovni verziji iterativno gradi drevo, dokler ne dosežemo neke
omejitve (npr. čas, število iteracij · · · ). To pomeni, da ne glede na to, kdaj se
algoritem ustavi, lahko vrnemo trenutno najboljšo akcijo v korenu drevesa. Koren
drevesa je vozlišče, ki je edino brez prednikov. Tako kot pri minimaks in pri alfa-beti
rezanju na domeni iger predstavlja posamezno vozlišče stanje igre (npr. stanje igralne
plošče) in povezave predstavljajo akcijo (npr. potezo). Za algoritem MCTS velja,
da nam vrne isti rezultat kot algoritem minimaks, če teče dovolj dolgo na celotnem
drevesu igre. Algoritem MCTS ima v vsaki iteraciji štiri korake, ki si sledijo v
naslednjem vrstnem redu: selekcija, ekspanzija, simulacija in vzvratno razširjanje
(slika 2.4).
Slika 2.4: Prikaz ene iteracije algoritma MCTS.
Selekcija
Selekcija se začne v korenu drevesa. Od koder je pravilo za izbiro otroka rekurzivno
upoštevano, tako da se sprehodimo navzdol po drevesu, dokler ne dosežemo najbolj
pomembnega razširljivega vozlišča. Vozlišče je razširljivo, če ima še ne-obiskane
otroke. Primer pravila za izbiro otroka, ki se pogosto uporablja, se imenuje UCT
(iz angl. Upper Confidence Bound 1 applied to Trees). Formula UCT je definirana
kot:






kjer si želimo za otroka j formulo maksimizirati in je n število obiskov starša trenu-
tnega vozišča, nj je število obiskov otroka j, Cp > 0 konstanta (ponavadi
√
2) in Xj¯
razmerje med številom zmag in obiskov za vozlišče j.
Ekspanzija
Enega (ali več) otrok dodamo, da razširimo drevo v skladu z legalnimi akcijami.
Simulacija
Simuliramo iz novega vozlišča v skladu s pravilom o izvajanju simulacije in vrnemo
rezultat. Ponavadi simulacijo izvajamo, tako da naključno izvajamo veljavne akcije,
dokler ne pridemo do konca igre in takrat vrnemo rezultat. Namesto neinformiranega
pristopa lahko izvajamo simulacijo s pomočjo hevristik. V tem primeru namesto
naključno izbrane poteze izberemo tisto, ki jo določi hevristika kot najbolj obetavno.
Vzvratno razširjanje
Rezultat simulacije vračamo vzvratno navzgor po drevesu (angl. backpropagation)
in med tem posodabljamo obiskana vozlišča.
V primerjavi z minimaks algoritmom in njegovo izboljšavo alfa-beta algoritmom
preiskovanje MCTS razlikuje, kako preiskuje prostor akcij. Alfa-beta algoritem, z
vnaprej določenim redom obiskuje vozlišča, medtem ko MCTS uporabi znanje, pri-
dobljeno z dosedanjim preiskovanjem, da nadaljuje nadaljnje preiskovanje v bolj
obetavne akcije. Preiskovanje je zato v primeru uporabe algoritma MCTS bistveno
manj uniformno kot pri minimaks in alfa-beta rezanju. Podobno pa se pri MCTS
soočamo s problemom med preiskovanjem in znanjem. Preiščemo lahko le določen
obseg prostora, zato v primeru MCTS izvajamo korak simulacije. Ponovno lahko
uporabimo hevristike, da zapolnimo vrzel o znanju igre, ki je posledica omejitve
preiskovanja. Seveda MCTS ni izjema in moramo pogosto kot pri ostalih algoritmih
preiskovanja najti ravnotežje med preiskovanjem in znanjem. Preiskovanje MCTS se
lahko po eni strani osredotoča na rešitve, ki so trenutno obetavne. To pa lahko po-
meni, da smo zgrešili še bolj obetavno akcijo, ker smo se preveč zanašali na trenutno
znanje. Algoritmu MCTS lahko določimo stopnjo raziskovanja z določitvijo kon-
stante Cp v formuli UCT, kjer s povečanjem vrednosti Cp povečujemo raziskovanje
in se posledično manj poglabljamo v trenutno obetavne akcije.
2.4 Nevronske mreže
V zadnjih letih so (umetne) nevronske mreže (angl. artificial neural networks; ANNs)
postale zelo priljubljen in uporaben model za klasifikacijo, razvrščanje v skupine, pre-
poznavo vzorcev in napovedovanje v različnih disciplinah. Umetne nevronske mreže
spadajo med modele strojnega učenja in so primerljivo uporabne, če jih primerjamo
s konvencionalnimi regresijskimi in statistični modeli. Velik potencial ANN-jev je
visoka hitrost obdelave podatkov, zagotovljena s strani vzporedne (angl. parallel)
implementacije. To dejstvo je spodbudilo raziskovanje na različnih področjih. Med
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drugim lahko naučimo modele ANN za uporabo pri prepoznavi slik, obdelavi narav-
nega jezika in še za številne druge uporabe [1].
Nevronska mreža je skupina povezanih vozlišč ali nevronov. Vsaka nevronska
mreža ima vsaj dve plasti: vhodno (oz. prvo) in izhodno (oz. zadnjo). Vhodna plast
sprejme podatke, na podlagi katerih želimo ustvariti model. Izhodna plast ima v
primeru klasifikacije število vozlišč ujemajoče številu razredov oziroma v primeru,
da želimo modelirati funkcijo, eno izhodno vozlišče, ki nam poda vrednost. Ko
govorimo o globokih nevronskim mrežah, so to nevronske mreže z vsaj eno skrito
plastjo (angl. hidden layer ). Skrita plast nam omogoča reševanje bolj kompleksnih
problemov in je tudi odgovorna za vse računanje. Skrita plast ima neko arbitrarno
število nevronov. Število skritih plasti in število nevrnonov vsake plasti določimo
z arhitekturo nevronske mreže. Pomembno dejstvo o plasteh je, da vhodna plast
tvori povezave zgolj z drugo plastjo, druga plast s tretjo in po tem principu naprej
do izhodne plasti (glej sliko 2.5).
Slika 2.5: Primer arhitekture nevronske mreže z n vhodnimi podatki, m izhodi in k
skritimi plastmi.
Poleg plasti so ključen dejavnik za uspešnost nevronske mreže utežene povezave
med njimi. Utež med nevronoma nam pove, kakšen doprinos ima vrednost iz ne-
vrona, katerega povezava začne na nevron, kjer se povezava konča. Večja kot je utež,
večji vpliv ima začetni nevron na končni nevron. Utežem vrednost določimo, tako
da najprej opravimo razširjanje naprej (angl. forward propagation). Ta postopek
vstavlja podatke na vhodno plast nevronske mreže ter prenese vrednosti na nasle-
dnjo plast, tako da opravi operacije seštevanja, množenja in aktivacije, vse dokler ne
pride do zadnje plasti, kjer nam vrne izhodno vrednost na zadnji plasti. Zdaj sledi
vzvratno razširjanje (angl. back propagation), kjer vzamemo vrednost, pridobljeno z
razširjanjem naprej, imenovano tudi napovedana vrednost. Za izračun napake pri-
merjamo napovedano vrednost z dejansko vrednostjo in s funkcijo izgube (angl. loss
function) določimo napako. Nato izračunamo odvod napake glede na vsako utež v
nevronski mreži. Najprej za zadnjo plast izračunamo odvod napake glede na vsako
utež v zadnji plasti. Te odvode imenujemo gradienti in na podlagi gradientov zadnje
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(a) Dobra stopnja učenja (b) Prevelika stopnja učenja (c) Premajhnja stopnja učenja
Slika 2.6: Prikaz različnih stopenj učenja pri določitvi uteži. Cenilna funkcija je zelo
podobna funkciji izgube. Razlika je, da cenilna funkcija zajema vse učne primere in
funkcija izgube zgolj enega.
plasti izračunamo gradiente predzadnje plasti. Ta postopek ponavljamo, dokler ne
dosežemo prve plasti. Sedaj imamo za vsako utež izračunano vrednost gradienta, ki
jo odštejemo od vsake uteži glede na stopnjo učenja (angl. learning rate). Stopnja
učenja nam določi, kako hitro želimo posodabljati naše uteži. Če je stopnja učenja
premajhna, bo potrebno veliko časa, da konvergira v lokalni minimum, in na drugi
strani, če je stopnja učenja prevelika, lahko spregleda lokalni minimum (slika 2.6).
Nevronske mreže delimo na več različnih tipov. Nas bodo v sklopu te naloge zani-
male predvsem konvolucijske nevronske mreže (angl. convolutional neural networks;
CNNs). Konvolucijske nevronske mreže se uporabljajo predvsem za procesiranje
časovnih vrst in slik. Ime so dobile po operaciji, konvolucija, ki je v svoji najbolj
splošni obliki operacija na dveh realnih funkcijah. Konvolucijske mreže so preprosto
nevronske mreže, ki uporabijo konvolucijo namesto splošnega množenja matrik v
vsaj eni izmed svojih plasti [10].
CNN-ji so zaradi večje učinkovitosti pogosto uporabljeni za učenje slik. Tudi v
našem primeru, ko nevronski mreži podamo stanje na igralni plošči za vhod, gre za
podoben princip. Slika, kot tudi stanje na plošči, predstavimo kot dvodimenzionalno
matriko, kjer ima polje oziroma slikovna točka neko vrednost. V našem primeru
imamo za igro štiri v vrsto tri vrednosti, ki opisujejo tri stanja: prazno polje, prvi
igralec zaseda polje in drugi igralec zaseda polje.
2.5 Algoritem AlphaZero
Algoritem AlphaZero [22] uporablja globoke nevronske mreže fθ s parametri θ. Ne-
vronska mreža (p, v) = fθ(s) za vhodni podatek vzame igralno ploščo in na izhod
vrne vektor verjetnosti potez p s komponentami pa = Pr(a|s), kjer za vsako akcijo a
in skalarno vrednost v ocenimo pričakovano izid z igre glede na pozicijo s, v ≈ E[z|s].
AlphaZero se nauči te verjetnosti potez in ocene vrednosti zgolj s samo-igranjem.
V vsaki poziciji s izvedemo iskanje MCTS, ki ga usmerja nevronska mreža fθ. Iska-
nje MCTS nam nato vrne verjetnosti π igranja vsake poteze. Verjetnosti, vrnjene s
strani iskanja MCTS, so veliko močnejše kot verjetnosti, ki jih vrne nevronska mreža.
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S tem dosežemo boljše odločanje, kaj so za dano pozicijo boljše in kaj slabše poteze.
Na drugi strani z iskanjem (s samo-igranjem), torej akcijo, kjer na podlagi verje-
tnosti vrnjenih strani MCTS, izberemo vsako potezo in nato uporabimo zmagovalca
igre z kot primer vrednosti, ki služi za evalvacijo. Ideja algoritma AlphaZero je torej
iterativno ponavljanje izboljšave pravil odločanja izbire potez in evalvacije vrednosti
s pomočjo samo-igranja. Ob tem posodabljamo parametre nevronske mreže tako,
da se verjetnosti akcij in vrednosti (p, v) = fθ(s) bolje ujemajo z izboljšanimi verje-
tnostmi in zmagovalcem samo-igre (π, z). Posodobljeni parametri nevronske mreže
se uporabijo v naslednji iteraciji samo-igranja, kar nam vrne močnejše iskanje.
MCTS v koraku simulacije uporablja nevronsko mrežo fθ za izbiro akcij. Vsaka
povezava (s, a) v iskalnem drevesu hrani apriorne verjetnosti P (s, a), število obiskov
N(s, a) in vrednost akcije Q(s, a). Vse simulacije se začnejo v korenu drevesa -
ponavadi to prestavlja začetno stanje na igralni plošči in iterativno izbira poteze,
tako da maksimizira zgornjo mejo zaupanja Q(s, a) + U(s, a), vse dokler ne doseže
lista drevesa s′. U(s, a) definiramo kot:





kjer konstanta cpuct določa faktor raziskovanja iskalnega drevesa in PUCT označuje
polinomsko zgorno mejo zaupanja za drevesa (angl. polynomial upper confidence
bound for trees). Ko dosežemo list drevesa s′, ga razširimo in evalviramo samo
enkrat in s tem generiramo apriorne verjetnosti in evalvacjio, (P (s′, ·), V (s′)) =
fθ(s
′). Sledi, da za vsako povezavo (s, a), obiskano v simulaciji, posodobimo števec
obiskov N(s, a) in posodobimo tudi vrednost akcije na povprečno vrednost evalvacij
skozi simulacijo, Q(s, a) = 1/N(s, a)
∑︁
s′|s,a→s′ V (s
′), kjer s, a → s′ označuje, da je
simulacija prej ali slej dosegla s′ ob izvedbi akcije a iz pozicije s.
Slika 2.7: Prikaz iskanja MCTS v algoritmu AlphaZero.
MCTS nam s samo-igranjem, parametri nevronske mreže θ in poziciji na igralni
plošči s vrne vektor verjetnosti potez, π = αθ(s), sorazmeren glede na število obiskov
vsake poteze, πa ∝ N(s, a)1/τ , kjer τ označuje temperaturo.
Nevronska mreža je naučena s samo-igranjem algoritma spodbujevalnega učenja,
ki s pomočjo MCTS odigra vsako potezo. Nevronska mreža je najprej inicializirana
z naključnimi utežmi θ0. Vsako iteracijo i ≥ 1 generiramo igre s samo-igranjem.
Na vsakem koraku t izvedemo iskanje MCTS πt = αθi−1(st) ob uporabi nevronske
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mreže iz prejšnje iteracije fθi−1 in odigramo potezo glede na vektor verjetnosti πt.
Ob koncu igre določimo vrednost nagrade r ∈ {−1,+1} in shranimo podatke za vsak
korak t kot (st,πt, zt), kjer je zt = ±r gledano iz strani trenutnega igralca v koraku
t. Podatki vseh korakov t, (s,π, z), so uporabljeni (skupaj s podatki prejšnjih ite-
racij) za učenje novih parametrov nevronskih mrež θi, tako da podatke enakomerno
vzorčimo. Nevronska mreža (p, v) = fθj(s) je naučena, tako da minimizira napako
med napovedano vrednost v in zmagovalca samo-igranja z in maksimizira podobnost
med vektorjem verjetnosti akcij nevronske mreže p in vektorjem verjetnosti akcij is-
kanja MCTS π. Bolj natančno: parametri θ so prilagojeni z gradientnim spustom
na funkciji izgube l, ki sešteje kvadrat napake (angl. mean square error; MSE ) in
izgube prečne entropije (angl. cross-entropy losses). Funkcijo izgube l definiramo
kot:
l = (z − v)2 − πT logp+ c∥θ∥2, (2.3)
kjer velja (p, v) = fθ(s) in T označuje korak, pri katerem se igra zaključi ter pa-
rameter c nadzoruje L2 regularizacijo uteži nevronske mreže. S tem preprečimo
prenasičenje (angl. overfitting).
AlphaZero v primerjavi z algoritmom preiskovanja MCTS razlikuje v koraku
simulacije. Pri MCTS v koraku simulacije uporabimo določene hevristike ali na-
ključno izbiranje akcij. Oba pristopa se ne spreminjata s preiskovanjem prostora
možnih akcij. AlphaZero prilagaja hevristike oziroma vektor verjetnosti akcij glede
na odkrito znanje skozi učenje, kar v splošnem pomeni izboljšavo hevristik skozi čas
in posledično boljše usmerjanje preiskovanja. Oba algoritma se najprej osredotočata
na trenutno bolj obetavne akcije. Posledično privede do veliko manj uniformnega
iskalnega drevesa napram algoritmu minimaks z alfa-beta rezanjem. Algoritem mi-
nimaks potrebuje dobre hevristike za svoje delovanje, saj rezanje vej ob pravem času
lahko pomeni, da privarčujemo veliko časa in računske moči, ki se lahko uporabi na
nadaljnjem preiskovanju. MCTS in AlphaZero ne potrebujeta močnih hevristik za
dobro delovanje, saj se lahko zanašata na odkrito znanje s preiskovanjem. To je
hkrati lahko tudi slabost, saj v primeru, da ne odkrijemo zadostnega znanja s prei-
skovanjem oziroma simulacijami, trpi usmerjanje preiskovanja. V skrajnem primeru
je usmerjanje bolj podobno naključnim izbiram akcij, ker smo premalo virov po-
svetili samo-igranju oziroma simulacijam. V tem primeru je bolje za preproste igre
uporabljati minimaks z rezanjem alfa-beta, saj lahko namenimo vire, porabljene za
simulacijo in samo-igranje, v preiskovanje prostora. V primeru bolj kompleksnih
iger velja, da minimaks algoritem zaradi določene maksimalne globine preiskovanja
potrebuje hevristike za ocenitev stanj, saj preprosto ne moremo priti do globine li-
stov, kjer imamo podane teoretične vrednosti stanja. Zato je kvaliteta preiskanega
prostora ob uporabi algoritma minimaks z rezanjem alfa-beta močno odvisna od
hevristik. Domena, na kateri uporabljamo omenjene algoritme, močno narekuje,
kateri izmed njih se bo bolje obnesel, in seveda hevristike, ki so nam na voljo.
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Poglavje 3
Igra štiri v vrsto
Prve omembe igre štiri v vrsto segajo v 18. stoletje. Takrat naj bi številne ure
podobni igri posvetil znani kapitan James Cook. Igra je zato dobila tudi zanimivo
ime „kapitanova ljubica“ (angl. Captain’s Mistress)[12]. Igro štiri v vrsto, kot jo
večina pozna danes, je bila za javnost prvič dosegljiva leta 1974. Igro je izdalo
podjetje Milton Bradley [5]. Igra je zaradi svoje preprostosti postala predvsem
priljubljena med mlajšo generacijo.
Igra je priljubljena tudi na raziskovalnem področju. Eden izmed razlogov je
preprosta implementacija in kompleksnost igre. Igra je veliko bolj kompleksna kot
zelo enostavna igra križci in krožci, ki jo ponavadi uporabimo zgolj za testiranje
naše implementacije algoritma ali pa jo uporabimo za demonstracijo delovanja al-
goritmov. Na drugi strani je igra štiri v vrsto manj kompleksna kot nekatere ostale
namizne igre npr. šah, Go in šogi. Prav primerna kompleksnost je bil eden izmed
razlogov za odločitev, da bom za raziskavo uporabil igro štiri v vrsto. Glede na
računsko moč, ki jo imam na voljo, bi učenje bolj kompleksnih iger vzelo preveč
časa. Vse prej omenjene igre so tudi zanimive na raziskovalnem področju in so o
njih spisani že številni članki. Omenjene igre veljajo tudi za igre s popolno informa-
cijo (angl. complete information), kar pomeni, da vsi igralci poznajo vse elemente
igre. Primer igre z nepopolno informacijo je igra poker, kjer igralci ne poznajo kart
v rokah nasprotnikov.
Posebej zanimivo je tudi, da je igra štiri v vrsto rešena igra, kar pomeni, da
lahko rezultat igre predvidimo iz katerekoli pozicije ob predpostavki, da oba igralca
igrata popolno. Igro je leta 1988 prvi rešil James Dow Allen [2] in hkrati v istem
letu tudi neodvisno Victor Allis [3]. Oba sta prišla do zaključka, da če oba igralca
igrata popolno igro, bo igralec, ki začne igro zmaga.
3.1 Pravila igre
Igra štiri v vrsto je igra za dva igralca. Oba igralca imata 21 žetonov. Najpogosteje
žetone enega igralca od drugega ločimo po barvi. Tradicionalno se uporablja rumena
barva za žetone enega igralca in rdeča barva za žetone drugega.
Igra se igra na pravokotni igralni plošči, sestavljeni iz 7 vertikalnih stolpcev, kjer
ima vsak stolpec 6 polj (slika 3.1). Za lažje razumevanje bomo stolpce z leve proti
desni označili s črkami od a do g in vrstice od spodaj navzgor s številkami od 1 do 6.
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Igralca odigrata svojo potezo, tako da položita žeton v stolpec in ta pade na najnižjo
še ne zasedeno polje. V primeru, da so vsa izmed šestih polj v stolpcu zasedena,
ne moremo več položiti žetona v ta stolpec. Če položimo žeton v nek stolpec, to
pomeni, da smo naredili potezo. Igralca se pri potezah izmenjujeta in vsak igralec,
lahko položi samo en žeton svoje barve, ko je na vrsti. Praviloma ni pomembno,
katera barva žetonov predstavlja igralca, ki začne igro. Za lažje razumevanje bomo
določili rdečo barvo za barvo prvega igralca in rumeno barvo za barvo drugega
igralca.
Cilj igre je, da igralec prvi poveže štiri žetone svoje barve, tako da imamo štiri
žetone na isti diagonali, stolpcu ali vrstici (slika 3.2). Med temi žetoni nimamo
praznih polj ali žetonov nasprotnika. Prvi igralec, ki poveže štiri žetone, zmaga. V








a b c d e f g
Slika 3.1: Prikaz igralne plošče za igro štiri v vrsto. Podobno kot pri šahu so stolpi
označeni s črkami in vrstice s številkami. S tako določenimi oznakami lahko zapišemo
odigrano potezo kot kombinacijo črke in številke (npr. d1). Vse slike igralnih plošč
igre štiri v vrsto so pridobljene iz [19].
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(a) (b) (c)
Slika 3.2: Zgoraj prikazane igralne plošče prikazujejo, kako lahko rdeči igralec doseže
zmago s štirimi povezanimi žetoni vertikalno (a), horizontalno (b) in diagonalno (c).
Seveda lahko zmago dosežemo tudi po drugi diagonali.
3.2 Kompleksnost igre
Da si lažje predstavljamo, kako kompleksna je igra, bomo opravili analizo. To lahko
naredimo, tako da ocenimo število različnih pozicij na igralni plošči. Te pozicije
pa so lahko dosegljive samo z upoštevanjem prej omenjenih pravil. Pozicije, ki jih
lahko dobimo med igranjem in upoštevanjem pravil bomo imenovali legalne pozicije,
ostale pozicije bomo imenovali ilegalne pozicije (slika 3.3). Prva groba ocena je, da
Slika 3.3: Primer ilegalne pozicije.
vsakemu izmed 42 polj lahko določimo tri stanja: prazno, rdeče ali rumeno. S tem
dobimo zelo grobo oceno kompleksnosti prostora 342 (≥ 1020). Če gledamo število
vseh zasedenih polj na igralni plošči in je to število sodo, sledi, da mora biti število
rdečih in rumenih žetonov enako. V primeru, da je število liho, pa je število žetonov
prvega igralca oz. rdečih žetonov za eno večje od števila žetonov drugega igralca oz.
rumenih žetonov. Iz pravil sledi tudi dejstvo, da če obstaja prazno polje v stolpcu,
so polja v istem stolpcu nad njim tudi prazna. Pravila narekujejo, da če pozicija
vsebuje štiri povezane žetone, smo dosegli konec igre. Kar pomeni, da smo v zadnji
potezi dosegli povezavo štirih žetonov, torej smo igrali enega izmed štirih žetonov.
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Torej je vsaj eden izmed teh štirih žetonov najvišji žeton v stolpcu. V primeru,
da to ni res ali pa imata oba igralca povezane štiri žetone, je pozicija ilegalna. V
primeru, da imamo več skupin štirih povezanih žetonov iste barve, je ta pozicija
legalna samo, če te skupine delijo polje, ki vsebuje zadnji igrani žeton.
V članku [3] so izračunali število različnih pozicij, ki vključujejo tudi nekatere
ilegalne pozicije. Tako so prišli do zgornje meje 7.1 · 1013. Novejši članek [8] iz
leta 2008 je z uporabo binarnih odločitvenih grafov (angl. binary decision diagrams)




Ko je bila umetna inteligenca še v povojih, je bila zgolj preiskovanje. Preiskovanje
je lahko vključevalo načrtovanje ali iskanje potez, s katerimi dosežemo mat v igri
šaha. Enega izmed tipov iskanja imenujemo neinformirano preiskovanje. Neinfor-
mirano preiskovanje, včasih tudi slepo in naivno preiskovanje, je skupina splošnih
preiskovalnih algoritmov, ki delujejo na principu surove sile (angl. brute force). Gre
za algoritme, ki jih lahko uporabimo za različne probleme. Algoritmi, ki spadajo v
to skupino, so na primer iskanje v globino, iskanje v širino in iterativno poglabljanje.
Slabost teh algoritmov je v tem, da ne upoštevajo domene problema pri preiskova-
nju, zato trpi njihova učinkovitost. Na drugi strani imamo informirana preiskovanja,
med katera spadajo algoritem A*, prioritetno preiskovanje in iskanje v snopu. Infor-
mirana preiskovanja uporabijo hevristike za določitev kvalitete kateregakoli stanja
v preiskovanem prostoru [14]. Hevristike so včasih bolj in drugič manj uspešne pri
ocenjevanju kvalitete stanja.
Hevristika (tudi hevristična ocena in hevristična funkcija) je funkcija, ki uredi
alternative v iskalnem algoritmu v vsakem vejanju na podlagi dosegljivih informacij
in odloči, kateri veji slediti [31]. Enostaven primer za praktičnost hevristik pri igri
štiri v vrsto je stanje na igralni plošči, ko smo eno potezo oddaljeni od zmage. Pri
neinformiranem iskanju bi morda preiskali vse legalne poteze do določenih globin
in našli zmagovalno potezo, oddaljeno zgolj za eno potezo, kot zadnjo. Naj sedaj
pri našem informativnem preiskovanju uporabimo enostavno hevristiko, kjer imajo
poteze, ki tvorijo štiri v vrsto, prednost. Tako je zmagovalna poteza za prej omenjeno
stanje na igralni plošči preiskovana najprej. S tem smo se izognili nepotrebnemu
preiskovanju prostora za poteze, ki ne morejo biti boljše. V tem enostavnem primeru
smo lahko zlahka sestavili hevristiko. V splošnem nam hevristike za podano stanje
vrnejo neko vrednost in vprašanje je, kaj je idealna vrednost. Če imamo za vsako
stanje podano idealno vrednost s strani hevristike, ne potrebujemo preiskovanja, saj
bi se lahko v celoti zanesli na hevristiko. Seveda pri bolj kompleksnih igrah, kot
je šah, nimamo na voljo idealnih hevristik. Še vedno želimo imeti hevristike, ki
čim bolj odražajo, komu v korist je trenutno stanje igre. Sprva bi pomislili, da bi
hevristike morale čim bolj natančno vračati teoretično vrednost za določeno stanje.
Ker je namen hevristik usmerjati preiskovanje, ne moremo enostavno samo podajati
teoretičnih vrednosti [11]. To bi namreč pomenilo, da bi različne akcije ocenili
enako, dokler vodijo do enakega rezultata. Zaradi tega bi lahko pri določenih igrah
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(npr. šah) za vedno ostali v zmagovalnem stanju, vendar ne bi končali igre. Poleg
tega si želimo zmagati čim hitreje in zato želimo, naj uporabljena hevristika bolj
nagrajuje akcije, ki hitreje vodijo do željenega izida in preprečijo možnost povratka
nasprotnika.
Pri izbiri hevristik moramo biti pozorni na časovno kompleksnost le teh. Čas,
porabljen pri izvajanju hevristike, bi lahko porabili za preiskovanje prostora. Vedno
moramo torej imeti v mislih, da je hevristika hitra, kot tudi, da nas usmerja v
pravo smer iskanja. Na podlagi tega smo se odločili, da bomo v tej nalogi uporabili
hevristiko značilk in hevristiko polj.
4.1 Hevristika značilk
Hevristika značilk [16] določi vrednost stanju na igralni plošči, tako da pregleda
značilke, ki jih ima igralna plošča. Značilke označujejo število povezanih žetonov
iste barve v horizontalni, vertikalni oziroma diagonalni smeri. Definirali smo štiri
tipe značilk.
Značilka 1 pomeni, da imamo na igralnem polju štiri povezane žetone enake
barve, kar pomeni, da je eden izmed igralcev zmagal igro. Zato je smiselno, da
hevristika vrne največjo vrednost - neskončno.
(a) (b) (c)
Slika 4.1: Različni scenariji značilke 2, ločeni po številu sosednjih legalnih polj.
Če je na igralnem polju prisotna značilka 2, to pomeni, da imamo 3 povezane
žetone enake barve. Na slikah 4.1 lahko vidimo tri različne scenarije horizontalno
povezanih žetonov. Slika 4.1(a) prikazuje tri povezane žetone (c1-d1-e1), ki imajo
dve sosednji legalni polji (b1 in f1). Legalno polje pomeni, da lahko na njem izve-
demo legalno potezo. To pomeni, da bo po naši legalni potezi polje vsebovalo žeton
naše barve. V primeru, da imamo dve sosednji legalni polji, hevristika vrne vre-
dnost neskončno. Nasprotnik lahko v primeru groženj dveh polj blokira samo eno,
kar pomeni, da nam bo drugo polje še vedno omogočilo zmago. V primeru na sliki
4.1(b) imamo za tri povezane žetone (a1-b1-c1) na voljo eno sosednjo legalno polje
(d1). Rumeni lahko v naslednji potezi odigra d1 in s tem blokira zmago rdečemu ali
pa omogoči rdečemu zmago v naslednji potezi. Hevristika za primer treh povezanih
žetonov z enim legalnim sosednjim poljem vrne vrednost 900,000. Za zadnji primer,
viden na sliki 4.1(c), imamo tri povezane žetone (d1-e1-f1) in obe sosednji polji (c1
in g1) zasedeni z žetoni rumenega igralca. Hevristika za ta primer vrne vrednost 0,
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Značilka 1 ∞
Značilka 2 Legalna poteza na obeh sosednjih
poljih.
∞
Legalna poteza na enemu od so-
sednjih polj.
900,000
Žeton iste barve je od dveh po-
vezanih žetonov oddaljen za eno
legalno polje.
900,000





Legalna poteza na enemu od 5 40,000
sosednjih polj. Vrednost je 4 30,000
odvisna od število legalnih polj 3 20,000
v smeri grožnje. 2 10,000
Značilka 4 Stolpec d 200
Stolpec c ali e 120
Stolpec b ali f 70
Stolpec a ali g 40
Tabela 4.1: Tabela z vrednostnim posameznih značilk.
saj sta obe sosednji polji že zasedeni in ne moremo legalno postaviti žetona na to
polje.
Poseben primer značilke 2 je, ko imamo dva povezana žetona iste barve in tretji
žeton iste barve za eno polje, oddaljeno v smeri dveh povezanih žetonov. Vmesno
polje je legalno polje. Poseben primer značilke 2 lahko vidimo na sliki 4.2, kjer
imamo dva povezana žetona (b1-c1) in tretji žeton (e1). Polje d1 je legalno polje,
torej podobno kot v primeru na sliki 4.1(b) lahko rumeni igralec blokira grožnjo na
d1 ali pa izgubi igro, če rdeči igra d1. Tudi v tem primeru je vrednost te značilke
900,000.
Značilka 3 označuje dva povezana žetone iste barve. Na sliki 4.3 vidimo primere
značilk 3. Primer značilke 3, kot je viden na sliki 4.3(c), kjer imamo dva povezana
žetona (c1-d1) in dve sosednji legalni polji (b1 in d1), prikazuje resno grožnjo ru-
menemu igralcu. Če bo rdeči odigral potezo b1, bo s tem ustvaril dve grožnji (a1
in e1). Rumeni ne more ustaviti obeh groženj. Smiselno je potem, da uvrščamo
tak primer značilke 3 višje kot primer značilke 3 (b2-c2) na sliki 4.3(b), kjer imamo
samo eno smer, v katero lahko gradimo štiri v vrsto. Za slednji primer, kot je vi-
dno v tabeli 4.1, določimo različne vrednosti glede na število legalnih polj v smeri
grožnje. Seveda nam lahko nasprotnik prepreči gradnjo treh povezanih žetonov, kot
je prikazano v primeru na sliki 4.3(c), poteza d2 blokira povezana žetona b2-c2. V
tem je smiselno, da tako grožnjo ignoriramo.
Zadnja značilka 4 označuje osamljene žetone, torej žetone, ki na sosednjih poljih
nimajo žetonov enake barve. Značilko 4 ločimo na štiri kategorije glede na stolpce,
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Slika 4.2: Poseben primer značilke 2, ko imamo dva povezana žetona iste barve in
za eno legalno polje oddaljen tretji žeton iste barve.
(a) (b) (c)
Slika 4.3: Primeri značilke 3.
ki jih zasedajo (glej tabelo 4.1). Vrednost osamelih žetonov je veliko manjša od
vrednosti značilk 2. Hkrati so osameli žetoni v bolj osrednjih stolpcih. To argumen-
tiramo, tako da osameli žeton v stolpcu d lahko ustvari štiri v vrsto v diagonalni,
horizontalni in vertikalni smeri. Za stolpca c in e imamo eno diagonalo manj, kjer
lahko povežemo štiri žetone. Bolj kot se oddaljimo od stolpca d proti robu, vedno
manj smeri, v katere lahko gradimo štiri v vrsto, imamo.
V članku [16] so hevristiko značilk uporabili pri algoritmu minimaks takrat,
ko je algoritem dosegel določeno maksimalno globino oziroma list drevesa. V tem
primeru je hevristika vrnila neko vrednost. Za naš namen uporabe hevristike pri
algoritmu AlphaZero definiramo funkcijo Hevristikaznačilk(S), ki za vhod vzame
trenutno stanje na igralni plošči S in vrne potezo, ki je najboljša ob upoštevanju
hevristike značilk. Funkcija iterira skozi vse legalne poteze za stanje S in v vsakem
koraku iteracije izvede legalno potezo za trenutnega igralca in išče značilko 1. V
primeru, da to značilko najdemo, vrnemo izvedeno potezo in zaključimo z izvajanjem
funkcije. Drugače odstranimo potezo in igramo naslednjo legalno potezo. Če nismo
uspeli najti značilke 1 za trenutnega igralca, ponovno iteriramo skozi akcije na enak
način z razliko, da tokrat poteze opravlja nasprotni igralec. Namen prve iteracije je,
da če lahko trenutni igralec zmaga igro, vrnemo potezo, ki mu to omogoča. Druga
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Slika 4.4: Osamljeni žetoni.
iteracija pa blokira zmago nasprotnega igralca, če je to mogoče. Če smo še vedno
v funkciji, ponovno iteriramo skozi legalne poteze, kjer v vsakem koraku izvedemo
legalno potezo za trenutnega igralca in seštejemo vrednosti vseh zaznanih značilk 2,
3 in 4. V primeru, da je seštevek enak neskončno, vrnemo to potezo in zaključimo
funkcijo. Drugače izbrišemo potezo, seštejemo vrednosti vseh zaznanih značilk 2, 3
in 4 za nasprotnega igralca in to vrednost odštejemo od seštevka trenutnega igralca
ter izbrišemo izvedeno potezo. Sedaj imamo za vse legalne poteze določeno vrednost
s strani hevristike značilk. Med njimi izberemo tisto z največjo vrednostjo in jo
vrnemo kot rezultat funkcije.
3 4 5 7 5 4 3
4 6 8 10 8 6 4
5 8 11 13 11 8 5
5 8 11 13 11 8 5
4 6 8 10 8 6 4
3 4 5 7 5 4 3
Slika 4.5: Igralna plošča z vrednostmi hevristike polj kot v članku [16].
4.2 Hevristika polj
Hevristika polj [16] je osnovana na principu, da vsa polja niso enakovredna. Polja na
sredini igralne plošče so splošno gledano boljša, ker omogočajo sestavo več različnih
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štiri v vrsto kot tista na robu. Smiselno je, da tem poljem dodelimo višjo vrednost.
Dodeljene vrednosti posameznih polj so vidne na sliki 4.5.
Če si pogledamo polje z največjo vrednostjo (d3 ali d4), vidimo, da žeton na
tem polju lahko tvori štiri v vrsto v vse smeri. Hkrati v celotnem stolpcu, vrstici
in diagonalah ne moremo tvoriti štiri v vrsto brez žetona na tem polju. Na drugi
strani polje z najmanjšo vrednostjo (npr. polje a1, a6, g1 ali g6) lahko tvori štiri v
vrsto zgolj v tri smeri. Število potencialnih štiri v vrsto za določeno polje je torej
izraženo v vrednosti, ki ga poda hevristika polj. Večji je potencial, večja je vrednost
polja.
Definirajmo funkcijo Hevristikapolj(S), ki za vhod vzame stanje na igralni plošči
in vrne potezo. Funkcija najprej poišče vsa legalna polja - torej polja, na katerih
pristanejo žetoni, ko odigramo legalne poteze. Sedaj poiščemo pripadajoče vrednosti
legalnih polj, tako da na igralni plošči hevristike polj (glej sliko 4.5) poiščemo polja
z enakimi koordinatami kot legalna polja. Polje z največjo vrednostjo vrnemo kot
rezultat funkcije. Na primer, (glej sliko 4.6), če imamo legalna polja a1, b2, c1 in
d3, nam hevristika polj v enakem vrstnem redu poda vrednosti 3, 6, 5 in 13. To








V tem poglavju bomo pogledali učenje naše implementacije. Podrobno si bomo
pogledali arhitekturo nevronske mreže in še nekatere podrobnosti nevronskih mrež,
izpuščene v pregledu področja. Naša nevronska mreža se razlikuje od tiste, upora-
bljene v članku [22], in ima veliko bolj preprosto arhitekturo, saj mi razpolagamo z
manj viri in učimo igranje na manj zahtevni igri. Pomemben del pri učenju predsta-
vljajo tudi različni načini uporabe hevristik. Predstavili bomo, kako smo v različnih
fazah učenja uporabili hevristike.
Za ogrodje nam je služila implementacija Alpha Zero General1. Ogrodje omogoča
lažjo implementacijo iger z dvema igralcema in ker glavni namen magistrske ni bila
implementacija AlphaZero za igro štiri v vrsto, smo uporabili njihovo rešitev in s tem
pohitrili napredek. Ogrodje ima tudi aktivno skupnost, kar med drugim omogoča
hitrejše odkrivanje napak v kodi.
Naša implementacija uporablja knjižnico TensorFlow. Gre za odprtokodno knji-
žnico za tok podatkov in diferencirano programiranje. TensorFlow je simbolična
matematična knjižnica in se pogosto uporablja za rešitve na področju strojnega
učenja [32]. Knjižnica nam je zato služila pri implementaciji nevronske mreže.
V našem delu smo večinoma uporabljali Python (verzija 3.5.4) - visokonivojski
splošnonamenski programski jezik. Python sintaksa je lahko berljiva in prijazna do
programerja. Knjižnica TensorFlow tudi podpira programerski jezik Python, zato je
bila odločitev izbire jezika lahka. Seveda ima Python tudi svoje slabosti, predvsem
hitrost. Zato smo za pohitritev v nekaterih delih uporabili knjižnico Numba in
nekatere rešitve v programski jeziku C++.
5.1 Arhitektura nevronske mreže in učenje
V podpoglavju Nevronske mreže smo na hitro spoznali, kako nevronske mreže delu-
jejo. Ker obstaja veliko členov, ki lahko gradijo nevronske mreže, se v prej omenje-
nem poglavju nismo spuščali v podrobnosti in smo temo bolj površinsko obdelali.
Sedaj bomo spoznali konkretne člene, s katerimi smo tvorili našo nevronsko mrežo.
Eden izmed teh je normalizacija paketov (angl. batch normalisation), ki je teh-
nika za izboljšavo hitrosti in stabilnosti nevronske mreže. Namen pristopa je nor-
1Implementacija je dosegljiva na https://github.com/suragnair/alpha-zero-general. Dne
1. 8. 2020.
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malizacija vhodov vsakega sloja, tako da je vrednost povprečne izhodne aktivacije
enaka nič in imamo standardni odklon z vrednostjo ena.
Aktivacijska funkcija nevrona določi izhod nevronu za podan vhod. V naši ne-
vronski mreži uporabljamo tri takšni funkcije: tanh, softmax in ReLu. Prva ak-




nelinearne funkcije tanh je, da je vrnjena vrednost omejena na intervala od -1 do 1.
Slabost aktivacijske funkcije tanh je, da trpi problem izginjajočega gradienta. To
pomeni, da imamo v nekaterih primerih zelo majhen gradient, kar nam onemogoča




(slika 5.4(b)), se pogosto uporablja, da pretvorimo vektor vrednosti v vektor ver-
jetnosti. Ta korak ponavadi storimo v zadnji plasti. Slednja aktivacijska funkcija
ReLu je za vhod x definirana kot ReLu(x) = max(0, x) (slika 5.1(a)) in je prav tako
nelinearna funkcija. Za razliko od tanh nimamo problema izginjajočega gradienta,
vendar imamo drugo slabost, imenovano umirjajoči ReLu. Umirjajoči ReLu opisuje
pojav, ko je nevron mrtev in ne glede na vhod vedno poda isto vrednost 0. V praksi
se ReLu izkaže boljše kot druge aktivacijske funkcije in je ponavadi privzeta izbira
za aktivacijsko funkcijo [28]. Tudi v našem delu smo za aktivacijo večino plasti
izbrali funkcijo Relu z izjemo zadnjih nivojev. Za aktivacijo plasti z nevroni, ki do-
ločajo verjetnosti potez p, smo uporabili funkcijo softmax in za drugo zadnjo plast,
odgovorno za določitev vrednosti v, aktivacijsko funkcijo tanh.













Slika 5.1: Grafičen prikaz uporabljenih aktivacijskih funkcij.
Naša nevronska mreža (slika 5.2) na vhod sprejme matrike, ki predstavljajo sta-
nja na igralni plošči. Število teh matrik je določeno s parametrom velikost paketa.
Sledijo štiri konvolucijske plasti. Na vsaki izmed njih opravimo normalizacijo pa-
ketov in aktivacijo ReLu. Sledi sploščitev matrike in dve polno povezani plasti,
ki izpuščata nevrone in prav tako uporabljata normalizacijo paketov in aktivacijo
ReLu. Zatem se nevronska mreža razcepi na dve plasti, kjer je ena odgovorna za
določitev vektorja verjetnosti potez in druga za določitev vrednosti izida igre. Obe
plasti sta polno povezani z razliko v tipu uporabljene aktivacijske funkcije - tanh za
izid igre in softmax za verjetnosti potez. Bolj podrobno je arhitektura nevronske
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Ime parametra Vrednost Opis
število iteracij
učenja
100 Število iteracij učenja, kjer v vsakem koraku
iteracije opravimo neko število epizod samo-
igre. Po vsaki iteraciji učenja naučimo nevron-
ske mreže s primeri, generiranimi v samo-igri.
število epizod 100 V vsaki epizodi ponastavimo MCTS drevo
in izvedemo eno igranje proti samemu sebi.
Igro začne prvi igralec na prazni igralni plo-
šči. Igralca izvajata svoji potezi, dokler se igra
ne konča. Po koncu igre je izid uporabljen
za določitev vrednosti generiranim primerom.
Vsako stanje na igralni plošči generirano med
samo-igro je skupaj s pripadajočim izidom in




40 Parameter število primerjanj predstavlja šte-
vilo iger, odigranih med trenutno najboljšim
modelom in najnovejšim modelom. Polovico
iger začne igro najnovejši model in drugo po-
lovico najboljši model. Najnovejši model pre-
vzame vlogo najboljšega modela, če preseže
mejo za najboljši model.
meja za najboljši
model
0.55 Meja za najboljši model določa, ali nadome-
stimo prejšnji najboljši model ali ne. Če je raz-
merje med številom zmag najnovejšega modela
in številom zmag najnovejšega in najboljšega




25 Določa, koliko simulacij opravimo v MCTS,
kjer nas pri izbiri akcij usmerja zgornja meja
zaupanja.
cpuct 1 Vrednost parametra (glej enačbo 2.2) določa
našo preferenco za raziskovanje. Večja kot je
vrednost, bolj se posvečamo raziskovanju in
manj izkoriščanju znanja.
stopnja učenja 0.001 Velikost koraka, ko se premikamo v smeri mi-
nimuma funkcije izgube.
izpust nevronov 0.3 Deležu nevronov nastavimo vhod na 0 in s tem
preprečimo prenasičenje.
število epoh 10 Ena epoha pomeni, da je nevronska mreža ob-
delala vse učne primere enkrat.
velikost paketa 64 Velikost paketa (angl. batch size) določi število
učnih primerov, preden posodobimo parame-
tre nevronske mreže.
Tabela 5.1: Pomembnejši parametri, uporabljeni pri učenju modela.
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Slika 5.2: Arhitektura uporabljene nevronske mreže, ki na vhod sprejme stanje na
igralni plošči igre štiri v vrsto in na izhodu vrne vektor verjetnosti akcij, označen s
P, in vrednost igre, označeno z V. Za vizualizacijo smo uporabili [13].
mreže prikazana v prilogi A pod sliko A.1 in sliko A.2. Parametri, uporabljeni pri
učenju, so s kratkimi opisi na voljo v tabeli 5.1.
5.2 Uporaba hevristik v fazi samo-igranja
AlphaZero ima svojo nevronsko mrežo inicializirano z naključnimi utežmi in zače-
tno raziskovanje je v veliki meri naključno zaradi uporabe MCTS. Zaradi tega ima
AlphaZero včasih težave, saj preiskovanje zaide v napačno smer. Tukaj pridejo do
izraza hevristike. Z uporabo hevristik želimo AlphaZero kot pri ostalih informiranih
preiskovanjih usmeriti v pravo smer. Takšno idejo so imeli tudi v članku [17], iz
katerega je tudi vzeta spodaj navedena navadna metoda. Hevristiko želimo upora-
biti v fazi samo-igranja, da izboljšamo kvaliteto izbranih potez. Hevristika polj ali
hevristika značilk skupaj z MCTS izbereta naslednjo potezo (slika 5.3). Kasneje v
fazi evalvacije hevristike niso več prisotne.
Navadna metoda
Naj πAZ predstavlja vektor verjetnosti potez, izračunano s strani algoritma Alpha-
Zero na podlagi MCTS, in naj πH označuje vektor verjetnosti potez, pridobljen na
podlagi hevristike. Navadna metoda izbere naslednjo potezo glede na vektor πH z
verjetnostjo pH in z verjetnostjo (1− pH) kot ponavadi glede na vektor πAZ .
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Slika 5.3: Splošen princip uporabe hevristik v fazi samo-igranja. Stanje na igralni
plošči podamo hevristiki značilk ali hevristiki polj, ki nam vrne vektor verjetnosti
akcij πH . Na drugi strani hkrati na podlagi obiskov vozlišč v iskalnem drevesu za
podano stanje na igralni plošči določimo vektor verjetnosti akcij πAZ . Glede na način
uporabe hevristik (navaden, združitev ali ohlajanje) na podlagi πAZ in πH določimo
vektor verjetnosti akcij π′. Glede na razporeditev vrednosti v π′ naključno izberemo
akcijo, ki jo potem odigramo.
Metoda združitve
Naj α ∈ [0, 1] označuje razmerje med vektorjema πAZ in πH . Naj bo nov vektor, π′,
enak α ·πH +(1−α)πAZ . Naslednjo potezo izberemo naključno glede na verjetnosti
v vektorju π′. Drugače povedano, če je α bližje 0, se bomo bolj nagibali k potezam,
ki so predlagane s strani algoritma AlphaZero, in ko je α bližje 1, se bolj nagibamo k
hevristiki. Metoda združitve bi morala vrniti enake rezultate kot navadna metoda,
saj imata obe metodi enako matematično upanje ali pričakovano vrednost. V pri-
merjavi z navadno metodo se izognemo generiranju naključnega števila, ki določa,
katerega izmed vektorjev akcij bomo uporabili.
Metoda ohlajanja
Naj i označuje število odigranih potez in pz začetno verjetnost. Naj bo verjetnost
izbire vektorja hevristike za določitev poteze, pH , definirana kot pH = pz ·(42−i)/42.
Enako kot pri navadni metodi sedaj pH določa, kako verjetna je izbira vektorja πH z
razliko, da ta verjetnost pada s številom odigranih potez. Ideja je, da z naraščanjem
števila potez zmanjšamo vpliv hevristike na izbiro poteze. Predvsem je to dobro za
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hevristike tipa hevristika polja, kjer je namen hevristike boljša izbira začetnih potez
in ne igranje končnic.
5.3 Uporaba hevristik v drevesnem preiskovanju
Druga ideja je, da uporabimo hevristike pri usmerjanju preiskovanja MCTS. Spo-
mnimo se, da nam MCTS poda vektor verjetnosti, na podlagi katerega naključno
glede na vrednosti vektorja izberemo poteze. Obiski vozlišč v drevesu so zelo po-
membni, saj nam določajo vektor verjetnosti akcij. Torej bolj kot bomo preiskovali
drevo v smeri bolj obetavnih potez, z večjo verjetnostjo bomo tudi izbrali te poteze
v fazi samo-igranja. Spomnimo se, da je zgornja meja zaupanja UCB za stanje s in
akcijo a definirana kot:





Nevronske mreže nam za stanje na igralni plošči vrnejo verjetnost akcije P (s, a).
Uvedemo novo verjetnost izbire akcije, P ′(s, a), ki pri svoji definiciji uporablja tudi
hevristiko. Nova zgornja meja zaupanja, UCB′(s, a), je definirana kot:






Naj bo PH(s, a) verjetnost izbire akcije določena s hevristiko in P ′(s, a) = f(x) ·
PH(s, a)+(1−f(x))·P (s, a). Funkcija f(x) je torej utež med hevristiko in nevronsko
mrežo. Smiselno je, da z naraščanjem števila obiskov določenega stanja s vedno manj
zaupamo hevristiki in vedno bolj nevronskim mrežam. Hevristike so namreč dober
začetek, vendar niso dovolj dobre, da bi igrale zelo dobro igro. Želimo si funkcijo
f(x), z lastnostjo 0 ≤ f(x) ≤ 1 za x ≥ 0. V našem primeru je vhod x enak številu




. Za obe funkciji velja limx→∞ f(x) = 0. Za nas zanimiva razlika
je, kako hitro se funkciji približujejo 0 za x ≥ 0. Funkcija t(x) v primerjavi z g(x)
veliko hitreje ohlaja vpliv hevristike in je, če smo nenatančni, za x > 3 enaka nič.
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(a) t(x) = 1− tanh(x)









Slika 5.4: Uporabljeni funkciji za določitev kompromisa med vektorjem verjetnosti






Predstavili smo več različnih pristopov uporab hevristik in tudi dve različni hevri-
stiki. Da bi različne metode in hevristike čim bolj objektivno primerjali, imamo na
voljo več različnih metrik. Metrike za stanje na igralni plošči in za potezo, ki jo
izberemo v tem stanju, merijo, kako dobra oziroma slaba je ta poteza.
Natančnost najboljših potez
Naj bo s stanje igrale plošče in naj ima to stanje n legalnih potez. Vsaki legalni
potezi, li, določimo vrednost, izraženo s celimi števili. Ob predpostavki, da oba
igralca igrata optimalno, pozitivne vrednosti pomenijo, da bo trenutni igralec zma-
gal. Večja je pozitivna vrednost poteze, hitreje bo ta poteza ob optimalni igri vodila
do zmage. V primeru, da imamo negativno vrednost poteze, bo teoretično zmagal
nasprotnik. Pri tem manjše negativne vrednosti vodijo k hitrejšemu porazu. Vre-
dnost poteze, označene z nič, vodi do neodločenega izida. Naj bo v(s, i) funkcija, ki
i-ti legalni potezi, li, za pozicijo s določi vrednost. Trenutni igralec si želi, če je mo-
goče zmagati čim prej in izgubiti čim bolj počasi. Poteza, ki sledi temu principu, je
najboljša poteza. Drugače povedano ima najboljša poteza največjo vrednost poteze
med vsemi legalnimi potezami.
Naj bo S množica pozicij in L množica legalnih potez, kjer imata obe množici m
elementov. Naj bo Lj poteza, ki smo jo izvedli za pozicijo Sj. Natančnost najboljših
potez je definirana kot:





⎧⎨⎩1, če Lj = maxi∈[1,··· ,nj ] v(Sj, li)0, drugače , (6.1)
kjer je nj število legalnih potez za pozicijo Sj.
Natančnost teoretičnega izida ohranjajočih potez
Najti najboljšo potezo med vsemi legalnimi potezami za določene pozicije ni tako
preprosto. Manj strogo merilo je, da namesto najboljše poteze izberemo tisto, ki
ohranja teoretično vrednost pozicije. V primeru, da imamo zmagovalno pozicijo,
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nam ni pomembno, ali bomo zmagali v naslednji potezi ali čez več potez, ampak
da se izognemo porazu in remiju. Ker ohranjamo teoretično vrednost, nima smisla
evalvirati pozicije, ki so teoretičen poraz, ker bomo v tem primeru vedno ohranili te-
oretično vrednost. Zato pozicije s teoretičnim porazom izpustimo. Vsaka evalvirana
pozicija mora tudi imeti vsaj eno potezo, ki vodi v nižje teoretično stanje. Uvedemo
funkcijo T, ki je definirana kot:
T (x) =
⎧⎪⎨⎪⎩
1, če x > 0
0, če x = 0
−1, drugače
. (6.2)
Naj bo s pozicija z n legalnimi potezami in najboljšo potezo b = maxi∈[1,··· ,n] v(s, li).
Kot v prejšnji metriki naj bo v funkcija, ki določi vrednost potezi. Teoretična
vrednost pozicije s je enaka T (v(s, b)), kjer nam vrnjene vrednosti 1, 0, -1 v istem
vrstnem redu predstavljajo teoretično zmago, remi, poraz.
Naj bo S množica pozicij in L množica legalnih potez, kjer imata obe množici m
elementov. Naj bo Lj poteza, ki smo jo izvedli za pozicijo Sj. Za vsako pozicijo Sj ∈
S velja, da ima najboljšo potezo, bj, s pozitivno teoretično vrednostjo, T (v(Sj, bj)) ≥
0. Natančnost teoretičnega izida ohranjajočih potez je definirana kot:






1, če T (v(Sj, Lj)) = T (v(Sj, bj))
0, drugače
. (6.3)
Odstopanja od optimalne linije
Slabost uporabe natančnosti teoretičnega izida ohranjajočih potez je scenarij, ko za
isto pozicijo enkrat opravimo legalno potezo a in drugič legalno potezo b. Potezi
imata podobni vrednosti, določeni s funkcijo v, vendar vodita do različnih teoretičnih
izidov igre. Če sta potezi a in b druga in tretja najboljša poteza, bo razlika v
metriki NTP velika, čeprav glede na vrednosti ostalih legalnih potez ne izbiramo
veliko slabše poteze. Smiselno bi bilo, da za vsako potezo gledamo, kako dobra je v
primerjavi z ostalimi legalnimi potezami.
Odstopanje od optimalne linije za dano pozicijo s uredi vse vrednosti legalnih
potez, določenih s funkcijo v, v unikatni seznam, torej brez podvojenih vrednosti.
Naj bo OOI(s, p) funkcija, ki za potezo p in pozicijo s vrne številko, ki odraža
pozicijo v prej omenjenem seznamu. Če bo v(p) na prvem mestu seznama, bo
torej OOI vrnila 0, za drugo mesto 1 in po tem principu naprej za ostala mesta v
seznamu. Torej boljše poteze izbiramo, manjši bo OOL. Naj funkcija OOL sprejme
tudi množico pozicij S in pripadajočo množico legalnih potez L. V tem primeru je





Pri igri štiri v vrsto prvi igralec ob optimalni igri vedno zmaga. Zato si želimo, da bi
naši naučeni modeli ohranjali to teoretično vrednost pozicije. Če je pozicija zmago-
valna, naj model ohranja teoretično vrednost. V primeru, da za stanje s opravimo
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potezo p, ki ne ohranja teoretične vrednosti, smo storili napako. Za m množico po-






1, če T (v(Sj, Lj)) < 1
0, drugače
. (6.4)
Kot pri NTP gledamo ohranjanje teoretične vrednosti, vendar hočemo imeti
zgolj teoretične zmage, saj smo prvi igralec.
Metriko štetja napak uporabljamo v igrah s popravljanjem potez. Pri teh igrah
je evalviran model prvi igralec in optimalen igralec drugi igralec. Za vsako odi-
grano potezo preverimo, ali ohranja zmagovalno teoretično vrednost. V primeru, da
odigrana poteza vodi v nezmagovalno pozicijo, smo storili napako. To napako po-
pravimo in nadaljujemo igro iz nove pozicije s popravljeno potezo. Za odigrano igro
imamo sedaj množico pozicij z odigranimi potezami in vsakič, ko je evalviran model
prejel pozicijo in se odločal za naslednjo, se je nahajal v zmagovalni poziciji. Torej
v igri s popravljanjem napak smo s štetjem napak ocenili, kako blizu smo optimalni
igri. Manj napak kot storimo, boljši igralec igre je model in bližje smo optimalni
igri.
Utežene napake
Ko štejemo napake, jih obravnavamo kot enakovredne. Vendar je v nekaterih pozi-
cijah lažje kot v drugih narediti napako. Zato je smiselno, da napake utežimo glede
na to, kako verjetno je, da se izognemo napaki. V primeru, da imamo med vsemi
sedmimi legalnimi potezami samo eno, ki ohranja teoretično zmago, in jo nismo iz-
brali, je to manjša napaka. Na drugi strani, če skoraj vse poteze vodijo do teoretične
zmage in izberemo edino, ki ne, smo naredili večjo napako.
Naj bo pozicija s z n legalnimi potezami in i potezami, ki ohranjajo teoretično
zmago. Utež w je definirana kot verjetnost izbire poteze, ki ohranja teoretično
zmago, torej w(s) = i/n. Naj imamo kot pri metriki štetja napak m množico pozicij







1, če T (v(Sj, Lj)) < 1
0, drugače
. (6.5)
6.2 Igralci igre štiri v vrsto
Za namen evalvacije imamo implementirane tudi različne igralce. Igralci so funkcije,
ki za dano stanje na igralni plošči odigrajo potezo. To nam omogoča, da igralce
neposredno z igranjem partij pomerimo proti naučenim modelom algoritma Alpha-
Zero. V primeru neposrednega igranja naučenega modela odigramo n iger. Polovica
izmed teh iger je naučen model prvi igralec in za drugo polovico odigranih iger drugi
igralec. Beležimo število zmag, remijev in porazov, gledano s strani naučenega mo-
dela, in na podlagi tega ocenimo, kako dobro naučen model igra.
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Naključni igralec
Za stanje na igralni plošči poiščemo vse legalne poteze. Naključno izberemo eno
izmed legalnih potez, tako da ima vsaka legalna poteza izmed l legalnih potez za
določeno pozicijo enako verjetnost izbire, torej 1/l.
Korak igralec
Korak igralec je kratkoviden igralec, ki preveri eno potezo naprej oziroma (en) korak
naprej. Tak igralec najprej preveri igralno ploščo za možne zmage. Če je taka
poteza na voljo, jo vrne. Sicer preveri, ali nasprotnik lahko zmaga v eni potezi, in
to prepreči. Drugače, tako kot naključni igralec, vrne eno izmed legalnih potez.
Optimalen igralec
Optimalen igralec za podano stanje igre vrne potezo, ki najhitreje vodi do zmage.
Če je takšnih potez več, naključno izberemo eno izmed njih. Za določitev optimalnih
potez nam je v pomoč prišla implementacija reševalnika1. Reševalnik nam za pozicijo
pove, ali je teoretična zmaga, remi ali poraz. Pove nam tudi, koliko potez nas loči
do zmage ali poraza. Implementacija reševalnika uporablja algoritem rezanja alfa-
beta. Seveda je pri tem algoritmu pomemben vrstni red izbire potez, zato je bila
uporabljena hevristika. Uporabljeno je bilo tudi pametno zapisovanje igralne plošče
kot dva niza bitov. En niz bitov opisuje zasedena polja, medtem ko drugi opisuje
zasedena polja trenutnega igralca. Z logičnimi operacijami lahko hitreje zaznavamo,
ko igralec poveže štiri žetone v vrsto. Reševalnik uporablja transpozicijske tabele, ki
odpravijo problem ponovnega računanja že znane pozicije. Pri številnih igrah, med
drugim tudi pri igri štiri v vrsto, lahko z različnim vrstnim redom potez pridemo do
enake pozicije. Transpozicijske tabele hranijo izid že znanih pozicij. Seveda za igro
štiri v vrsto ne moremo hraniti vseh potez, zato hranimo tiste, ki nam prihranijo
največ časa. To so pogosto obiskane pozicije ali pa tiste, ki potrebujejo največ časa
za izračun. V kombinaciji s še nekaj triki in dejstvom, da je reševalnik napisan v
C++ kodi, lahko hitro generiramo optimalne poteze.
Suboptimalen igralec
Suboptimalen igralec deluje po istem principu kot optimalen igralec, vendar namesto
najboljše poteze vrne drugo najboljšo. Seveda to stori takrat, ko ima na voljo več
kot eno legalno potezo in ne more zmagati ali preprečiti svojega poraza v naslednji
potezi, kot to enako opravi korak igralec.
Človeški igralec
Za namene vmesnega testiranja in praktičnih razlogov smo uporabljali t. i. člove-
škega igralca. Človeški igralec omogoča, kot namiguje ime, da lahko igro štiri v vrsto
odigra človek. Preko vnosa potez v konzolo ta funkcija preveri legalnost poteze in
jo, če je legalna, vrne. S to funkcijo smo ustvarili skripto, da se lahko pomerimo
proti različnim modelom algoritma Alpha-Zero.
1Reševalnik je dosegljiv na https://github.com/PascalPons/connect4. Dostopano dne 8. 8. 2020.
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Ime baze Število pozicij Število potez Število preostalih potez
L1_R1 1000 potez ≤ 14 preostalih <14
L1_R2 1000 potez ≤ 14 14 ≤ preostalih <28
L1_R3 1000 potez ≤ 14 28 ≤ preostalih
L2_R1 1000 14 < potez ≤ 28 preostalih <14
L2_R2 1000 14 < potez ≤ 28 14 ≤ preostalih <28
L3_R3 863 28 < potez preostalih <14
Tabela 6.1: Uporabljene baze pozicij.
6.3 Baze pozicij
Do sedaj smo generirali pozicije skozi igranje igre, kar pomeni, da se pozicije močno
razlikujejo od tega, kako igramo. Boljši pristop je, da imamo na voljo bazo pozicij
in ocenjujemo naše modele glede na njo. To ne pomeni, da evalviranje brez baz
ni uporabno. V mislih moramo imeti, da se pri testiranju na bazah pozicij vedno
soočamo z istimi pozicijami in tako bolj objektivno primerjamo metode. Ker se
soočamo vedno z istimi pozicijami, moramo paziti, da nimamo prenasičenja na bazo
pozicij. V primeru, da imamo malo pozicij, bi nam model zlahka dal lažen občutek,
da je izjemno dober, ker je za vse pozicije pravilno napovedal najboljšo potezo.
Lahko se je zgodilo, da enostavno imamo naključno ravno takšen model, ki za dane
pozicije dobro igra igro in za druge ne. Torej želimo imeti dovolj veliko bazo z
različnimi pozicijami, da se temu izognemo.
Zato predstavljamo šest baz pozicij, navedenih v tabeli 6.1. Iste baze pozicij2
so bile uporabljene pri testiranju reševalnika, spremenili smo samo bazo L3_R3
tako, da smo iz nje vzeli pozicije z zgolj eno legalno potezo. Baze se razlikujejo po
številu opravljenih potez in preostalih potez ob optimalni igri. S tem želimo čim
bolj predstaviti različne pozicije. Pri bazah prevladujejo tiste z manj opravljenimi
potezami. S tem lahko bolje testiramo igranje v začetnih fazah igre, saj se pogosto
igre odločijo že takrat. Dober model se mora izogniti številnim pastem, ki se zgodijo
na začetku igre. Hkrati imajo začetne pozicije tudi več legalnih potez kot v kasnejših
fazah igre, kar pomeni, da še težje opazimo pasti.
2Baze so bile pridobljene na strani http://blog.gamesolver.org/solving-connect-four/02-test-
protocol/.
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Slika 6.1: Porazdelitev teoretičnih vrednosti pozicij po posameznih bazah. Za vsako
bazo smo prikazali število pozicij z zmagovalno, neodločeno ali porazno teoretično
vrednostjo.
Slika 6.2: Porazdelitev baz glede na število legalnih potez v posamezni poziciji.





Na začetku magistrske naloge smo se osredotočili na široko izvajanje čim več različ-
nih metod uporabe hevristik, saj je tema uporabe domenskega znanja v algoritmu
AlphaZero malo raziskana. Pri tem smo uporabljali parametre, opisane v tabeli 5.1,
kjer sta med pomembnejšimi parametir število iteracij učenja in cpuct. Število iteracij
učenja nam pove, kolikokrat smo posodabljali model in v primeru, če je bil trenu-
tni model boljši od do sedaj najboljšega modela, smo posodobili najboljši model s
trenutnim. Konstanta cpuct določa, kako preiskujemo MCTS drevo in večja kot je,
bolj raziskujemo manj preiskana vozlišča (exploration) in manj izkoriščamo trenu-
tno znanje (exploitation). Za boljše rezultate je potrebno ujeti pravo ravnovesje med
raziskovanjem novih stanj in poglabljanjem znanja (angl. exploration-explotation di-
lemma). Pri podrobni analizi bomo opazili, da v primeru, ko prevladuje izkoriščanje
trenutnega znanja (exploitation), lahko hitro pride do upočasnitev učenja, saj ne pri-
demo do situacij, kjer se trenutne poteze izkažejo za slabe.
Poleg pravega ravnovesja med raziskovanjem in poglabljanjem znanja bomo pri
rezultatih opazovali splošnost modelov, ki je najbolj vidna na rezultatih baz pozicij.
Splošnost modela pomeni, kako dobro bo agent izbiral poteze za neko naključno
pozicijo.
Na podlagi rezultatov na bazah pozicij (slike 7.3, 7.6 in 7.9) lahko povemo, da
so metode uporabe hevristike (pri cpuct = 1) v samo-igranju izboljšale delovanje
napram osnovni verziji algoritma, kjer ne uporabljamo hevristike. Eksperimenti
z ekspertnimi hevristikami so uporabljali parametre verjetnost uporabe hevristike,
delež uporabe vektorja verjetnosti akcij hevritike ali začetno verjetnost uporabe
hevristike, odvisno od uporabljene metode. Pri tem so bile uporabljene vrednosti
parametrov 0.2, 0.4, 0.6 ali 0.8 (npr. verjetnost uporabe hevristike = 0.4). Kot že prej
bomo uporaben parameter (verjetnost uporabe hevristike, delež uporabe vektorja
verjetnosti akcij hevritike ali začetno verjetnost uporabe hevristike) neodvisno od
metode označili s p.
Z naraščanjem vrednosti p pri uporabi hevristike polj z navadno metodo in me-
todo ohlajanja natančnost najboljših potez in teoretično ohranjajočih potez pada.
Prevelik vpliv ekspertnih hevristik začne škodovati delovanju programa, saj preveč
vplivajo na izbiro akcij. Pri metodi združitve tako pri hevristiki polj kot tudi pri
hevristiki značilk dosežemo najboljše rezultate na bazah pozicij pri p = 0.4, vendar
ponovno opazimo slabšanje rezultatov ob prevelikem vplivu hevristik. To tudi velja
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za ostale metode uporabe hevristike značilk v samo-igranju, kjer smo z navadno me-
todo dosegli najboljše rezultate na bazah pozicij za p = 0.2 in p = 0.4 in za metodo
ohlajanja pri p = 0.4.
Pri rezultatih na bazah pozicij (slike 7.3, 7.6 in 7.9) se je hevristika značilk
izkazala bolje od hevristike polj, ne glede na uporabljeno metodo. Pri tem moramo
razumeti ključno razliko med hevristiko polj in hevristiko značilk. Vloga hevristike
polj je predvsem, da zavzame dobra polja na igralni plošči z velikim potencialom,
kar je predvsem koristno na začetku igre. Medtem hevristika značilk skrbi predvsem
za kasnejše faze igre, kjer je na primer bolj pomembno, da enostavno povežemo štiri
žetone namesto da gradimo na potencialu. To je tudi vidno v rezultatih v članku
[16], kjer so ob različnih globinah primerjali hevristiki in se je izkazalo, da je pri
manjših globinah boljša hevristika polj in pri večjih hevristika značilk. Posledično
imamo boljše rezultate pri uporabi hevristike značilk v samo-igranju, ker je hevristika
značilk bolj splošno uporabna in boljša v kasnejših fazah igre. Zgodnje faze igre in
enostavne pasti, ki se pojavljajo v igri, lahko AlphaZero osvoji sam skozi učenje.
V primeru, da jih ne, tudi pomoč hevristike polj ne bi bila zadostna pri izogibanju
pasti, saj je pogosto rezultat igre viden, ko se zapolnijo zadnja polja na igralni plošči
in je uporabljena hevristika preveč enostavna.
Primerjave med hevristikami ne moremo opraviti pri uporabi hevristike v pre-
iskovanju MCTS. Hevristike značilk namreč nismo testirali na tej metodi. Razlog
je, da je učenje kljub pohitritvam hevristike značilk s knjižnico Numba potekalo
nekaj dni, kar je enostavno preveliko odstopanje v primerjavi z enim dnevom, ki je
bil normalno potreben za učenje. Zato smo v preiskovanju MCTS uporabili samo
hevristiko polj, ki se ni izkazala za tako uspešno na bazah pozicij pri obeh uporablje-
nih funkcijah uteži (g(x) = 1/x in t(x) = 1 − tanh(x)). Rezultati so bili praktično
identični osnovni verziji AlphaZero pri cpuct = 1 za natančnost najboljših potez in
natančnost potez z ohranjajočo teoretično vrednostjo. Rahla izboljšava je vidna v
odstopanju od optimalne linije.
7.1 Natančnost najboljših potez na bazah pozicij
Pri natančnosti najboljših potez na bazah pozicij opazujemo delež pozicij, pri katerih
agenti odigrajo eno izmed najboljših potez. V primeru, da imamo na voljo več
enakovrednih potez, lahko izberemo katerokoli izmed njih, saj so najboljše poteze
po definiciji tiste z največjo teoretično vrednostjo, ki je ob optimalni igri dosegljiva
v najmanj potezah.
Pravo ravnovesje med raziskovanjem in izkoriščanjem znanja (angl. exploration-
exploitation) je na podlagi rezultatov (slika 7.1) za našo arhitekturo doseženo ob
faktorju raziskovanja cpuct = 5. V blogu [20], kjer tudi učijo igranja igre štiri v vrsto
z algoritmom AlphaZero, se je za idealno vrednost cpuct izkazala vrednost nekje med
3 in 4.
Doseženi rezultati ob uporabi hevristik v preiskovanju MCTS (slika 7.2) so zelo
podobni osnovni verziji programa brez uporabe hevristike (slika 7.1, cpuct = 1).
Z uporabo hevristik torej nismo izboljšali natančnosti najboljših potez na bazah





Slika 7.1: Natančnost najboljših potez AlphaZero na bazah pozicij brez uporabe
hevristike ob različnih vrednostih spremenljivke cpuct.
Slika 7.2: Natančnost najboljših potez na bazah pozicij ob uporabi hevristike polj v
preiskovanju MCTS, kjer je cpuct = 1.
smo dosegli podobno natančnost najboljših potez, pri čemer je bila rahlo boljša
natančnost dosežena ob uporabi funkcije uteži t(x).
Ob uporabi hevristike v fazi samo-igranja (slika 7.3) vidimo izboljšavo rezultatov
napram osnovni verziji programa. Pri tem je v splošnem hevristika značilk dosegla
boljšo natančnost najboljših potez kot hevristika polj. Opazno je, da ko hevristike
preveč vplivajo na določitev akcij, natančnost najboljših potez pada. To je pose-
bej izrazito pri uporabi hevristike polj, kjer s povečanjem deležov oz. verjetnosti
izgubljamo natančnost. Razlog je v enostavnosti uporabljenih ekspertnih hevristik,
ki za številne pozicije redko odgovorijo z najboljšo potezo, kar še posebej drži za
hevristiko polj.
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Slika 7.3: Natančnost najboljših potez na bazah pozicij ob uporabi hevristike v
fazi samo-igranja. Grafi na levi strani prikazujejo hevristiko značilk in grafi na
desni hevristiko polj. Vrstice prikazujejo grafa navadne metode, metode združitve
in metode ohlajanja v tem vrstnem redu.
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7.2 Natančnost teoretično ohranjajočih potez na
bazah pozicij
Natančnosti teoretično ohranjajočih potez na bazah pozicij meri delež pozicij, pri ka-
terih agenti odigrajo potezo z največjo teoretično vrednostjo. Pri tem ni pomembno,
koliko potez je ob optimalni igri potrebnih, da dosežemo to vrednost. Zato je lažje
odigrati teoretično ohranjajoče poteze kot najboljše poteze.
Tako kot pri natančnosti najboljših potez (slika 7.1) se je za faktor raziskovanja
najbolje izkazala vrednost cpuct = 5. Zopet je vidna podobnost v doseženi natanč-
nosti teoretično ohranjajočih potez med dvema funkcijama uteži pri cpuct = 1 (slika
7.4). Rezultati natančnosti teoretično ohranjajočih potez v fazi samo-igranja (slika
7.6) se ujemajo z natančnostjo najboljših potez in ponovno se je za boljšo izkazala
uporaba hevristike značilk. Za razliko od natančnosti teoretično ohranjajočih potez
ima natančnost najboljših potez nižje vrednosti, ker je strožja metrika. Ponovno
opazimo poslabšanje rezultatov s povečanjem vpliva hevristike polj.
Zanimivo za hevristiko značilk je, da povečava vpliva hevristik manj zmanjša
natančnost teoretično ohranjajočih potez kot pri hevristiki polj. Hevristika značilk
ima namreč s povezovanjem žetonov dobro verjetnost, da odigra dobro potezo, med-
tem ko hevristika polj gleda samo zasedenost polj, kar pogosto vodi v igranje slabih
potez, če dobra poteza ni blizu centra igralne plošče.
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Slika 7.4: Natančnost teoretično ohranjajočih potez AlphaZero na bazah pozicij brez
uporabe hevristike ob različnih vrednostih spremenljivke cpuct.
Slika 7.5: Natančnost teoretično ohranjajočih potez ob uporabi hevristike polj v
preiskovanju MCTS.
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Slika 7.6: Natančnost teoretično ohranjajočih potez ob uporabi hevristike v fazi
samo-igranja. Grafi na levi strani prikazujejo hevristiko značilk in grafi na desni he-
vristiko polj. Vrstice prikazujejo grafa navadne metode, metode združitve in metode
ohlajanja v tem vrstnem redu.
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7.3 Odstopanje od optimalne linije na bazah pozicij
Odstopanje od optimalne linije za dano pozicijo šteje, koliko legalnih potez je boljših
od odigrane poteze. V primerjavi z natančnostjo najboljših potez in natančnostjo
teoretično ohranjajočih potez so razlike med rezultati bolj poudarjene. Poudarjene
so zato, ker je odstopanje od optimalne linije lahko katerokoli celo število na intervalu
[0, 6], medtem ko je pri drugih dveh metodah evalvacije to število 0 ali 1.
Pri različnih vrednostih cpuct (slika 7.7) smo dosegli najmanjše odstopanje od
optimalne linije pri cpuct = 5. Uporaba hevristik znotraj preiskovanja MCTS (slika
7.8) je na bazah pozicij imela manjše odstopanje od optimalne linije v primerjavi
z osnovno verzijo programa s cpuct = 1. Med funkcijama uteži je bila ponovno
uspešnejša t(x) = 1− tanh (x).
Pri uporabi hevristike značilk v fazi samo-igranja (slika 7.9) dosežemo najmanjše
odstopanje od optimalne linije pri verjetnosti oz. deležu 0.4 (odvisno od uporabljene
metode). To nakazuje, da vpeljava hevristike v pravi meri lahko izboljša rezultate.
V primeru, da pri učenju modelov hevristike igrajo preveliko vlogo, opazimo večja
odstopanja od optimalne linije. Ponovno so rezultati ob uporabi hevristike značilk
boljši kot ob uporabi hevristike polj.
48
Slika 7.7: Odstopanje od optimalne linije AlphaZero na bazah pozicij brez uporabe
hevristike ob različnih vrednostih spremenljivke cpuct.
Slika 7.8: Odstopanje od optimalne linije na bazah pozicij ob uporabi hevristike polj
v preiskovanju MCTS.
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Slika 7.9: Odstopanje od optimalne linije na bazah pozicij ob uporabi hevristike
v fazi samo-igranja. Grafi na levi strani prikazujejo hevristiko značilk in grafi na
desni hevristiko polj. Vrstice prikazujejo grafa navadne metode, metode združitve
in metode ohlajanja v tem vrstnem redu.
50
7.4 Igre s popravljanjem
Rezultati iger s popravljanjem (slike 7.10, 7.11 in 7.12) nam niso prikazali odstopanja
v preformanci določene metode. Tako za štetje napak, utežene napake in odstopanje
od optimalne igre so nekateri modeli boljši od drugih, brez dobre obrazložitve glede
na uporabljeno metodo. Zanimivo je, da se določene metode izkažejo za boljše,
čeprav so se na bazah pozicij izkazale slabše. Razlaga tega je, da se pri igrah s
popravljanjem soočamo s specifičnimi pozicijami optimalne linije in so manj splošne
kot pozicije iz baz. Zaradi tega imamo večje zaupanje v rezultate na bazah pozicij.
Eden izmed takih primerov je uporaba hevristik v MCTS, kjer smo dosegli nekaj
izmed najboljših rezultatov v igrah s popravljanjem in na bazah pozicij imamo zelo
primerljive rezultate z osnovno verzijo AlphaZero. Osnovna verzija AlphaZero je pri
igrah s popravljanjem dosegla najboljše rezultate pri cpuct z vrednostmi 1, 2 in 5.
Opazimo tudi, da v splošnem s povečanjem cpuct škodujemo igranju optimalne igre,
kar bi sovpadalo z delovanjem parametra cpuct, ki s povečanjem vrednosti preferira
raziskovanje različnih stanj namesto tistih, ki so se že izkazala za dobra.
Za vsak model smo odigrali 10 iger s popravljanjem. Pri tem uporabljamo naj-
boljše AlphaZero modele - to pomeni najboljši model iz zadnje iteracije učenja,
določen na podlagi igranja proti modelom iz prejšnjih iteracij.
V naslednjih grafih „Brez“ pomeni, da nismo uporabili hevristike, „Po“ pomeni,
da smo uporabili hevristiko polj in „Zn“, da smo uporabili hevristiko značilk. Oznaka
„cpuct“ označuje uporabljeno vrednost cpuct parametra in „p“ glede na uporabljeno
metodo hevristike označuje začetno verjetnost, utež oziroma verjetnost uporabe he-
vristik. Metode smo krajše označili z „Nor“ za normalno, „Ohl“ za ohlajevalno in
„Zdr“ za združevalno. Naj „MCTS“ označuje, da hevristiko uporabljamo v MCTS,
kjer uporabljamo funkciji uteži t(x) = 1− tanh(x) ali g(x) = 1/(1 + x).
Slika 7.10: Povprečno število napak v igrah s popravljanjem [n=10].
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Slika 7.11: Povprečne utežene napake v igrah s popravljanjem [n=10].
Slika 7.12: Odstopanje od optimalne linije v igrah s popravljanjem [n=10].
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7.5 Igranje proti igralcem
Pri tretjem načinu testiranj smo modele preizkusili proti našim implementiranim
igralcem. Namen te metode je, da namesto igranja določenih pozicij ali optimalne
linije odigramo igre proti različno dobrim nasprotnikom. Za to imamo implementi-
rane štiri težavnosti oziroma igralce, kjer težavnost narašča od naključnega, korak
igralca, suboptimalnega do optimalnega igralca. Proti vsakemu igralcu smo odigrali
100 partij, kjer polovico izmed teh iger odigra (naključni, korak, suboptimalen ali
optimalen) igralec kot prvi in drugo polovico kot drugi igralec.
Igranje proti naključnemu igralcu (slika 7.13) je pokazalo, da z izjemo nekaj iger
vsi agenti konsistentno zmagajo proti naključnemu igralcu, ki je zelo lahek naspro-
tnik. Igranje proti korak igralcu (slika 7.14) se je izkazalo za težje, ker je korak
igralec vsaj preprečil nekaj zmag in prikazal, da za osvojitev zmage morajo agenti
osvojiti vsaj nekaj osnovnih konceptov. Pri tem z rezultati izstopa metoda zdru-
žitve za obe hevristiki. V splošnem je hevristika značilk dosegla boljše rezultate v
primerjavi s hevristiko polj. To je pričakovano ob dejstvu, da hevristika značilk naj-
bolj prioritizira zmago in zatem poizkuša preprečiti poraz, kar je izjemno podobno
igranju korak igralca, ki gleda igro eno potezo v naprej, in če ne more zmagati
ali preprečiti poraza, opravi naključno potezo. AlphaZero se je v igranju različnih
igralcev z uporabo hevristike v fazi učenja izkazal boljše od osnovne verzije brez
hevristike z izjemo hevristike polj z normalno metodo p = 0.8 in metodo ohlajanja
p = 0.8, kjer je najverjetneje hevristika preveč vplivala na učenje. Pri igranju proti
suboptimalnemu igralcu (slika 7.15) smo po pričakovanjih zmagali manj iger. Vidna
je izboljšava pri uporabi hevristik z izjemo ob uporabi hevristike polj s p = 0.8. Naši
agenti se niso izkazali za dovolj dobre, da bi zmagali igro proti optimalnemu igralcu
(slika 7.16). Kljub temu je posameznim agentom uspelo doseči nekaj neodločenih
izidov. Med temi izstopa uporaba hevristike v MCTS, s katero smo dosegli največ
neodločenih izidov. Ko smo uporabljali funkcijo uteži t(x) = 1− tanh(x), smo dose-
gli kar 22 remijev. Ob tem je treba upoštevati, da smo zaradi optimalnega igranja
nasprotnega igralca lahko dosegli največ 50 zmag, saj je optimalen igralec preostalih
50 iger odigral v vlogi prvega igralca.
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Slika 7.13: Igranje proti naključnemu igralcu [n=100].
Slika 7.14: Igranje proti korak igralcu [n = 100].
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Slika 7.15: Igranje proti suboptimalnemu igralcu [n = 100].
Slika 7.16: Igranje proti optimalnemu igralcu [n = 100].
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7.6 Podrobnejša analiza izbranih metod
Do zdaj smo opravili analizo veliko različnih metod. Da bolje prikažemo celo sliko,
je smiselno podrobnejše analizirati nekaj metod z drugačnim faktorjem raziskovanja
cpuct. Na podlagi rezultatov različnih vrednosti cpuct smo uporabili vrednost cpuct = 5,
ki je dosegla najboljše rezultate ali vsaj ene izmed najboljših pri različnih načinih
evalvacije na bazah pozicij in igrah s popravljanjem. Ko smo igrali proti različnim
igralcem, se je proti korak igralcu izkazal cpuct = 5 kot izboljšava za vse modele
z izjemo, ko uporabljamo hevristiko značilk in metodo združevanja. Pri igranju
proti suboptimalnemu igralcu je povečava cpuct imela negativen učinek in so naučeni
modeli igrali slabše. Proti optimalnemu igralcu z izbranimi metodami, kjer je cpuct =
5, nismo dosegli zmage. Tudi pri igrah s popravljanjem povečava cpuct poslabša
rezultate z izjemo, ko pri učenju uporabljamo hevristiko polj in metodo ohlajanja.
Bolj zanimivo kot evalvacijo iger s popravljanjem je opazovati razlike med raz-
ličnima vrednostnima cpuct z evalvacijo na bazah pozicij skozi iteracije učenja (slike
7.21, 7.22 in 7.23). Hkrati lahko tudi opazujemo, kako hitro določena metoda iz-
boljšuje igranje pozicij iz baz.
Ko uporabljamo osnovno verzijo algoritma AlphaZero z cpuct = 1, algoritem po
70. iteraciji učenja ne izboljša več najboljšega modela. To odstopanje se je zdelo
nenavadno in zato smo ponovili učenje z istimi parametri in prav tako je model hitro
prenehal z izboljševanjem. Tudi splošno delovanje na bazah pozicij ob cpuct = 1 se ne
izboljšuje po pričakovanjih že pred prenehanjem posodabljanja najboljšega modela v
70. iteraciji (graf zgoraj levo na slikah 7.21,7.22 in 7.23). Najbolj verjetna razlaga je,
da algoritem veliko časa posveti poglabljanju znanja o že obiskanih stanjih namesto
odkrivanju še neraziskanih stanj. Problem zaustavitve posodabljanja najboljšega
modela se je razrešil, ko smo uporabljali hevristike ali povečali faktor raziskova-
nja, cpuct. Pri osnovni verziji AlphaZero, ki ne uporablja hevristike, povečava cpuct
izboljša preformanco na vseh načinih testiranja na bazah pozicij.
Za metodo uporaba hevristike polj v MCTS s t(x) tudi opazimo pozitiven uči-
nek povečave cpuct za vse metode evalvacije na bazah pozicij. Za prvih 60 iteracij
učenja pri cpuct = 5 vidimo hitrejšo izboljšavo rezultatov v primerjavi s tisto, ko
uporabljamo cpuct = 1. Po 60. iteraciji se napredek ustavi in rahlo nazaduje, kar
najverjetneje pomeni, da hevristika že začne škodovati učenju. Ko uporabljamo he-
vristiko značilk in metodo združitve (p = 0.4), opazimo, da kljub povečanju cpuct
dosegamo podobne rezultate, ki so rahlo boljši pri cpuct = 1. Tudi pri hevristiki polj
in metodi ohlajanja (p = 0.2) ne opazimo velike izboljšave v rezultatu ob večjem
cpuct.
V splošnem se je torej povečava cpuct izboljšala ali ohranila rezultate. Opazili
smo tudi, da se pri nekaterih metodah in nastavitvah skozi iteracije učenja rezultati
nehajo izboljševati. Najboljše rezultate na bazah pozicij smo dosegli s hevristiko
značilk ob uporabi metode združitve (p = 0.4, cpuct = 1), kjer je povprečeno skozi
baze natančnost najboljših potez enaka 0.664, natančnost teoretično ohranjajočih
potez 0.762 in odstopanje od optimalne linije 0.516. Hkrati smo dobre rezultate na
bazah pozicij dosegli z osnovno verzijo AlphaZero (cpuct = 5) z natančnostjo najbolj-
ših potez 0.607, natančnostjo teoretično ohranjajočih potez 0.725 in odstopanjem
od optimalne linije 0.563.
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Vse metode evalvacije na bazah pozicij so se izkazale kot uspešne v smislu, da
smo z lahkoto merili napredek in bolje razumeli, katere metode se bolje izkažejo.
Pri igranju proti igralcem smo pokazali, da so različni modeli dosegli dober nivo
igranja, saj smo z veliko večino premagali naključnega, korak igralca in subopti-
malnega igralca. Optimalen igralec se je izkazal za prezahtevnega, čeprav nam je
uspelo doseči nekaj remijev. Igranje proti igralcem nam po drugi strani ni prikazalo
očitnih razlik med metodami. Najslabše so se izkazale metode za evalvacije igre s
popravljanjem. Evalvacija s temi metodami bi bila boljša, če bi modeli bolje igrali
proti optimalnemu igralcu. Vseeno pa smo videli, da so modeli z boljšimi rezultati
proti optimalnemu igralcu dosegli boljše rezultate pri evalvaciji igre s popravljanjem.
Vseeno smo z evalvacijo igre s popravljanjem dobili idejo, kako oddaljeni smo, da se
uspešno pomerimo proti optimalnemu igralcu.
Naši ustvarjeni modeli so dosegli dobro stopnjo igranja igre štiri v vrsto. To
lahko podkrepimo z rezultati iger proti naključnemu, korak igralcu in suboptimal-
nem igralcu. Igranje proti naključnemu in korak igralcu bi enostavno izboljšali s
spremembo algoritma AlphaZero tako, da bi namesto MCTS uporabili t. i. hibrid
MCTS-Minimax [4], ki opravi plitva minimaks preiskovanja znotraj MCTS. Igra-
nje proti korak igralcu je namreč minimaks preiskovanje do globine 2 in z uporabo
plitvih preiskovanj dosežemo zmage in preprečimo poraze, ki smo jih morda spre-
gledali, čeprav niso oddaljeni za veliko potez. Rezultati igranja proti bazam pozicij
so tudi pokazali dobro delovanje naučenih modelov. To je najbolje vidno na slikah
7.24 in 7.25. V prihodnje bi bilo zaželjeno uporabljene pristope preizkusiti z boljšimi
hevristikami, ki bolje odražajo znanje o igri štiri v vrsto. Eden izmed problemov,
ki ga nismo naslovili, je ugotoviti, na kateri točki pri učenju je smiselno prenehati
uporabljati ekspertne hevristike. To bi lahko opravili podobno kot pri samo-igranju
z razliko, da bi eden izmed igralcev pri izbiri potez upošteval ekspertne hevristike
in drugi ne. Rezultati odigranih partij bi lahko narekovali, kakšen vpliv hevristike
ohranimo pri učenju.
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Slika 7.17: Igranje iger proti naključnemu, korak, suboptimalnemu in optimalnemu
igralcu [n = 100].
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Slika 7.18: Povprečno število napak v igrah s popravljanjem [n = 10].
Slika 7.19: Povprečna vrednost utežene napake v igrah s popravljanjem [n = 10].
Slika 7.20: Povprečno odstopanje od optimalne igre v igrah s popravljanjem [n =
10].
59
Slika 7.21: Natančnost najboljših potez skozi iteracije učenja na različnih bazah
pozicij. Ko ne uporabljamo hevristik, nam povečanje vrednosti cpuct z 1 na 5 izboljša
natančnost najboljših potez na vseh bazah pozicij in ob cpuct = 5 izboljšujemo
najboljši model do zadnje iteracije. Povečava cpuct ni izboljšala natančnosti pri
hevristiki značilk z metodo združitve (p = 0.4) in hevristike polj z metodo ohlajanja
(p = 0.2). Uporaba hevristike polj v preiskovanju MCTS in povečava cpuct izboljša
natančnost. Pri uporabi hevristike polj v MCTS ob cpuct = 5 natančnost najboljših
potez pada pri zadnjih iteracijah in takrat bi bilo smiselno izklopiti hevristiko polj.
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Slika 7.22: Natančnost teoretično ohranjajočih potez skozi iteracije učenja na raz-
ličnih bazah pozicij. Povečava vrednosti cpuct je natančnost teoretično ohranjajočih
potez izboljšala ali vsaj ohranila na primerljivi natančnosti kot pri cpuct = 1.
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Slika 7.23: Odstopanje od optimalne linije skozi iteracije učenja na različnih bazah
pozicij. Povečava cpuct ob uporabi hevristike v samo-igranju poslabša rezultate.
AlphaZero brez ekspertnih hevristik in uporaba hevristike polj v preiskovanju MCTS
s povečanjem cpuct izboljša rezultate na bazah pozicij.
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Slika 7.24: Natančnost najboljših potez s povprečenjem skozi vse baze. Vse baze
obravnavamo enakovredno ne glede na število pozicij, upoštevanih v metriki. Naj-
boljšo splošno natančnost na bazah pozicij smo dosegli z uporabo hevristike značilk
ob metodi združitve (p = 0.4, cpuct = 1) in ne daleč za tem modelom imamo navadni
AlphaZero brez hevristike z cpuct = 5.
Slika 7.25: Natančnost teoretično ohranjajočih potez s povprečenjem skozi vse baze.
Vse baze obravnavamo enakovredno ne glede na število pozicij, upoštevanih v me-
triki. Doseženi rezultati natančnosti teoretično ohranjajočih potez so podobni re-
zultatom natančnosti najboljših potez glede na vrstni red, kar je pričakovano.
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Slika 7.26: Odstopanje od optimalne poteze s povprečenjem skozi vse baze. Vse
baze obravnavamo enakovredno ne glede na število pozicij, upoštevanih v metriki.




V tem delu smo uporabili algoritem globokega spodbujevalnega učenja AlphaZero
[22], ki je dosegel zelo odmevne rezultate pri igranju kompleksnih iger, kot so šah,
šogi in Go. Algoritem se uči igranja iger podobno kot človek. Pri igranju iger upo-
rablja dosedanje znanje in ga izboljšuje skozi igranje in analizo partij. Pri izboljšavi
znanja oziroma učenju imajo ključno vlogo nevronske mreže, ki skozi igranje izbolj-
šujejo napovedi potez za podana stanja igre. Po eni strani z izboljšanjem znanja
znamo bolje preiskati prostor možnih akcij in po drugi strani nam bolj preiskan pro-
stor izboljšuje znanje. Za preiskovanje uporabljamo drevesno preiskovanje po metodi
Monte Carlo (MCTS) in preiskovanje usmerjamo glede na obetavnost potez, dolo-
čenih z naučenim modelom nevronske mreže. AlphaZero izboljšuje svoje znanje s
pomerjanjem novo naučenega modela z do zdaj najboljšim modelom. Novejši model
nadomesti do zdaj najboljšega, če v določenem številu partij med agentoma naj-
boljšega in novega modela slednji preseže določen prag za posodobitev najboljšega
modela. Posledično skozi iteracije učenja izboljšujemo model, kar je zaradi zahtev-
nosti učenja nevronskih mrež in igranja partij počasen proces. Za učenje igranja
iger z algoritmom AlphaZero smo izbrali manj kompleksno igro štiri v vrsto. Gre za
igro s popolno informacijo, ki je bila ključna pri analizi, saj smo za vsako stanje ob
popolni igri obeh igralcev vedeli teoretični izid in odstopanje od optimalne linije.
AlphaZero za svoje delovanje ne potrebuje nobenega znanja o domeni. V uporabi
ekspertnega znanja z algoritmom AlphaZero smo videli priložnost, ki v objavljeni li-
teraturi ni obsežno raziskana. Uporaba ekspertnega znanja nam omogoča, da učenja
ne začnemo iz ničelne točke. Ob uporabi ekspertnega znanja za enako ali boljše delo-
vanje programa opravimo manj preiskovanja. Dober program igranja iger je pogosto
dosežen s kompromisom med kakovostjo uporabljenega ekspertnega znanja in koli-
čino preiskanega prostora akcij [15]. Pogosto za določeno domeno nimamo dostopa
do popolnega znanja, ki bi omogočalo popolno igranje brez preiskovanja, in na drugi
strani preiskovanje celotnega prostora akcije zaradi omejitev ni mogoče. Vpeljava
ekspertnega znanja je glede na uporabljeni algoritem lahko težavna naloga. Razlog
za težavnost je v zahtevnosti odkrivanja pristopa, ki maksimalno izkoristi ekspertno
znanje in s svojo uporabo ekspertnega znanja ne zavira preiskovanja prostora.
Ekspertno znanje smo algoritmu podali v obliki hevristik. Uporabili smo dve
hevristiki za igro štiri v vrsto, poimenovani hevristika polj in hevristika značilk.
Ideja hevristike polj je, da polja v centru igralne plošče igrajo pomembnejšo vlogo v
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primerjavi s polji bolj na robu plošče, saj imamo v centru igralne plošče več načinov
povezave štirih žetonov. Hevristika polj da večjo veljavo potezam bolj v centru in
s tem spodbuja pozicijsko igranje v zgodnjih fazah igre. Hevristika značilk daje
prednost potezam, ki povezujejo več žetonov iste barve z idejo, da bomo na neki
točki povezali štiri žetone in zmagali igro. Hevristika značilk se je izkazala za boljšo
izmed dveh, ker je uporabnejša tudi v poznejših fazah igre in ne zgolj v zgodnejših
fazah kot v primeru hevristike polj.
Vpeljava ekspertnega znanja v algoritem AlphaZero je potekala na dva načina;
v fazi samo-igranja in v preiskovanju MCTS. V fazi samo-igranja smo vpeljali ek-
spertno znanje z namenom izboljšave učnih primerov, podanih nevronski mreži.
Stanja igralnih plošč, ustvarjena skozi samo-igranje ob uporabi ekspertnega znanja
v kombinaciji z naučenim znanjem, so podana nevronski mreži s predpostavko, da
kakovostnejše igre vodijo do kakovostnejšega modela. Uporabili smo tri načine vpe-
ljave hevristik v fazi samo-igranja: navadno metodo, metodo združitve in metodo.
Navadna metoda deluje tako, da z neko verjetnostjo določimo naslednjo odigrano
potezo na podlagi uporabljene ekspertne hevristike. Metoda združitve združi eks-
pertno znanje z naučenim glede na določeno razmerje med njima. Metoda ohladitve
z vsako odigrano potezo v igri zmanjšuje vpliv ekspertnega znanja in povečuje vpliv
naučenega znanja. Ideja je, da se v kasnejših fazah igre težje zanašamo na eksper-
tne hevristike, saj smo se znašli v specifičnih stanjih igre, kjer splošnost preprostih
ekspertnih hevristik ne poda ustrezne poteze. Drugi način vpeljave hevristik je v
preiskovanju MCTS, kjer z ekspertno hevristiko vplivamo na zgornjo mejo zaupanja
oziroma na način preiskovanja prostora možnih akcij. Ekspertno znanje usmerja pre-
iskovanje v smeri stanj, ki so po mnenju ekspertne hevristike boljša. Večkrat ko smo
obiskali določeno stanje, manj zaupamo ekspertni hevristiki in bolj pridobljenemu
znanju skozi učenje za določitev smeri preiskovanja.
Vse načine uporabe ekspertnega znanja v algoritmu AlphaZero smo preizkusili
na več bazah pozicij, ki imajo skupno več tisoč pozicij. Baze pozicij so iz začetne,
srednje in končne faze igre, kjer smo imeli več baz iz začetne faze igre. Odigrane
poteze s strani agentov smo ovrednotili na tri načine: natančnost najboljših potez,
natančnost teoretično ohranjajočih potez in odstopanje od optimalne linije. Naj-
boljši rezultat na bazah pozicij smo dosegli s hevristiko značilk ob uporabi metode
združitve. Z vrednotenjem agentov na bazah pozicij smo želeli prikazati njihovo
splošnost ob visoki raznolikosti pozicij in ne samo ob specifičnih pozicijah blizu
optimalne linije. Dobljeni rezultati na bazah pozicij so prikazali trend izboljšave
rezultatov skozi iteracije učenja, torej se program uči in krepi svoje znanje.
Drugi način evalvacije agentov je ocenjeval igranje proti optimalni igri. V na-
sprotju s testiranjem na bazah pozicij, kjer smo preizkusili splošnost agentov, smo
testirali specifični način igranja proti optimalnemu igralcu skozi vse faze igre. Oce-
nili smo določenega agenta, tako da je odigral partije v vlogi prvega igralca proti
optimalnemu igralcu. Ker vemo, da ob optimalni igri prvi igralec vedno zmaga, smo
v primeru spremembe teoretične vrednosti na poraz ali remi popravili napako pr-
vega igralca in nadaljevali igro. Eden izmed kriterijev uspešnosti je preprosto štetje
napak, ki smo jih popravili tekom igre. Drug kriterij uspešnosti, imenovan utežene
napake, deluje podobno kot metoda štetja napak, vendar pri vsaki napaki upošte-
vamo verjetnost, da smo naključno izbrali teoretično zmagovalno potezo. Tretji
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uporabljeni kriterij uspešnosti je odstopanje od optimalne linije, ki je bila že upora-
bljena na bazah pozicij. Vpeljava znanja v fazi preiskovanja MCTS s hevristiko polj
se je izkazala za uspešnejši pristop.
Agente smo preizkusili tudi v igranju partij proti igralcem različnih težavnosti.
Agente smo pomerili proti štirim igralcem in beležili izide partij iger. Igralce smo
poimenovali (1) naključni, (2) korak, (3) optimalni in (4) suboptimalni igralec. Na-
ključni igralec med vsemi legalnimi potezami naključno odigra eno izmed njih. Korak
igralec najprej pregleda stanje na igralni plošči in zmaga, če je to mogoče opraviti v
naslednji potezi, ali prepreči nasprotniku zmago, ki bi se zgodila v naslednji potezi -
gleda rezultat igre za en korak naprej. V primeru, da nobeden izmed dveh scenarijev
ni na voljo, naključno odigra eno izmed legalnih potez. Optimalen igralec odigra
vedno najboljšo potezo in suboptimalen odigra drugo najboljšo potezo, če ne more
zmagati ali preprečiti zmage nasprotniku v naslednji potezi. Številne igralce smo
ustvarili, da bi kljub specifičnosti posameznih igralcev dosegli zadovoljivo kakovost
odigranih iger. Med uspešnejšimi pristopi sta bila vpeljava hevristike polj v prei-
skovanju MCTS in hevristike značilk v fazi samo-igranja z metodo združitve. Prva
je bila uspešnejša proti optimalnemu igralcu, medtem ko je bila slednja uspešnejša
proti korak in suboptimalnem igralcu.
S tremi načini ovrednotenja agentov smo prikazali, kako se agenti izkažejo v
splošnem in v specifičnem načinu igranja. Pri tem je pomembnejše, kako so se agenti
obnesli pri igranju splošnih pozicij. Želimo namreč, da agenti odigrajo dobro potezo
ne glede na stanje igralne plošče. Splošnost agentov je najbolje prikazana v evalvaciji
na bazah pozicij, kjer je bil uspešnejši pristop s hevristiko značilk ob uporabi metode
združitve v fazi samo-igranja. Hevristika značilk se je izkazala za boljšo ne glede
na to, ali smo uporabili navadno metodo, metodo združitve ali metodo ohlajanja.
Hevristike je na podlagi rezultatov pri učenju boljše vpeljati v fazi samo-igranja,
vendar smo tudi pri vpeljavi hevristik v preiskovanje MCTS dosegli dobre rezultate
v igrah proti optimalnemu igralcu.
Za bolj objektivno ocenitev smiselnosti vpeljave ekspertnega znanja v algoritem
AlphaZero smo preizkusili več načinov. Pri uporabljenih pristopih na bazah pozicij
se je izkazalo, da kljub neuporabi ekspertnih hevristik lahko dosežemo primerljive
rezultate pri splošnosti igranja z izbiro ustreznih parametrov. Tako nam je z do-
bro izbiro faktorja raziskovanja uspelo tudi brez ekspertnega znanja doseči dobre
rezultate na bazah pozicij (z natančnostjo najboljših potez = 0.607, natančnostjo
teoretično ohranjajočih potez = 0.725 in odstopanjem od optimalne linije = 0.563).
Rahlo boljše in tudi najboljše rezultate na bazah pozicij smo dosegli z uporabo
hevristike značilk z metodo združitve (z natančnostjo najboljših potez = 0.664, na-
tančnostjo teoretično ohranjajočih potez = 0.762 in odstopanjem od optimalne linije
= 0.516). Razlika med prej omenjenima pristopoma je v izbiri faktorja raziskova-
nja in v (ne)uporabi ekspertnega znanja. Majhnost razlik med rezultati na bazah
pozicij lahko pripisujemo preprostosti uporabljenih hevristik. Kakovost vpeljanega
ekspertnega znanja tudi igra pomembno vlogo (slika 8.1): slabše kvalitete kot je
uporabljeno znanje, manjše so razlike med uspešnostjo programa, ki uporablja ek-
spertno znanje, in tistim, ki ga ne. Z večjim preiskovanjem prostora akcij pa se te
razlike še bolj manjšajo.
Uporabljeno ekspertno znanje mora poleg ustrezne kvalitete tudi hitro delovati.
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Slika 8.1: Odnos med znanjem in preiskovanjem določi kvaliteto programa [15].
Boljše delovanje programa (Search Performance) dosežemo z uporabo znanja višje
kvalitete (Quality of Knowladge) in/ali večjim preiskovanjem (Search Effort). Kvali-
teto ekspertnega znanja določa pravilno napovedano teoretično vrednost, kjer +100
pomeni, da za vse pozicije odigramo najboljšo potezo in -100, da za vse pozicije
odigramo najslabšo potezo. Obseg preiskovanja je določen s preiskano globino in je
največ maksimalna dolžina igre (GL). Enake uspešnosti programa, predstavljene s
krivuljami, lahko dosežemo z uporabo več različnih kombinacij kvalitete znanja in
obsega preiskovanja.
Več časa kot porabimo, da ekspertno znanje poda odgovor, manj časa imamo za
preiskovanje prostora akcij in tudi obratno, z večjim preiskovanjem lahko manj časa
namenimo uporabi ekspertnega znanja.
Vpeljava ekspertnega znanja v algoritem AlphaZero se je izkazala za zahtevno na-
logo, ki jo moramo opraviti previdno. Predstavili smo več idej vpeljave ekspertnega
znanja. Delovanje programa na bazah pozicij smo z uporabo ekspertnih hevristik
v fazi učenja rahlo izboljšali. Čeprav nismo dosegli velikih izboljšav, je raziskova-
nje v smeri boljših teoretičnih vrednosti podatkov, ustvarjenih skozi samo-igranje,
smiselno. Podatki z bolj natančnimi teoretičnimi vrednostmi bi nam omogočali
učenje boljših modelov. Napovedane vrednosti pozicij bi lahko izboljšali z eksper-
tno hevristiko, ki bi narekovala teoretično vrednost pozicij in ne bi zgolj usmerjala
preiskovanje. Drug način za bolj natančne vrednosti pozicij je uporaba plitvega pre-
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Slika A.1: Prvi del arhitekture nevronske mreže.
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Rezultati igranja s popravljanjem
skozi iteracije učenja
Cilj učenja modelov za igranje iger je pridobiti čim boljši končni model. Vendar
nas pogosto zanimajo tudi trendi. V tem poglavju predstavimo, kako so se različni
modeli obnesli skozi iteracije učenja. Uporabili smo igre s popravljanjem, kjer eval-
virani model zavzame vlogo prvega igralca. Vsak vmesni model v določeni iteraciji






B.3 Odstopanje od optimalne igre
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