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Abstract
Many real-world problems, including multi-speaker text-to-speech synthesis, can
greatly benefit from the ability to meta-learn large models with only a few task-
specific components. Updating only these task-specific modules then allows the
model to be adapted to low-data tasks for as many steps as necessary without
risking overfitting. Unfortunately, existing meta-learning methods either do not
scale to long adaptation or else rely on handcrafted task-specific architectures.
Here, we propose a meta-learning approach that obviates the need for this often
sub-optimal hand-selection. In particular, we develop general techniques based
on Bayesian shrinkage to automatically discover and learn both task-specific and
general reusable modules. Empirically, we demonstrate that our method discovers
a small set of meaningful task-specific modules and outperforms existing meta-
learning approaches in domains like few-shot text-to-speech that have little task data
and long adaptation horizons. We also show that existing meta-learning methods
including MAML, iMAML, and Reptile emerge as special cases of our method.
1 Introduction
The goal of meta-learning is to extract shared knowledge from a large set of training tasks to solve
held-out tasks more efficiently. One avenue for achieving this is to learn task-agnostic modules and
reuse or repurpose these for new tasks. Reusing or repurposing modules can reduce overfitting in
low-data regimes, improve interpretability, and facilitate the deployment of large multi-task models
on limited-resource devices as parameter sharing allows for significant savings in memory.
These considerations are important in domains such as few-shot text-to-speech synthesis (TTS),
characterized by large speaker-adaptable models, limited training data for speaker adaptation, and long
adaptation horizons. Many meta-learning methods are designed for quick adaptation, and hence are
inapplicable in this few data and long adaptation regime. For those that are applicable [1–4], adapting
the full model to few data can also fail because of overfitting. To overcome this, modern TTS models
combine shared core modules with handcrafted, adaptable, speaker-specific modules [5–8]. This hard
coding strategy is often suboptimal. As data increases, these hard-coded modules may become a
bottleneck for further improvement. For this reason, we would like to automatically learn the smallest
set of modules needed to adapt to a new speaker and then allow those to adapt for as long as needed.
Automatically learning reusable and broadly applicable modular mechanisms is an open challenge in
causality, transfer learning, and domain adaptation [9–12]. In meta-learning, most existing gradient-
based algorithms, such as MAML [13], do not encourage meta-training to develop reusable and
∗†: Equal contribution
Preprint. Under review.
ar
X
iv
:1
90
9.
05
55
7v
3 
 [c
s.L
G]
  1
1 J
un
 20
20
general modules, and either ignore reusability or manually choose the modules to fix [14, 15, 4, 16–18].
Some methods implicitly learn a simple form of modularity for some datasets [17, 19] but it is limited.
In this paper, we introduce a novel approach for automatically finding reusable modules. Our approach
employs a principled hierarchical Bayesian model that exploits a statistical property known as
shrinkage, meaning that low-evidence estimates tend towards their prior mean; e.g., see Gelman et al.
[20]. This is accomplished by first partitioning any neural network into arbitrary groups of parameters,
which we refer to as modules. We assign a Gaussian prior to each module with a scalar variance. When
the variance parameter shrinks to zero for a specific module, all of the module’s parameters are tied to
the prior mean during task adaptation. This results in a set of automatically learned modules that can
be reused at deployment time while the remaining modules get adapted subject to the estimated prior.
Estimating the prior parameters in our model corresponds to meta-learning, and we present two
principled methods for this based on maximizing the predictive log-likelihood. Importantly, both
methods allow many adaptation steps. By considering non-modular variants of our model, we show
that MAML [13], Reptile [1], and iMAML [2] emerge as special cases. We compare our proposed
shrinkage-based methods with their non-modular baselines on multiple low-data, long-adaptation
domains, including a challenging variant of Omniglot and TTS. Our modular, shrinkage-based meth-
ods exhibit higher predictive power in low-data regimes without sacrificing performance when more
data is available. Further, the discovered modular structures corroborate common knowledge about
network structure in computer vision and provide new insights about WaveNet [21] layers in TTS.
In summary, we introduce a hierarchical Bayesian model for modular meta-learning along with two
parameter-estimation methods, which we show generalize existing meta-learning algorithms. We
then demonstrate that our approach enables identification of a small set of meaningful task-specific
modules. Finally, we show that our method prevents overfitting and improves predictive performance
on problems that require many adaptation steps given only small amounts of data.
1.1 Related Work
Multiple Bayesian meta-learning approaches have been proposed to either provide model uncertainty
in few-shot learning [22–25] or to provide a probabilistic interpretation and extend existing non-
Bayesian works [26–28]. However, to the best of our knowledge, none of these account for modular
structure in their formulation. While we use point estimates of variables for computational reasons,
more sophisticated inference methods from these works can also be used within our framework.
Modular meta-learning approaches based on MAML-style backpropagation through short task
adaptation horizons have also been proposed. The most relevant of these, Alet et al. [29], proposes to
learn a modular network architecture, whereas our work identifies the adaptability of each module. In
other work, Zintgraf et al. [16] hand-designs the task-specific and shared parameters, and the M-Net
in Lee and Choi [14] provides an alternative method for learning adaptable modules by sampling
binary mask variables. In all of the above, however, backpropagating through task adaptation is
computationally prohibitive when applied to problems that require longer adaptation horizons for.
While it is worth investigating how to extend these works to this setting, we leave this for future work.
Many other meta-learning works [14, 15, 4, 30–32] learn the learning rate (or a preconditioning
matrix) which can have a similar modular regularization effect as our approach if applied modularly
with fixed adaptation steps. However, these approaches and ours pursue fundamentally different and
orthogonal goals. Learning the learning rate aims at fast optimization by fitting to local curvature,
without changing the task loss or associated stationary point. In contrast, our method learns to control
how far each module will move from its initialization by changing that stationary point. In problems
requiring long task adaptation, these two approaches lead to different behaviors, as we demonstrate in
Appendix C. Further, most of these works also rely on backpropagating through gradients, which does
not scale well to the long adaptation horizons considered in this work. Overall, generalizing beyond
the training horizon is challenging for “learning-to-optimize” approaches [33, 34]. While WarpGrad
[4] does allow long adaptation horizons, it is not straightforward to apply its use of a functional map-
ping from inputs to a preconditioning matrix for module discovery and we leave this for future work.
Finally, L2 regularization is also used for task adaptation in continual learning [35, 36] and
meta-learning [37–39, 2]. However, in these works, the regularization scale(s) are either treated as
hyper-parameters or adapted per dimension with a different criterion from our approach. It is not
clear how to learn the regularization scale at a module level in these works.
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Algorithm 1: Meta-learning pseudocode.
Input: Batch size B, steps L and learning rate α
Initialize φ
while not done do
{t1, . . . , tB} ← sample mini-batch of tasks
for each task t in {t1, . . . , tB} do
Initialize θt ← φ
for step l = 1 . . . L do
θt ← TASKADAPT(Dt,φ,θt)
end
end
// Meta update
φ← φ− α · 1
B
∑
t ∆t(Dt,φ,θt)
end
Figure 1: (Left) Structure of a typical meta-learning algorithm. (Right) Bayesian shrinkage graphical
model. The shared meta parameters φ serve as the initialization of the neural network parameters for
each task θt. The σ are shrinkage parameters. By learning these, the model automatically decides
which subsets of parameters (modules) to fix for all tasks and which to adapt at test time.
2 Gradient-based Meta-Learning
We begin with a general overview of gradient-based meta-learning, as this is one of the most common
approaches to meta-learning. In this regime, we assume that there are many tasks, indexed by t, and
that each of these tasks has few data. That is, each task is associated with a finite dataset Dt = {xt,n}
of size Nt, which can be partitioned into training and validation sets, Dtraint and Dvalt respectively. To
solve a task, gradient-based meta-learning adapts task-specific parameters θt ∈ RD by minimizing a
loss function `(Dt;θt) using a local optimizer. Adaptation is made more efficient by sharing a set of
meta parameters φ ∈ RD between tasks, which are typically used to initialize the task parameters.
Algorithm 1 summarizes a typical stochastic meta-training procedure, which includes MAML [13],
implicit MAML (iMAML) [2], and Reptile [1]. Here, TASKADAPT executes one step of optimization
of the task parameters. The meta-update ∆t specifies the contribution of task t to the meta parameters.
At test time, multiple steps of TASKADAPT are run on each new test task.
MAML implements task adaptation by applying gradient descent to minimize the training loss
`traint (θt) = `(Dtraint ;θt) with respect to the task parameters. It then updates the meta parameters
by gradient descent on the validation loss `valt (θt) = `(Dvalt ;θt), resulting in the meta update
∆MAMLt = ∇φ `valt (θt(φ)). This approach treats the task parameters as a function of the meta
parameters, and hence requires backpropagating through the entire L-step task adaptation process.
When L is large, as in TTS systems, this becomes computationally prohibitive.
Reptile and iMAML avoid this computational burden of MAML. Reptile instead optimizes θt on
the entire dataset Dt, and moves φ towards the adapted task parameters, yielding ∆Reptilet = φ− θt.
Conversely, iMAML introduces an L2 regularizer λ2 ||θt − φ||2 and optimizes the task parameters
on the regularized training loss. Provided that this task adaptation process converges to a stationary
point, implicit differentiation enables the computation of the meta gradient based only on the final
solution of the adaptation process, ∆iMAMLt =
(
I + 1λ∇2θt`traint (θt)
)−1∇θt`valt (θt). See Rajeswaran
et al. [2] for details.
3 Modular Bayesian Meta-Learning
In standard meta-learning, the meta parameters φ provide an initialization for the task parameters θ
at test time. That is, all the neural network parameters are treated equally, and hence they must all be
updated at test time. This strategy is inefficient and prone to overfitting. To overcome it, researchers
often split the network parameters into two groups, a group that varies across tasks and a group that
is shared, see for example [6, 16]. This division is heuristic, so in this paper we explore ways of
automating it to achieve better results and to enable automatic discovery of task independent modules.
More precisely, we assume that the network parameters can be partitioned into M disjoint modules
θt = (θt,1, . . . ,θt,m, . . . ,θt,M ) where θt,m are the parameters in module m for task t. This view of
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modules is very general. Modules can correspond to layers, receptive fields, the encoder and decoder
in an auto-encoder, the heads in a multi-task learning model, or any other grouping of interest.
We adopt a hierarchical Bayesian model, shown in Figure 1, with a factored probability density:
p(θ1:T ,D|σ2,φ) =
T∏
t=1
M∏
m=1
N (θt,m|φm, σ2mI)
T∏
t=1
p(Dt|θt). (1)
The θt,m are conditionally independent and normally distributed θt,m ∼ N (θt,m|φm, σ2mI) with
mean φm and variance σ
2
m, where I is the identity matrix.
The m-th module scalar shrinkage parameter σ2m measures the degree to which θt,m can deviate from
φm. More precisely, for values of σ
2
m near zero, the difference between parameters θt,m and mean
φm will be shrunk to zero and thus module m will become task independent. Thus by learning the
parameters σ2, we discover which modules are task independent. These independent modules can be
re-used at test time, reducing the computational burden of adaptation and likely improving generaliza-
tion. Shrinkage is often used in automatic relevance determination for sparse feature selection [40].
We place uninformative priors on φm and σm, and follow an empirical Bayes approach to learn
their values from data. This formulation allows the model to automatically learn which modules to
reuse—i.e. those modules for which σ2m is near zero—and which to adapt at test time.
4 Meta-Learning as Parameter Estimation
By adopting the hierarchical Bayesian model from the previous section, the problem of meta-learning
becomes one of estimating the parameters φ and σ2. A standard solution to this problem is to
maximize the marginal likelihood p(D|φ,σ2) = ∫ p(D|θ)p(θ|φ,σ2) dθ. We can also assign a prior
over φ. In both cases, the marginalizations are intractable, so we must seek scalable approximations.
It may be tempting to estimate the parameters by maximizing p(θ1:T ,D|σ2,φ) w.r.t. (σ2,φ,θ1:T ),
but the following lemma suggests that this naive approach leads to all task parameters being tied to
the prior mean, i.e. no adaptation will occur (see Appendix A for a proof):
Lemma 1. The function f : (σ2,φ,θ1:T ) 7→ log p(θ1:T ,D|σ2,φ) diverges to +∞ as σ2 → 0+
when θt,m = φm for all t ∈ {1, ..., T},m ∈ {1, ...,M}.
In the following two subsections, we propose two principled alternative approaches for parameter
estimation based on maximizing the predictive likelihood over validation subsets.
4.1 Parameter estimation via the predictive likelihood
Our goal is to minimize the average negative predictive log-likelihood over T validation tasks,
`PLL(σ
2,φ)= − 1
T
T∑
t=1
log p
(Dvalt |Dtraint ,σ2,φ)= 1T
T∑
t=1
log
∫
p(Dvalt |θt) p(θt|Dtraint ,σ2,φ) dθt. (2)
To justify this goal, assume that the training and validation data is distributed i.i.d according to some
distribution ν(Dtraint ,Dvalt ). Then, the law of large numbers implies that as T →∞,
`PLL(σ
2,φ)→ Eν(Dtraint )[KL(ν(Dvalt |Dtraint )||p
(Dvalt |Dtraint ,σ2,φ))] + H(ν(Dvalt |Dtraint )), (3)
where KL denotes the Kullback-Leibler divergence and H the entropy. Thus minimizing `PLL with re-
spect to the meta parameters corresponds to selecting the predictive distribution p
(Dvalt |Dtraint ,σ2,φ)
that is closest (approximately) to the true predictive distribution ν(Dvalt |Dtraint ) on average. This
criterion can be thought of as an approximation to a Bayesian cross-validation criterion [41].
Computing `PLL is not feasible due to the intractable integral in equation (2). Instead we make use of
a simple maximum a posteriori (MAP) approximation of the task parameters:
θˆt(σ
2,φ) = argmin
θt
`traint (θt,σ
2,φ), where `traint := − log p
(Dtraint |θt)− log p (θt|σ2,φ) . (4)
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We note for clarity that `traint corresponds to equation (1). Using these MAP estimates, we can
approximate `PLL(σ2,φ) as follows:
ˆ`
PLL(σ
2,φ) =
1
T
T∑
t=1
`valt (θˆt(σ
2,φ)), where `valt := − log p
(Dvalt |θˆt). (5)
We use this loss to construct a meta-learning algorithm with the same structure as Algorithm 1.
Individual task adaptation follows from equation (4) and meta updating from minimizing ˆ`PLL(σ2,φ)
in equation (5) with an unbiased gradient estimator and a mini-batch of sampled tasks.
Minimizing equation (5) is a bi-level optimization problem that requires solving equation (4) implicitly.
If optimizing `traint requires only a small number of local optimization steps, we can compute the
update for φ and σ2 with back-propagation through θˆt, yielding
∆σ-MAMLt = ∇σ2,φ `valt (θˆt(σ2,φ)). (6)
This update reduces to that of MAML if σ2m →∞ for all modules and is thus denoted as σ-MAML.
We are however more interested in long adaptation horizons for which back-propagation through the
adaptation becomes computationally expensive and numerically unstable. Instead, we apply the im-
plicit function theorem on equation (4) to compute the gradient of θˆt with respect to σ2 and φ, giving
∆σ-iMAMLt = −∇θt`valt (θt)H−1θtθtHθtΦ, (7)
where Φ = (σ2,φ) is the full vector of meta-parameters, Hab = ∇2a,b`traint , and derivatives are
evaluated at the stationary point θt = θˆt(σ2,φ). A detailed derivation is provided in Appendix B.1.
Various approaches have been proposed to approximate the inverse Hessian [2, 42–44]. We use the
conjugate gradient algorithm. We show in Appendix B.2 that the meta update forφ is equivalent to that
of iMAML when σ2m is constant for all m, and thus refer to this more general method as σ-iMAML.
In summary, our goal of maximizing the predictive likelihood of validation data conditioned on
training data for our hierarchical Bayesian model results in modular generalizations of the MAML and
iMAML approaches. In the following subsection, we will see that the same is also true for Reptile.
4.2 Estimating φ via MAP approximation
If we instead let φ be a random variable with prior distribution p(φ), then we can derive a different
variant of the above algorithm. We return to the predictive log-likelihood introduced in the previous
section but now integrate out the central parameter φ. Since φ depends on all training data we will
rewrite the predictive likelihood in terms of the joint posterior over (θ1:T ,φ), i.e.
`PLL(σ
2)=− log p(Dval1:T |Dtrain1:T ,σ2)=− log
∫ ( T∏
t=1
p(Dvalt |θt)
)
p(θ1:T ,φ|Dtrain1:T ,σ2)dθ1:T dφ. (8)
Again, to address the intractable integral we make use of a MAP approximation, except in this case
we approximate both the task parameters and the central meta parameter as
(θˆ1:T (σ
2), φˆ(σ2))= argmin
θ1:T ,φ
−log p(θ1:T ,φ|Dtrain1:T ,σ2)= argmin
θ1:T ,φ
1
T
T∑
t=1
`traint (θt,σ
2,φ)− 1
T
log p(φ).
(9)
We assume a flat prior for φ in this paper and thus drop the second term above. Note that when the
number of training tasks T is small, an informative prior would be preferred. We can then estimate
the shrinkage parameter σ2 by plugging this approximation into Eq. (8). This method gives the same
task adaptation update as the previous section but a meta update of the form
∆σ-Reptilet,φm =
1
σ2m
(φm − θˆm,t), ∆σ-Reptilet,σ2 = −∇θt`valt (θt)H−1θtθtHθtσ2 , (10)
where derivatives are evaluated at θt = θˆt(σ2), and the gradient of φˆ w.r.t. σ2 is ignored. Due to lack
of space, further justification and derivation of this approach is provided in Appendices B.3 and B.4.
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Fixed σ2 Learned σ2 Allows long adaptation?
φˆjoint Reptile σ-Reptile X
φˆPLL
Back-prop. MAML σ-MAML ×
Implicit grad. iMAML σ-iMAML X
Table 1: The above algorithms result from different approximations to the predictive likelihood.
We can see that Reptile is a special case of this method when σ2m → ∞ and we choose a learning
rate proportional to σ2m for φm. We thus refer to it as σ-Reptile.
Table 1 compares our proposed algorithms with existing algorithms in the literature. Our three
algorithms reduce to the algorithms on the left when σ2m →∞ or a constant scalar for all modules.
Another variant of MAML for long adaptation, first-order MAML, can be recovered as a special case
of iMAML when using one step of conjugate gradient descent to compute the inverse Hessian [2].
5 Experimental Evaluation
We evaluate our shrinkage-based methods on challenging meta-learning domains that have small
amounts of data and require long adaptation horizons, such as few-shot text-to-speech voice synthesis.
The aim of our evaluation is to answer the following three questions: (1) Does shrinkage enable
automatic discovery of a small set of task-specific modules? (2) Can only these task-specific modules
be adapted without sacrificing performance? (3) Does incorporating a shrinkage prior improve
performance and robustness to overfitting in problems with little data and long adaptation horizons?
5.1 Experiment setup
Our focus is on long adaptation, low data regimes. To this end, we compare iMAML and Reptile
to their corresponding shrinkage variants, σ-iMAML and σ-Reptile. For task adaptation with the
shrinkage variants, we use proximal gradient descent [45] for the image experiments, and introduce a
proximal variant of Adam [46] (pseudocode in Algorithm 3) for the text-to-speech (TTS) experiments.
The proximal methods provide robustness to changes in the prior strength σ2 over time. We provide
further algorithmic details in Appendix D. We evaluate on the following domains.
Few-shot image classification. We use the augmented Omniglot protocol of Flennerhag et al. [3],
which necessitates long-horizon adaptation. For each alphabet, 20 characters are sampled to define
a 20-class classification problem. The domain is challenging because both train and test images
are randomly augmented. Following Flennerhag et al. [3], we use a 4-layer convnet and perform
100 steps of task adaptation. We consider two regimes: (Large-data regime) We use 30 training
alphabets (T = 30), 15 training images (K = 15) and 5 validation images per class. Each image
is randomly re-scaled, translated, and rotated. (Small-data regime) To study the effect of overfitting,
we vary T ∈ {5, 10, 15, 20} and K ∈ {1, 3, 5, 10, 15}, and augment only by scaling and translating.
Text-to-speech voice synthesis. Training a neural TTS model from scratch typically requires tens
of hours of speech data. In the few-shot learning setting [5–8], the goal is to adapt a trained model
to a new speaker based on only a few minutes of data. The state-of-the-art [6] first pretrains a
multi-speaker model comprised of a shared core network and a speaker embedding module and then
finetunes either the entire model or the embedding only. We remove the manually-designed speaker
embedding layers and perform task adaptation and meta-updates on only the core network.
This core network is a WaveNet vocoder model [21] with 30 residual causal dilated convolutional
blocks as the backbone. We use only a quarter of the channels in the standard network for com-
putational reasons. As a result, sample quality does not reach production level but we expect the
comparative results to apply to the full network. We meta-train with tasks of 100 training utterances
(about 8 minutes) using 100 task adaptation steps, then evaluate on held-out speakers with either 100 or
50 (about 4 minutes) utterances and up to 10, 000 adaptation steps. For more details see Appendix E.2.
Short adaptation. While our focus is on long adaptation, we conduct experiments on short-adaptation
datasets (sinusoid regression, standard Omniglot, and miniImageNet) for completeness in Appendix E.
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Figure 2: Module discovery with σ-iMAML and σ-Reptile for large-data augmented Omniglot. The
learned variances σ2m in all modules but output are too small to be visible in (a, b).
5.2 Module discovery
To determine whether shrinkage discovers task-specific modules, we examine the learned prior
strengths of each module and then adapt individual modules to assess their effect on performance.
We treat each layer as a module here, but other choices of modules are straightforward.
Image classification. Fig. 2 shows our module discovery results on large-data augmented Omniglot
for σ-iMAML and σ-Reptile using a 9-layer network (4 conv layers, 4 batch-norm layers, and a
linear output layer). In each case, the learned σ2 (Fig. 2(a,b)) of the output layer is considerably
larger than the others. Fig. 2(c,d) show that the model achieves high accuracy when adapting only
this shrinkage-identified module, giving comparable performance to that achieved by adapting all
layers according to σ2. This corroborates the conventional belief that the output layers of image
classification networks are more task-specific while the input layers are more general, and bolsters
other meta-learning studies [17, 25] that propose to adapt only the output layer.
However, the full story is not so clear cut. Our module discovery results (Appendix E) on standard
few-shot short-adaptation image classification show that in those domains adapting the penultimate
layer is best, which matches an observation in Arnold et al. [19]. Further, on sinusoid regression,
adapting the first layer performed best. Thus, there is no single best modular structure across domains.
Text-to-speech. Fig. 3 shows the learned σ2 for each layer of our TTS WaveNet model, which consists
of 4 layers per residual block and 123 layers in total (Appendix E.2 shows the full architecture).
Most σ2 values are too small to be visible. The dilated conv layers between blocks 10 and 21 have
the largest σ2 values and thus require the most adaptability, suggesting that these blocks model the
most speaker-specific features. These layers have a receptive field of 43–85 ms, which matches
our intuition about the domain because earlier blocks learn to model high-frequency sinusoid-like
waveforms and later blocks model slow-changing prosody. WaveNet inputs include the fundamental
frequency (f0), which controls the change of pitch, and a sequence of linguistic features that provides
the prosody. Both the earlier and later residual blocks can learn to be speaker-invariant given these
inputs. Therefore, it is this middle range of temporal variability that contains the information about
speaker identity. We select the 12 layers with σ2 values above 3.0 for adaptation below. This requires
adding only 16% of the network parameters for each new voice. Note that this domain exhibits yet
another type of modular structure from those above.
5.3 Predictive Performance
Image classification accuracy. For each algorithm, we perform extensive hyperparameter tuning on
validation data. Details are provided in Appendix E. Table 2 shows the test accuracy for augmented
Omniglot in the large-data regime. Both shrinkage variants obtain modest accuracy improvements
over their non-modular counterparts. We expect only this small improvement over the non-shrinkage
variants, however, as the heavy data augmentation in this domain reduces overfitting.
We now reduce the amount of augmentation and data to make the domain more challenging. Fig. 4
shows our results in this small-data regime. Both shrinkage variants significantly improve over their
non-shrinkage counterparts when there are few training instances per alphabet. This gap grows as
the number of training instances decreases, demonstrating that shrinkage helps prevent overfitting.
Interestingly, the Reptile variants begin to outperform the iMAML variants as the number of training
instances increases, despite the extra validation data used by the iMAML variants. Results for all
combinations of alphabets and instances are shown in the appendix.
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Figure 3: Learned σ2 of WaveNet modules.
σ-iMAML 73.6± 1.3%
iMAML 72.8± 1.2%
σ-Reptile 78.9± 1.2%
Reptile 77.8± 1.1%
Table 2: Average test accuracy and 95% confi-
dence intervals for 10 runs on large-data aug-
mented Omniglot. Highest accuracy in bold.
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Figure 4: Mean test accuracy and 95% confidence intervals for 10 runs on small-data aug. Omniglot as
a function of the number of alphabets (left, 1 image per character) and instances (right, 15 alphabets).
Text-to-speech sample quality. The state-of-the art approaches for this domain [6] are to finetune
either the entire model (aka. SEA-All) or just the speaker embedding (SEA-Emb). We compare these
two methods to meta-training with Reptile and σ-Reptile. We also tried to run σ-MAML and σ-
iMAML but σ-MAML ran out of memory with one adaptation step and σ-iMAML trained too slowly.
We evaluate the generated sample quality using two voice synthesis metrics: (1) the voice similarity
between a sample and real speaker utterances using a speaker verification model [47, 6], and (2) the
sample naturalness measured by the mean opinion score (MOS) from human raters. Fig. 5 shows the
distribution of sample similarities for each method, along with an upper (lower) bound computed
from real utterances between same (different) speakers. Sample naturalness for each method is shown
in Table 3, along with an upper bound created by training the same model on 40 hours of data.
σ-Reptile and Reptile clearly outperform SEA-All and SEA-Emb. σ-Reptile has comparable median
similarity with Reptile, and its sample naturalness surpasses Reptile with both 8 minutes of speech
data, and 4 minutes, which is less than used in meta-training. Overall, the σ-Reptile samples have
the highest quality despite adapting only 12 of the 123 modules, and the MOS scores indicate that
shrinkage may improve out-of-domain generalization. SEA-All and Reptile, which adapt all modules,
overfit quickly and underperform, despite adaptation being early-stopped. Conversely, SEA-Emb
underfits and does not improve with more data because it only tunes the speaker embedding.
0.2 0.4 0.6 0.8
Voice similarity
Real, diff. voice
(lower bound)
SEA-Emb, 4 mins
SEA-All, 4 mins
Reptile, 4 mins
Reptile, 4 mins
SEA-Emb, 8 mins
SEA-All, 8 mins
Reptile, 8 mins
Reptile, 8 mins
Real, same voice
(upper bound)
Figure 5: Box-plot of voice similarity measure-
ments from utterances (higher is better).
4 mins 8 mins
SEA-Emb 1.51± 0.05 1.57± 0.05
SEA-All 1.41± 0.04 1.73± 0.06
Reptile 1.93± 0.05 2.09± 0.06
σ-Reptile 1.98± 0.06 2.28± 0.06
Trained with 40 hours
(upper bound)
2.59± 0.07
Table 3: Mean opinion score of sample natural-
ness. Scores range from 1–5 (higher is better).
5.4 Discussion
We thus answer all three experimental questions in the affirmative. In both image classification and
text-to-speech, the learned shrinkage priors correspond to meaningful and interesting task-specific
modules. These modules differ between domains, however, indicating that they should be learned
from data. Studying these learned modules allows us to discover new or existing knowledge about
the behavior of different parts of the network, while adapting only the task-specific modules provides
the same performance as adapting all layers. Finally, learning and using our shrinkage prior helps
prevent overfitting and improves performance in low-data, long-adaptation regimes.
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6 Conclusions
This work proposes a hierarchical Bayesian model for meta-learning that places a shrinkage prior on
each module to allow learning the extent to which each module should adapt, without a limitation
on the adaptation horizon. Our formulation includes MAML, Reptile, and iMAML as special cases,
empirically discovers a small set of task-specific modules in various domains, and shows promising
improvement in a practical TTS application with low data and long task adaptation. As a general
modular meta-learning framework, it allows many interesting extensions, including incorporating
alternative Bayesian inference algorithms, modular structure learning, and learn-to-optimize methods.
Broader Impact
This paper presents a general meta-learning technique to automatically identify task-specific modules
in a model for few-shot machine learning problems. It reduces the requirement for domain knowledge
to hand-design task-specific architectures, and have a positive societal impact to democratize machine
learning techniques.
General practitioners who can not afford to collect a large amount of labeled data would be able to
take advantage of a pre-trained generic meta-model, and adapt its task-specific components for a new
task based on limited data. An example application is to adapt a multilingual text-to-speech model to
a low-resource language or dialect for minority ethnic groups.
As a data-driven method, like other machine learning techniques, the task-independent and task-
specific modules discovered by our method are based on the distribution of tasks in the meta-training
phase. Adaptation may not generalize to a task with a fundamentally different characteristic from
the training distribution. Applying our method to a new task without examining the task similarity
runs a risk of transferring induced bias from meta-training to an out-of-sample task. For example,
a meta image classification model trained with only vehicles is unlikely to be finetuned to identify
a pedestrian based on the adaptable modules found from the training set. To mitigate this problem,
we suggest ML practitioners first understand if the new task shares the same characteristics of the
distribution of training tasks before applying our method.
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Appendix
This appendix contains the supplementary material for the main text. In Appendix A, we first prove
Lemma 1 and then provide a detailed analysis of the introduced estimation approaches on a simple
example. In Appendix B, we provide details of the derivation of the implicit gradients in Eqs. (7)
and (10), show the equivalence of σ-iMAML and iMAML when σ2m is shared across all modules
and fixed, and provide more discussion on the objective introduced in Section 4.2. In Appendix C,
we demonstrate the different behavior of approaches that meta-learn the learning rate per module
versus our approach that meta-learns the shrinkage prior per module, on two synthetic problems. In
Appendix D, we provide additional details about our implementation of the iMAML baseline and our
shrinkage algorithms. Finally, in Appendix E, we explain the experiments in more detail, including
information about setup and hyperparameters, and present additional results
A Analysis
In this section, we first prove Lemma 1, which shows in general that it is not feasible to estimate all the
parameters (σ2,φ,θ1:T ) jointly by optimizing the joint log-density. We then provide detailed analysis
of the properties of the two estimation approaches introduced in Section 4 for a simple hierarchical
normal distribution example. Finally, we discuss the pathological behavior when estimating σ2 from
the joint log-density in the same example.
A.1 Maximization of log p(θ1:T ,D|σ2,φ)
Lemma 1 states that the function f : (σ2,φ,θ1:T ) 7→ log p(θ1:T ,D|σ2,φ) diverges to +∞ as
σ → 0+ when θt,m = φm for all t ∈ {1, ..., T},m ∈ {1, ...,M}. We first establish here this result.
Proof of Lemma 1. For sake of simplicity, we prove the result for M = 1 and Nt = N . The
extension to the general case is straightforward. We have
log p(θ1:T ,x1:T |φ, σ2) = −T
2
log σ2 − 1
2
T∑
t=1
(θt − φ)2
σ2
+
T∑
t=1
N∑
i=1
log p(xt,n|θt) .
From this expression, it is clear that when θt = φ for all t, then log p(θ1:T ,x1:T |φ, σ2) → +∞ as
σ2 → 0+.
This shows that the global maximum of log p(θ1:T ,x1:T |φ, σ2) does not exist in general, and thus
we should not use this method for estimating σ2.
This negative result illustrates the need for alternative estimators. In the following sections, we
analyze the asymptotic behavior of the estimates of φ and σ2 proposed in Section 4 as the number of
training tasks T →∞ in a simple example. In Appendix A.2.3, we analyze the behavior of Lemma 1
when optimizing log p(θ1:T ,x1:T |φ, σ2) w.r.t. σ2 with a local optimizer.
A.2 Analysis of estimates in a simple example
To illustrate the asymptotic behavior of different learning strategies as T →∞, we consider a simple
model with M = 1 module, Dt = D = 1 for all tasks and normally distributed observations. We use
non-bolded symbols to denote that all variables are scalar in this section.
Example 1 (Univariate normal).
M = 1, Dt = 1, Nt = N, ∀t = 1, . . . , T,
xt,n ∼ N (xt,n|θt, 1),∀t = 1, . . . , T, n = 1, . . . , N.
It follows that
p(θ1:T ,x1:T |φ, σ2) =
T∏
t=1
(
N (θt|φ, σ2)
N∏
n=1
N (xt,n|θt, 1)
)
, (11)
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and we use the notation for the negative joint log-density up to a constant
`joint(θ1:T , φ, σ
2) = − log p(θ1:T ,x1:T |φ, σ2)
=
T
2
log σ2 +
1
2
T∑
t=1
(θt − φ)2
σ2
+
1
2
T∑
t=1
N∑
n=1
(xt,n − θt)2
=
T∑
t=1
`traint (θt, φ, σ
2) . (12)
We also assume there exists a set of independently sampled validation data y1:T where yt,n ∼
N (y|θt, 1) for t ∈ {1, . . . , T}, n ∈ {1, . . . ,K}. The corresponding negative log-likelihood given
point estimates θˆ1:T is given up to a constant by
ˆ`
PLL =
T∑
t=1
`valt (θˆt) =
1
2
T∑
t=1
K∑
k=1
(yt,k − θˆt)2. (13)
We denote by φTrue and σTrue the true value of φ and σ for the data generating process described
above.
A.2.1 Estimating φ and φ with predictive log-likelihood
We first show that when we estimate θt with MAP on `traint and estimate φ and σ
2 with the predictive
log-likelihood as described in Section 4.1, the estimates φˆ and σˆ2 are consistent.
Proposition 1. Let θˆt(φ, σ2) = arg minθt `traint (θt, φ, σ2) and define (φˆ, σˆ2) =
argφ,σ2{∇(φ,σ2) ˆ`PLL(θˆ1:T ) = 0} then, as T →∞, we have
φˆ(σˆ2)→ φTrue, σˆ2 → σ2True,
in probability.
Proof. We denote the sample average
x¯t :=
1
N
∑
n,t
xn,t, y¯t :=
1
K
∑
k,t
yk,t , (14)
and the average over all tasks x¯ = 1T
∑T
t=1 x¯t, y¯ =
1
T
∑T
t=1 y¯t.
The equation∇θt`traint = 0 gives
θˆt(φ, σ
2) =
∑N
n=1 xt,n + φ/σ
2
N + 1/σ2
=
x¯t + φ/Nσ
2
1 + 1/Nσ2
. (15)
By plugging Eq. (15) in Eq. (7), it follows that
∇σ2 ˆ`PLL = −
∑
t
∇θt`valt (θt)H−1θtθtHθtσ2
=
K
Nσ4
(
1 + 1Nσ2
) ∑
t
(θt − y¯t)(θt − φ)
=
K
Nσ4(1 + 1Nσ2 )
3
·
∑
t
(
x¯t − y¯t + 1
Nσ2
(φ− y¯t)
)
(x¯t − φ) . (16)
We then solve∇σ2 ˆ`PLL = 0 as a function of φ,
σˆ2(φ) =
1
T
∑
t(x¯t − φ)(y¯t − φ)
N
T
∑
t(x¯t − y¯t)(x¯t − φ)
. (17)
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Similarly, we solve∇φ ˆ`PLL(θˆ1:T (φ, σ2) = 0 as
∇φ ˆ`PLL = −
∑
t
∇θt`valt (θt)H−1θtθtHθtφ
= − K
1 +Nσ2
T∑
t=1
(
y¯t − x¯t + φ/Nσ
2
1 + 1/Nσ2
)
= 0,
(18)
this yields
φˆ(σ2) = y¯ +Nσ2(y¯ − x¯). (19)
By combining Eq. (17) to Eq. (19), we obtain
φˆ =
x(x− y)y¯ + xy(y¯ − x¯)
x¯(y¯ − x¯) + x(x− y) (20)
where, for a function f of variable x, y, we define f(x, y) := 1T
∑
t f(x¯t, y¯t).
Following the data generating process, the joint distribution of x¯t and y¯t with θt integrated out is
jointly normal and satisfies
[x¯t, y¯t]
T ∼ N
(
φTrue12,
[
σ2True +
1
N σ
2
True
σ2True σ
2
True +
1
K
])
. (21)
As T → ∞, it follows from the law of large numbers and Slutsky’s lemma that φˆ → φTrue in
probability. Consequently, it also follows from (17) that σˆ2 → σ2True in probability.
A.2.2 Estimating φ with MAP and σ2 with predictive log-likelihood
Alternatively, we can follow the approach described in Section 4.2 to estimate both θ1:T and φ with
MAP on `joint (Eq. (12)), i.e.,
(φˆ(σ2), θˆ1:T (σ
2)) = arg max
(φ,θ1:t)
`joint(θ1:T , φ, σ
2) , (22)
and estimate σ2 with the predictive log-likelihood by finding the root of the approximate implicit
gradient in Eq. (10).
We first show that given any fixed value of σ2, the MAP estimate of φ is consistent.
Proposition 2 (Consistency of MAP estimate of φ). For any fixed σ > 0, φˆ(σ2) = x¯, so φˆ(σ2)→
φTrue in probability as T →∞.
Proof of Proposition 2. The equation∇φ`joint = 0 for `joint defined in Eq. (12) gives
φˆ(σ2) =
1
T
T∑
t=1
θˆt(σ
2). (23)
By summing Eq. (15) over t = 1, ..., T and using Eq. (23), we obtain
φˆ(σ2) = x¯, θˆt(σ
2) =
x¯t +
x¯
Nσ2
1 + 1Nσ2
. (24)
The distribution of x¯ follows directly from Eq. (21). Therefore, φˆ(σ2) is unbiased for any T and it is
additionally consistent by Chebyshev’s inequality as T →∞.
Now we show that estimating σ2 by finding the roots of the implicit gradient in Eq. (10) is also
consistent.
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Proposition 3. Let (φˆ(σ2), θˆ1:T (σ2)) = arg max(φ,θ1:T ) `joint(θ1:T , φ, σ2) and define σˆ2 =
argσ2{∇σ2 ˆ`PLL(θˆ1:T ) = 0} where the gradient is defined as in Eq. (10), then, as T → ∞, we
have
φˆ(σˆ2)→ φTrue, σˆ2 → σ2True,
in probability.
Proof. From Eq. (10), we follow the same derivation as Eq. (17) and get the root of the gradient for
σ2 as a function of φˆ:
σˆ2(φˆ) =
1
T
∑
t(x¯t − φˆ)(y¯t − φˆ)
N
T
∑
t(x¯t − y¯t)(x¯t − φˆ)
. (25)
By plugging Eq. (24), it follows from the joint distribution of (x¯t, y¯t) (Eq. 21), the law of large
numbers and Slutsky’s lemma that σˆ2 → σ2True in probability as T →∞.
A.2.3 MAP estimate of σ2
From Lemma 1, we know that maximizing `joint (Eq. 12) w.r.t. (θt, φ, σ2) is bound to fail. Here we
show the specific σ2 estimate one would obtain by following gradient descent on `joint in the running
example.
Let S denote the sample variance of x¯t across tasks, that is
S =
∑T
t=1(x¯t − x¯)2
T
. (26)
We can easily establish from Eq. (21) that
S ∼ σ
2
True +
1
N
T
χ2T−1 , (27)
where χ2T−1 is the standard Chi-squared random variable with T − 1 degrees of freedom. Al-
though φˆ(σ2) is consistent whenever σ2 > 0, the following proposition shows that maximizing
`joint(θˆ1:T (σ
2), φˆ(σ2), σ2) w.r.t. σ2 remains problematic.
Proposition 4 (Estimation of σ by gradient descent). Minimizing the function σ2 7→
`joint(θˆ1:T (σ
2), φˆ(σ2), σ2) by gradient descent will diverge at σ → 0+ if either of the following two
conditions is satisfied
1. S < 4N ,
2. σ2 is initialized in
(
0, 12
(
S − 2N −
√
S(S − 4N )
))
.
Otherwise, it converges to a local minimum σˆ2 = 12
(
S − 2N +
√
S(S − 4N )
)
.
Corollary 1. As the number of training tasks T →∞, condition 1 is equivalent to
σ2True <
3
N
while the upper endpoint of the interval in condition 2 becomes
1
2
(
σ2True −
1
N
−
√
(σ2True +
1
N
)(σ2True −
3
N
)
)
,
beyond which the σ2 estimate converges to
σˆ2 =
1
2
(
σ2True −
1
N
+
√
(σ2True +
1
N
)(σ2True −
3
N
)
)
. (28)
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Proofs of Proposition 4 and Corollary 1. It follows from Eq. (24) that
θˆt(σ)− φˆ(σ) = x¯t − x¯
1 + 1Nσ2
. (29)
By solving∇σ2`joint = 0, we obtain
σˆ2 =
∑T
t=1(θt − φ)2
T
. (30)
Plugging Eq. (29) into this expression yields
σˆ2 =
∑T
t=1(x¯t − x¯)2
T (1 + 1Nσˆ2 )
2
=
S
(1 + 1Nσˆ2 )
2
. (31)
Hence, by rearranging this expression, we obtain the following quadratic equation for σˆ2
σˆ4 + (2/N − S)σˆ2 + 1/N2 = 0. (32)
Positive roots of Eq. (32) exist if and only if
S ≥ 4
N
. (33)
When condition (33) does not hold, no stationary point exists and gradient descent from any initializa-
tion will diverge toward σˆ2 → 0+ as it can be checked that∇σ2`joint < 0. Figs. 6a and 6c illustrate
`joint and∇σ2`joint as a function of σ2 in this case.
When the condition above is satisfied, there exist two (or one when S = 4/N , an event of zero
probability) roots at:
σ2root =
1
2
(
S − 2
N
±
√
S(S − 4
N
)
)
. (34)
By checking the sign of the gradient ∇σ2`joint and plugging it in to Eq. (29), we find that the left
root is a local maximum and the right root is a local minimum. So if one follows gradient descent to
estimate σ2, it will converge towards 0+ when σ2 is initialized below the left root and to the second
root otherwise. Figs. 6b and 6d illustrate the function of `joint and its gradient as a function of σ2
when φ and θt are at their stationary point and condition 1 is satisfied.
To prove the corollary, we note that it follows from Eq. (21) that S → σ2True + 1N as T →∞. Hence
the condition Eq. (33) approaches
σ2True ≥
3
N
. (35)
Similarly, when T →∞, Eq. (35) becomes
σ2root =
1
2
(
σ2True −
1
N
±
√
(σ2True +
1
N
)(σ2True −
3
N
)
)
. (36)
B Derivation of the approximate gradient of predictive log-likelihood in
Section 4
B.1 Implicit gradient of σ-iMAML in Eq. (7)
Lemma 2. (Implicit differentiation) Let yˆ(x) be the stationary point of function f(x,y), i.e.
∇yf(x,y)|y=yˆ(x) = 0 ∀x, then the gradient of yˆ w.r.t. x can be computed as
∇xyˆ(x) = −(∇2yyf)−1∇2yxf. (37)
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(d)∇σ2`joint when stationary points exist.
Figure 6: Example of `joint(σ2) up to a constant, and its gradient w.r.t. σ2. Orange dots denote
stationary points.
By applying the chain rule, the gradient of the approximate predictive log-likelihood `valt (θˆt) (from
Eq. (5)) w.r.t. the meta variables Φ = (σ2,φ) is given by
∇Φ`valt (θˆt(Φ)) = ∇θˆt`valt (θˆt)∇Φθˆt(Φ) . (38)
Applying Lemma 2 to the joint log-density on the training subset in Eq. (4), `traint (θt,Φ). We have
∇Φθˆt(Φ) = −
(∇2θtθt`traint )−1∇2θtΦ`traint . (39)
Plug the equation above to Eq. (38) and we obtain the implicit gradient of `valt in Eq. (7).
B.2 Equivalence between σ-iMAML and iMAML when σ2m is constant
When all modules share a constant variance, σ2m ≡ σ2, we expand the log-prior term for task
parameters θt in `traint (4) and plug in the normal prior assumption as follows,
log p(θt|σ2,φ) =
M∑
m=1
(
− Dm
2
log(2piσ2m)−
‖θmt − φm‖2
2σ2m
)
= −D
2
log(2piσ2)− ‖θt − φ‖
2
2σ2
. (40)
By plugging the equation above to Eq. (7), we obtain the update for φ as
∆σ-iMAMLt = ∇θt`valt (θt)
(
1
σ2
I−∇2θtθt log p(Dtraint |θt)
)−1
1
σ2
I
= ∇θt`valt (θt)
(
I− σ2∇2θtθt log p(Dtraint |θt)
)−1
. (41)
This is equivalent to the update of iMAML by defining the regularization scale λ = 1/σ2 and
plugging in the definition of `traint := − log p(Dtraint |θt) in Section 2.
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B.3 Discussion on the alternative procedure for Bayesian parameter learning (Section 4.2)
By plugging the MAP of φ (Eq. (9)) into Eq. (8) and scaling by 1/T , we derive the approximate
predictive log-likelihood as
ˆ`
PLL(σ
2) =
1
T
T∑
t=1
`valt (θˆt(σ
2)). (42)
It is a sensible strategy to estimate both the task parameters θ1:T and the prior center φ with MAP on
the training joint log-density and estimate the prior variance σ2 on the predictive log-likelihood. If
φˆ(σ2)→ φ¯(σ2) as T →∞ we can think of both `PLL(σ2) and ˆ`PLL(σ2) as approximations to
˜`
PLL(σ
2) = − 1
T
T∑
t=1
log p(Dvalt |Dtraint , φ¯(σ2),σ2), (43)
which, for (Dtraint ,Dvalt ) i.i.d.∼ ν, converges by the law of large numbers as T →∞ towards
˜`
PLL(σ
2)→ −Eν(Dtraint ,Dvalt )[log p(Dvalt |Dtraint , φ¯(σ2),σ2)]. (44)
Similarly to Eq. (3), it can be shown that minimizing the r.h.s. of Eq. (42) is equivalent to minimizing
the average KL
Eν(Dtraint )[KL(ν(Dvalt |Dtraint )||p
(Dvalt |Dtraint , φ¯(σ2),σ2))]. (45)
B.4 Meta update of σ-Reptile in Eq. (10)
The meta update for φ can then be obtained by differentiating (9) with respect to φ.
To derive the gradient of Eq. (42) with respect to σ, notice that when φ is estimated as the MAP on
the training subsets of all tasks, it becomes a function of σ2. Denote by `joint(Θ,σ2) the objective
in Eq. (9) where Θ = (θ1:T ,φ) is the union of all task parameters θt and the prior central φ. It
requires us to apply the implicit function theorem to `joint(Θ,σ2) in order to compute the gradient
of the approximate predictive log-likelihood w.r.t. σ2. However, the Hessian matrix∇2Θ,Θ`joint has
a size of D(T + 1)×D(T + 1) where D is the size of a model parameter θt, which becomes too
expensive to compute when T is large.
Instead, we take an approximation and ignore the dependence of φˆ on σ2. Then φ becomes a constant
when computing ∇σ2 θˆt(σ2), and the derivation in Appendix B.1 applies by replacing Φ with σ2,
giving the implicit gradient in Eq. (10).
C Synthetic Experiments to Compare MAML, Meta-SGD and Shrinkage
In this section, we demonstrate the difference in behavior between learning the learning rate per
module and learning the shrinkage prior per module, on two synthetic few-shot learning problems.
Specifically, in the first problem we show that when the number of task adaptation steps in meta-
training is sufficiently large for task parameters to reach convergence, meta-learning the learning rate
per module has a similar effect as shrinkage regularization when evaluated at the same adaptation step
in meta-testing but this does not generalize to other adaptation horizons. In the second problem, when
the required number of adaptation steps is longer than meta-training allows, the learned learning
rate is determined by the local curvature of the task likelihood function while the learned shrinkage
variance is determined by task similarity from the data generation prior. Grouping parameters with
similar learned learning rates or variances then induces different “modules,” which correspond to
different aspects of the meta-learning problem (namely, adaptation curvature vs. task similarity).
We compare the following three algorithms:
1. vanilla MAML[13]: does not have modular modeling; learns the initialization and using a
single learning rate determined via hyper-parameter search.
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2. Meta-SGD[30]: learns the initialization as well as a separate learning rate for each parameter
parameter.
3. σ-Reptile: learns the initialization and prior variance σ2m for each module.
We run each algorithm on two few-shot learning problems, both of which have the same hierarchical
Normal data generation process:
θm,t ∼ N (θm,t|φm, σ2m),
xt,n ∼ N (xt,n|µ(θt),Ξ) ,
for each latent variable dimension m, task t, and data point n. The hyper-parameters φ and σ2
are shared across all tasks but unknown, and each parameter dimension θm has different prior
variance, σ2m. For simplicity, we let every parameter dimension m correspond to one module
for Meta-SGD and σ-Reptile. The n-th observation xt,n at task t is sampled from a Gaussian
distribution. The mean is a known function of task parameter θ. The observation noise variance
Ξ = diag(ξ2) = diag(ξ21 , . . . , ξ
2
D) is a fixed and known diagonal matrix. The difference between the
two problems is that µ is a linear function of θt in the first problem and non-linear in the second.
The task is few-shot density estimation, that is, to estimate the parameters θt˜ of a new task Tt˜ given a
few observations {xt˜,n}, where N traint = N valt for all tasks. To understand the behavior of different
algorithms under different task loss landscapes we examine different transformation functions µ.
Note that the data generation process matches the Bayesian hierarchical model of shrinkage and thus
σ-Reptile may have an advantage in terms of predictive performance. However, the main purpose of
this section is to demonstrate the behavior of these approaches and not to focus on which performs
better in this simple task.
For each method, we use gradient descent for task adaptation to optimize the training loss (negative
log-likelihood), and then evaluate the generalization loss on holdout tasks. MAML meta-learns the
initialization of TASKADAPT, φ, while Meta-SGD meta-learns both φ and a per-parameter learning
rate αm, and σ-Reptile meta-learns the shrinkage prior mean φ and per-parameter variance σ2m.
Hyperparameters for each algorithm (i.e., learning rates, number of adaptation steps, and initial values
of σ) were chosen by extensive random search. We chose the values that minimized the generalization
loss in meta-test. Because the model is small, we are able to run MAML and Meta-SGD for up to
200 task adaptation steps.
C.1 Experiment 1: Linear transformation
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(a) Illustration of the hierarchical normal distribution
with linear µ.
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(b) Generalization loss in meta-testing.
Figure 7: Experiment 1: Linear transform.
We begin with a simple model – a joint normal posterior distribution over θt with parameters
M =8,
D =9,
φ =1M ,
σ =[8, 8, 8, 8, 2, 2, 2, 2],
ξ =[8, 8, 8, 8, 5, 5, 5, 5, 1],
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Figure 8: Mean absolute error of the estimate of each parameter as a function of task adaptation step.
and transformation
µ(θt) = [IM , 1M/
√
M]>θt.
The mean of the observations is thus θ in the first M dimensions and 1√
M
∑
m θm in the final
dimension. To make each task nontrivial, we let ξ be small in the final dimension (i.e., ξM is small) so
that the posterior of θ is restricted to a small subspace near the
∑
m θm =
√
M
N traint
∑
n xt,n hyperplane.
Gradient descent thus converges slowly regardless of the number of observations. Fig. 7a shows an
example of this model for the first two dimensions.
Clearly, there are two distinct modules, θ1:4 and θ5:8 but, in this experiment, we do not give the
module structure to the algorithms and instead treat each dimension as a separate module. This allows
us to evaluate how well the algorithms can identify the module structure from data.
Note that for every task the loss function is quadratic and its Hessian matrix is constant in the
parameter space. It is therefore a desirable situation to learn an optimal preconditioning matrix (or
learning rate per dimension) by Meta-SGD.
Fig. 7b shows the generalization loss on meta-testing tasks. With the small number of observations
for each task, the main challenge in this task is overfitting. Meta-SGD and σ-Reptile obtain the
same minimum generalization loss, and both are better than the non-modular MAML algorithm.
Importantly, Meta-SGD reaches the minimum loss at step 95, which is the number of steps in
meta-training, and then begins to overfit. In contrast, σ-Reptile does not overfit due to its learned
regularization.
Fig. 8 further explains the different behavior of the three algorithms. The mean absolute error (MAE)
for each of the 8 parameter dimensions is shown as a function of task adaptation step. MAML shares
a single learning rate for all parameters, and thus begins to overfit in different dimensions at different
steps, resulting in worse performance. Meta-SGD is able to learn two groups of learning rates, one per
each ground-truth module. It learns to coordinate the two learning rates so that they reach the lowest
error at the same step, after which it starts to overfit. The learning rate is limited by the curvature
enforced by the last observation dimension. σ-Reptile shares a single learning rate so the error of
every dimension drops at about the same speed initially and each dimension reaches its minimum at
different steps. It learns two groups of variances so that all parameters are properly regularized and
maintain their error once converged, instead of overfitting.
C.2 Experiment 2: Nonlinear transform.
In the second experiment, we explore a more challenging optimization scenario where the mean is a
nonlinear transformation of the task parameters. Specifically,
M =10,
D =10,
σ =[4, 4, 4, 4, 4, 4, 4, 4, 8, 8],
φ =2 · 1M ,
ξ =10 · 1D.
The true modules are θ1:8 and θ9:10. The transformation µt(θt) is a “swirl” effect that rotates
non-overlapping pairs of consecutive parameters with an angle proportional to their L2 distance from
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Figure 9: Experiment 2: Nonlinear spiral transform.
the origin. Specifically, each consecutive non-overlapping pair (µt,d, µt,d+1) is defined as[
µt,d
µt,d+1
]
= Rot
(
ω
√
θ2t,d + θ
2
t,d+1
)
·
[
θt,d
θt,d+1
]
, for d = 1, 3, ...,M − 1,
where
Rot(ϕ) =
[
cosϕ − sinϕ
sinϕ cosϕ
]
, (46)
and ω = pi/5 is the angular velocity of the rotation. This is a nonlinear volume-preserving mapping
that forms a spiral in the observation space. Fig. 9a shows an example of the prior and likelihood
function in 2-dimensions of the parameter space.
Compared to the previous example, this highly nonlinear loss surface with changing curvature is
more realistic in practical applications. First-order optimizers are constrained by the swirly narrow
valley formed by the likelihood function, and thus all algorithms require hundreds of adaptation steps
to minimize the loss.
In this case, the best per-parameter learning rate learned by Meta-SGD is restricted by the highest
curvature in the likelihood function along the optimization trajectory. In contrast, the optimal per-
parameter variance estimated by Shrinkage depends on the prior variance σ2m in the data generating
process, regardless of the value of ω, given that optimization eventually converges.
As a consequence, Meta-SGD and σ-Reptile exhibit very different behaviors in their predictive
performance in Fig. 9b. Meta-SGD overfits after about 700 steps, while σ-Reptile keeps improving
after 1000 steps.
Also, because MAML and Meta-SGD require backpropagation through the adaptation process, when
the number of adaptations steps is higher than 100, we notice that meta-training becomes unstable.
As a result, the best MAML and Meta-SGD hyperparameter choice has fewer than 100 adaptation
steps in meta-training. These methods then fail to generalize to the longer optimization horizon
required in this problem.
We do not show the per-parameter MAE trajectory as in the previous section because this optimization
moves through a spiraling, highly coupled trajectory in the parameter space, and thus per-parameter
MAE is not a good metric to measure the progress of optimization.
D Algorithm Implementation Details
D.1 Implementation details for iMAML
In this work, we implement and compare to iMAML-GD — the version of iMAML that uses gradient
descent within task adaptation [2, Sec. 4] — as that better matches the proximal gradient descent
optimizer used in our shrinkage algorithms.
In our implementation of conjugate gradient descent, to approximate the inverse Hessian we apply
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a damping term following the suggestion from the authors of Rajeswaran et al. [2] and restrict the
number of conjugate gradient steps to 5 for numerical stability,
∆iMAMLt =
(
(1 + d)I + 1λ∇2θt`traint (θt)
)−1
∇θt`valt (θt), (47)
where d is the damping coefficient. We treat d and the number of conjugate gradient steps as
hyperparameters and optimize them in the hyperparameter search.
D.2 Implementation details for shrinkage prior algorithms
As in iMAML, we apply damping to the Hessian matrix when running conjugate gradient descent to
approximate the product ∇θt`valt (θˆt)H−1θˆtθˆt in σ-iMAML (Eq. 7) and σ-Reptile (Eq. 10),
Hθˆtθˆt = −d˜I−Σ−1 −∇θˆtθˆt log p
(Dtraint |θt) , (48)
where Σ = Diag(σ21ID1 , σ
2
2ID2 , . . . , σ
2
MIDM ), and Diag(. . . ,Bm, . . . ) denotes a block diagonal
matrix with m-th block Bm. Note that the damped update rule reduces to that of iMAML when
σ2m = 1/λ, ∀m and d˜ = dλ.
Additionally, we apply a diagonal pre-conditioning matrix in the same structure as Σ, P =
Diag(p1ID1 , p2ID2 , . . . , pMIDM ) with pm = max{σ−2m /103, 1} to prevent an ill-conditioned Hes-
sian matrix when the prior variance becomes small (strong prior).
We also clip the value of σ2m to be in [10
−5, 105]. This clipping improves the stability of meta
learning, and the range is large enough to not affect the MAP estimate of θˆt.
Finally, we incorporate a weak regularizer on the shrinkage variance to encourage sparsity in the
discovered adaptable modules. The regularized objective for learning σ2 becomes
1
T
`PLL + β log IG(σ
2) , (49)
where IG is the inverse Gamma distribution with shape α = 1 and scale β. Unless otherwise stated,
we use β = 10−5 for sinusoid and image experiments, and β = 10−7 for text-to-speech experiments.
We find that this regularization simply reduces the learned σ2m of irrelevant modules without affecting
generalization performance.
D.3 Proximal Gradient Descent and Proximal Adam with L2 regularization
The pseudo-code of Proximal Gradient Descent [45] with an L2 regularization is presented in
Algorithm 2. We also modify the Adam optimizer [46] to a proximal method and present the
pseudo-code in Algorithm 3.
Algorithm 2: Proximal Gradient Descent
with L2 Regularization.
Input: Parameter θt, gradient gt, step
size αt, regularization center φ,
L2 regularization scale λ.
θt+ 12 = θt − αtgt
θt+1 = (θt+ 12 − φ)/(1 + λαt) + φ
return θt+1
Algorithm 3: Proximal Adam with L2 Regulariza-
tion.
Input: Parameter θt, gradient gt, step size αt,
regularization center φ, L2 regularization
scale λ,  for Adam.
θt+ 12 , vˆt+1 = Adam(θt,gt, αt)
θt+1 = (θt+ 12 − φ)/(1 + λαt/
√
vˆt+1 + ) + φ
return θt+1
E Experiment Details and Additional Short Adaptation Experiments
E.1 Augmented Omniglot experiment details
We follow the many-shot Omniglot protocol of Flennerhag et al. [3], which takes the 46 Omniglot
alphabets that have 20 or more character classes and creates one 20-way classification task for each
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alphabet by sampling 20 character classes from that alphabet. These classes are then kept fixed for
the duration of the experiment. Of the 46 alphabets, 10 are set aside as a held-out test set, and the
remainder are split between train and validation. The assignments of alphabets to splits and of classes
to tasks is determined by a random seed at the beginning of each experiment. For each character class,
there are 20 images in total, 15 of which are set aside for training (i.e., task adaptation) and 5 for
validation. This split is kept consistent across all experiments. All Omniglot images are downsampled
to 28× 28. Note that this protocol differs significantly from the standard few-shot Omniglot protocol
(discussed below), where each task is created by selecting N different characters (from any alphabet),
randomly rotating each character by {0, 90, 180, 270} degrees, and then randomly selecting K image
instances of that (rotated) character.
At each step of task adaptation and when computing the validation loss, a batch of images is sampled
from the task. Each of these images is randomly augmented by re-scaling it by a factor sampled from
[0.8, 1.2], and translating it by a factor sampled from [−0.2, 0.2]. In the large-data regime, images
are also randomly rotated by an angle sampled from {0, . . . , 359} degrees. In the small-data regime,
no rotation is applied.
We use the same convolutional network architecture as Flennerhag et al. [3], which differs slightly
from the network used for few-shot Omniglot (detailed below). Specifically, the few-shot Omniglot
architecture employs convolutions with a stride of 2 with no max pooling, whereas the architecture
for many-shot Omniglot uses a stride of 1 with 2 × 2 max pooling. In detail, the architecture for
many-shot Omniglot consists of 4 convolutional blocks, each made up of a 3× 3 convolutional layer
with 64 filters, a batch-normalization layer, a ReLU activation, and a 2 × 2 max-pooling layer, in
that order. The output of the final convolutional block is fed into an output linear layer and then a
cross-entropy loss.
Table 4: Hyperparameters for the large-data augmented Omniglot classification experiment.
MAML Reptile iMAML σ-MAML σ-Reptile σ-iMAML
Meta-training
Meta optimizer Adam SGD Adam Adam Adam Adam
Meta learning rate (φ) 6.3e-3 1.2 1.8e-3 6.3e-3 6.2e-3 5.4e-3
Meta learning rate (logσ2) - - - 7.4e-4 1.6e-2 0.5
Meta training steps 5k 5k 5k 5k 5k 5k
Meta batch size (# tasks) 20 20 20 20 20 20
Damping coefficient - - 0.1 - 0.16 9e-2
Conjugate gradient steps - - 1 - 4 5
Task adaptation (adaptation step for meta-test is in parentheses)
Task optimizer SGD Adam ProximalGD ProximalGD ProximalGD ProximalGD
Task learning rate 0.62 9.4e-3 0.5 0.62 0.52 0.37
Task adaptation steps 20 (100) 100 (100) 100 (100) 20 (100) 100 (100) 100 (100)
Task batch size (# images) 20 20 20 20 20 20
E.1.1 Large-data regime
In the large-data regime, we use 30 alphabets for training, each with 15 image instances per character
class. Hyperparameters for each algorithm in this domain are shown in Table 4. For iMAML, we use
λ = 1.3e−4.
Fig. 2 shows the learned variances and resulting test accuracies when adapting different modules.
We find in this dataset all the shrinkage algorithms choose the last linear layer for adaptation, and
the performance matches that of adapting all layers with learned variance within a 95% confidence
interval of 0.08.
E.1.2 Small-data regime
In the small-data regime, we evaluate the performance of Reptile, iMAML, σ-Reptile, and σ-
iMAML across variants of the many-shot augmented Omniglot task with different numbers of
training alphabets and training image instances per character class, without rotation augmentation.
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Table 5: Hyperparameters for the small-data augmented Omniglot experiment.
Reptile iMAML σ-Reptile σ-iMAML
Meta-training
Meta optimizer SGD Adam Adam Adam
Meta learning rate (φ) 0.1 1e-3 1.4e-4 2e-4
Meta learning rate (logσ2) - - 5e-3 1.3
Meta training steps 1000 1000 1000 1000
Meta batch size (# tasks) 20 20 20 20
Damping coefficient - 0.5 1e-3 2e-3
Conjugate gradient steps - 2 5 3
Regularization scale (β) - - 1e-6 1e-7
Task adaptation
Task optimizer Adam ProximalGD ProximalGD ProximalGD
Task learning rate 4e-3 0.4 (see Table 6) (see Table 6)
Task adaptation steps 100 100 100 100
Task batch size (# images) 20 20 20 20
Table 6: Task optimizer learning rate for different numbers of training instances per character class in
small-data augmented Omniglot.
# train instances 1 3 5 10 15
σ-Reptile task LR 0.4 0.31 0.22 0.12 0.03
σ-iMAML task LR 0.25 0.17 0.14 0.1 0.05
We train each algorithm 10 times with each of 5, 10, 15, and 20 training alphabets and 1, 3, 5, 10, and
15 training instances per character class.
We meta-train all algorithms for 1000 steps using 100 steps of adaptation per task. We use a meta-
batch size of 20, meaning that the same task can appear multiple times within a batch, although the
images will be different in each task instance due to data augmentation. At meta-evaluation time,
we again perform 100 steps of task adaptation on the task-train instances of each test alphabet, and
report the accuracy on the task-validation instances.
Hyperparameters for each of the 4 algorithms that we evaluate on small-data augmented Omniglot are
listed in Table 5. These were chosen based on a comprehensive hyperparameter search on separate
validation data. For Reptile, we use a linear learning rate decay that reaches 0 at the end of meta-
training, as in Nichol et al. [1]. For iMAML, we use an L2 regularization scale of λ = 1/σ2 = 1e−3.
For σ-iMAML and σ-Reptile, we use a different task optimizer learning rate for different numbers
of instances. These learning rates are presented in Table 6.
Due to space limit, we show results with either 1 training instance per character class or 15 training
alphabets in Fig. 4 of the main text. The full results of the 20 experimental conditions are presented in
Figs. 10 and 11, which respectively show the performance of each method as the number of training
instances and alphabets vary. As discussed in the main text, each shrinkage variant outperforms or
matches its corresponding non-shrinkage variant in nearly every condition. Improvements by the
shrinkage variants are more consistent and pronounced when the amount of training data is limited.
E.2 Few-shot Text-to-Speech experiment details
For the few-shot text-to-speech problem, various works [5–8] have made use of speaker-encoding
networks or trainable speaker embedding vectors to adapt to a new voice based on a small amount of
speech data. These works achieved success to some extent when there were a few training utterances,
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Figure 10: Test accuracy on augmented Omniglot in the small-data regime as a function of the number
of training alphabets where in each plot the number of instances per class is fixed. Each data point is
the average of 10 runs with 95% confidence intervals.
but the performance saturated quickly beyond 10 utterances [7] due to the bottleneck in the speaker
specific components. Arik et al. [5], Chen et al. [6] found that the performance kept improving with
more utterances by fine-tuning the entire TTS model, but the adaptation process had to be terminated
early to prevent overfitting. As such, some modules may still be underfit while others have begun to
overfit, similar to the behavior seen for MAML in Fig. 8.
In this paper, we examine the advantage of Shrinkage with a WaveNet model [21]. The same method
applies to other TTS architectures as well. In preliminary experiments, we found iMAML and σ-
iMAML meta-learn much more slowly than Reptile and σ-Reptile. We conjecture that this is because
iMAML and σ-iMAML compute meta-gradients based only on the validation data from the last mini-
batch of task adaptation. In contrast, the meta update for φ from Reptile and σ-Reptile accumulates
the task parameter updates computed from training mini-batches through the adaptation process.
With a task adaptation horizon of 100 steps, this leads to significantly different data efficiencies. As a
result, we only evaluate Reptile and σ-Reptile for this experiment.
The WaveNet model is an augoregressive generative model. At every step, it takes the sequence
of waveform samples generated up to that step, and the concatenated fundamental frequency (f0)
and linguistic feature sequences as inputs, and predicts the sample at the next step. The sequence of
fundamental frequency controls the dynamics of the pitch in an utterance. The short-time frequency
is important for WaveNet to predict low level sinusoid-like waveform features. The linguistic features
encode the sequence of phonemes from text. They are used by WaveNet to generate speech with
corresponding content. The dynamics of the fundamental frequency in f0 together with the phoneme
duration contained in the linguistic feature sequence contains important information about the prosody
of an utterance (word speed, pauses, emphasis, emotion, etc), which change at a much slower time-
scale. While the fundamental frequency and prosody in the inputs contain some information about
the speaker identity, the vocal tract characteristics of a voice that is unique to each speaker cannot
26
2 4 6 8 10 12 14
Number of training instances per class
0.5
0.6
0.7
0.8
0.9
Te
st
 a
cc
ur
ac
y
-Reptile
Reptile
-iMAML
iMAML
(a) 5 training alphabets.
2 4 6 8 10 12 14
Number of training instances per class
0.5
0.6
0.7
0.8
0.9
Te
st
 a
cc
ur
ac
y
(b) 10 training alphabets.
2 4 6 8 10 12 14
Number of training instances per class
0.5
0.6
0.7
0.8
0.9
Te
st
 a
cc
ur
ac
y
(c) 15 training alphabets.
2 4 6 8 10 12 14
Number of training instances per class
0.4
0.5
0.6
0.7
0.8
0.9
Te
st
 a
cc
ur
ac
y
(d) 20 training alphabets.
Figure 11: Test accuracy on augmented Omniglot in the small-data regime as a function of the number
of training instances where in each plot the number of training alphabets is fixed. Each data point is
the average of 10 runs with 95% confidence intervals.
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Figure 12: Architecture of the multi-speaker WaveNet model. The single-speaker WaveNet model
used by Reptile and σ-Reptile, does not include the speaker embedding lookup table and the
corresponding conditional input layer.
be inferred from the inputs, and has to be learned by the WaveNet model from waveform samples
through task adaptation.
The full architecture of a multi-speaker WaveNet model used by SEA-Emb and SEA-All in Chen et al.
[6] is shown in Fig. 12. For Reptile and σ-Reptile, we use a single-speaker model architecture that
excludes the speaker embedding lookup table and associated conditional input layers in the residual
blocks. The single-speaker model is comprised of one input convolutional layer with 1× 1 kernel,
one input skip-output 1× 1 layer, 30 residual of dilated causal-convolutional blocks (each including
4 layers), and 2 1× 1 output layers before feeding into a 256-way softmax layer. We treat every layer
as a module, for a total of 123 modules (the output layer of the last block is not used for prediction).
To speed up meta-learning, we first pretrain a single-speaker model with all training speaker data
mixed, and initialize σ-Reptile and Reptile with that pretrained model. This is reminiscent of other
meta-learning works for few-shot image classification that use a pretrained multi-head model to
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warm-start when the backbone model (e.g. ResNet) is large. This pretrained TTS model learns to
generate speech-like samples but does not maintain a consistent voice through a single sentence In
contrast to other meta-learning works that fix the feature extracting layers, we then meta-learn all
WaveNet layers to identify most task-specific modules.
We run the multispeaker training and pre-training for meta-learning methods for 1M steps on a
proprietary dataset of 61 speakers each with 2 hours of speech data with 8-bit encoding sampled
at 24K frequency. For σ-Reptile and Reptile, we further run meta-learning for 8K meta-steps with
100 task adaptation steps in the inner loop for the same set of speakers. Each task consists of 100
utterances (about 8 minutes). We evaluate the model on 10 holdout speakers, in two data settings,
with 100 utterances or 50 utterances (about 4 minutes) per task. We run up to 10,000 task adaptation
steps in meta-testing. SEA-All and Reptile both finetune all parameters. They overfit quickly in
meta-testing after about 1,500 and 3,000 adaptation steps with 4-min and 8-min of data, respectively.
We therefore early terminate task adaptation for these algorithms to prevent overfitting.
To measure the sample quality of naturalness. We request human evaluators to rate each sample on
a five-point Likert Scale (1: Bad, 2: Poor, 3: Fair, 4: Good, 5: Excellent) and then we compute the
mean opinion score (MOS). This is the standard approach to evaluate the quality of TTS models.
Voice similarity is computed as follows. We use a pretrained speaker verification model [47] that
outputs an embedding vector, d(x), known as d-vector, for each utterance x. We first compute the
mean of d-vectors from real utterances of each test speaker, t. d¯t :=
∑
n d(xt,n)/Nt. Given a model
adapted to speaker t, we compute the sample similarity for every sample utterance xi as
sim(xi, t) = cos(d(xi), d¯t) .
E.3 Additional short adaptation experiment: sinusoid regression
We follow the standard protocol of the sinusoid regression problem pf Finn et al. [13] in which each
task consists of regressing input to output of a sinusoid y = a sin(x − b) uniformly sampled with
amplitude a ∈ [0.1, 5] and phase b ∈ [0, pi]. Each task is constructed by sampling 10 labelled data
points from input range x ∈ [−5, 5]. We learn a regression function with a 2-layer neural network
with 40 hidden units and ReLU nonlinearities and optimise the mean-squared error (MSE) between
predictions and true output values.
Our method is agnostic to the choice of modules. For this small model, consider each set of network
parameters as a separate module. In total, we define 6 modules: {bi, wi}, for i = 0, 1, 2, where bi and
wi denote the bias and weights of each layer. We run each shrinkage variant for 100K meta-training
steps, and evaluate the generalization error on 100 holdout tasks. The hyperparameters of all three
shrinkage algorithm variants are given in Table 7.
We show the learned variance fromσ-MAML,σ-iMAML andσ-Reptile in Fig. 13(a,d,g) respectively.
In all experiments, we observe that the learned variances σ2m for the first 2 modules (b0, w0) are
significantly larger than the rest. This implies that our method discovers that these modules are
task-specific and should change during adaptation whereas the other modules are task-independent.
To confirm the learned variances correspond to task-specificity, we adapt one layer at a time on
holdout tasks and keep the other layers fixed. Fig. 13 show that adapting only the discoveried first
layer results in both low error and accurately reconstructed sinusoids, whereas adapting other modules
does not.
E.4 Additional short adaptation experiment: few-shot image classification
We next look at two standard benchmarks for few-shot image classification, Omniglot and
miniImageNet, which perform task adaptation in meta-training for up to 20 steps.
E.4.1 Few-shot Omniglot
The Omniglot dataset [48, 49] consists of 20 samples of 1623 characters from 50 different alphabets.
The dataset is augmented by creating new characters that are rotations of each of the existing
characters by 0, 90, 180, or 270 degrees. We follow the standard N -way K-shot classification setting
where a task is generated by randomly sampling N characters and training the model on K instances
of each [49–51]. Character classes are partitioned into separate meta-train and meta-test splits, and
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Table 7: Hyperparameters for the few-shot sinusoid regression experiment
σ-MAML σ-Reptile σ-iMAML
Meta-training
Meta optimizer Adam Adam Adam
Meta learning rate (φ) 9.8e-4 3.0e-3 5.7e-3
Meta learning rate (logσ2) 4.4e-3 1.4e-4 1.8e-3
Meta training steps 100k 100k 100k
Meta batch size (# tasks) 5 5 5
Damping coefficient - 6e-3 0.5
Conjugate gradient steps - 7 1
Task adaptation
Task optimizer ProximalGD ProximalGD ProximalGD
Task learning rate 8.3e-4 1.4e-4 3.9e-4
Task adaptation steps 68 100 100
Task batch size (# data points) 10 10 10
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Figure 13: Sinusoid regression with σ-MAML (top row), σ-iMAML (middle row), and σ-Reptile
(bottom row). In the left column (a,d,g) we show the learned σm for each module. The values in the
second and third layers are too small to be visible. In the middle column (b,e,h) we show the mean
squared error, averaged over 100 tasks, as a function of task adaptation step, while adapting only a
single module (the dashed lines) or using the learned σ (pink). Finally, the right column (c,f,i) shows
predictions under each adaptation scheme. Note that the model trained using the learned σ (pink)
overlaps with the model with the first layer adapted (dark blue) in (b–c,e–f,h–i).
the instances (images) of each character are also split into separate (task) train and (task) validation
subsets.
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We use the same 4-block convolutional architecture as in Finn et al. [13]. This architecture consists
of 4 convolutional blocks, each made up of a 3 × 3 convolutional layer with 64 filters and stride
2, a batch-normalization layer [52], and a ReLU activation, in that order. The output of the final
convolutional block is fed into an output linear layer and a softmax, and trained with the cross-entropy
loss. All images are downsampled to 28× 28.
Hyperparameters for the six algorithms evaluated in this experiment are presented in Table 8. Module
discovery and classification performance for this dataset are discussed below.
Table 8: Hyperparameters for the few-shot Omniglot classification
MAML Reptile iMAML σ-MAML σ-Reptile σ-iMAML
Meta-training
Meta optimizer Adam SGD Adam Adam SGD Adam
Meta learning rate (φ) 4.8e-3 1.8 1e-3 1.7e-4 1.6 7.8e-3
Meta learning rate (logσ2) - - - 7.4e-3 7e-4 4e-3
Meta training steps 60k 100k 60k 60k 100k 60K
Meta batch size (# tasks) 32 5 32 32 5 32
Damping coefficient - - 1.0 - 6e-3 0.18,
Conjugate gradient steps - - 4 - 1 2
Task adaptation (adaptation step and batch size for meta-test are in parentheses)
Task optimizer SGD Adam ProximalGD ProximalGD Adam ProximalGD
Task learning rate 0.968 8e-4 0.23 0.9 6e-4 1.3
Task adaptation steps 1 (50) 5 (50) 19 (50) 3 (50) 8 (50) 8 (50)
Task batch size (# images) 5 (5) 10 (5) 5 (5) 5 (5) 10 (5) 5 (5)
E.4.2 miniImageNet
The miniImageNet dataset [50, 51] is, as the name implies, a smaller and easier many-task, few-shot
variant of the ImageNet dataset. However, its images are larger and more challenging than those of
Omniglot. miniImageNet consists of 100 classes (64 train, 12 validation, and 24 test) with images
downsampled to 84 × 84. We follow the standard miniImageNet protocol and train in the N -way
K-shot paradigm using the same 4-block convolutional architecture as in previous work [50, 13].
Each convolutional block consists of a 3× 3 convolutional layer with 32 filters, a batch-normalization
layer [52], and a ReLU activation, in that order. As in Omniglot, the output of the final convolutional
block is fed into an output linear layer and a softmax, and trained with the cross-entropy loss.
Hyperparameters for each algorithm on miniImageNet are presented in Table 9. For iMAML, we use
λ = 0.14. Module discovery and classification performance for this dataset are discussed below.
Table 9: Hyperparameters for the few-shot miniImageNet classification experiment
MAML Reptile iMAML σ-MAML σ-Reptile σ-iMAML
Meta-training
Meta optimizer Adam SGD Adam Adam Adam Adam
Meta learning rate (φ) 1e-3 0.45 2.5e-4 1e-3 6e-4 2e-4
Meta learning rate (logσ2) - - - 5e-2 2.5e-2 0.2
Meta training steps 60k 100k 60k 60k 100k 60k
Meta batch size (# tasks) 4 5 4 5 3 5
Damping coefficient - - 6.5e-2 - 1e-2 2e-3
Conjugate gradient steps - - 5 - 3 2
Task adaptation (adaptation step and batch size for meta-test are in parentheses)
Task optimizer SGD Adam ProximalGD ProximalGD ProximalGD ProximalGD
Task learning rate 1e-2 1.5e-3 4e-2 0.1 1.35 1.6
Task adaptation steps 5 (50) 5 (50) 17 (50) 5 (50) 7 (50) 1 (50)
Task batch size (# images) 5 (5) 10 (5) 5 (5) 5 (5) 10 (5) 5 (5)
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(c) Learned σ2 for σ-Reptile.
(d) Accuracy for σ-MAML. (e) Accuracy, σ-iMAML. (f) Accuracy for σ-Reptile.
Figure 14: Learned variances and test accuracies on Omniglot. (a) & (b) & (c) show the learned
variance per module with σ-MAML, σ-iMAML and σ-Reptile, respectively. (d) & (e) & (f) show the
average test accuracy at the end of task adaptation with σ-MAML, σ-iMAML and σ-Reptile. Each
bar shows the accuracy after task adaptation either with all layers frozen except one. Colors map to
the colors of (a) & (b) & (c). bni and convi denote i-th batch normalization layer and convolutional
layer, and output is the linear output layer. The pink dashed line shows the accuracy after adaptation
with the learned σ and the black dashed line is the chance accuracy.
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(c) Learned σ2 for σ-Reptile.
(d) Accuracy for σ-MAML. (e) Accuracy, σ-iMAML. (f) Accuracy for σ-Reptile.
Figure 15: Learned variances and test accuracies on miniImageNet. (a) & (b) & (c) show the learned
variance per module with σ-MAML, σ-iMAML and σ-Reptile, respectively. (d) & (e) & (f) show the
average test accuracy during at the end of task adaptation with σ-MAML, σ-iMAML and σ-Reptile.
Each bar shows the accuracy after task adaptation either with all layers frozen except one. Colors map
to the colors of (a) & (b) & (c). bni and convi denote i-th batch normalization layer and convolutional
layer, and output is the linear output layer. The pink dashed line shows the accuracy after adaptation
with the learned σ and the black dashed line is the chance accuracy.
E.4.3 Module discovery
We first discuss module discovery for these two datasets and then compare classification accuracies
in the next section.
Fig. 14 and Fig. 15 present our module discovery results for all three shrinkage algorithms on few-shot
Omniglot and miniImageNet. We see that after training there is always one layer that has a learned
variance that is significantly larger than all other layers. As shown in Fig. 14(d-e) and Fig. 15(d-e),
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Figure 16: Learned variances of the last conv layer vs output linear layer with σ-iMAML from
multiple runs.
Table 10: Test accuracy on few-shot Omniglot and few-shot miniImageNet. For each algorithm, we
report the mean and 95% confidence interval over 10 different runs. For each pair of corresponding
methods, we bold the entry with highest mean accuracy.
Omniglot miniImageNet
N5 K1 N5 K1
σ-MAML 98.8± 0.4% 47.7± 0.5%
MAML 98.7± 0.7% 46.1± 0.8%
σ-iMAML 97.2± 0.8% 47.6± 1.1%
iMAML 97.2± 1.2% 47.2± 1.4%
σ-Reptile 97.8± 0.5% 47.0± 0.9%
Reptile 96.9± 0.6% 47.4± 0.9%
we observe that by adapting only this task-specific module, the model is able to achieve high accuracy
at test time, equal to the performance achieved when adapting all layers according to the learned σ2.
Conversely, adapting only the task-independent modules leads to poor performance.
Importantly, it is always one of the final two output layers that has the highest learned variance,
meaning that these two layers are the most task-specific. This corroborates the conventional belief in
image-classification convnets that output layers are more task-specific while input layers are more
general, which is also validated in other meta-learning works [17, 25].
However, in most of the subfigures in Fig. 14 and Fig. 15, it is actually the penultimate layer that is
most task-specific and should be adapted. The only algorithm for which the penultimate layer was
not the most task-specific was σ-iMAML in the Omniglot experiment. To study this further, we run
σ-iMAML on Omniglot repeatedly with a random initialization and hyper-parameter settings and
keep the learned models that achieve at least 95% test accuracy. In Fig. 16, we show the learned σ2m of
the final convolutional layer (conv3) and the linear output layer (output) from those runs. In almost
every case, conv3 dominates output by an order of magnitude, meaning that the selection of the
output layer in Fig. 14 was a rare event due to randomness. Adapting conv3 remains the most stable
choice, and most runs that adapt only it achieve a test accuracy that is not statistically significantly
different from the result in Fig. 14(b). Our results extend the results of the above meta-learning works
that focus only on adapting the final output layer, and match a recent independent observation in [19].
Considering the different task-specific modules discovered in augmented Omniglot, TTS, sinusoid
regression, and these two short-adaptation datasets, it is clearly quite challenging to hand-select
task-specific modules a priori. Instead, meta-learning a shrinkage prior provides a flexible and
general method for identifying the task-specific and task-independent modules for the domain at
hand.
Learning a prior for a single module.
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We also tried learning a single shared prior σ2 for all variables. When using a single module like this,
σ2 grows steadily larger during meta-learning, and the shrinkage algorithms simply reduce to their
corresponding standard meta-learning algorithms without the shrinkage prior. This highlights the
necessity of learning different priors for different components of a model.
This observation differs from the results of Rajeswaran et al. [2], which reported an optimal value
of λ = 1/σ2 = 2 for iMAML. One possible explanation for this difference is that too small of a
value for λ leads to instability in computing the implicit gradient, which hinders learning. Also, when
searching for the optimal λ as a hyperparameter the dependence of the validation loss on λ becomes
less clear when λ is sufficiently small. In our few-shot Omniglot experiments, we find that the best
value of λ for iMAML is λ = 0.025.
E.4.4 Classification accuracy
We compare the predictive performance of all methods on held-out tasks in Table 10. While many
of the results are not statistically different, the shrinkage variants show a modest but consistent
improvement over the non-shrinkage algorithms. Further, σ-MAML does significantly outperform
MAML on miniImageNet and σ-Reptile does significantly outperform Reptile in Omniglot.
Note that we do not in general expect the shrinkage variants to significantly outperform their
counterparts here because the latter do not exhibit overfitting issues on these datasets and have
comparable or better accuracy than other Bayesian methods in the literature [26, 22].
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