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Abstract
This dissertation develops the subject of beam evolution in storage rings with nearly
uncoupled symplectic linear dynamics. Linear coupling and dissipative/diffusive pro-
cesses are treated perturbatively. The beam distribution is assumed Gaussian and
a function of the invariants. The development requires two pieces: the global in-
variants and the local stochastic processes which change the emittances, or averages
of the invariants. A map based perturbation theory is described, providing explicit
expressions for the invariants near each linear resonance, where small perturbations
can have a large effect. Emittance evolution is determined by the damping and diffu-
sion coefficients. The discussion is divided into the cases of uniform and non-uniform
stochasticity, synchrotron radiation an example of the former and intrabeam scat-
tering the latter. For the uniform case, the beam dynamics is captured by a global
diffusion coefficent and damping decrement for each eigen-invariant. Explicit expres-
sions for these quantities near coupling resonances are given. In many cases, they are
simply related to the uncoupled values. Near a sum resonance, it is found that one
of the damping decrements becomes negative, indicating an anti-damping instability.
The formalism is applied to a number of examples, including synchrobetatron cou-
pling caused by a crab cavity, a case of current interest where there is concern about
operation near half integer νx. In the non-uniform case, the moment evolution is
computed directly, which is illustrated through the example of intrabeam scattering.
Our approach to intrabeam scattering damping and diffusion has the advantage of not
requiring a loosely-defined Coulomb Logarithm. It is found that in some situations
there is a small difference between our results and the standard approaches such as
Bjorken-Mtingwa, which is illustrated by comparison of the two approaches and with
v
a measurement of Au evolution in RHIC. Finally, in combining IBS with the global
invariants some general statements about IBS equilibrium can be made. Specifically,
it is emphasized that no such equilibrium is possible in a non-smooth lattice, even
below transition. Near enough to a synchrobetatron coupling resonance, it is found
that even for a smooth ring, no IBS equilibrium occurs.
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Chapter 1
Introduction
A storage ring is a device in which a high energy beam of charged particles is confined
in the vicinity of a closed orbit. Storage rings can be used for particle acceleration,
colliders for nuclear and particle physics experiments, damping rings and light sources.
Intensive research is ongoing for all of these applications with energy being pushed
higher, beam intensity increased and control and measurement of other beam prop-
erties pushed to the limits of current technology and understanding. The motivation
for the present dissertation arose out of several issues that researchers confront as
these various limits are pushed.
The first problem is that of intrabeam scattering (IBS). Particles in the beam in-
teract via the Coulomb interaction. This causes particles to slowly move off the orbits
prescribed by the external magnetic fields. Because of the essential randomness of the
detailed particle distribution this causes beam evolution in a thermal equilibration
like process. At a single particle level, one can think of IBS as causing diffusion and
damping (so-called “dynamical friction”). The effects of IBS get stronger with in-
creased particle density which results from either increased beam current or reduced
beam sizes. However, it is strongly energy-dependent, making it most relevant for
machines with low and intermediate energies. For example, in the ALS, a third gen-
eration light source, IBS is a strong effect at 0.7 GeV, but very weak at 1.9 GeV
[1].
Intrabeam scattering theory has a long history, passing through such disparate
1
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subjects as galactic dynamics (see e.g. [2, 3, 4]) and plasma physics (see e.g. [10,
11]) before being adapted to charged particle beams. The connection of course, is
that both the gravitational and Coulomb interactions are 1/r2 forces; attraction or
repulsion ends up being relatively unimportant here. The two main adaptations
of this theory to accelerator physics are those of A. Piwinski [12] and Bjorken and
Mtingwa (BM) [13].
There are two reasons for revisiting IBS theory which we will focus on here. The
first is the issue of the Coulomb Logarithm. This is a parameter that shows up in
the standard IBS analysis and is usually expressed as the logarithm of the ratio of a
maximum to minimum impact parameter for the scattering process. The minimum
distance cut-off is relatively uncontroversial: a variety of different arguments all lead
to a distance of the order of the distance of minimum approach of the two particles.
The large distance cut-off bmax has been more controversial, however. The question
is one of locality. If only nearby particles need to be considered, then one takes bmax
to be of the order of the inter-particle spacing. If no such locality condition can be
assumed, then one must include scatters up to some possibly much larger distance
scale. In plasma physics, for a uniform density plasma, an argument based on charge
shielding gives the Debye length for this length scale. In a non-neutral situation of
either stars interacting gravitationally, or a charged particle beam, however, such a
shielding cut-off does not obviously apply1. For a view into the controversy, see e.g.
[15, 16, 17].
By the time diffusion and damping due to the Coulomb interaction was adapted
to accelerator physics, the controversy was mostly seen as resolved with the “sys-
tem size” determining bmax
2. Let us suppose that in some sense this is the correct
answer. Charged particle beams give this issue a further twist however. In modern
light sources or damping rings the vertical beam size can be much smaller than the
horizontal which in turn is much smaller than the bunch length. Which of these three
sizes should be used? Typically, the smallest of the three sizes is taken, but one may
1For the gravitational case, some have suggested using the distance associated with the Jeans
instability[14].
2Note, however, that in Piwinski’s 1974 original paper, he takes the interparticle spacing for
determining bmax. His later work suggests using the beam size.
3wonder whether this is justified. In this dissertation, we describe an approach to IBS
in which no large distance cut-off is required. The scattering integrals are cut off
naturally by the actual beam distribution3 . This approach was first described in
[18]. Here we give a more complete treatment.
The second issue regarding IBS theory relates to coupling. The original formula-
tions of Piwinski and BM didn’t include a coupled beam distribution. Piwinski made
some progress on this topic in [19] as did V. Lebedev [20] more recently in unpub-
lished work. General coupling is also combined with IBS in the computer program
SAD, with an approach as described in [21]. All of these approaches involve general
coupling and are mainly amenable to numerical computation. One may wish for an
intermediate approach that includes coupling but still allows for analytical under-
standing. Such an approach by the present author and collaborators which included
transverse coupling and was applied to understanding of IBS data in the KEK ATF
was described in [18]. Elaborating on the approach described in this work amounts
to a substantial portion of the contents of this dissertation.
The topic of linear coupling is still an active research subject (see e.g. [24, 25, 26,
27, 28]), despite the fact that general analyses were initiated quite some time ago[22,
23]. Because of its importance in accelerator operations, improved understanding of
parametrization, measurement, and correction continues development.
These references relate mainly to transverse (betatron) coupling. There is also
the issue of transverse-longitudinal (synchro-betatron) coupling [44]. A recent reason
for wanting to understand this issue involves installation of crab cavities in colliders
(such as KEK-B[60]) in order to compensate for beam-beam effects from a collision
with a crossing angle. Because such colliders typically operate with a horizontal tune
near a half-integer resonance, one may be particularly concerned about the effects
of synchro-betatron coupling on stability and beam distribution. This problem was
analyzed by Hoffstaetter and Chao [35] in which they find stop-band widths near
linear resonances due to a single crab cavity and also due to dispersion at an rf
3We should point out, however, that the existence of this formulation should not be seen as a
strong argument for using the beam size over the inter-particle spacing for the maximum distance
scatters to include. We have, in a sense, decided ahead of time that large distance scatters are
relevant and can be included in an impulse approach.
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cavity.
Even if the crab cavity doesn’t cause an instability, however, it may still have a
strong effect on the beam distribution near a resonance. This issue led to the work
contained in [29] and which also comprises a substantial part of this dissertation.
The effect of coupling near resonance has been well studied in the context of
Hamiltonian perturbation theory. See [30] and [31]. In this approach, a distributed
perturbation to the Hamiltonian is Fourier analyzed and slowly varying terms are
extracted. For the case of linear perturbations such as linear coupling, a coupling pa-
rameter can be determined and the tunes found, particularly near sum and difference
resonances.
In the presence of a damping and diffusion effect, a unique equilibrium distribution
is reached. For the uncoupled case with synchrotron radiation, analytical expressions
were given in [36]. A numerical algorithm to find this distribution for the general
coupled case was given in [37]. A generalization of the synchrotron radiation integrals
were given in [32, 33].
In reference [34], the authors find the equilibrium beam distribution near a beta-
tron coupling resonance, using the Hamiltonian perturbation theory results of [31] to
find the coupled Hamiltonian and resulting equilibrium beam distribution. We seek
similar results for the synchro-betatron coupled case in addition to wanting to under-
stand the beam distribution near integer and half-integer resonance. In [29] and this
dissertation, we take a different approach to near resonance perturbation theory. We
develop a new perturbation theory based directly on the one turn map, which for the
linear case is a symplectic matrix. Near resonance, this is degenerate perturbation
theory, with a close parallel to that of Quantum Mechanics4. We are able to derive
the same results as found from the Hamiltonian approach in addition to being able
to analyze the integer and half integer resonances caused by coupling which requires
second order degenerate perturbation theory.
With this as introduction to the motivations of the work described in this dis-
sertation, let us now return to a more general discussion of storage rings in order to
4A similar approach to the perturbation theory is taken in reference [66]. However, they do not
consider the case of near resonance.
5describe our analytical framework.
In each type of storage ring, dipole magnets are used to bend the trajectory into
a convenient shape. Quadrupole magnets provide transverse focussing about this
orbit. The invention of alternating focussing quadrupole magnets allows stability in
both horizontal and vertical directions. RF cavities are added to the ring to provide
the acceleration of the beam and also for longitudinal focussing. There may also be
additional dipole magnets in the form of insertion devices in electron storage rings
for the purpose of additional cooling or for the production of coherent or incoherent
radiation. There are also higher order multipole magnets which produce magnetic
fields for other orbit related purposes. Although these elements act locally, for our
purpose, it is their net global effect that is important. They can all be lumped together
to produce a symplectic one-turn map. This map will depend on the position in the
ring, but is determined by electric and magnetic fields throughout the ring, not just
at the local position. The arrangement of these linear and nonlinear electromagnetic
elements around the storage ring is called a lattice.
In addition to the planned fields due to the lattice, there are additional electric
and magnetic fields the beam encounters around the ring. For one, it produces a
self field, that acts on itself directly through what are termed space charge effects
and intrabeam scattering, and indirectly through its interaction with the beam pipe
and cavities. There will also be error fields, due to small discrepancies between the
designed configuration of magnets and cavities and their actual configurations. Also,
electrons and positrons can emit substantial synchrotron radiation when bent in their
trajectories. This reduces their energy in addition to providing a noise source due to
quantum fluctuations in the emitted photon energy.
One would like to know the effects of these additional processes on particle dynam-
ics and beam distribution. We will assume that they are small, and can be treated
as a perturbation to the design symplectic dynamics. These additional effects can
be divided into symplectic and non-symplectic ones. We will take an asymmetric
approach to these effects, treating the symplectic perturbations as perturbing the
one-turn map, and the non-symplectic dynamics as causing local perturbation to the
beam.
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The reason for this division comes from the fact that we assume that the dynamics
is close to symplectic. We will also focus on the linear case in this thesis, in which
the one-turn map is represented by a symplectic matrix. In this case, a beam in
equilibrium can be described as a Gaussian function of the invariants of the one-turn
map matrix [37]:
f(~z) =
1
pi3〈g1〉〈g2〉〈g3〉 exp
(
− g1〈g1〉 −
g2
〈g2〉 −
g3
〈g3〉
)
, (1.1)
where g1,2,3 are quadratic invariants which we will write as ga = ~z
TGa~z, with a =
1, 2, 3. ~z is the phase space vector and the T indicates a transpose of the vector.
〈g1,2,3〉 are the average values of the invariants over the beam distribution. They are
related to the RMS eigen-emittances a by 〈ga〉 = 2a.
Once these invariants have been determined, the distribution is only a function
of three parameters, the 〈ga〉. The non-symplectic dynamics locally change the emit-
tances, but the form of the invariants are determined by the global one-turn map at
a given location.
How do the non-symplectic dynamics change the beam distribution? We will
assume the beam has a Gaussian distriubition, taking the form of (1.1). We can
thus capture the effects of the non-symplectic dynamics in terms of the change to
the second moments of the distribution which thereby change the 〈ga〉. Let Σ be the
matrix of second moments. Then the non-symplectic dynamics will produce a local
dΣ/ds where s is the position along the closed orbit trajectory. The change in the
emittance around the ring is then given by
∆〈ga〉 =
∮
dsTr
[
Ga
dΣ
ds
]
(1.2)
This equation is the basis for our approach to the subject and captures the distinction
between global symplectic dynamics and local non-symplectic dynamics: Ga is the
invariant of the global one-turn map at that position, and dΣ/ds is the local change
in the distribution due to the non-symplectic effects. The local change in the global
invariant is then integrated around the ring to yield Eq. (1.2) for the total change in
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So we see that there are two pieces to this approach to beam dynamics in a stor-
age ring. The first involves finding the global one-turn map and the corresponding
invariants. The second involves finding the local effect on the second moments due
to all relevant non-symplectic processes. This interaction between local and global is
one of the distinctive features of storage ring physics. For example, particles emit-
ting synchrotron radiation undergo diffusion primarily in energy. However, due to
dispersion which causes the transverse invariant to contain an energy component, the
transverse emittance grows. More generally, diffusion or damping in one direction
can, through global coupling, cause growth in other directions which could not be
predicted by only looking at the local dynamics. As another example of this which
we will encounter, the non-symplectic process of intrabeam scattering causes growth
in the RMS momenta of the beam in such a way that energy in the beam frame is
conserved. When energy conservation is described in terms of the global invariants,
interesting effects arise, such as lack of an equillibrium, even in the smooth approxi-
mation when above the transition energy. Further, when one goes beyond the smooth
approximation, using the locally varying global invariants, one finds that no equilib-
rium is possible with just IBS, even below transition. This is again an application of
this interplay between local and global dynamics in storage rings5.
Stochastic effects can be included through the Fokker-Planck equation [2, 39, 40]
which gives the evolution of the single particle probability distribution which can be
reinterpreted as the beam distribution itself. This is not as general a starting point
as it may appear. It assumes that correlations between particles can be ignored6.
Further, it is assumed that the stochastic kicks are small7. We mention these as-
sumptions to bring attention to the fact that it is by no means obvious that the
Fokker-Planck framework is adequate for describing the effects of IBS. In fact, this
question is connected to the question of locality and bmax in the Coulomb Logarithm.
Refer to the galactic dynamics literature (e.g. [2, 3, 4]) for more on this point. We will
5See [38] for further musings on this global/local philosophical issue.
6For a more general framework, see a discussion of the BBGKY hierarchy in e.g. [41]
7If one does not make this assumption, but still uses a single particle distribution function, this
is the Master Equation (again, see e.g. [41]).
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here assume that the Fokker-Planck equation (or equivalent single particle stochastic
differential equation) applies, taking the framework as seriously as possible. Indeed,
the ability to do measurement of beam evolution due to IBS means that perhaps some
of these old controversies can finally be put to rest8. But doing so requires both very
careful measurement, and very careful understanding of assumptions going into the
modeling analysis.
If we are only interested in Gaussian beams, as we will be in this dissertation, only
the evolution of the second moments is required, as stated in Eq. (1.2). Then, one
can use a single particle stochastic differential equation as the starting point to derive
such moment evolution. In the case that non-Gaussian evolution were considered,
the Fokker-Planck equation would be a more convenient tool. However, we will not
consider this interesting question further. See refs. [5, 6, 7, 8, 9]. In the case that the
distribution has substantial tails, but one still wants to use a Gaussian analysis, ref.
[62] should be considered.
This thesis is organized as follows. In Chapter 2, we will give the details of the
general formalism described in this introduction. The invariants are defined from
the one turn map, and the distribution is described in terms of the invariants and
their average values, or emittances. Given additional non-symplectic processes, the
emittances will evolve, and we write down these evolution equations. We assume an
uncoupled starting point and will consider coupling and non-symplectic dynamics as
perturbations. We here give the details of the uncoupled symplectic starting point.
We give the uncoupled invariants and transfer matrix in terms of the Courant-Snyder
lattice parameters and dispersion functions. We give approximate lattice parameters
for a smooth ring, the simple smoothed-out model replacing the actual ring with
varying local properties.
In Chapter 3 we consider how linear coupling affects the symplectic dynamics.
We develop a perturbation theory based on the one turn map. We focus on the case
of being near a linear resonance where small coupling can cause large effects. Being
on a resonance implies a degeneracy of the one-turn map, and we will thus require
8Computer simulation can also be of help here. However, the adequacy of macroparticle models
which are inevitable for 109 particles is uncertain and under investigation (see e.g. [42] for some
recent work in this area).
9degenerate perturbation theory. We give analytical expressions for the perturbed
eigenvalues by which questions of stability can be explored, and also the coupled
invariants which determine the beam distribution. We explore the example of trans-
verse coupling caused by skew quadrupole magnetic fields. We also consider the case
of synchro-betatron coupling, and we give detailed results for the cases of dispersion
at an RF cavity and a single crab cavity.
In Chapter 4, we add non-symplectic dynamics in the form of constant damping
and diffusion matrices. Combined with linear symplectic dynamics, there is a unique
Gaussian equilibrium beam distribution. This distribution can be approximately
written as a function of the invariants of the one turn map, and we focus on this
approximation which is typically quite good. In this case, we can define damping and
diffusion coefficients for the eigen-invariants which give the equilibrium emittances.
We consider the case of synchrotron radiation emitted in bending magnets in elec-
tron storage rings giving the explicit expressions for the local damping and diffusion
matrices. We then derive the equilibrium emittances, which are well-known from the
work of Sands [36].
In Chapter 5, we combine the results of the third and fourth chapters, giving
expressions for the damping and diffusion coefficients for the coupled eigen-invariants
near each of the linear coupling resonances. Near difference resonances we find that
one of the damping coefficients can become negative, when the symplectic dynamics
are still stable. This “anti-damping” indicates a slow instability, caused by the inter-
play of the damping with the structure of the invariants. This phenomenon can be
seen in the “uncoupled” results of Chapter 4 as well. When the damping partition
number is too large, an instability results. In this context dispersion in fact couples
the transverse and longitudinal invariants and damping coefficients together. Our
formalism shows that anti-damping is a more general effect, and occurs as a sum
resonance is approached. Near an integer and half-integer resonance, we also derive
the effect on the damping and diffusion coefficients. We find that the damping coeffi-
cients are not affected much by the resonance. However, the diffusion coefficients are
affected, blowing up as the instability is approached.
In Chapter 6, we consider the case of non-constant damping and diffusion matrices.
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The example we explore is intrabeam scattering. In this case, we find that it is not use-
ful to define global damping and diffusion coefficient for the eigen-invariants, although
it can be done. Because a beam filling up larger phase space will have less diffusion
and damping, there is a fundamental difference from the constant case in which diffu-
sion is constant, and the damping effect increases with increased phase space volume.
Instead, the local emittance growth can be directly computed. There are a variety of
existing formulations of intrabeam scattering theory. Bjorken-Mtingwa and Piwinski
find the emittance evolution directly, not breaking the scattering down in a damping
piece and a diffusion piece. The damping and diffusion can combined together to find
the evolution of the beam second moment and resulting emittance change, which is
equivalent to the B-M and Piwinski results. The approach we take is most similar to
the Rosenbluth Potentials [10], however we provide a new derivation of the diffusion
and damping coefficients. The standard approaches involve a parameter called the
Coulomb logarithm. Although not stated explicitly in most derivations, this param-
eter results from an assumption of spatial homogeneity (specifically involving impact
parameters of colliision) of the beam. We formulate the problem in such a way that
the real spatial distribution is involved and so no divergence occurs. We find that us-
ing the minimum beam size as a cut-off gives an excellent approximation to our more
exact results in most cases. However, near to an equilibrium there can be substantial
differences. We explore an example of bunch length growth in RHIC due to IBS and
show that there is a small but possibly measurable difference between our equations
and those of Bjorken-Mtingwa. We find that it is plausible that our equations provide
a better fit to the data. Next, we survey the existing literature on IBS, describing the
various ways in which the integrals can be approximated and under which conditions
these approximations apply. Finally, we address the question of equilibrium, asking
whether an equilibrium can occur when IBS is the only damping and diffusion mech-
anism. We confirm a result of Piwinski’s, that below transition such an equilibrium
can occur, while above transition it cannot. This result, however, is only valid in the
smooth approximation. We find in a real non-smooth ring, even below transition, no
equilibrium is possible, although the equilibrium predicted by the smooth approxi-
mation is approximately valid. The smooth approximation results can be understood
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in terms of Piwinski’s invariant, a quantity conserved by IBS. It is basically energy
conservation rewritten in terms of the invariants.
Chapter 7 combines the IBS results of Chapter 6 with coupling and synchrotron
radiation discussed earlier. We give explicit expressions for the coupled matrices
needed to compute the emittance evolution and give an example of x-y coupling
in the ATF at KEK. Finally we consider how Piwinski’s invariant is affected in the
presence of synchro-betatron coupling, finding that even below transition, with strong
enough coupling, there is still no equilibrium even in the smooth approximation.
Chapter 2
General Overview
Storage ring dynamics involves interaction between local and global dynamics. If
we ignore non-linearity, the global dynamics is described by a one-turn map matrix,
M . The one-turn map will have three independent invariants associated with it. Any
beam distribution that is a function of these invariants will be stationary with respect
to M . The presence of weak damping/diffusion does two things. First, it tends to
cause the distribution to be a Gaussian function. We write a general normalized
Gaussian distribution as
f(~z) =
1
(2pi)3
√
det(M−1)
e−
1
2
~zT M~z (2.1)
In particular, the distribution will be a function of the invariants of M , which implies
f(~z) =
1
pi3〈g1〉〈g2〉〈g3〉 exp
(
− g1〈g1〉 −
g2
〈g2〉 −
g3
〈g3〉
)
. (2.2)
Here, the g1,2,3 are quadratic invariants which we will write as ga = ~z
TGa~z, with
a = 1, 2, 3, ~z being the phase space vector and the T indicating a transpose of the
vector. 〈g1,2,3〉 are the average values of the invariants over the beam distribution.
The second moment matrix, Σ is given by M−1, and using (2.2), we can show that
Σ = −J(
∑
a
〈ga〉Ga)J (2.3)
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with J given in Eq. (2.8).
Further, the diffusion and damping cause a slow variation of 〈ga〉. To find this
evolution, we consider some non-symplectic process that causes a local change in the
beam second moments Σjk = 〈zjzk〉. The net change in the 〈ga〉 is then given by
integrating the corresponding change in the invariant around the ring:
∆〈ga〉 =
∮
ds Tr
[
Ga
dΣ
ds
]
(2.4)
with Tr representing the trace of a matrix. Thus, as we see, the non-symplectic
process acts locally on the moments, causing changes in the invariants which are global
quantities. Let us briefly consider the transformation properties of this equation. Let
us suppose we apply a canonical transformation to phase space in the form of a
symplectic matrix N , and set ~z = N ~¯z. Then the moment matrix and the invariant
matrix transform as Σ = 〈~z~zT 〉 = N Σ¯N T and G¯a = NGaN so that
Tr[Ga
dΣ
ds
] = Tr[G¯a
dΣ¯
ds
] (2.5)
We will find two reasons to use this result. First, dispersion is a form of synchro-
betatron coupling, coupling together transverse and longitudinal dynamics. However
it is unavoidable in storage rings and we therefore would like to work it into our
formalism at the beginning. We do this by using betatron coordinates that uncouple
the dynamics. In this case, the matrix N is the dispersion matrix B which we give
later. Using this transformation will simplify the form of the invariants, but we must
remember to compute Σ using these same coordinates. For the case of intrabeam
scattering, one finds an additional reason to apply such a transformation. The effect
of intrabeam scattering is most easily worked out in the beam frame. Thus, if we let
N be a Lorentz transformation matrix, L, we can relate the second moment changes
in the beam frame to the lab frame emittance changes.
The calculation implied by Eq. (2.4) will organize our discussion in this chapter
and in fact our general approach. It will be useful at times, when in the midst of
a detailed calculation, to return to this equation to remind ourselves of how that
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detail fits into the bigger picture. In this chapter, we will start with a discussion
of the computation of the invariants Ga from the one-turn map M , giving explicit
expressions for the uncoupled case. Next we discuss the change in the second moments
from the local non-symplectic dynamics.
2.1 Linear Dynamics and Invariants
Consider a general electron storage ring with a given linear lattice. Ignoring the damp-
ing and diffusion effects due to synchrotron radiation, we can describe the dynamics
at any position s in terms of a one-turn map M :
~zs+C = M(s)~zs, (2.6)
where C is the circumference of the ring and where ~z is our phase space coordinate
vector (column matrix). Our coordinates are (x, x′, y, y′, , z, δ) where x and z are
the particle’s horizontal and longitudinal displacements relative to the beam center,
x′ = px/pz is the slope of the particle’s motion in x, and δ = (pz − P0)/P0 where P0
is the design reference momentum.
The matrix M is symplectic [22] which means
MTJM = J, (2.7)
where a superscript T means taking the transpose of a matrix, and J is the symplectic
inner product matrix
J =


0 1 0 0 0 0
−1 0 0 0 0 0
0 0 0 1 0 0
0 0 −1 0 0 0
0 0 0 0 0 1
0 0 0 0 −1 0


. (2.8)
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The six eigenvectors and eigenvalues of M satisfy
Mvk = λkvk. (2.9)
The index k runs over ±1,±2,±3. We normalize the eigenvectors such that
v†jJvk = i sgn(j) δjk, (2.10)
where sgn(j) is 1 for j > 0 and−1 for j < 0, and † means taking the complex conjugate
and transpose of a matrix (or vector). This normalization condition suggests the
definition of an upper indexed object
vj ≡ −i sgn(j) v†jJ. (2.11)
The normalization condition (2.10) then reads
vjvk = δjk. (2.12)
We refer to an eigenvector vk with k > 0 as a positive mode eigenvector and
one with k < 0 as a negative mode eigenvector. Note that this property of being a
positive or negative mode is intrinsic to a given eigenvector and is not a property of the
normalization: multiplying by a constant cannot convert a positive mode eigenvector
into a negative mode, and vice versa. The positive and negative modes are related as
follows,
v−k = iv∗k, v
−k = −ivk∗. (2.13)
When M describes stable motion in the storage ring, the eigenvalues λk can be
expressed as
λk = e
iµk , (2.14)
with µk a real quantity. We refer to µk as the eigen-phase advance, with µk = 2piνk
where νk is the eigen-tune. The positive and negative phase advances are related to
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each other as
µ−k = −µk. (2.15)
From the vk’s, we construct a matrix using them as columns,
U = ( v1 v−1 v2 v−2 v3 v−3 ) . (2.16)
Given the normalization, one can show that U is symplectic. We can thus consider
U as a (complex) canonical transformation that diagonalizes1 M . In particular
U−1MU = eΛ (2.17)
=


eiµ1 0 0 0 0 0
0 e−iµ1 0 0 0 0
0 0 eiµ2 0 0 0
0 0 0 e−iµ2 0 0
0 0 0 0 eiµ3 0
0 0 0 0 0 e−iµ3


.
Let us now discuss the invariants of M . Let g = ~zTG~z be a quadratic invariant
of M , where G is a symmetric matrix. To be an invariant, g(s) must satisfy the
condition g(s) = g(s+ C) for all ~z, or
MTGM = G. (2.18)
We can in fact use the ga and additional 3 conjugate angle quantities φa as coordi-
nates for phase space. These are the well known action-angle coordinates. From the
definition of the invariants, it is easy to see that if the distribution is a function only
of the ga and not the φa, then it will be stationary with respect to the symplectic
dynamics. Evolution occurs in the 〈ga〉 while the φa evolution is washed out. Note
1Another useful canonical transformation involves taking
√
2 times the real and imaginary parts
of the vk’s for the columns of U . This is a real canonical transformation and results in a block
diagonal M with blocks given by rotation matrices. Thanks to Y. Cai of SLAC for pointing this out.
It is the same as that given in [23]. We discuss this transformation in Appendix A, but otherwise
do not make use of it in this work.
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that linear combinations of invariants are still invariants. In the non-degenerate case,
there are 3 linearly independent invariants. Given U , there is a natural choice for
these three invariants. We express them as
ga = ~z
TGa~z, Ga = JUHaU
TJ, a = 1, 2, 3 (2.19)
with
H1 =


iσx 0 0
0 0 0
0 0 0

 , H2 =


0 0 0
0 iσx 0
0 0 0

 ,
H3 =


0 0 0
0 0 0
0 0 iσx

 , σx =
(
0 1
1 0
)
. (2.20)
One can verify that these are invariants by using (2.18), and more details are given in
Appendix A. These invariants2 can also be written directly in terms of the eigenvectors
as
Ga = −J(v∗vT + vv†)J (2.21)
From this expression, we note two properties of the invariants. First, they are real
quantities, and second, they are independent of the overall phase of the eigenvector
va. Further, there is no need to allow a to run over negative values. If we do so,
Eq. (2.21) shows that G−a = Ga. That is, the invariants determined by the negative
mode eigenvectors are identical to those from the corresponding positive mode. This
is a manifestation of the relationship between vk and v−k.
The invariants ga, expressed in terms of normalized eigenvectors in (2.19) and
(2.21), turn out to be the action variables often used in perturbation theory in classical
systems. To see that, let us express the one-turn map as
M = eJS. (2.22)
2Note that we use the term invariant for both ga and Ga, although only the ga are actually
invariant with respect to the particle motion.
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In this form, S has the physical meaning that the effective Hamiltonian describing
the one-turn motion around the observation point s is given by H = 1
2
~zTS~z. Then
using
S = −JUΛU−1, Λ =


iµ1σz 0 0
0 iµ2σz 0
0 0 iµ3σz

 ,
and σz =
(
1 0
0 −1
)
, (2.23)
it follows that
S = µ1G1 + µ2G2 + µ3G3. (2.24)
The one-turn effective Hamiltonian is therefore given by
H =
1
2
(µ1g1 + µ2g2 + µ3g3). (2.25)
For the transverse dimension, the ga corresponding to the betatron oscillations reduces
to the Courant-Snyder invariant [22] in the uncoupled case.3
Now, suppose that the distribution of electrons in the storage ring is given as a
function of the invariants ga. In particular, let it have a Gaussian distribution given
by Eq.(2.2). In terms of matrices Ga, the second moments of the distribution
〈zizj〉 = Σij (2.26)
are given by
Σ = −1
2
〈g1〉JG1J − 1
2
〈g2〉JG2J − 1
2
〈g3〉JG3J, (2.27)
which we derive in Appendix A.
3For the sake of this agreement, we have not included a factor of 1
2
in the definition of the ga,
Eq.(2.19).
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2.2 Unperturbed Case
A typical storage ring is designed to be planar and uncoupled and this will be our
starting point. We will use betatron coordinates, defined by ~zβ = B~z. The dispersion
matrix B is given by
B =


1 0 0 0 0 −ηx
0 1 0 0 0 −η′x
0 0 1 0 0 −ηy
0 0 0 1 0 −η′y
η′x −ηx η′y −ηy 1 0
0 0 0 0 0 1


(2.28)
with ηx,y the horizontal and vertical dispersion function and η
′
x,y the derivative with
respect to the position on the orbit s.
Then the linear one-turn map for the ring at s is of the form
Muncoupled =


Mx 0 0
0 My 0
0 0 Mz

 . (2.29)
Where Mx,y,z are symplectic 2 × 2 matrices. Since they are symplectic, following
Courant and Snyder [22], we can write them in the form
Mu = cosµuI + sin µuJu = e
µuJu, Ju =
(
αu βu
−γu −αu
)
, (2.30)
where u stands for x, y, or z. Here, βx,y, αx,y = −2β ′x,y, and γx,y = 1+α
2
x,y
βx
are the
usual horizontal and vertical Courant-Snyder lattice parameters. They are periodic
with period C; e.g. βx(s + C) = βx(s). Note that adding integer multiples of 2pi to
µx and µz does not change the one turn map. We will thus, except where otherwise
noted, assume that an appropriate multiple has been added (subtracted) so that
µx,z ∈ [−pi, pi] (2.31)
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To find the corresponding quantities for z, let us consider a model storage ring
with one RF cavity. The transfer matrix for the RF cavity can then be written as
Tcav =
(
1 0
r
a
1
)
(2.32)
where r = 4 sin2 µz
2
. The transfer matrix from the RF cavity to another position s is
Tzρ(s) =
(
1 −aαˇ
0 1
)
. (2.33)
The subscript tells us that this is the longitudinal transfer matrix taking bends into
account. Here, a = Cηs with
ηs = αc − 1
γ2
(2.34)
is the momentum slip factor with αc the momentum compaction factor, and
αˇ =
1
a
∫ s
sc
η(s′)
ρ(s′)
ds′, (2.35)
with sc the position of the RF cavity, η the dispersion and ρ the dipole bending radius.
We note that αˇ depends on the two positions sc and s and ranges from 0 (when s = sc)
to 1 (when s = sc+C). We call αcαˇ the partial momentum compaction. The one-turn
map at an arbitrary position s is then
Mz =
(
1− rαˇ −a[1 + rαˇ(αˇ− 1)]
r
a
1− r + rαˇ
)
. (2.36)
One can verify that the eigenvalues of Mz are indeed e
±iµz . Comparing the two
different forms for Mz, we identify
βz = −a[1 + αˇr(αˇ− 1)]
sin µz
,
γz = − r
a sin µz
,
αz = (1− 2αˇ) tan µz
2
. (2.37)
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The synchrotron phase advance per turn µz is typically small. Taking lowest order
in µz we get
βz = − a
µz
, γz = −µz
a
, αz =
µz
2
(1− 2αˇ). (2.38)
Note that in order to preserve the symplectic requirement that βzγz = 1 + α
2
z, we
have to keep higher order in µz in βz and γz.
We require that βz and γz be positive. This means that µz must be negative (as-
suming a > 0, which is true above transition). Thus, designating the usual (positive)
synchrotron phase as µs, we have µz = −µs. In terms of µs then,
βz =
a
µs
, γz =
µs
a
, αz =
−µs
2
(1− 2αˇ). (2.39)
Given the general form (2.30), we can express the eigenvectors of Muncoupled as
vx =
1√
2


√
βx
i−αx√
βx
0
0
0
0


, vy =
1√
2


0
0√
βy
i−αy√
βy
0
0


vz =
1√
2


0
0
0
0√
βz
i−αz√
βz


, (2.40)
with corresponding eigenvalues eiµx , eiµy and eiµz , which can be checked by direct mul-
tiplication. The above vx and vz are positive modes, and the corresponding negative
modes are v−x = iv∗x and v−z = −iv∗z . Using the notation in (2.11), we can express
the normalization as vxvx = v
zvz = v
−xv−x = v−zv−z = 1 and all other combinations
give 0. To be explicit, because vx is a positive mode (likewise vz), v
x = −iv†xJ .
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From these eigenvectors, we find the invariants:
Gx =


γx αx 0 0 0 0
αx βx 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


, (2.41)
Gy =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 γy αy 0 0
0 0 αy βy 0 0
0 0 0 0 0 0
0 0 0 0 0 0


, (2.42)
Gz =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 γz αz
0 0 0 0 αz βz


. (2.43)
For the x direction, we find the standard Courant-Snyder invariant,
gx = γxx
2
β + 2αxxβx
′
β + βxx
′2
β , (2.44)
and likewise for y, where we recall that we are using the ~zβ betatron coordinates
defined in Eq.(2.28).
We now consider how the eigenvectors transform around the ring. This is necessary
because we will want to know how the damping and diffusion coefficients transform
around the ring, and they depend on the local eigenvectors. The eigenvectors trans-
form in the same way as the phase space coordinate ~z does, i.e. with the transfer
matrix from position s1 to position s2. We express the transfer matrix in terms of the
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Courant-Snyder lattice functions and the phase advance from s1 to s2, ψx12, which is
related to βx(s) by
ψx12 =
∫ s2
s1
ds
βx(s)
. (2.45)
In betatron coordinates, the transfer matrix is given by
T0β(s1 → s2) ≡ T12β =


Rx 0 0
0 Ry 0
0 0 Rz

 (2.46)
with
Rz =
(
1 −aαˇ
0 1
)
, (2.47)
where aαˇ is C times the partial momentum compaction factor from s1 to s2, and for
Rx and Ry,
R11 =
√
β2
β1
(cosψx12 + α1 sinψx12),
R12 =
√
β1β2 sinψx12,
R21 =
1√
β1β2
[(α1 − α2) cosψx12 − (1 + α1α2) sinψx12],
R22 =
√
β1
β2
(cosψx − α2 sinψx12), (2.48)
where β1 = βx,y(s1), etc. When s2 = s1 + C, ψx,y12 = µx,y.
We have not written the longitudinal transfer matrix in terms of βz, αz, and γz
for reasons of convenience. We have assumed that we have not crossed an RF cavity
from s1 to s2. In the case that we do, we need to also multiply by (2.32). To lowest
order in µs,
ψz12 = αˇµs, (2.49)
where αˇ is integrated from s1 to s2. This can be derived by setting R12 for the z
transformation (−aαˇ) equal to √βz1βz2 sinψz12. In the general case with multiple
RF cavities, we would need to compute the resulting βz, αz and γz, but otherwise
the formalism remains the same. Note, however, that we assume that the dispersion
24 CHAPTER 2. GENERAL OVERVIEW
at each of the RF cavities is 0 in the computation of the αz, βz, and γz. These are
uncoupled lattice functions. We treat dispersion at an RF cavity as a perturbation
and later give an example for the case of a single cavity.
The transfer map in betatron coordinates is related to the transfer map in real
coordinates by
T12β = B2T12B−11 , (2.50)
where B1 and B2 are the betatron coordinate transformation matrices given in (2.28)
involving the dispersion at s1 and s2 respectively.
Applying T12β to the eigenvectors, we can show
T12βvx(s1) = e
iψx12vx(s2),
T12βvz(s1) = e
iψz12vz(s2), (2.51)
where vx(s2) and vz(s2) are expressions (2.40) with the lattice functions advanced to
position s2.
2.3 Smooth Storage Ring
It is sometimes useful to replace the real machine with varying lattice parameters with
a smoothed out ring where all positions are equivalent. There are two ways in which
one might define such a ring. First, one could specify some ”typical” position in the
ring. Then, one could simply assume that all places in the ring have the same one
turn map. One could choose the typical position by replacing the lattice parameters
with their average values.
Another way to define a smooth machine is to imagine physically spreading our
the bending and focussing elements throughout the whole ring. Then the bending
radius will be given by
ρs.a. = R (2.52)
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Setting βx,y to be constants such that the tunes remain νx,y give
βx,y =
R
νx,y
(2.53)
βz =
R( 1
ν2x
− 1
γ2
)
νz
(2.54)
ηx =
R
ν2x
(2.55)
where we have used the smoothed value of the momentum compaction
αc =
1
ν2x
(2.56)
2.4 Non-symplectic process
We now consider the effect of adding a small non-symplectic perturbation to the
otherwise symplectic dynamics. We write this as4
dzi
dt
= (JSl~z)i + ξ˜i (2.57)
where Sl is the local Hamiltonian matrix. We will later convert time derivatives into
derivatives with respect to path length. Consider a time ∆t that is short relative to
the symplectic dynamics, but long enough that the stochastic term ξˆi has acted many
times. The value of zi after ∆t is then
zi(t + ∆t) = zi(t) + (JSl~z)i∆t + ∆zi (2.58)
where
∆zi =
∫ t+∆t
t
ξˆi(t
′)dt′ (2.59)
4We assume that ξ˜i is entirely a non-symplectic process. In order to implement this in practicality,
we will later have to subtract off the reversible components to the evolution, leaving an entirely
irreversible process.
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From Eq. (2.58) we can find an equation for the evolution of the second moments of
the beam distribution Σij:
∆Σij
∆t
=
∫
d~zf(~z)(((JSlz)izj + (JSlz)jzi) + zib˜j + zj b˜i + d˜ij) (2.60)
where
b˜i =
〈∆zi〉W
∆t
d˜ij =
〈∆zi∆zj〉W
∆t
(2.61)
The bi are known as the drift coefficients and contain damping effects and additional
Hamiltonian effects. The dij are the diffusion coefficients. We have averaged over f ,
the beam distribution, and also over W , the ensemble of possible events determining
the process ξˆ between t and t+∆t. We note that the diffusion and damping coefficients
can depend on the phase space position ~z.
Let us say a bit more about this averaging over the ensemble of events. We
consider the stochastic process ξˆi as composed of n short kicks so that
∆zi =
n∑
j=1
δz
(j)
i (2.62)
where the δz
(j)
i are the kicks and n is the expected number of events between t and
t+ ∆t. The damping and diffusion coefficients are then given by
b˜i =
〈∑
j δz
(j)
i
〉
W
∆t
(2.63)
d˜ij =
〈∑
k,l δz
(k)
i δz
(l)
j
〉
W
∆t
(2.64)
The double sum in the diffusion coefficient can be broken into terms with the same
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and different summation index:
d˜ij =
〈∑
k
δz
(k)
i δz
(k)
j
〉
W
∆t
+
〈 ∑
k,l(k 6=l)
δz
(k)
i δz
(l)
j
〉
W
∆t
(2.65)
Let us consider a single term in the second bracketed quantity:
〈
δz
(k)
i δz
(l)
j
〉
W
(2.66)
This quantity is an ensemble average of a product of kicks at two different times.
We claim that this quantity is negligible because the two kicks are uncorrelated.
However, it is not entirely true that the two kicks are uncorrelated. We have included
both damping and diffusion in the same process and so in the case that the damping
doesn’t vanish, the kicks are not uncorrelated, but have an average value equal to the
damping. However, since we only keep the damping effect to lowest order, this term
is higher order in the damping and we thus disregard these terms.
Let us now suppose that δzi depends on some parameter Φ, and Φ is distributed
according to a normalized distribution g(Φ). Then, instead of averaging using the
more general quantity W , we write the diffusion and damping coefficients as
b˜i = n˙
∫
dΦg(Φ)δzi(Φ) (2.67)
d˜ij = n˙
∫
dΦg(Φ)δzi(Φ)δzj(Φ) (2.68)
where n˙ = n/∆t is the expected event rate. In the diffusion coefficient, we have
used the fact that the kicks are uncorrelated to reduce the double sum (integral) to
a single one. In the case of synchrotron radiation, Φ will be the frequency of the
emitted photon, and g(Φ) the normalized spectrum. For intrabeam scattering, Φ will
be ~z2, the phase space position of the second particle with which the given particle
is scattering, and g will be the distribution of particles which undergo the scattering
process within the time t and t + ∆t. In each case, we must normalize g(Φ) so that
its integral is 1.
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We have expressed Eqs. (2.67) and (2.68) in terms of general indices i, j. This
allows us to compute these in any coordinates. In physical coordinates, however,
only the momenta can change instantaneously and so only the momentum indices are
non-zero.
In the case where there is constant damping and diffusion, we have
b˜i = Bikzk (2.69)
d˜ij = Dij = constant (2.70)
where we recall that for physical coordinates, i and j should just run over the mo-
mentum indices. We could also write the damping coefficients as
Bab =
∂b˜a
∂pb
(2.71)
with a and b referring to momentum indices.
In this case of constant damping/diffusion, one can prove that the equilibrium
resulting from combining linear symplectic dynamics with the additional irreversible
process is a unique Gaussian distribution. If the distribution is indeed Gaussian, then
it can be completely characterized by its second moments Σij = 〈zizj〉. Integrating
Eq. (2.60), we find
Σ(s+ C) = MΣ(s)MT +
∫ s+C
s
ds′Ts→s′〈zib˜j + zj b˜i + d˜ij〉f(s′)T Ts→s′ (2.72)
Here M(s) is the symplectic one-turn map matrix at position s and Ts→s′ is the
transfer matrix from s to s′. It is again symplectic. Indeed, M(s) = Ts→s+C where C
is the ring circumference. The first term of this moment evolution equation gives the
symplectic evolution of the second moments and the integrated terms give the total
effect on the moments from the irreversible process W .
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2.5 Reversible/Irreversible Dynamics
As written, the stochastic quantity ξ˜ could contain both reversible and irreversible
parts. We would like to pull out the reversible parts and consider that as being part
of the Hamiltonian evolution. Consider the change in the second moments due to
drift and diffusion as given in Eq. (2.60):
dΣij
dt
= 〈b˜izj + b˜jzi + d˜ij〉 (2.73)
Now, b˜i and d˜ij depend on the phase space coordinate ~z. The process of time reversal
can be represented by reversing the direction of the momentum
pa → −pa (2.74)
For dΣ/dt to be the same after time reversal, we require that the momentum indices
of bi to be antisymmetric and those of dij to be symmetric:
b˜a(−~p) = −b˜a(~p) (2.75)
d˜ab(−~p) = d˜ab(~p) (2.76)
where the a and b represent the momentum indices. See [69] for more discussion of
this condition. One can see this more clearly when considering the Fokker-Planck
equation, however the same logic applies starting from the single particle stochastic
equation. We will use it to pick out the irreversible components of the drift and
diffusion coefficients.
Eq. (2.75) suggests that we write
b˜a = Babpb (2.77)
where Bab is independent of ~z to lowest order. Thus, the simplest situation is where
Bab and d˜ab have no phase-space dependence. This will be considered in Chapter III
and covers the case of synchrotron radiation. The more general case of ~z dependence
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is required for the case where the stochasticity comes from the particle interacting
within the same beam as is the case with intrabeam scattering or with another case
as with beam-beam diffusion. These cases are considered in Chapter V.
Chapter 3
Perturbation Theory Near Linear
Resonances
In Chapter 2, we laid out our general approach. We saw that there are two elements
needed to find the beam distribution, the global invariants and local non-symplectic
second moment evolution. In this section, we focus on the symplectic (reversible) dy-
namics through analysis of the one-turn map M . There are two pieces of information
we seek from this analysis. Before asking about the beam distribution, we should
first determine whether or not the single particle dynamics are stable. This can be
found from the eigenvalues of M . Assuming symplectic stability, we would then like
to understand the beam distribution. For this, we require the invariants, which can
be constructed from the eigenvectors of M . Thus, the basic goal of this Chapter is
to find the eigenvectors and eigenvalues of the one-turn map.
From one perspective, this is a solved, relatively trivial, problem. Given a numeri-
cal representation of M , it is straight-forward to find the eigenvalues and eigenvectors.
It is, however, an analytical representation that we seek. In particular, we are in-
terested in the following quite common situation. A storage ring is designed to be
uncoupled. In Chapter 2 we found the eigenvectors of an uncoupled ring, expressing
them in terms of lattice parameters. A real ring, however will have small pertur-
bations to this uncoupled ring. We would like to find analytical expressions for the
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eigenvalues and eigenvectors in the presence of small perturbations. We will be es-
pecially interested in the case of a linear resonance where two of the unperturbed
eigenvalues are close in value. In this case, a small perturbation can cause a large
effect.
A complication arises, however, when doing perturbation theory directly onMuncoupled
near a resonance. At the degeneracy, the eigenvectors are also degenerate, meaning
that linear combinations of eigenvectors are still eigenvectors. One must add a pertur-
bation to break the degeneracy and pick out specific eigenvectors.1 The degeneracy
is broken by two relevant small quantities. First, there is the distance in tune space
from resonance, and second, there is the coupling. Interesting perturbative effects
occur when these two quantities are of similar size. The correct lowest order eigen-
vectors are not necessarily those of Muncoupled. We will thus consider Muncoupled to be
M0 +M1µ where M0 is the map exactly on resonance. Instead of doing perturbation
theory on Muncoupled, we will do it on M0. If we turn off the coupling, we will of course
expect to get the correct eigenvalues and eigenvectors for Muncoupled.
The resonances we consider occur when two of the eigenvalues are equal. We will
specialize to a 4-D subspace in which we can capture this dynamics. Extension to
the full 6-D phase space is not difficult, but does not add much new dynamics while
it would make the formalism more cumbersome. We take our 4-D space to be x − z
phase space, but it also applies to x− y and y − z.
There are many ways to define such an on-resonance M0. We choose to do so
in such a way that the eigenvectors remain to be given by Eq.(2.40). This can be
accomplished by choosing
M0 =
(
Mx0 0
0 Mz0
)
, (3.1)
where
Mx0 = e
µx0Jx, Mz0 = e
µz0Jz , (3.2)
where µx0 and µz0 are their degenerate (exactly on resonance) values and Jx and
Jz are defined as before, i.e. by (2.30). In particular, αx,z, βx,z, and γx,z are the
1For more on this point, see a discussion of degenerate perturbation theory in quantum mechanics,
such as in [67], pp. 227-231, as well as our derivations in the next section and in Appendix B.
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uncoupled lattice functions derived from Muncoupled. Let us write
2 µx = µx0 + δµx/2
and µz = µz0 + δµz/2, then the perturbation to M0 is given to lowest order as
M1µ =
( δµx
2
JxMx0 0
0 δµz
2
JzMz0
)
=
( δµx
2
Jx 0
0 δµz
2
Jz
)
M0. (3.3)
For example, in the case of the sum resonance, µx+µz = δµ where δµ is small (recall
the redefinition Eq. (2.31). We then write µx0 = µ, µz0 = −µ, and δµx = δµz = δµ.
For the difference resonance, µx − µz = δµ, and we have µx0 = µz0 = µ and δµx =
−δµz = δµ. For the integer resonance in µx, we have µx0 = µ−x0 = 0 and δµx = 2µx.
In this case µz0 can be anything; although in practice, the synchrotron tune will
typically be small. Finally, for a half-integer resonance in µx, we have µx0 = pi, and
δµx = 2(µx−pi). Along with the corresponding µz integer and half-integer resonances,
these six cases covers all the single linear resonances.
The matrixM1µ specifies the deviation of the uncoupled map from being exactly on
resonance. In addition to the perturbation M1µ, we still have to add the perturbation
coming from the coupling. We designate its contribution to the one-turn map as M1ξ .
This could come from an error in the lattice, or from an added coupling element (such
as a crab cavity) somewhere in the ring, or in the case of dispersion at an RF cavity,
which can be considered to be intrinsically coupling (not due to errors). We show
how to find M1ξ for a dispersive RF cavity and a crab cavity in a later section. We
write
M = M0 +M1, M1 = M1µ +M1ξ . (3.4)
As mentioned, M1µ does not change the eigenvectors of M0; M1ξ will, however. To
be more explicit about the perturbation M1ξ , suppose that at position sj we insert
a perturbation 1 + P (sj). Let there be n such perturbations, arranged such that
0 < s1 < s2 < . . . < sn < C. We have defined the observation position to be s = 0.
2The factor of 1/2 is for later convenience – it allows for the interpretation of δµx,z as the splitting
between the uncoupled nearly degenerate phase advances.
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The new one-turn map at the observation position is
M = Tsn→C [1+P (sn)] . . . Ts1→s2 [1+P (s1)]T0→s1
(3.5)
Keeping lowest order in the perturbations, we find
M1ξ =
(
n∑
m=1
Tsm→CP (sm)T
−1
0→sm
)
Muncoupled(0).
(3.6)
3.1 Perturbation to Eigenvalues and Eigenvectors
Because M0 is degenerate, we use degenerate perturbation theory to find the per-
turbed eigenvectors and eigenvalues. We here give a brief derivation of the results we
will need for most of what follows. The discussion is carried out in greater generality
and detail in Appendix B.
Consider specific values of j and k such that a degeneracy occurs with µj0 =
µk0 = µ0. Then vj0 and vk0 form a degenerate subspace of M0; that is, any linear
combinations of vj0 and vk0 are still degenerate eigenvectors of M0. The perturbation
will pick out a particular linear combination in addition to perturbing it, thus breaking
the degeneracy. We write this as
vj = v˜j0 + v˜j1 + . . . ,
vk = v˜k0 + v˜k1 + . . . , (3.7)
where v˜j0 and v˜k0 are the 0th order linear combinations:
v˜j0 = c
j
j0vj0 + c
j
k0vk0,
v˜k0 = c
k
j0vj0 + c
k
k0vk0, (3.8)
where vj0 and vk0 are the eigenvectors of M0 with eigenvalues λj0 and λk0, and are
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identified with two of the four candidates vx, v−x, vz, and v−z from Eq.(2.40) as the
case may be.
We then expand the eigenvalues up to 1st order,
λj = λj0 + λj1 + . . . ,
λk = λk0 + λk1 + . . . , (3.9)
The eigenvalue equations up to 1st order for vj and vk say
(M0+M1)(v˜j0 + v˜j1) = (λj0+λj1)(v˜j0+v˜j1),
(M0+M1)(v˜k0+v˜k1) = (λk0+λk1)(v˜k0+v˜k1). (3.10)
We now multiply by vj0 and vk0 on the left to each of these equations. We again
keep up to first order. After using the 0th order eigenvalue equation, and using the
expansion in Eq.(3.8), we find the eigenvalue equation
(Mjj Mjk
Mkj Mkk
)(
cj,kj0
cj,kk0
)
= λj,k1
(
cj,kj0
cj,kk0
)
, (3.11)
where we have defined
Mmn = vm0M1vn0. (3.12)
Thus, we see that in order to find the coefficients for the coupled eigenvectors, we
need to find the eigenvectors of this perturbation matrix M, whereas to find the
perturbation to the eigenvalues, we find its eigenvalues.
The matrix elements of M are mutually interrelated because M1 is not arbitrary
but must be such that M is symplectic. We write M = M0 + M1 and apply the
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symplectic condition (2.7). Given that M0 is symplectic, we find, to lowest order,
3
MT0 (JM1) = (JM1)
TM0, (3.13)
which says that MT0 JM1 is a symmetric matrix. Taking a transpose and conjugate of
Eq. (3.12), and using this equation and the definition (2.11), we can now prove the
following relationships among the matrix elements Mmn (m,n = ±1,±2):
Mmn = −sgn(m)sgn(n) λm0λn0M∗nm, (3.14)
Mmn = M∗−m−n. (3.15)
For later convenience, we would also like to define some additional related quan-
tities. As we saw in Eqs.(3.3) and (3.6), it is often convenient to write M1 in the
form
M1 = PM0. (3.16)
We then define a “coupling parameter”
rmn = v
m0Pvn0, (3.17)
from which follows that
rmn = e
−iµn0Mmn. (3.18)
In terms of the rmn, the relations (3.14) and (3.15) state
rmn = −sgn(m)sgn(n)r∗nm, (3.19)
rmn = r
∗
−m−n. (3.20)
We now solve the eigenvalue equation (3.11). In terms of the rmn, the eigenvalues
3In the case that M1 is proportional to some parameter and that M is symplectic for some
continuous range of that parameter, then Eq.(3.13) will be true exactly, not just to lowest order,
which one sees by writing out the symplectic condition as a Taylor series in this parameter and
setting terms of the same order equal to each other. This situation applies to the cases considered
in this paper. For the RF cavity, this parameter is r, and for the crab cavity it is ξc, see Eqs.(3.116)
and (3.137).
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are
λj1 =
eiµ0
2
[
(rjj+rkk)+(rjj−rkk)
√
1+
4rjkrkj
(rjj−rkk)2
]
,
λk1 =
eiµ0
2
[
(rjj+rkk)−(rjj−rkk)
√
1+
4rjkrkj
(rjj−rkk)2
]
.
(3.21)
From the perturbations to the eigenvalues, we can find the perturbation to the
phase advances. To this end, we write
λj = λj0+λj1 = e
i(µ0+µj1) ≈ eiµ0(1+iµj1),
λk = λk0+λk1 = e
i(µ0+µk1) ≈ eiµ0(1+iµk1). (3.22)
from which we see that the first order perturbation to the phase advances are given
by
µj1 = −ie−iµ0λj1 (3.23)
µk1 = −ie−iµ0λk1
Let us decompose the shift in the phase advances into an average shift and differ-
ence from that average. i.e. we write
µj1 = µ¯+
δµ1
2
,
µk1 = µ¯− δµ1
2
, (3.24)
which implies
µ¯ =
1
2
(µj1 + µk1),
δµ1 = µj1 − µk1. (3.25)
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Using (3.25), (3.23) and (3.21), we find
µ¯ = −i(rjj + rkk), (3.26)
δµ1 = − i
2
(rjj − rkk)
√
1 +
4rjkrkj
(rjj − rkk)2 . (3.27)
Now, using Eq.(3.19), rjj and rkk are purely imaginary. We can then define the
quantity
∆µ = −i(rjj − rkk), (3.28)
and we know that it will be real. In fact, it is useful to focus on this term a bit
more for the moment. Recall that M1 = M1µ + M1ξ. We correspondingly write
rmn = rmnµ + rmnξ and ∆µ = ∆µµ + ∆µξ for the two corresponding parts of rmn and
∆µ. The form of M1µ was given in Eq.(3.3). Note that M0 factored out so that the
perturbation coming from the difference from resonance, Pµ is
Pµ =
(
δµxJx 0
0 δµzJz
)
. (3.29)
Now, one can easily show that (ignoring the 0’s in the z and δ components) vx
is an eigenvector of Jx with eigenvalue i, and v−x with eigenvalue −i. Likewise
for vz and v−z. Using this, we immediately get that r11µ = −r−1−1µ = iδµx and
r22µ = r−2−2µ = iδµz. We have given the expressions for δµx,z in the paragraph
following Eq.(3.3). The result is that ∆µµ is δµ = µx−µz for the difference resonance,
δµ = µx + µz for the sum resonance, and 2µx or 2(µx − pi) for an x integer or half
integer resonance, respectively and likewise for z. Then we can write
∆µ = δµ− i(rjjξ − rkkξ). (3.30)
∆µ will be one of the main parameters we need to compute in any given exam-
ple. We refer to it as the ”splitting parameter”. The additional term involving the
perturbation gives the direct change to the tune split (times 2pi) assuming rjkξ = 0.
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Next, using Eq.(3.19), we find
rjkrkj = −sgn(j)sgn(k)|rjk|2. (3.31)
If we then define
ξ = 2|rjk|, (3.32)
Eq.(3.27) becomes
δµ1 =
∆µ
2
√
1 + sgn(j)sgn(k)
ξ2
∆µ2
. (3.33)
In the case where one mode is positive and the other negative, we see that δµ1
becomes imaginary and hence we have an instability for
ξ > |∆µ| (3.34)
whereas if both modes are positive or both negative, there is no instability. It is
here that we see why the difference resonance is always stable, whereas the sum,
integer and half-integer resonances can have instabilities. In the case of the difference
resonance, the positive x mode is degenerate with the positive z mode and likewise for
the negative modes. For the sum resonance, the positive x mode is degenerate with
the negative z mode and the negative xmode degenerate with the positive z mode. We
can also understand the instability of the integer and half-integer resonances. In the
case of the x integer and half-integer resonances, the positive x mode is degenerate
with the negative x mode, whereas for the z integer and half-integer resonances,
the positive and negative z modes are degenerate. So, the difference resonance has
degenerate modes of the same sign and hence stability, while the sum, integer and half-
integer resonances have degenerate modes of opposite signs and hence the possibility
of instability.
Next, consider the eigenvectors of M. These can be written as
(
cjj0
cjk0
)
=
( rjj−rkk
2rkj
[
1 +
√
1 +
4rjkrkj
(rjj−rkk)2
]
1
)
,
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(
ckj0
ckk0
)
=
( rjj−rkk
2rkj
[
1−
√
1 +
4rjkrkj
(rjj−rkk)2
]
1
)
. (3.35)
These eigenvectors have yet to be normalized. All of the quantities here fit nicely
into the definitions we have already made except for the rkj in the denominator. We
know that it has an absolute value of ξ
2
, but it also has an additional phase. Let us
thus define a phase φ by
rjk =
ξ
2
eiφ, (3.36)
or
φ = arg(rjk), (3.37)
where arg() means taking the angle in the complex plane with φ ∈ [−pi, pi]. We use
(3.19) to relate rjk to rkj, noting that we get an additional minus sign when j and
k have the same sign. The eigenvectors look different depending on whether the
modes have the same or different signs. When both modes have the same sign, after
normalization, we can express the eigenvectors as
v˜j0 = cos
θ
2
vj0 + ie
−iφ sin
θ
2
vk0,
v˜k0 = ie
iφ sin
θ
2
vj0 + cos
θ
2
vk0, (3.38)
where
tan θ =
ξ
∆µ
. (3.39)
When the modes have opposite signs and supposing that j is the positive mode, we
find the normalized eigenvectors to be
v˜j0 = cosh
θ
2
vj0 − ie−iφ sinh θ
2
vk0,
v˜k0 = ie
iφ sinh
θ
2
vj0 + cosh
θ
2
vk0, (3.40)
where
tanh θ =
ξ
∆µ
. (3.41)
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In all cases, the quantity θ will be referred to as the “coupling angle”. We have
normalized these eigenvectors such that
v˜j0v˜k0 = δjk. (3.42)
The overall phases are chosen so that for θ = 0, v˜j0 = vj0 and v˜k0 = vk0. Note also
that for this choice of overall phase, for the cases when k = −j, i.e. the integer or
half integer resonance, the condition that v˜j0 = iv˜
∗
k0 is satisfied.
3.2 Cases of Resonances
We now consider the specific cases for values of j and k. We will first consider the
integer and half integer resonances and then the sum and difference resonances. The
integer and half integer resonances involve a single pair of degenerate eigenvalues: for
the integer resonance, an eigenvalue pair approaches the positive real axis while for
the half integer resonance, a pair approaches the negative real axis. In the cases of
the sum and difference resonances, both eigenvalue pairs become degenerate.
3.2.1 Integer/Half Integer Resonance
The integer/half integer resonances are covered by the cases where (j, k) equals (1,−1)
or (2,−2). Let us consider the case (j, k) = (2,−2). This is the case of an integer or
half-integer resonance for µz. For the integer resonance, we have µz0 = −µ−z0 = 0
and for the half-integer resonance, we have µz0 = −µ−z0 = pi. Here, the perturbation
matrix is ( M22 M2−2
M−22 M−2−2
)
. (3.43)
The coupling parameter is given by
ξ = 2|r2−2|, (3.44)
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The splitting parameter ∆µ is given by
∆µ = 2µz − 2ir22ξ (3.45)
for the integer resonance and
∆µ = 2(µz − pi)− 2ir22ξ, (3.46)
for the half integer resonance. The average shift in the phase advances of µ±z, µ¯, is
given by
µ¯ = −i(r22ξ + r−2−2ξ) = 2Re(r22ξ) = 0, (3.47)
where we have used (3.19) and (3.20). This result is expected due to the fact that
µ2 = −µ−2. In terms of these quantities, then, we can express the perturbed x
eigen-phase advance to first order as
µ2 =
∆µ
2
√
1− ξ
2
∆µ2
. (3.48)
for the integer resonance and
µ2 = pi +
∆µ
2
√
1− ξ
2
∆µ2
. (3.49)
for the half integer resonance. Note that these reduce to µz when the perturbation is
turned off. The coupling angle is defined by
tanh θ =
ξ
∆µ
. (3.50)
so that θ ranges from −∞ to ∞ with the sign determined by the sign of ∆µ.
In terms of this angle, we can express the eigen-phase advance as
µ2 =
∆µ
2
sechθ (3.51)
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for the integer resonance, with ∆µ given in (3.45), or
µ2 − pi = ∆µ
2
sechθ (3.52)
for the half integer resonance, with ∆µ given in (3.46). Note that as θ gets large, the
eigen-phase advance goes to 0. At the instability, θ passes through infinity and µ2
becomes complex.
Finally, the relative phase for the eigenvectors is given by
φ = arg(r2−2) (3.53)
for both the integer and half-integer resonance. Eq. (3.40) then gives the eigenvectors
in terms of these quantities as
v˜2 = cosh
θ
2
vz − ie−iφ sinh θ
2
v−z
v˜−2 = ieiφ sinh
θ
2
vz + cosh
θ
2
v−z (3.54)
We can write these explicitly as
v˜2 =
1√
2


√
βz[cosh(
θ
2
)− e−iφ sinh( θ
2
)]
1
βz
[(i− αz) cosh( θ2) + (i+ αz)e−iφ sinh( θ2)]
0
0

 (3.55)
and v˜−2 = −iv˜∗2 . Note that only the 2-D z phase space components of the eigenvectors
get mixed together by the perturbation. Further, only this subspace of the perturba-
tion matrix enters into the coupling angle and phase, as is evident in (3.43). Thus,
this is a fully 2-D calculation. One might wonder what happened to the coupling,
which is a 4-D phenomena. It turns out that we have in fact missed the coupling, and
that to include it appropriately, we need to go to second order perturbation theory.
We find that the eigenvectors are still given by (3.54), but now the expressions for
the coupling angle and phase includes the full 4-D coupling perturbation matrix. We
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discuss this further in Section 3.2.4.
For the case of the µx integer and half-integer resonances, the perturbation matrix
is ( M11 M1−1
M−11 M−1−1
)
, (3.56)
and the preceding results are repeated with 2 and z replaced by 1 and x.
3.2.2 Sum Resonance
Next we consider the sum resonance where we have the degeneracies (j, k) = (1,−2)
and (j, k) = (−1, 2). Note that both of these degeneracies must occur together
because of symplectity of M . The perturbation matrices are
( M11 M1−2
M−21 M−2−2
)
,
(M−1−1 M−12
M2−1 M22
)
. (3.57)
We find a single coupling parameter
ξ = 2|r1−2|. (3.58)
∆µ is given by
∆µ = µx + µz − i(r11ξ − r−2−2ξ), (3.59)
The coupling angle is now defined by
tanh θ =
ξ
∆µ
. (3.60)
Next, µ¯ is given by
µ¯ = −i(r11ξ + r−2−2ξ). (3.61)
The eigen-phase advances are
µ1 = µ+ µ¯+
∆µ
2
sechθ,
µ2 = −µ−2 = −µ− µ¯+ ∆µ
2
sechθ. (3.62)
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The phase for the eigenvectors is given by
φ = arg(r1−2). (3.63)
The eigenvectors are then given in terms of these quantities as
v˜1 = cosh
θ
2
vx − ie−iφ sinh θ
2
v−z
v˜−2 = ieiφ sinh
θ
2
vx + cosh
θ
2
v−z (3.64)
The other two eigenvectors are given by v−1 = −iv∗1 and v2 = −iv∗−2.
3.2.3 Difference Resonance
For the difference resonance, we have the degeneracies (1, 2) and (−1,−2). The
perturbation matrices are
(M11 M12
M21 M22
)
,
(M−1−1 M−1−2
M−2−1 M−2−2
)
. (3.65)
We find a single coupling parameter
ξ = 2|r12|. (3.66)
∆µ is given by
∆µ = µx − µz − i(r11 − r22). (3.67)
The coupling angle is then given by
tan θ =
ξ
∆µ
(3.68)
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Here θ can range from −pi/4 to pi/4, again with ∆µ determining the sign. The
eigen-phase advances are
µ1 = µ+ µ¯+
∆µ
2
√
1 +
ξ2
∆µ2
µ2 = µ+ µ¯− ∆µ
2
√
1 +
ξ2
∆µ2
. (3.69)
In terms of the coupling angle, we can express these as
µ1 = µ+ µ¯+
∆µ
2
sec θ
µ2 = µ+ µ¯− ∆µ
2
sec θ. (3.70)
The phase for the eigenvectors is given by
φ = arg(r12). (3.71)
We can now construct the eigenvectors from (3.38)
v˜1 = cos
θ
2
vx + ie
−iφ sin
θ
2
vz,
v˜2 = ie
iφ sin
θ
2
vx + cos
θ
2
vz. (3.72)
The other two eigenvectors are v−1 = −iv∗1 and v−2 = −iv∗2 .
The results for ξ, ∆µ, φ, and µ¯ for each of these resonances are summarized in
the first six rows of Table 3.1.
3.2.4 Special Case of an Integer/Half-Integer Resonance Caused
by Coupling
We have seen that there is a subtlety related to integer and half-integer resonances.
One can see that the “true x-z coupling” from r12 or r1−2 did not enter into the results.
In fact, the integer/half integer results we have derived follow from a strictly 2-D phase
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reso. condition ∆µ (mod 2pi) ξ φ µ¯
sum µx+µz=2pin µx+µz−i(r11−r−2−2) 2|r1−2| arg(r1−2) −i(r11 + r−2−2)
diff. µx−µz=2pin µx−µz−i(r11 − r22) 2|r12| arg(r12) −i(r11 + r22)
int (x) µx = 2pin 2µx − 2ir11 2|r1−1| arg(r1−1) 0
int (z) µz = 2pin 2µz − 2ir22 2|r2−2| arg(r2−2) 0
1
2
-int(x) µx=pi(2n+1) 2(µx−pi)−2ir11 2|r1−1| arg(r1−1) 0
1
2
-int(z) µz=pi(2n+1) 2(µz−pi)−2ir22 2|r2−2| arg(r2−2) 0
cp. int (x) µx = 2pin 2µx − 2ir11 2|r1−1 + ir2−1r12 cot(µz2 )| arg(r1−1 + ir2−1r12 cot(µz2 )) 0−(|r12|2+|r−12|2) cot(µz2 )
cp. int (z) µz = 2pin 2µz − 2ir22 2|r2−2 + ir1−2r21 cot(µx2 )| arg(r2−2 + ir1−2r21 cot(µx2 )) 0−(|r12|2 + |r−12|2) cot(µx2 )
cp. 1
2
-int(x) µx=pi(2n+1) 2(µx−pi)−2ir11 2|r1−1 − ir2−1r12 tan(µz2 )| arg(r1−1 − ir1−2r21 tan(µz2 )) 0
+(|r12|2 + |r−12|2) tan(µz2 )
cp. 1
2
-int(z) µz=pi(2n+1) 2(µz−pi)−2ir22 2|r2−2 − ir1−2r21 tan(µx2 )| arg(r2−2 − ir1−2r21 tan(µx2 )) 0
+(|r12|2 + |r−12|2) tan(µx2 )
Table 3.1: Linear resonances of a synchrobetatron coupled storage ring. For each
of the linear resonances, we give general expressions for the quantities ∆µ, ξ, φ,
and µ¯. The quantities rjk here are rjkξ, i.e. the part of rjk coming from the coupling
perturbation Pξ. We have left off the subscript ξ for convenience. The matrix elements
rjkµ coming from the difference from resonance are included explicitly in the ∆µ and
involved µx and µz. The resonances with the abbreviation “cp.” refer to the full 2nd
order calculation for the coupling-induced integer and half integer resonances (see
Appendix D).
space analysis, reproducing results already contained in [22]. However, we are also
interested in the situation where the perturbation is strictly a coupling perturbation,
i.e., M1ξ only has elements in the two off diagonal blocks. This will be the case
for the perturbation due to a crab cavity when there is no dispersion at the cavity.
We can then ask whether this coupling perturbation can cause an integer or half-
integer resonance if it is strong enough. Clearly our first order perturbation theory
is insufficient to answer this question, and we thus consider 2nd order degenerate
perturbation theory. We do this in Appendix B, providing an alternative derivation
and further details in Appendix D. The result is that we can use the same results as
above for the integer or half-integer resonance, except that we use as the perturbation
matrix (consider the case when the resonance occurs in the z-dimension, i.e. µz is
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close to 0 or pi) 

M12M21
λ20−λ10
M1−2M21
λ20−λ10
+M−12M2−1
λ20−λ−10 +
M−1−2M2−1
λ20−λ−10
+M22 +M2−2
M12M−21
λ20−λ10
M1−2M−21
λ20−λ10
+M−12M−2−1
λ20−λ−10 +
M−1−2M−2−1
λ20−λ−10
+M−22 +M−2−2


. (3.73)
We note that we have here a mixture of first and second order quantities. Ne-
glecting the second order quantities reduces this to Eq.(3.56).
For the case of the integer z resonance, this matrix simplifies to
( |r12|2
1−e−iµx − |r−12|
2
1−eiµx + r22 ir21r1−2 cot(
µx
2
) + r2−2
−ir∗21r∗1−2 cot(µx2 ) + r−22 |r12|
2
1−eiµx − |r−12|
2
1−e−iµx + r−2−2
)
(3.74)
where the rjk here are really rjkξ, the matrix elements due to just the coupling pertur-
bation. The perturbed eigenvalues and eigenvectors are now given by the eigenvalues
and eigenvectors of this matrix. We can again express them in terms of a coupling
parameter, splitting parameter and phase. The coupling parameter and phase are
defined by
ξeiφ =
1
2
[r2−2 + ir21r1−2 cot(
µx
2
)] (3.75)
which reduce to (3.44) and (3.53) if we ignore the second order term.
The splitting parameter is given by
∆µ = 2µz − 2ir22ξ − (|r12|2 + |r−12|2) cot(µx
2
) (3.76)
The results for the other integer and half integer resonance are summarized in the
last four rows of Table 3.1. In terms of ξ and ∆µ, we can again define a coupling
angle
tanh θ =
ξ
∆µ
(3.77)
The eigen-phase advance is now given by (3.51). It is useful, however, to write
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out the expression for µ2 more explicitly. Let us consider the case in which the
perturbation is purely a coupling perturbation (r22ξ = r2−2ξ = 0) and in which
|r12| = |r1−2| 4. We then find
µ22 =µ
2
z −
1
2
µzξ
2
± cot(
µx
2
) (3.78)
where ξ± = 2|r12| = 2|r1−2| is the coupling parameter for the sum or difference
resonances, which will be equal based on our assumptions. We can now see that µ2
becomes unstable when
1
2
ξ2± cot(
µx
2
) > µz (3.79)
Applying a similar analysis, and under the same conditions, we find an instability
near the half integer z resonance when
1
2
ξ2± tan(
µx
2
) < pi − µz (3.80)
The results for the x integer and half integer resonances can be found by interchange
of x and z. Instabilities occur when
1
2
ξ2± cot(
µz
2
) > µx (3.81)
or
1
2
ξ2± tan(
µz
2
) < pi − µx (3.82)
We now see that the 2nd order perturbation theory has yielded new instability con-
ditions. The general expressions for µ1 and µ2 are given in Eqs.(D.23) and (D.24),
but much of the basic physics can be seen by examining these results. Note how
the coupling parameters for the sum or difference resonance enter into all of these
expressions along with the value of the other phase advance not going unstable. Since
µz is negative (above transition), we see that for the z integer resonance, there can
only be an instability when νx >
1
2
. For the crab cavity, this is indeed an important
resonance to consider because νx >
1
2
is a typical operation condition and for realistic
4See Appendix C for more on this condition.
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parameters, a storage ring can approach the instability region. For dispersion at an
RF cavity, we will find that because of the form of ξ± (in particular, its dependence
on the synchrotron tune), (3.79) is never satisfied and such an integer resonance never
drives an instability.
3.3 Evolution of Eigenvectors Around Ring
We have given expressions for the eigenvectors near each of the resonances, computed
at the position of the perturbation. In order to find global quantities like equilibrium
invariants, we will need to know how the eigenvectors evolve around the ring. We can
determine this using Eq.(2.51).
Let us consider the integer or half-integer resonance. Take mode 2 for example.
We have seen that we can write the perturbed eigenvector in the form
v2(s1) = cosh(
θ
2
)vz(s1)− ie−iφ sinh(θ
2
)v−z(s1). (3.83)
Applying T12β to this vector we find
v2(s2) = e
iψz12 cosh(
θ
2
)vz(s2)− ie−i(φ+ψz12) sinh(θ
2
)v−z(s2). (3.84)
We have used the fact that ψ−z12 = −ψz12. The overall phase does not enter into any
physical quantities, so we can multiply by e−iψz12 and we find that the new eigenvector
is that of the old, but with the lattice functions advanced to the new values and the
phase φ(s2) related to φ(s1) by
φ(s2) = φ(s1) + 2ψz12. (3.85)
Likewise, for the x integer/half integer resonance, the phase in the definition of v1 is
φ(s2) = φ(s1) + 2ψx12. (3.86)
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For the difference resonance, we apply the same argument and find
φ(s2) = φ(s1) + ψx12 − ψz12. (3.87)
For the sum resonance, we find
φ(s2) = φ(s1) + ψx12 + ψz12. (3.88)
The phase advances ψx12 and ψz12 are given in Eqs.(2.45) and (2.49).
In the following section we will use these near resonance eigenvectors we have
derived to construct the local damping and diffusion coefficients which are then inte-
grated around the ring. We have computed the eigenvectors at an arbitrary position
s2 by first computing them at the position of the perturbation s1 and then transform-
ing them to s2 by applying T12β . For consistency, we would like to see that we get
the same result if we do the perturbation theory directly on the one-turn map at s2.
Writing M = (1 + P )M0 and transforming from position 1 to position 2 we find
(1 + P (s2))M0(s2) = M(s2) (3.89)
= T12βM(s1)T
−1
12β
= (1 + T12βP (s1)T
−1
12β)M0(s2)
So that
P (s2) = T12βP (s1)T
−1
12β (3.90)
Now, applying this equation along with (2.51) to the definition of rmn, (3.17), and
using the symplectic property of T12β, we find that rmn transforms as
rmn(s2) = e
i(ψn12−ψm12)rmn(s1) (3.91)
i.e. they are invariant except for an overall phase change. From (3.91) we can see
that rjj(s2) = rjj(s1) and so all of the ∆µ are global quantities. We can also show
that the quantities ξ are global quantities. For the sum, difference and 1st order
integer and half-integer resonances, its obvious because of the absolute value. For the
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coupling caused integer and half-integer and half integer resonance, one must show
that the two terms transform with the same phase. For example, using (3.91) several
times on ξ for the x integer resonance (found in line 7 of table 3.1), we can show
ξ(s2) = |e−2iψx12 | ξ(s1)
= ξ(s1) (3.92)
and likewise for all the other ξ’s. Thus, for each resonance, ξ and ∆µ are global
quantities, independent of where they are calculated, and hence so is the coupling
angle θ. We can also use Eq. (3.91) to show that the expressions derived for φ(s)
give the same results whether one first computes φ(s1) and then uses T12β to advance
the eigenvectors to get φ(s2), as we have done above, or if one first advances the rmn
to s2 and then computes the phase. The argument for the coupling caused integer
and half-integer resonances is the same as that used in (3.92). Finally, we note that
near each resonance, the net change in φ is a multiple of 2pi to lowest order, and thus,
modulo 2pi, φ is a well-defined, periodic function in the ring.
To summarize, the coupling angle θ is a global quantity independent of position
in the ring, whereas φ is a phase that changes locally, but is periodic around the ring,
modulo 2pi. The formulas for φ given in Table I refer to the value at the position
of the perturbation. We will use the eigenvectors to find the local invariants, which
will depend on φ through cosφ and sinφ. To advance these quantities to another
position, φ must be advanced using Eqs. (3.85)-(3.88).
3.4 Invariants
With the addition of coupling near a linear resonance, the invariants Gx and Gz
become perturbed to G1 and G2. We compute these approximately by using the
lowest order perturbed eigenvectors v˜j0 derived earlier.
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3.4.1 Sum/Difference resonance
First consider the sum [Eqs.(3.40), (3.41), (3.58), and (3.59)] and difference resonances
[Eqs.(3.38), (3.39), (3.66), and (3.67)]. We find
G1 = cosh
2 θ
2
Gx + sinh
2 θ
2
Gz + sinh θ G
+
c ,
G2 = sinh
2 θ
2
Gx + cosh
2 θ
2
Gz + sinh θ G
+
c ,
for the sum resonance, and
G1 = cos
2 θ
2
Gx + sin
2 θ
2
Gz − sin θG−c , (3.93)
G2 = sin
2 θ
2
Gx + cos
2 θ
2
Gz + sin θG
−
c , (3.94)
for the difference resonance. We can easily see that the local invariant sum rules
(3.105) are satisfied. Note that in addition to mixing the uncoupled invariants Gx
and Gz, an additional term, G
±
c is picked up. This middle term can be related to
the additional invariants that exist exactly on resonance (see [33]), which are mixed
together by the phase φ. These terms are given by
G+c = −
1
2
J(eiφv∗xv
T
−z + e
−iφvxv
†
−z + e
−iφv∗−zv
T
x + e
iφv−zv†x)J,
G−c = −
1
2
J(eiφv∗xv
T
z + e
−iφvxv†z + e
−iφv∗zv
T
x + e
iφvzv
†
x)J. (3.95)
Writing them out explicitly, we find
G±c =
(
02×2 G¯±c
G¯±Tc 02×2
)
, (3.96)
with their submatrices given by
G¯+c =
1
2
( (−1+αxαz) cosφ+(αx+αz) sinφ√
βxβz
√
βz
βx
(αx cosφ+ sinφ)√
βx
βz
(αz cosφ+ sinφ)
√
βxβz cosφ
)
, (3.97)
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and
G¯−c =
1
2
(− (αx−αz) cosφ+(1+αxαz) sinφ√
βxβz
√
βz
βx
(cosφ− αx sinφ)
−
√
βx
βz
(cos φ+ αz sinφ) −
√
βxβz sinφ
)
, (3.98)
for the sum and difference resonances respectively. Note that these additional coupling
terms all contain a factor of cosφ or sinφ. In the typical case, this term will oscillate
many times around the ring. This gives the local oscillation in the beam matrix due
to the coupling and is to be expected. When used to construct the global diffusion
coefficient, however, this term will not contribute substantially. An exception to this
is for the case where the integer parts of the degenerate tunes are equal which we
discuss further later.
As a final remark, we point out that if the coupling angle θ is non-zero, then
there is coupling throughout the entire ring. One may wonder5 how this is consistent
with local coupling in which a certain region of the ring is coupled, but the ring is
uncoupled everywhere outside that region. We see here that that situation requires
“strong coupling”, or more precisely, that it is not a resonant effect: to lowest order
in our degenerate perturbation theory, there is global coupling, or no coupling at all.
3.4.2 Integer/Half-integer Resonance
Now consider the integer and half-integer resonances. The eigenvector is of the form
(3.40). Consider the x integer/half integer resonances. Then vj0 = vx and vk0 = v−x.
Constructing the invariant out of the eigenvector gives
G1 = cosh θGx + sinh θGc, (3.99)
where
Gc =


(−1+α2x) cosφ+2αx sinφ
βx
αx cosφ+sinφ 0 0
αx cosφ+ sin φ βx cosφ 0 0
0 0 0 0
0 0 0 0

. (3.100)
5Thanks to Cristoph Steier for raising this point.
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In these expressions, the coupling angle θ and phase φ are the appropriate expression
for the integer or half integer resonance as the case may be. Note that we could also
obtain the additional coupling term Gc by setting βz = βx and αz = αx in Eq.(3.97).
Note that we only have two terms in these expressions for the invariant, versus three
for the sum and difference resonances. This is because the invariants corresponding
to vx and v−x are identical. For z we just replace all the x’s with z’s.
Note that for an integer or half-integer resonance, the invariants remain block
diagonal to the order we compute here. One could thus interpret the new invariant
as defining new β, α, and γ rather than as a perturbed invariant. This allows us to
compare our results to Courant and Snyder [22]. If we do this, we compare Eqs.(3.99)
and (3.100) to Eq. (2.41) to derive a perturbed beta function
β1 = βx(cosh θ + cosφ sinh θ), (3.101)
which reduces to βx when the coupling is turned off. The value of φ varies around
the ring via Eq. (3.86) from its initial value as given in Table 3.1. This is a well
known effect referred to as a beta-beat, the periodic oscillation of the beta function
resulting from a perturbation. Note that the initial value will be different for the
integer and half-integer resonances. Also note that because cosh θ > | sinh θ|, β1
will always be positive, although the range of the oscillations becomes large as the
instability (θ →∞) is approached.
3.5 Sum Rules
Under some specific conditions, one can obtain a sum rule for the invariants. In
particular, consider a 2-D coupled storage ring. Eq.(2.24) says that
µ1G1 + µ2G2 = S. (3.102)
In later sections, we will formulate a perturbation theory in which we start with an
uncoupled, degenerate map and consider the effects of small coupling and small devi-
ation from degeneracy. Let us write µx0 and µz0 for the phase advances at degeneracy
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(e.g. µx0 = −µz0 for sum resonances, and µx0 = µz0 for difference resonances) and S0
for the effective Hamiltonian matrix at the degeneracy. At the degeneracy, then, we
have
µx0Gx + µz0Gz = S0. (3.103)
Breaking the degeneracy and adding a small coupling amount to adding small per-
turbations to the one-turn map. This will add small corrections to S0, and µx0,z0 to
first order in the perturbations. The invariants G1,2, however can have large changes
depending on the perturbation, as will be clear in later sections. Then, taking (3.102)
to lowest order and setting it equal to (3.103), we get
µx0G1 + µz0G2 = µx0Gx + µz0Gz (3.104)
This is a sum rule for the invariants. For the case of the sum/difference resonance it
says
G1 −G2 = Gx −Gz sum res.
G1 +G2 = Gx +Gz dif. res. (3.105)
For the integer resonance in the longitudinal motion, we have µz0 = 0, in which
case this sum rule tells us that to lowest order, the invariant in the x-dimention is
unchanged 6 ,
G1 = Gx int. z res. (3.106)
Similarly,
G2 = Gz. int. x res. (3.107)
6One might be tempted to write the sum rule for the invariants as µ1G1 + µ2G2 = µxGx +µzGz
and note that near an integer (x) resonance µ2 ≈ µz and G2 ≈ Gz and hence conclude that
G1 = (µx/µ1)Gx. This reasoning is incorrect since the sum rule is only valid to lowest order, and
to lowest order µ1 = µx0 = 0. Eq. (3.99) later shows that this flawed reasoning misses a term.
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3.6 x-y coupling: skew quadrupole
As our first example of an application of the formalism, we consider a skew quadrupole7.
We focus on 4-D xβ − yβ phase space. The map is given by
Tsk =


1 0 0 0
0 1 ξc 0
0 0 1 0
ξc 0 0 1

 (3.108)
so that the perturbation is given by
Psk =


0 0 0 0
0 0 ξc 0
0 0 0 0
ξc 0 0 0

 (3.109)
Computing the matrix elements, we find
r12ξ = − iξc
2
√
βxβy (3.110)
r1−2ξ =
ξc
2
√
βxβy (3.111)
We now compute the coupling angle and phase for each of the resonances. Let us
consider the difference resonance and suppose we have many skew coupling errors,
with strength ξc(sj). Instead of computing the perturbation matrix, we will compute
the matrix element directly, adding up the matrix elements from each perturbation.
The resulting r1−2 at position s will be
r1−2 =
∑
j
ξc(sj)
2
√
βx(sj)βy(sj)e
i∆ψ(sj) (3.112)
7For more on the betatron coupled case, see [64]
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where ∆ψ(sj) = ψxs→sj − ψys→sj Taking a continuous limit and replacing ξc(si) with
a continuous k(s′) so that
∫ si+δs
si−δs ds
′k(s′) = ξc(si) we get
ξ =
∣∣∣∣
∫ s+C
s
ds′
k(s′)
2
√
βx(s′)βy(s′)ei∆ψ(s
′)
∣∣∣∣ (3.113)
ξ
2pi
is the absolute value of the “coupling coefficient” derived by Guignard[31]. The
coupling angle is
tan θ =
ξ−
2pi(νx − νy) (3.114)
3.6.1 Numerical Instability Plot
In Figure 6.2, we give a numerical instability plot for a ring with an added skew
quadrupole perturbation. For simplicity, we have set βx = βy = 1 and αx = αy = 0,
and have set the value of ξc in 3.109 to be 0.25. The black regions represent values
of the tunes νx and νy where the absolute values of an eigenvalue pair is not equal to
1. The large value for ξc was chosen so that all the instabilities could be seen on the
same plot. In particular, the integer and half integer stop-bands are narrower than
that of the sum resonance, being second order in ξc. The structure given here should
be thought of as the generic structure of instabilities. Later, when we consider cases
of synchrobetatron coupling, we will see similar structures. However, in that case
because the longitudinal beta function depends on νz, so will the coupling parameters
and hence the stop-band widths. This will perturb the shape of these instability plots,
but the basic features are similar. When the perturbation has components in the on
diagonal blocks, this will also slightly perturb the picture, as we see later in the case
of dispersion at a crab cavity.
3.7 x-z Coupling: Dispersion at an RF Cavity
As our first example, we consider coupling due to dispersion at the RF cavity. The
uncoupled longitudinal one turn map Mz was given by (2.36). This was derived in
physical coordinates. If there is dispersion at the cavity, we must transform the map
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Figure 3.1: Instability plot for coupling due to skew quad with ξc = 0.25. The
horizontal axis is νx and the vertical is νy.
into betatron coordinates and (2.29) is no longer block diagonal. The cavity map
is transformed with BTcavB−1. We would like to pull out the part that causes the
synchrotron oscillations and consider the extra part as the perturbation. To do this,
we write
BTcavB−1 = (1 + PRF)Tcav, (3.115)
where Tcav was given in (2.32), except here we work in the 4-D space, so include a
2× 2 identity matrix in the upper left block and 0’s in the off-diagonal blocks. Using
this prescription, we derive
PRF =
r
a


ηη′ −η2 −η 0
η′2 −ηη′ −η′ 0
0 0 0 0
−η′ η 0 0

 . (3.116)
From this matrix we construct the rjkξ:
r11 = −i r
2a
Hx
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r1−1 =
r
2aβx
[(i+ αx)η + βxη
′]2
r12 = i
r
2a
√
βz
βx
[(i+ αx)η + βxη
′]
r1−2 = − r
2a
√
βz
βx
[(i + αx)η + βxη
′]
r22 = r2−2 = 0 (3.117)
where Hx is defined in Eq. (4.36). From these we find ξ, ∆µ, φ, and µ¯ for each
resonance out of which we can construct the perturbed eigenvalues and eigenvectors.
3.7.1 Sum/Difference Resonance
Examining the perturbation (3.116) we see that the determinant of the off diagonal
blocks is zero. From Appendix C, this tells us that the coupling parameters for the
sum and difference resonances will be equal. Computing them, we find
ξ± =
r
a
√
Hxβz (3.118)
where the ± indicates both the sum and difference resonance. If we expand this to
lowest order in µz, we find
ξ± =
√
Hx
a
|µz|3/2. (3.119)
Note that this goes to 0 at as µz goes to zero. This means that we expect the sum
and difference resonances to become weaker for smaller synchrotron tune. For the
splitting parameter we find
∆µ = µx + µz +
r
a
Hx (3.120)
for the sum resonance and
∆µ = µx − µz + r
a
Hx (3.121)
for the difference resonance. The quantitiy r is approximately µ2z, so the third terms
in these expressions can typically be ignored. For both sum and difference resonance,
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the average shift of the eigen-phase advance is
µ¯ = −µ2z
Hx
2a
(3.122)
The phase for the sum resonance is
φ = arg[−(i + αx)η + βxη′]. (3.123)
while for the difference resonance
φ = arg[i(i + αx)η + βxη
′]. (3.124)
To lowest order in µz, the instability condition for the sum resonance is
√
Hx
a
|µz| 32 > |µx + µz| . (3.125)
3.7.2 Integer/Half-integer Resonance
We now consider the integer and half integer resonances. Near the integer x resonance,
we find that the coupling parameter is proportional to µ4z. There is still in fact an
instability for νx near an integer, but it is extremely weak, with a width of order
Hx
a
µ4z. We do not consider this resonance further.
For the half integer resonance in µx, we find
ξ = µ2z
Hx
a
(3.126)
∆µ = 2(µx − pi)− Hx
a
µ2z (3.127)
φ = 2arg(Gx + iη) (3.128)
where we define
Gx = η′βx + ηαx. (3.129)
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We find that there is an instability when
Hx
a
µ2z > µx − pi (3.130)
This says that there is an instability for µx > pi with a width of
Hx
a
µ2z. Note that
these results are identical to those we would obtain by using the 5th row in Table
3.1 (first order calculation). The other terms are higher order in µz and have been
ignored.
For the integer resonance in µz (µz near 0, as is typically the case), we get
ξ =
∣∣∣∣µ3zHx2a cot µx2
∣∣∣∣ (3.131)
∆µ = 2µz − |µz|
3Hx
2a
cot(
µx
2
) (3.132)
φ = 0. (3.133)
Here we find that µ2 is given by
µ2 = µz
√
1 + µ2z
Hx
2a
cot(
µx
2
). (3.134)
From this expression, we can see that there is no instability for the µz integer reso-
nance. The quantity inside the square root could become negative only in two cases.
One case is where the perturbation PRF is not small and hence perturbation theory
no longer applies. The other case is if µx is near 0 or 2pi in which case we are in the re-
gion of overlap between two different resonances in which we may need to consider the
other resonances. Numerical calculation confirms that there is in fact no instability
for small synchrotron tune, regardless of the values of the other parameters.
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reso. condition ∆µ (mod 2pi) ξ φ µ¯
sum µx+µz=2pin µx+µz+
r
a
Hx
√
Hx
a
|µz| 32 arg(−(i + αx)η + βxη′) −µ2zHx2a
dif. µx−µz=2pin µx−µz+raHx
√
Hx
a
|µz| 32 arg(i(i + αx)η + βxη′) −µ2zHx2a
int (x) µx = 2pin 2µx +O(Hxa µ4z) O(Hxa µ4z) 2arg(Gx + iη) 0
int (z) µz = 2pin 2µz − µzHx2a cot(µx2 ) µsHx2a | cot(µx2 )| 0 0
1
2
-int(x) µx=pi(2n+1) 2(µx−pi)− Hxa µ2z µ2zHxa 2arg(Gx + iη) 0
Table 3.2: Resonances for dispersive RF cavity
3.8 Crab Cavity
As our third example, we consider a single crab cavity[68]. The map for the crab
cavity is given by
Tcrab =


1 0 0 0
0 1 ξc 0
0 0 1 0
ξc 0 0 1

 , (3.135)
where ξc gives the strength of the cavity. In the case where the crab cavity is used to
correct for a half crossing angle Φ at the interaction point of a collider [60], assuming
no resonance, ξc is related to that crossing angle by
ξc =


2Φ sin(piνx)√
βkβ∗x
single crab cavity
Φ√
βkβ∗x
crab cavity pair
(3.136)
where βk is the beta function at the crab cavity and β
∗
x is the beta function at the
interaction point. For a pair of crab cavities, one positions them symmetrically about
the interaction point such that there is a total of a pi phase shift between them and
the second cancels out the effect of the first in the rest of the ring. The expression
given here for a single crab cavity comes from computing the angle at the IP due to a
change in closed orbit, assuming no resonance. Near a resonance, this formula needs
to be reconsidered. Indeed, it is the purpose of this paper to determine the effect on
beam dynamics due to coupling near a resonance. We include this formula because
in practice, the value of ξc may be chosen assuming the machine is away from all
resonances.
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We here consider the case of a single crab cavity. Suppose we insert a crab cavity
in the ring at position s2. The RF cavity is assumed to be located at sc so that the
partial momentum compaction factor as given in (2.35) involves integration from sc
to s2.
Transforming (3.135) into betatron coordinates, we get for the perturbation
Pcrab = ξc


−η 0 0 −η2
−2η′ η 1 −ηη′
ηη′ −η2 −η 0
1 0 0 η

 . (3.137)
Note that the perturbation is proportional to the crab cavity strength ξc. Note also
that η here now refers to the dispersion at the crab cavity while we assume the
dispersion at the RF acceleration cavity to vanish.
First we compute the rjkξ:
r11ξ = iξcGx
r1−1ξ = −ξc((i+ αx)η + βxη′)
r12ξ = −iξc (i+αx)(−i+αz)η
2+βx(βz+(−i+αz)ηη′)
2
√
βxβz
r1−2ξ = ξc
(i+ αx)(i + αz)η
2 + βx(βz + (i+ αz)ηη
′)
2
√
βxβz
r22ξ = iξcηαz
r2−2ξ = ξc(−i + αz)η (3.138)
The rest of the rjk can be gotten using (3.19) and (3.20).
Next, we construct ξ, ∆µ, φ and µ¯ for each of the resonances and from these
compute θ and µ1 and µ2.
3.8.1 Sum/Difference Resonance
In this case, examining the perturbation matrix (3.137) we find that the determinant
of the off-diagonal submatrices are not zero. We thus expect a difference between the
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coupling parameters for the sum and difference resonances. Indeed, we find
ξ± = ξc
√
aβx
µs
∓ 2η2 (3.139)
Note that ξ2− − ξ2+ = 4ξ2cη2 which is consistent with Eq. (C.5) from Appendix C.
We see that in the case that the dispersion at the crab cavity is zero, the coupling
parameter is inversely proportional to the square root of the synchrotron tune. Thus,
we expect the sum and difference resonances to get stronger for small synchrotron
tune. The splitting parameter is given by
∆µ = µx + µz + ξc(Gx + ηαz) (3.140)
for the sum resonance, and
∆µ = µx − µz + ξc(Gx − ηαz) (3.141)
for the difference resonance. Gx was defined in Eq. (3.129). The phase φ is given by
φ = arg
[
aβx
µs
− η2 + iηGx
]
(3.142)
for the sum resonance and
φ = arg
[
−ηGx − i(aβ
µs
− η2)
]
(3.143)
for the difference resonance. For the case of no dispersion at the crab cavity, the
difference resonance has φ = −pi
2
and the sum resonance has φ = 0. The average shift
in the phase advance, µ¯ is given by
µ¯ = ξc(Gx ± ηαz) (3.144)
with the plus sign for the difference resonance and the minus sign for the sum reso-
nance.
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For the sum resonance, we find an instability for
ξc
√
aβx
µs
− 2η2 > µx + µz + ξc(Gx + ηαz) (3.145)
3.8.2 Integer/Half-integer Resonance
For the x integer resonance the coupling parameter is
ξ2 = 4βxHxξ2c +
4aβxGx
µ2s
ξ3c +
a2β2x
µ4s
ξ4c , (3.146)
The splitting parameter is
∆µ = 2µx + 2ξcG + ξ2c
aβx
µ2s
(3.147)
and the phase, to lowest order in µz and ξc is
φ = pi (3.148)
Out of ξ and ∆µ, we construct
µ21 = (µx + ξcGx)2 + (µx + ξcGx)
aβx
µ2s
ξ2c −
aβxGx
µ2s
ξ3c − βxHxξ2c (3.149)
From this, we can see that for µx < 0 (or close to 2pi) and for the case of no dispersion,
we can have an instability if
aβx
µ2s
ξ2c > |µx| (µx < 0) (3.150)
At larger µz and with non-negligable dispersion at the crab cavity and for the case
Gx = 0, we find an instability for
ηξc > |µx| (3.151)
for both positive and negative µx.
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For the half integer resonance in x, we find a coupling parameter
ξ2 = 4βxHxξ2c − aβxGxξ3c +
1
16
a2β2xξ
4
c , (3.152)
The splitting parameter is
∆µ = 2(µx − pi) + 2ξcGx − 1
4
aβxξ
2
c (3.153)
and the phase is
φ = arg
(
1
8
aβxξ
2
c − Gxξc − iη
)
(3.154)
which vanishes when there is no dispersion at the crab cavity. Computing ∆µ2 − ξ2
and noting the cancellation of terms, we find
(µ1−pi)2 = [(µx−pi)+ξcGx]2 − [(µx−pi)+2ξcGx]aβx
4
ξ2c
−βxHxξ2c +
1
4
aβxGxξ3c (3.155)
For the case of Gx = 0, we can have an instability for
(µx − pi)aβx
4
ξ2c + η
2ξ2c > (µx − pi)2 (3.156)
Next for the integer resonance in z, we find
ξ2 = 4η2ξ2c +
a2β2x cot
2(µx
2
)
4µ2s
ξ4c (3.157)
∆µ = 2µz − 1
2
aβx
µs
cot(
µx
2
)ξ2c (3.158)
and
φ = arg
[
aβx cot(
µx
2
)
4µs
ξ2c − iηξc
]
(3.159)
For the case where η = 0, the phase φ is 0 for µx > pi and pi for µx < pi. Computing
∆µ2 − ξ2, we find
µ22 = µ
2
s +
aβx
4
cot(
µx
2
)ξ2c − η2ξ2c (3.160)
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From this, we can see that there is an instability if
aβx
4
cot(
µx
2
)ξ2c − η2ξ2c < µ2s (3.161)
When η = 0, this requires µx > pi, i.e. the horizontal betatron tune is above a
half-integer. Increasing η moves this instability to values of µx less than pi.
Because in practice the synchrotron phase will not be near pi, we do not consider
the νz half-integer resonance.
We summarize the results for ξ, ∆µ, and φ for each of the resonances in Table
3.3.
Table 3.3: Resonances for Crab Cavity
reso. condition ∆µ (mod 2pi) ξ2 φ µ¯
sum µx+µz=2pin µx + µz + ξc(Gx + ηαz) ξ2c (aβxµs − 2η2) arg(aβxµs − η2 + iηGx) ξc(Gx − ηαz)
diff. µx−µz=2pin µx − µz + ξc(Gx − ηαz) ξ2c (aβxµs + 2η2) arg(−ηGx − i(aβµs − η2)) ξc(Gx + ηαz)
int (x) µx = 2pin 2µx + 2ξcGx + ξ2c aβxµ2s 4βxHxξ
2
c +
4aβxGx
µ2s
ξ3c +
a2β2x
µ4s
ξ4c pi 0
int (z) µz = 2pin 2µz − 12 aβxµs cot(µx2 )ξ2c 4η2ξ2c +
a2β2x cot
2( µx
2
)
4µ2s
ξ4c arg(
aβx cot(
µx
2
)
4µs
ξ2c − iηξc) 0
1
2
-int(x) µx=pi(2n+1) 2(µx−pi)+2ξcGx− 14aβxξ2c 4βxHxξ2c−aβxGxξ3c+ 116a2β2xξ4c arg(18aβxξ2c − Gxξc − iη) 0
Chapter 4
Constant Damping/Diffusion
In this chapter, we consider the case where the damping and diffusion coefficients are
constant. An important application of this case is the example of diffusion and damp-
ing due to synchrotron radiation. We apply the general theory to the uncoupled case,
yielding the results of Sands for the case of synchrotron radiation damping/diffusion.
In this case, we have
bi = Bikzk (4.1)
and we take this damping matrix B and the diffusion matrix D to be independent of
~z. The result for the moment equation is then
Σ(s+ C) = MΣ(s)MT −MB¯Σ(s)MT −MΣ(s)B¯TMT + D¯(s) (4.2)
where B¯ and D¯ are global damping and diffusion matrices determined by adding up
local damping and diffusion coefficients and transforming them appropriately to the
observation position. We can express D¯ in terms of the integral
D¯(s) =
∫ s+C
s
ds′ Ts′→s+CD(s
′)T Ts′→s+C . (4.3)
Physically,
∫
D(s′)ds′ over a storage ring element gives the contribution of diffusion
to the Σ second moments due to this element. This contribution is then transferred
to position s by the map Ts′→s+C to give the integrated D¯.
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Now we can determine the evolution equation for the invariants. We find that it
will be convenient to define damping and diffusion coefficients for the eigen-invariants
bi and di. The equilibrium emittances are then given as the ratio di/4bi. To find the
emittances, we need to find the invariants of the one-turn map, out of which we build
the damping and diffusion coefficients.
To find the exact equilibrium distribution, we stipulate in Eq.(4.2) that Σ(s+C) =
Σ(s) = Σeq(s). This equation can be solved for Σeq directly using eigenanalysis
[37, 32]. For our purposes here, however, we assume that the distribution stays a
function of the invariants. The average value of the invariant is given by
〈ga〉 = Tr(GaΣ), a = 1, 2, 3. (4.4)
Using (4.4), (2.18), and (4.2), along with the cyclic property of the trace, we
obtain the evolution equation for 〈ga〉,
〈ga〉(s+ C)− 〈ga〉(s) = −2 Tr(B¯ΣGa) + Tr(GaD¯). (4.5)
We then use (2.27), (2.19), and UTGaU = JHaJ (using the symplectic property of
U) to obtain, after some algebra,
〈ga〉(s + C)− 〈ga〉(s) = −2χa〈ga〉+ d¯a (4.6)
where the global eigenmode damping decrements per turn χa are given by
χa = A¯aa + A¯−a−a, a = 1, 2, 3, (4.7)
where
A¯ = U−1B¯U, (4.8)
and the one-turn eigenmode diffusion coefficients d¯a are
d¯a = Tr(GaD¯), a = 1, 2, 3. (4.9)
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From (4.6), we see that the equilibrium values of the invariants are given by
〈ga〉eq =
d¯a
2χa
, a = 1, 2, 3. (4.10)
It may be useful to express the global damping decrements χa and the global
diffusion coefficients d¯a in an integral form. Writing out (4.8) explicitly gives
A¯ = U−1(s)B¯(s)U(s)
=
∫ s+C
s
U−1(s′)B(s′)U(s′)ds′
≡
∮
A(s′)ds′ (4.11)
where we have used the fact that the U matrix of eigenvectors transforms as U(s) =
Ts→s′U(s′), and defined the local A matrix in terms of the local damping matrix as1
A(s′) = U−1(s′)B(s′)U(s′). (4.12)
The matrix A¯ is independent of the observation position s, although B¯ in general
depends on s. We can thus write the global damping decrements as
χa =
∮
[Aaa(s
′) + A−a−a(s′)]ds′. (4.13)
We refer to the integrand as the local damping coefficient and write
ba = Aaa + A−a−a (4.14)
so that
χa =
∮
ba(s
′)ds′. (4.15)
For the diffusion coefficients, we use (4.3), (4.9), and the transformation property
1The matrix A depends on the overall phases of the eigenvectors vk in U . However, the diago-
nal elements are independent of these phases, and only the diagonal elements enter the evolution
equations for the invariants.
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of the invariant Ga(s
′) = T Ts′→s+CGa(s)Ts′→s+C to derive
d¯a =
∮
Tr[Ga(s
′)D(s′)]ds′ ≡
∮
da(s
′)ds′, (4.16)
where we have defined the local diffusion coefficient
da = Tr[GaD]. (4.17)
The global diffusion coefficients d¯a are independent of s. It follows that the equilibrium
emittances 1
2
〈ga〉eq are also global quantities, independent of s.
Thus, to find the equilibrium emittance, we must find the local invariants Ga
and the U matrix constructed from the eigenvectors of M using (2.16) and (2.19).
Given these and local damping and diffusion matrices B and D, we find the local
damping and diffusion coefficients ba and da from (4.12), (4.14), and (4.17). Finally,
we integrate these around the ring to find the global damping decrements and global
diffusion coefficients which give us the equilibrium emittances.
4.1 Sum Rules
The sum of the local damping coefficients gives the trace of A(s). From this we derive
b1 + b2 + b3 = Tr(U
−1BU)
= Tr(B)
= bx + by + bz, (4.18)
where bx, by, and bz are the damping coefficients in uncoupled coordinates. Thus,
regardless of the details of the Hamiltonian dynamics (contained in U(s)), the sum of
the ba is unchanged. This is a local sum rule for the damping coefficients. Integrating
this equation around the ring, we get a global sum rule,
χ1 + χ2 + χ3 = χx + χy + χz (4.19)
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where χx,y,z are the global damping decrements for the uncoupled case. Equation
(4.19) is a manifestation of the well-known Robinson theorem [65].
Let us recall that we also derived invariant sum rules in Chapter 3. The local
diffusion coefficients da are given by da = Tr(GaD), where D is the diffusion matrix.
Multiplying the sum rules on the right by the matrix D and then taking a trace gives
sum rules for the local diffusion coefficients. The results for the sum/difference and
integer resonances are
d1 − d2 = dx − dz = invariant sum res.
d1 + d2 = dx + dz = invariant dif. res.
d1 = dx int z res.
d2 = dz int. x res. (4.20)
We can also integrate this equation around the ring to get sum rules for the global
diffusion coefficients,
d¯1 − d¯2 = d¯x − d¯z = invariant sum res.
d¯1 + d¯2 = d¯x + d¯z = invariant dif. res.
d¯1 = d¯x int z res.
d¯2 = d¯z int. x res. (4.21)
where the d¯a are the integrated da as given in (4.16).
From the sum rule (4.21) for sum and difference resonances (global version), and
using (4.10), we have
χ1〈g1〉eq − χ2〈g2〉eq = invariant sum res.
χ1〈g1〉eq + χ2〈g2〉eq = invariant dif. res. (4.22)
Since χ1,2 must be positive for stable motion, it follows that this sum rule imposes
a stability condition for particle motion. For example, in case of coupling between
the two transverse betatron motions, Eq.(4.22) implies that the motion is stable
near a difference resonance and possibly unstable near a sum resonance. This is
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a familiar result involving the sum rule of equilibrium beam emittances [22]. The
present formalism therefore contains in one framework the Robinson sum rule and
the emittance sum rule near linear resonances.
In the case where the coupling near a sum/difference resonance occurs in synchro-
betatron space, and the operation is above transition, we find that µz = −µs (see
later) where µs is the usual (positive) synchrotron phase advance per turn. Thus,
in terms of µs, there is a sign reversal in the definition of degeneracy so that a sum
resonance has µx0 = µs and difference resonance has µx0 = −µs. In terms of µs,
then, stability applies near a sum resonance and instability occurs near a difference
resonance. This is also a familiar result [12], associated with the longitudinal negative
mass above transition. In the present paper, however, we make the choice to relate
our definitions of resonance to νz so that as in the case of x-y coupling, the difference
resonance is stable and the sum resonance is unstable. This has the advantage of
permitting a uniform treatment of synchrobetatron coupling and transverse betatron
coupling. To reiterate, by “sum resonance”, we mean νx + νz is near an integer, and
for a “difference resonance”, νx − νz is near an integer.
4.2 Example: Synchrotron Radiation
Our example of a process with constant damping and diffusion coefficients will be
synchrotron radiation in an electron storage ring.
We find the damping and diffusion coefficients using Eqs. (2.67) and (2.68) where
g(Φ) is the spectrum of emitted radiation with Φ = ω, the frequency of a given
photon.
Ignoring the opening angle effect, the diffusion due to synchrotron radiation only
happens in the coordinate δ, so that
δ~z = (0, 0, 0,−~ω) (4.23)
The specific frequency of any given photon is random, but distributed according to the
frequency spectrum of classical radiation. The frequency spectrum from a bending
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magnet is given by S(ω/ωc) with [36]
S(ξ) =
9
√
3
8pi
ξ
∫ ∞
ξ
K5/3ξ¯dξ¯ (4.24)
where K5/3 is the Bessel Function of order 5/3 and
ωc =
3
2
cγ3
ρ
(4.25)
Thus, we take g(Φ) to be S(ω). The other quantity we need is n˙, the number of kicks
per unit time which is just the number of photons emitted per unit time. This is
given by
n˙ =
5α0cγ
2
√
3
(4.26)
with α0 the fine structure constant.
For the diffusion and damping coefficients, we will need the quantities,
〈ω〉 = 8
15
√
3
ωc (4.27)
and
〈ω2〉 = 11
27
ω2c (4.28)
Putting these together, we find
D(s) =


0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 d(s)


, (4.29)
where
d(s) =
55
48
√
3
α0
γ5
|ρ(s)|3
(
~
mc
)2
, (4.30)
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with γ the relativistic energy factor, ρ(s) the bending radius of the bending magnets,
~ the reduced Planck constant, and m the electron rest mass. As we see from the
ρ(s) in the denominator, diffusion only happens in the bending magnets.
Later in our applications, it will be convenient to make a transformation from ~z
to the betatron coordinates ~zβ = B~z where we defined the dispersion matrix B in Eq.
(2.28). It follows that we will need to define
Dβ = BDBT = d


η2x ηxη
′
x ηxηy ηxη
′
y 0 −ηx
ηxη
′
x η
′2
x η
′
xηy ηxη
′
y 0 −η′x
ηxηy η
′
xηy η
2
y ηyη
′
y 0 −ηy
ηxη
′
y η
′
xη
′
y ηyη
′
y η
′2
y 0 −η′y
0 0 0 0 0 0
−ηx −η′x −ηy −η′y 0 1


(4.31)
which we write in terms of 2× 2 submatrices as
Dβ =


Dxx Dxy Dxz
Dxy Dyy Dyz
Dzx Dzy Dzz

 . (4.32)
The uncoupled local diffusion coefficients are given by combining Gx,y,z with Dβ:
dx = Tr(GxDβ) = dHx, (4.33)
dy = Tr(GyDβ) = dHy, (4.34)
dz = Tr(GzDβ) = dβz ≈ d a
µs
. (4.35)
We use the standard definition of Hx,y
Hx,y = γx,yη2x,y + 2αx,yηx,yη′x,y + βx,y(η′x,y)2. (4.36)
The global diffusion coefficients d¯x and d¯z are given by integrating these quantities
around the ring.
Damping occurs in the bending magnets and in the RF cavity. At an RF cavity,
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the particle gains back the average energy by the amount U0, which it lost due to
radiation one turn around the ring. It follows that the RF cavity contributes to a
damping [36]
x′ → x′
(
1− U0
cP0
)
, (4.37)
which could be described as
Bcav(s) =


0 0 0 0
0 U0
cP0
δ(s− sc) 0 0
0 0 0 0
0 0 0 0

 , (4.38)
where sc is the location of the cavity. In case of multiple RF cavities at positions sci,
we define
bx(s) =
∑
i
U0i
cP0
δ(s− sci), (4.39)
with
∑
i U0i = U0, i.e. the net energy loss is U0.
For the damping effect due to the bending magnets, we have
Bbend(s) =


0 0 0 0
0 0 0 0
0 0 0 0
bδx 0 0 bz

 . (4.40)
The bz term comes from the fact that a higher energy electron radiates more whereas
the bδx term has two parts. The first comes from the fact that a particle with a larger
value of x takes a longer path through the magnet and the second from the fact that
the power radiated depends on the magnetic field, which in turn depends on x if the
vertical magnetic field strength By contains a quadrupole component. In separated
function dipoles, this second part vanishes. The first is proportional to 1
ρ
. Specifically,
we have
bz = PγcP0, bδx =
Pγ
2cE0
(
1
ρ
+
2
By
∂By
∂x
)
, (4.41)
where c is the speed of light, E0 = cP0 at high energy, is the reference energy of the
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particle, Pγ is the instantaneous radiated power given by
Pγ =
e2c3Cγ
2pi
E20B
2
y , (4.42)
e is the electron charge, re is the electron classical radius, and the constant
Cγ =
4pi
3
re
(mc2)3
= 8.85× 10−5meter−GeV−3. (4.43)
Pγ is only non-zero in the bending magnets. This is why we have written Bbend in
Eq.(4.40).
Altogether, then, we have
B(s) =


0 0 0 0 0 0
0 bx(s) 0 0 0 0
0 0 0 0 0 0
0 0 0 by(s) 0 0
0 0 0 0 0 0
bδx(s) 0 0 0 0 bz(s)


(4.44)
For later applications, we will again need to transform the damping matrix to the
betatron coordinates. We then calculate
Bβ = BBB−1
=


−bδxηx 0 0 0 0 −bzηx − bδxη2x
−bδxη′x bx 0 0 0 (bx − bz)η′x − bδxη′xηx
−bδxηy 0 0 by 0 (by − bz)η′y − bδxη′yηx
0 −bxηx 0 −byηy 0 −bxη′xηx − byη′yηy
bδx 0 0 0 0 bz + bδxηx


(4.45)
Let us write this in terms of 2× 2 submatrices as
Bβ =


Bxx Bxy Bxz
Bxy Byy Byz
Bzx Byz Bzz

 . (4.46)
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To find the damping decrements, we use Eqs. (4.11) and (4.13). Using betatron
coordinates, in the uncoupled case, the U matrix and its inverse are block diagonal,
U =
(
Ux 0
0 Uz
)
, U−1 =
(
U−1x 0
0 U−1z
)
, (4.47)
where Ux,z and U
−1
x,z are 2 × 2 matrices. All these quantities depend on the position
in the ring s. Eq.(4.13) then says
χx =
∮
Tr[U−1x (s)B(s)Ux(s)]ds =
∮
Tr[Bxx(s)]ds, (4.48)
and likewise for z,
χz =
∮
Tr[Bzz]ds. (4.49)
Thus, in the uncoupled case, we find that
χx =
∮
[bx(s)− ηbδx(s)] ds
≡ U0
2E0
(1−D) ≡ U0
2E0
Jx (4.50)
χz =
∮
[bz(s) + ηbδx(s)] ds
≡ U0
2E0
(2 +D) ≡ U0
2E0
Jz (4.51)
where U0 =
∮
dsPγ is the total radiated energy per turn and we have introduced the
standard notation of D, Jx, and Jz for the damping partition numbers. This is a
well-known result in [36], and a similar rederivation has been given in [32] and [33].
Note that one can think of dispersion as causing coupling, and that the local and
global sum rules of Eqs.(4.18) and (4.19) are satisfied.
Now that we have the global diffusion coefficients and damping decrements for
the uncoupled case, Eq. (4.10) gives the equilibrium values of the invariants, or in
terms of the emittances a = 〈ga〉/2 we find
x =
55
48
√
3
α0γ
5
∮
dsHx|ρ3|
2U0
E0
Jx
(4.52)
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z =
55
48
√
3
α0γ
5 a
µs
∮
ds 1|ρ3|
2U0
E0
Jz
(4.53)
Chapter 5
Coupling and Constant
Damping/Diffusion Combined
In the previous chapter, we saw how to find the equilibrium beam distribution in the
presence of a constant diffusion and damping mechanism such as synchrotron radia-
tion. We gave expressions for the general Gaussian solution along with expressions
for the damping and diffusion coefficients for the eigen-invariants, to yield equilibrium
emittances. We also gave the explicit results for the uncoupled case. In Chapter 2, we
found expressions for the invariants near each of the linear resonances. In this chapter
we would like to combine those results with Chapter 3, to find explicit expressions for
the damping and diffusion coefficients of the eigen-invariants near linear resonances.
5.1 Diffusion Coefficients
From the invariants, we can find the local diffusion coefficients by right-multiplying
by the diffusion matrix Dβ and taking the trace.
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5.1.1 Sum/Difference Resonance
The results for the sum/difference resonance are
d+1 = cosh
2(
θ
2
)dx + sinh
2(
θ
2
)dz + sinh(θ)d
+
c ,
d+2 = sinh
2(
θ
2
)dx + cosh
2(
θ
2
)dz + sinh(θ)d
+
c ,
d−1 = cos
2(
θ
2
)dx + sin
2(
θ
2
)dz + sin(θ)d
−
c ,
d−2 = sin
2(
θ
2
)dx + cos
2(
θ
2
)dz − sin(θ)d−c , (5.1)
with
d±c = Tr[G
±
c Dβ]. (5.2)
To get the global diffusion coefficient d¯a, we must integrate the local diffusion
coefficients da around the ring. For dx and dz this integration simply reproduces
the global uncoupled diffusion coefficients d¯x and d¯z. The extra term, dc, which
comes from the extra term in the invariants Gc, however, represents a new set of
lattice functions to be integrated. It would be substantial complication if this full
integration were required since it would require detailed knowledge of the lattice.
Note however, that as with Gc, all of the terms in dc are proportional to cos φ or
sinφ. As we transform the da around the ring, in addition to the lattice functions
βx,z and ηx,z evolving, the phase φ will also evolve as was discussed in Chapter 3.
The net change in φ around the ring is µx−µz for the sum resonance and µx+µz
for the difference resonance. We can write this is as
∆φ = 2pin+ [µx ∓ µz], (5.3)
where the square brackets represent taking a modulus of 2pi. Near resonance this
term is small. For synchrobetaron coupling, typically n is somewhat large, since νz is
close to zero and νx is typically much greater than 1. The result of this argument is
that the middle term in the local diffusion coefficient dc will integrate to a small value
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in the typical situation, especially so if we assume some symmetry in the lattice.1
Thus, for our purposes here, we ignore this extra term in our global expressions,2
d¯+1 = cosh
2(
θ
2
)d¯x + sinh
2(
θ
2
)d¯z,
d¯+2 = sinh
2(
θ
2
)d¯x + cosh
2(
θ
2
)d¯z,
d¯−1 = cos
2(
θ
2
)d¯x + sin
2(
θ
2
)d¯z,
d¯−2 = sin
2(
θ
2
)d¯x + cos
2(
θ
2
)d¯z.
5.1.2 Integer/Half-integer Resonance
We now consider the diffusion coefficients for the integer and half-integer resonances.
For these resonances, we find
dn2 = dz cosh θ + dc sinh θ, (5.4)
where
dc = Tr(G
nz
c Dzz). (5.5)
with the results for x given by replacing z with x in these expressions.
We must now integrate the local diffusion coefficient around the ring to get the
global diffusion coefficient. For the case of x, applying the same argument as in the
sum and difference resonances, we find that the extra term dc integrates to a small
value and we disregard it. For the longitudinal direction, however, there is no change
in φ around the ring, and thus we must keep dc, with its initial value. Thus, for the
1In the case of x-y betatron coupling in which νx ≈ νy is possible, this argument will need to be
revised.
2We note here that in case one wanted to compute these middle terms exactly, then, cosφ and
sinφ can be expanded in terms of cosφ(s1), sinφ(s1) and cosine and sine of the phase advances ψx12
and ψz12. We could then write out the expressions bc and dc explicitly in terms of unperturbed
lattice functions. Then, for a given lattice, one could compute these integrals once and for all, and
not have to recompute different integrals, depending on the form of the coupling, one would simply
take different linear combinations of these integrals depending on the value of φ(s1).
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global diffusion coefficients, we take
d¯1 = cosh(θ)d¯x. (5.6)
It may also be useful to apply Eq. (3.51) or Eq. (3.52) for the integer or half integer
resonances to express in terms of µ1 and ∆µ . This is for near the integer or half
integer x resonance and
d¯2 = (cosh θ + cosφ sinh θ)d¯z. (5.7)
near the integer z resonance. For the x resonances, the d¯2 is not strongly affected,
while for the z resonance, d¯1 is not strongly affected and we assume there is no change
in these quantities.
5.2 Damping Coefficients
Next we find the local damping coefficients. We do this by constructing the matrix
A = U−1BβU [Bβ is defined in Eq.(4.45)] with U constructed from the perturbed
eigenvectors for each resonance. From A we find ba = Aaa + A−a−a.
5.2.1 Sum/Difference Resonance
The damping coefficients for the sum and difference resonances are given by
b+1 = bxβ cosh
2(
θ
2
)− bzβ sinh2(θ
2
) + sinh(θ)b+c ,
b+2 = −bxβ sinh2(
θ
2
) + bzβ cosh
2(
θ
2
)− sinh(θ)b+c ,
b−1 = bxβ cos
2(
θ
2
) + bzβ sin
2(
θ
2
) + sin(θ)b−c ,
b−2 = bxβ sin
2(
θ
2
) + bzβ cos
2(
θ
2
)− sin(θ)b−c , (5.8)
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with
bxβ = Tr[Bxx] = bx − ηbδx,
bzβ = Tr[Bzz] = bz + ηbδx, (5.9)
where
b+c =
1
2
√
βxβz
[(−(bx − bz + bδxη)((αx + αz)η + βxη′)) cosφ
+((bx−bz)(−η+αxαzη+αzβxη′)+bδx(βxβz+(1−αxαz)η2−αzβxηη′)) sinφ],(5.10)
b−c =
1
2
√
βxβz
[(bx−bz)((1+αxαz)η+αzβxη′)−bδx(−βxβz+η2+αxαzη2+αzβxηη′) cosφ
−(bx−bz−bδxη[((αx−αz)η+βxη′] sinφ]. (5.11)
Again, as with the local diffusion coefficients, we find an extra term in ba, in addi-
tion to the uncoupled damping coefficients bxβ and bzβ. Using the same argument as
for the diffusion coefficients, we find that this quantity integrates to a small value and
we will discard it in our global expressions. In addition, note that b±c is proportional
to either 1/βz or bδx. For the case of synchrobetatron coupling, both 1/βz and bδx
are small, and so this term is intrinsically small. The integration of bxβ and bzβ give
the global uncoupled damping decrements, χx and χz. Thus, for our global coupled
damping coefficients, we take
χ+1 = χx cosh
2(
θ
2
)− χz sinh2(θ
2
),
χ+2 = −χx sinh2(
θ
2
) + χz cosh
2(
θ
2
),
χ−1 = χx cos
2(
θ
2
) + χz sin
2(
θ
2
),
χ−2 = χx sin
2(
θ
2
) + χz cos
2(
θ
2
). (5.12)
The damping decrements for the sum resonance show an interesting effect. One
of χ1,2 will become negative for a finite value of θ. Specifically, suppose that χz > χx
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which is typically the case. Then χ1 vanishes when
√
χz
χx
= coth(
θ
2
). (5.13)
For θ larger than this, χ1 becomes negative, and there is an instability. This is
analogous to the case where the damping partition number D is greater than 1, in
which case, we can see from Eq.(4.50) that χx is likewise negative, indicating an
instability. We refer to this as an “anti-damping instability” in this thesis.
5.2.2 Integer/Half-integer Resonances
For the integer/half-integer resonance, we find that the local damping coefficients
are unchanged. This is clear because the perturbation only changes the U matrix in
either the upper left or lower right 2×2 block, depending on which resonance is being
considered. But this reduces the problem to the 1-D case. Consider the νz integer or
half-integer resonance. The damping coefficient for mode 2 is given by
b2 = Tr(U
−1
2 BzzU2) = Tr(Bzz) = bzβ, (5.14)
where U2 is the submatrix of U built out of v˜20 and v˜−20. We have used the cyclic
property of the trace. In other words, the damping decrements are unchanged to
lowest order near the integer/half integer resonances.
5.3 Equilibrium Eigen-Emittances
We summarize the results for the diffusion and damping in Tables 5.1 and 5.2. The
reader can verify that all the quantities satisfy the sum rules discussed in Section 4.1.
From the global quantities d¯1,2 and χ1,2, we find the equilibrium average values of
the invariants from Eq.(4.10). We quote RMS eigen-emittances, which are 1/2 the
value of the average eigen-invariants.
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For the sum resonance, we find
+1 =
cosh2 θ
2
d¯x + sinh
2 θ
2
d¯z
4(cosh2 θ
2
χx − sinh2 θ2χz)
(5.15)
+2 =
sinh2 θ
2
d¯x + cosh
2 θ
2
d¯z
4(− sinh2 θ
2
χx + cosh
2 θ
2
χz)
(5.16)
while for the difference resonance, we find
−1 =
cos2 θ
2
d¯x + sin
2 θ
2
d¯z
4(cos2 θ
2
χx + sin
2 θ
2
χz)
(5.17)
−2 =
sin2 θ
2
d¯x + cos
2 θ
2
d¯z
4(sin2 θ
2
χx + cos2
θ
2
χz)
(5.18)
Note that in the case where χx = χz, we find that
+1 = cosh
2 θ
2
x + sinh
2 θ
2
z (5.19)
+2 = sinh
2 θ
2
x + cosh
2 θ
2
z (5.20)
for the sum resonance and
−1 = cos
2 θ
2
x + sin
2 θ
2
z (5.21)
−2 = sin
2 θ
2
x + cos
2 θ
2
z (5.22)
for the difference resonance. Thus, in this case, it makes sense to talk about emit-
tance coupling: the effect of the coupling is simply to mix together the equilibrium
emittances. If we were talking about transverse x−y coupling, χx = χz would indeed
be approximately correct in many situations and this gives a justification for using
that concept for betatron coupling. For the case here of synchrobetatron coupling,
typically χx ≈ χz/2, and thus the concept of emittance coupling is not precise.
For the integer and half integer resonances, we saw in Eq. (5.14) that the damping
partition number is not affected by the coupling to lowest order. The global diffusion
coefficient is affected, however. In fact it diverges at the resonance. For the integer
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and half integer x resonances, we find an emittance growth of
1
x
=
d¯1
d¯x
= cosh θ (5.23)
with θ the appropriate coupling angle. z is not strongly affected, and we take 2 = z.
As noted in Eq. (5.6), one could also write this as
1
x
=
∆µ
2µ1
(5.24)
for the integer resonance, or
1
x
=
∆µ
2(µ1 − pi) (5.25)
for the half integer resonance.
Now, because µz is typically small, we only have an integer resonance. As dis-
cussed, for this case, the cosφ term doesn’t average away, and we are left with
2
z
= cosh θ + cosφ sinh θ (5.26)
x is not much affected here, and we take 1 = x. If there were a half integer z
resonance, or indeed, another integer resonance where µz is near an integer other
than 0, the second term in this equation would integrate to a small value.
5.4 Sigma Matrices
In the previous subsection, we gave the expressions for the equilibrium eigen-emittances
near each of the resonances. One may also wish to know the projected emittances
which are more closely related to the typically measured quantities for a beam. Fi-
nally, we give expressions for the second moments of the beam distribution at equi-
librium. For the sum and difference resonances, using the invariants and Eq.(2.27),
we can derive
Σ+ =
(
+x,prΣx Σ
+
c
Σ+Tc 
+
z,prΣz
)
, (5.27)
5.4. SIGMA MATRICES 89
resonance mode d dc d¯
sum 1 dx cosh
2 θ
2
+ dz sinh
2 θ
2
+ dc sinh θ cosh
2( θ
2
)d¯x + sinh
2( θ
2
)d¯z
2 dx sinh
2 θ
2
+ dz cosh
2 θ
2
+ dc sinh θ Tr[G
+
c Dβ] sinh
2( θ
2
)d¯x + cosh
2( θ
2
)d¯z
difference 1 dx cos
2 θ
2
+ dz sin
2 θ
2
+ dc sin θ cos
2( θ
2
)d¯x + sin
2( θ
2
)d¯z
2 dx sin
2 θ
2
+ dz cos
2 θ
2
− dc sin θ Tr[G−c Dβ] sin2( θ2)d¯x + cos2( θ2)d¯z
int/1
2
-int (x) 1 dx cosh θ + dc sinh θ d¯x cosh θ
2 dz Tr[G
nx
c Dβ] d¯z
int (z) 1 dx d¯x
2 dz cosh θ + dc sinh θ Tr[G
nz
c Dβ] d¯z(cosh θ + cos φ sinh θ)
Table 5.1: This table contains the diffusion coefficients near each of the linear reso-
nances. The d column gives the local diffusion coefficient for modes 1 and 2. The dc
column gives the formula for the extra term dc contained in the corresponding local
diffusion coefficient. Finally, the d¯ column contains the global diffusion coefficient
which is given by integrating the local quantity. The text discusses the approxi-
mations used for these expressions. The angle θ is given by tan−1(ξ/∆µ) for the
difference resonance and tanh−1(ξ/∆µ) for the other resonances where ξ and ∆µ are
given in table 3.1. The phase φ for the integer z resonance is also given in table 3.1.
resonance mode b bc χ
sum 1 bxβ cosh
2 θ
2
− bzβ sinh2 θ2 + bc sinh θ χx cosh2( θ2)− χz sinh2( θ2)
2 −bxβ sinh2 θ2 + bzβ cosh2 θ2 − bc sinh θ Eq.(5.10) −χx sinh2( θ2) + χz cosh2( θ2)
difference 1 bxβ cos
2 θ
2
+ bzβ sin
2 θ
2
+ bc sin θ χx cos
2( θ
2
) + χz sin
2( θ
2
)
2 bxβ sin
2 θ
2
+ bzβ cos
2 θ
2
− bc sin θ Eq.(5.11) χx sin2( θ2) + χz cos2( θ2)
int/1
2
-int 1 bxβ χx
2 bzβ χz
Table 5.2: This table contains the damping coefficients near each of the linear reso-
nances. The b column gives the local damping coefficient for modes 1 and 2. The bc
column tells where to find the formula for the extra term bc contained in the corre-
sponding local damping coefficient. Finally, the χ column contains the global damping
decrement which is given by integrating the local quantity. The approximations used
for these expressions are discussed in the text. The angle θ is given by tan−1(ξ/∆µ)
for the difference resonance and tanh−1(ξ/∆µ) for the other resonances where ξ and
∆µ are given in table 3.1.
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where
+x,pr =
1
2
〈g1〉+eq cosh2(
θ
2
) +
1
2
〈g2〉+eq sinh2(
θ
2
), (5.28)
+z,pr =
1
2
〈g1〉+eq sinh2(
θ
2
) +
1
2
〈g2〉+eq cosh2(
θ
2
), (5.29)
and
Σ− =
(
−x,prΣx Σ
−
c
Σ−Tc 
−
z,prΣz
)
, (5.30)
where
−x,pr =
1
2
〈g1〉−eq cos2(
θ
2
) +
1
2
〈g2〉−eq sin2(
θ
2
), (5.31)
−z,pr =
1
2
〈g1〉−eq sin2(
θ
2
) +
1
2
〈g2〉−eq cos2(
θ
2
), (5.32)
with
Σ−c =
−1
8
[
〈g1〉−eq − 〈g2〉−eq
]
sin(θ)
( −√βxβz sin φ √βxβz (cosφ+ αz sinφ)
−
√
βz
βx
(cosφ− αx sin φ) − (αx−αz) cos φ+(1+αxαz) sinφ√βxβz
)
,
(5.33)
and
Σ+c = −
1
8
[
〈g1〉+eq + 〈g2〉+eq
]
sinh(θ)
( √
βxβz cosφ −
√
βx
βz
(αz cosφ+ sinφ)
−
√
βz
βx
(αx cosφ+ sin φ)
(−1+αxαz) cosφ+(αx+αz) sinφ√
βxβz
)
.
(5.34)
The uncoupled 2× 2 matrices Σx,z are given by
Σx,z =
(
βx,z αx,z
αx,z γx,z
)
. (5.35)
x(,z),pr are the projected horizontal and longitudinal emittances. The transverse beam
size and momenta are given by
〈x2β〉 = x,prβx, (5.36)
〈x′2β 〉 = x,prγx, (5.37)
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and likewise for the bunch length and energy spread. Note however that these are in
betatron coordinates and so differ from the physical variables by terms involving the
dispersion.
5.4.1 Beam Profile Near Difference Resonance
For the difference resonance, the mixed spatial second moment is given by
〈xβzβ〉 = −1
4
(x − y) sin θ
√
βxβy cos φ (5.38)
The spatial distribution of the beam will be a 2-D Gaussian with elliptical contours
of constant density. The rotation angle of those ellipses is given by
tan(2θr) =
2〈xβzβ〉
〈x2β〉 − 〈z2β〉
(5.39)
In the case that βx = βz, we find that
tan(2θr) = tan(θ) cosφ (5.40)
We have been using x − z synchrobetatron space in our analysis, but of course, the
exact same analysis applies to transverse betatron coupling where z is replaced by
y. In this case, the difference resonance, is of common practical interest, and in fact
many rings are operated right on this coupling resonance. In the case that the integer
parts of the degenerate tunes aren’t equal, φ will vary around the ring. Eq. (5.40)
then says that the rotation angle of the beam distribution will also vary around the
ring, with a maximum value of half the global coupling angle θ.
The maximum global coupling angle occurs when ∆µ → 0. In this case, we
get θ = ±pi/2 with the sign determined by the direction in which 0 is approached.
Thus, the rotation angle θr will reach a maximum value of θ = pi/4 or 45
◦The eigen-
emittances are both equal to
−1,2 =
d¯x + d¯z
4(χx + χz)
(5.41)
and are also equal to the projected emittances. Thus, the beam contours in the
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xβ − zβ space are round. For the corresponding transverse case, this is the desired
effect. Thus, operating on the difference resonance is a relatively easy way to produce
round beams.
One additional point about the difference resonance is that the difference in the
eigen-phase advance exactly on resonance (∆µ = 0) gives the global coupling pa-
rameter ξ. Varying the strength of a quadrupole magnet in the ring increases one of
the tunes and decreases the other, thus changing ∆µ. Thus, by varying the strength
of a quadrupole magnet near the difference resonance, and measuring the resulting
eigen-tunes, the coupling parameter can be measured. This situation is illustrated in
figure 5.1 in which the perturbed and unperturbed phase advances are plotted with
varying ∆µ, along with the corresponding beam distribution at several values of ∆µ.
5.4.2 Projected Emittance Sum Rules
We have thus derived how these quantities are affected by coupling. We can now find
some useful relationships among these quantities. First we have the obvious ones
±x,pr ∓ ±z,pr = 〈gx〉±eq ∓ 〈gz〉±eq. (5.42)
We can also show that
χx
−
x,pr + χz
−
z,pr = χxx + χzz, (5.43)
and
χx
+
x,pr − χz+z,pr = χxx − χzz. (5.44)
Here, x,z are the uncoupled emittances. These last two equations are only strictly
true if the middle term in the global damping decrements is zero. However, this term
will often be small due to the oscillatory nature of the integrand as we have discussed
previously. Compare these sum rules to the sum rules for the equilibrium emittances
of the eigenmodes near a sum/difference resonance (Eqs. (4.22)), one simply replaces
χ1,2 with χx,z and 〈g1,2〉 with x,z,pr.
Finally, consider the equilibrium Σ matrix near an integer/half integer resonance.
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Figure 5.1: Here we plot the perturbed and unperturbed tunes with the addition of
coupling as the unperturbed tune split is varied. For the case of transverse coupling,
the tune split can be varied by changing the strength of a quadrupole magnet. The
ellipses show contours of the beam distribution in xβ−zβ space. The outer two ellipses
represent the beam relatively far from the coupling resonance. The second and fourth
ellipses represent the beam at approximately θ = 45◦, while the center round beam
is exactly on the coupling resonance at θ = 90◦. The unperturbed phase advances µx
and µz are purple and red respectively. With coupling, µx and µz become µ1 and µ2
which are represented by the green and blue curves respectively. The global coupling
parameter is ξ = 0.003 which can be read from the difference between µ1 and µ2
exactly on resonance. Note that the identity of µ1 and µ2 switch discontinuously
with respect to the continuous curves in the upper and lower regions of the diagram.
We have assumed that we are at a position in the ring where φ = 0. For different
values of φ, the second and fourth of the beam distributions would be rotated at
different angles.
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As noted with Eq. (3.101), one can think of the effect of the coupling as causing a
perturbation to the lattice parameters. Thus, in computing Σ, one must take two
effects into account: the perturbation to the lattice parameters, and the perturbation
to the diffusion coefficient. The perturbed diffusion coefficients are given in Table IV,
and the rest of the perturbed lattice parameters can be found in the same way as in
the derivation of Eq. (3.101).
5.5 Applications
We now apply these results to the applications considered in Chapter 2. We consider
a storage ring with parameters drawn from the PEP-II Low Energy Ring which we
list in Table 5.3.
5.6 Global Quantities Near Sum/Difference Reso-
nances
For the sum and difference resonances, in Figures 5.2 and 5.3, we plot the damping
decrements χ1,2, the coupled integrated diffusion coefficients d¯1,2 and the resulting
equilibrium invariants 〈g1,2〉eq. In Figures 5.4 and 5.5, we plot the projected emit-
tances, x,z,pr which are given by Eqs.(5.28), (5.29), (5.31), and (5.32). From these
quantities, one can determine the equilibrium transverse beam size and bunch length
as given in Eqs.(5.36) and (5.37). In Figures 5.6 and 5.7 we again plot the projected
emittances from Figures 5.4 and 5.5, but with 3-D plots showing the full scale range.
5.7 Anti-damping Instability
An interesting effect that we have seen is that the damping decrement can become
negative near a sum resonance when the motion is otherwise stable. This region
of anti-damping is larger, the larger the ratio of χz and χx, see Eq.(5.13). For the
parameters used here, it is quite a small region on the νx-νz plot for both of our
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Table 5.3: Parameters used in our numerical examples based on the PEP-II Low
Energy Storage Ring[59].
parameter value
C 2199.33 m
αc 1.23× 10−3
χx 1.19× 10−4
χz 2.4× 10−4
x 49.2× 10−9 m
z 9.35× 10−6 m
d¯x 2.34× 10−11 m
d¯z 8.98× 10−9 m
β(scav) 20 m
α(scav) 0
β(scrab) 20 m
α(scrab) 0
η(scav) 0-3 m
η′(scav) 0
η(scrab) 0-3 m
η′(scrab) 0
ξc 0-.003 1/m
νx 36.56
νy 38.51
νs 0.025
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Figure 5.2: In this figure, we plot global damping, diffusion and equilibrium invariant values for
coupling due to a dispersion of 1 meter at an RF cavity near the sum/difference resonances. The
upper two rows are the sum resonance, and lower two are the difference resonance. Parameters are
otherwise drawn from Table 5.3 based on the PEP-II LER. The quantities are plotted as a function
of the betatron tune νx and the synchrotron tune νs which is positive and equal to −νz, thus giving
an inversion of sum and difference resonances. χ1 and χ2 are global damping decrements expressed
in Table 5.2. d¯1 and d¯2 are global diffusion coefficients expressed in Table 5.1, and 〈g1〉eq and 〈g2〉eq
are one half the ratio of these quantities as given by Eq.(4.10). All quantities have been divided by
their uncoupled values so that the blue region with the value of 1 represents no effect from coupling.
The region of instability due to the Hamiltonian dynamics is black. There is also an extremely small
region of anti-damping instability outside the symplectic instability region for the sum resonance
where the damping decrement χ1 is negative. This region is indicated by white.
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Figure 5.3: In this figure, we plot global damping, diffusion and equilibrium invariant values
for coupling due to a crab cavity with ξc = 0.003 near the sum and difference resonances. The
dispersion at the crab cavity is set to 0 in this example. Because the coupling strength ξ is inversely
proportional to
√
νs, the instability broadens for smaller νs. χ1, χ2, d¯1, d¯2, 〈g1〉 and 〈g2〉 are the
same as in Fig.5.2. As in Fig. 5.2, the small region of anti-damping for χ1 near the sum resonance
is colored white.
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Figure 5.4: Projected emittances near the sum and difference resonances due to
dispersion at the RF cavity. Paramaters are the same as those in Figs.5.2. The
upper two plots are for the sum resonance with +x,pr and 
+
z,pr defined in Eqs.(5.28)
and (5.29). The lower two plots are for the difference resonance with −x,pr and 
−
z,pr
defined in Eqs.(5.31) and (5.32).
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Figure 5.5: Projected emittances near the sum and difference resonances due to a
crab cavity. The four plots have the same meanings as in Fig.5.4. Parameters are the
same as those in Figs.5.3.
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Figure 5.6: 3-D plots of projected emittances near the sum and difference resonances
due to a dispersive RF cavity. The four plots have the same meanings as in Fig.5.4.
Parameters are the same as those in Figs.5.2.
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Figure 5.7: 3-D plots of projected emittances near the sum and difference resonances
due to a crab cavity. The four plots have the same meanings as in Fig.5.4. Parameters
are the same as those in Figs.5.3.
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examples. A natural way to affect this anti-damping region is to control the ratio
χz/χx through the damping partition number D as we see from Eqs.(4.50) and (4.51),
χz
χx
=
Jz
Jx =
2 +D
1−D (5.45)
One can see from the values of χx,z in Table 5.3, thatD is quite small with D = 0.0056.
To explore the effect of changing D on the anti-damping instability, we multiply χx
by 1−D and χz by (2 +D)/2 and plot χ1 for RF cavity dispersion and a crab cavity
for various values of D. The results are given in Fig.5.8 for D = 0.25, 0.5, and 0.75.
The Hamiltonian dynamics instability is colored black, whereas the anti-damping
instability is colored white.
5.8 Dispersion at Crab Cavity
Dispersion at the crab cavity affects all of the resonances. However, for the crab cavity
near the sum and difference resonances, in our plots, we have set the dispersion to
zero. For the case of νx near a half-integer, a case of particular interest, we have
explored the effect of dispersion. In Fig.5.9, we plot stability diagrams (stable if
|λ| = 1, unstable otherwise) for the cases of no dispersion and a dispersion of 3
meter. We see that when the dispersion is turned on, the integer and half-integer νx
resonances become visible, as well as a shifting of the integer νz resonance. We have
also plotted the equilibrium horizontal emittance near the νx half-integer resonance as
well as the equilibrium longitudinal emittance near the νz integer resonance. For the
νx half-integer resonance, since the width is largely independent of νs, but depends
on the dispersion, we have plotted the horizontal emittance as a function of the tune
νx and the dispersion η, showing a broadening effect for larger dispersion.
5.9 Numerical Results
Finally, we include an example of a numerical comparison between the eigenvalues
obtained using our perturbation theory against those obtained numerically directly
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Figure 5.8: Damping decrement near sum resonance for coupling due to a dispersive
RF cavity (upper plots) and a crab cavity (lower plots). The black region represents
an instability in the Hamiltonian dynamics, whereas the white area represents a
negative value of χ1 and hence an anti-damping instability. We vary the damping
decrement D. In the two left-most plots it is 0.25. For the center plots it is 0.5, and
the right plots have 0.75. The plots of χ1 near the sum resonance in Figs.5.2 and
5.3 plot the same quantities, except that in those cases, D ≈ 0 as discussed in the
text. Increasing D increases the ratio of χz and χx which widens the region where an
anti-damping instability occurs.
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Figure 5.9: These six plots relate to crab cavity coupling. The upper two plots are instability
diagrams. The eigenvalues λj , have been computed numerically for each value of the tunes and if for
each j, |λj | = 1, it is stable and colored white, whereas λj 6= 1 is unstable and colored black. The
left plot has no dispersion at the crab cavity, while the right plot has a dispersion of 3 meters. The
middle two plots show a magnified view of the upper two plots near νx = 1/2. Note that the νx half
integer resonance caused by dispersion is only visible upon magnification. The integer νx resonance
also appears with dispersion as can be seen from the thin black line near νx = 0 in the upper right
plot. The bottom two plots give the horizontal and longitudinal equilibrium invariants, 〈g1〉eq and
〈g2〉eq divided by their uncoupled values, defined in Eq.(4.10). Because χ1,2 = χx,z for integer and
half-integer resonances, this is also given by the ratios d¯1/d¯x and d¯2/d¯z where d¯1 and d¯2 are defined
in Table 5.1. Explicit expressions for the emittance growth for transverse and longitudinal are given
in Eqs. (5.49) and (5.52). We have set the dispersion at the crab cavity to zero here. The bottom
left is plotted as a function of νx and νs, while the bottom right is plotted as a function of νx and
dispersion at the crab cavity in units of meters. The νx half-integer instability does not depend on
νs.
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from the one-turn matrix. In Fig.5.10 we plot the computed versus numerical values
of µ2 near the νz integer resonance, as a function of νx including a dispersion function
of 0.1 meter at the crab cavity. The agreement is quite reasonable.
Figure 5.10: Comparison of eigenvalue formula to direct numerical calculation. Here,
νx = 0.51, and we plot the absolute value of µ2, which becomes imaginary (unstable)
due to the integer µs = 0 resonance. We have set the dispersion at the crab cavity to
be η = 0.1 m. The red is the numerical result, while the blue is Eq.(3.160).
5.10 Instabilities Near Half-Integer νx
We are particularly interested in the case of the betatron tune just above the half
integer because this is a case that is commonly used in colliders such as PEP-II and
KEK-B. This means that we should pay attention to the νx half-integer resonance.
We see that there is indeed such an instability for a dispersive RF cavity and for a
crab cavity. For the dispersive RF cavity if we set αx = η
′ = 0 in Eq.(3.130), we find
an instability for
1
2
< νx <
1
2
+
1
2pi
η2
Cαcβx
µ2s (5.46)
For the crab cavity, we also find a νx half-integer resonance. The condition is given
by Eq.(3.156). When the dispersion at the crab cavity is negligible, the condition is
1
2
< νx <
aβxξ
2
c
8pi
. (no dispersion) (5.47)
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This is typically quite a narrow instability. When dispersion dominates, the condition
becomes ∣∣∣∣νx − 12
∣∣∣∣ < ηξc2pi . (dispersion dominates) (5.48)
In this case, near νx = 1/2, applying Eq. (5.25), and using ∆µ ≈ 2(µx − pi), the
emittance will be increased by a factor of
1
x
=
1√
1−
(
ηξc
2pi(νx−1/2)
)2 (5.49)
As an example, for the parameters in Table 5.3 with a dispersion of 1 meter at the
crab cavity, when νx − 1/2 is 0.0016, there is an increase in emittance of 10% due to
this resonance.
In addition to the νx half integer resonance, because the synchrotron tune is
typically small, one is also concerned with the νz integer resonance. In fact, this
resonance is explored in [35]. Looking at Eq.(D.25), because of the factor cot µx
2
we
expect an instability for this resonance, although very near νx =
1
2
, it is quite narrow.
Adding dispersion changes this simple picture. As we see in Fig.5.8, the dispersion
moves the νz = 0 resonance into the region νx <
1
2
, and for a fixed value of νx increases
its width in νs. The perturbed synchrotron tune due to the integer νz resonance is
given by
ν2 =
√
ν2s +
(
Cαcβx
4
cot(piνx)− η2
)(
ξc
2pi
)2
(5.50)
from which we see that for νx just above 1/2, there can be an instability when
νs <
ξc
2pi
√
Cαcβx
4
(νx − 1
2
) + η2 (5.51)
which was also derived in [35]. For νx <
1
2
, we see that this resonance can substantially
increase the synchrotron tune.
Associated with this integer νz resonance is an increase or decrease of longitudinal
emittance. Applying equation (5.26), and considering the case where the dispersion
at the crab cavity is zero, we find that the longitudinal emittance is multiplied by a
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factor of
2
z
=
νs+[1 + sgn(νx − 12)]Cαcβx4νs cot(piνx)
(
ξc
2pi
)2√
ν2s +
Cαcβx
4
cot(piνx)
(
ξc
2pi
)2 . (5.52)
We have used Eq. (3.51) and the fact that ∆µ ≈ 2µz for the integer z resonance. The
sgn (step) function comes from the cos φ term in (3.51), where φ involves cot(µx/2)
as we find from Table III. Note that the sgn function does not make this expression
discontinuous at νx = 1/2, since cot(pi/2) = 0 and so there is no perturbation there.
One may also be interested to know the effects of dispersion at an RF cavity when
the νx is near a half integer. For this case, we find a very weak νx half-integer stop
band. This instability occurs when
2piHx
Cαc
ν2s > νx −
1
2
(5.53)
which is a small stop band both because of the ν2s and the Hx which is η2c/βx when
η′ = αx = 0, where ηc is the dispersion at the RF cavity. Regarding the νz integer
resonance, we find that it is absent for coupling due to a dispersive RF cavity. One
can understand this fact by observing that the strength of the perturbation due
to dispersion is proportional to ν2s , so approaching νs → 0 effectively turns off the
perturbation and avoids an instability.
Even when there is not an instability, we have seen that the emittances can be
affected near a resonance. For the case of the νx half-integer resonance, the horizontal
emittance can become large, whereas for the νz integer resonance, the longitudinal
emittance (and correspondingly bunch length and energy spread) can become large.
For the case of small synchrotron tune and betatron tune just above the half-integer
a combination of these two effects is expected, i.e. a combination of the bottom two
plots in Fig. 5.9.
5.11 Instabilities Near Integer νx
In case of a storage ring operated near an integer νx, one needs to be concerned with
four resonances: integer νx and νz, and the sum or difference resonances. Refer to
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the upper two plots in Fig.5.9 for a numerical example of the instability region. From
our analytical expressions for the perturbed tunes, we learn that for small νs, a crab
cavity is particularly dangerous in this region because the effective coupling strengths
for the sum and difference resonances ξ± scales as 1/
√
νs. Regarding the integer νz
resonance, νx above an integer is safer than below an integer because the νz integer
resonance has a particularly large stop band just below integer νx coming from the
factor of cot(piνx) in Eq.(3.78). For νx above an integer, this factor causes increased
stability, even reducing equilibrium longitudinal emittance, as seen in the dark blue
lower left region of the bottom left plot of Fig.5.9. However, because of the strong
νx = −νz sum resonance, this effect would be washed out, at least for νx near the
integer. Nevertheless, this result suggests the possibility of using coupling to increase
stability and reduce emittance through careful tuning near a coupling-induced integer
or half-integer resonance, perhaps in another context such as transverse coupling.
5.12 Single Versus Multiple Resonances
In this thesis, we have analyzed each resonance in isolation. This should be accurate
as long as the tunes are such that they are much closer to one resonance than any
other. Particularly near νx = νs = 0 this can break down. In this situation, the
system can be near three resonances, simultaneously: the integer νx, the integer
νz, and either the sum or difference resonance. In this case, we expect that there
may be greater errors in our expressions. In the case that one of the resonances
does not cause an instability, but still can strongly affect the tune, such as for the
difference resonance or the coupling νz integer resonance for νx <
1
2
, one could use
the perturbed, but not unstable tune as an input to determine the instability of the
other tune. When the tunes are equally near to multiple resonances, a more elaborate
analysis is necessary. We note that our perturbation theory can accommodate this
situation (e.g. the quadruple degeneracy near νx = νz = 0) but we do not pursue it
further here.
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5.13 Discussion
In the presence of damping and diffusion mechanisms, such as synchrotron radiation,
even near to such resonances, we have argued that the beam distribution can usually
be described as a Gaussian function of the invariants of the one-turn map. Regarding
the effect of coupling on this near resonance distribution, one needs to consider both
the issues of stability and the effect on the equilibrium emittances.
Instability can occur in one of two ways. First, the coupling can cause one or
two pairs of the eigenvalues to become complex, which for a symplectic matrix means
that there will be a growing mode. Secondly, near a sum resonance, the coupling can
mix together the damping rates in such a way that one of the modes has negative
damping, which also indicates an instability.
Even if instability can be avoided, coupling near a resonance can have a substantial
effect on the equilibrium emittances. This is particularly so if there is a large discrep-
ancy between the emittances, which is indeed the typical case for synchrobetatron
dynamics in which the horizontal emittance is much smaller than the longitudinal.
For the case of PEP-II, z/x = 190. Intuitively, one might expect, therefore, that
synchrobetatron coupling would have a major effect on transverse emittance, since
it is coupled to such a huge reservoir of longitudinal emittance. This is indeed what
we find for both the sum and difference resonances. Near a sum resonance, although
both emittances blow up at the resonance, a little bit off resonance one finds a large
growth in the horizontal emittance x and a very small growth in the longitudinal
emittance z. Near a difference resonance, we also find major growth in x whereas in
this case there is a small decrease in z. The relationships between the emittances and
how a change in one affects a change in the other can be understood by looking at the
various sum rules we have derived in section 4.1. We have also derived (Eqs. (5.43)
and (5.44)) sum rules for how the projected emittances relate to each other. We find
qualitatively similar behavior for both the projected emittances and the emittances
of the eigen-modes.
One might generalize the intuitive concept of coupling as a sort of equilibration
between reservoirs and roughly state that when there is a large discrepancy between
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two quantities, coupling can have a strong effect near a resonance. We have just
mentioned this effect for the case of the equilibrium emittances near sum/difference
resonances. The other example where this is evident is in the previously mentioned
anti-damping instability near a sum resonance. We have found that the larger the
ratio of the damping rates, the larger the region of tune space that becomes unstable
for a given coupling strength. A natural way in which this ratio is altered is through
the damping partition number D. We have seen that increasing D expands this region
of the anti-damping instability.
It turns out, however that the intuition of the previous paragraph does not apply
near integer and half-integer resonances. Although coupling can cause an instability
when one of the tunes is near an integer or half integer, the damping rates are not
affected much by this instability and although the diffusion coefficient for the unstable
mode does get large and diverge at the instability, it does not mix with the other
(stable mode) diffusion coefficient. Thus, although emittance is still affected by being
near an integer or half-integer resonance, it is not as strong of an effect as with the
sum and difference resonances where disparity between transverse and longitudinal
damping and diffusion rates and emittances enhances the impact.
Chapter 6
Non-Constant Damping/Diffusion
In Chapter 4, we considered the case where the diffusion and damping coefficients
were independent of the phase space position. In that case, the emittance evolution
equation reduced to Eq. (4.6) involving the global damping and diffusion for the
invariants χa and d¯a. For the general case, we find that it is not particularly convenient
to compute d¯a and χa. Instead we will compute the second moment changes dΣ/dt
directly using (2.73)
dΣij
dt
=
∫
(b˜izj + b˜jzi + d˜ij)f(~z)d~z (6.1)
where b˜i and d˜ij are the damping and diffusion coefficients. Then, given the invariant
matrices Ga, the total change in the average value of the invariant around the ring is
given by
∆〈ga〉 = 1
βsc
∫
dsTr[Ga
dΣ
dt
] (6.2)
where we are integrating along the closed orbit and have used the relation ds = βsc dt
with βsc the velocity of the particle along the orbit.
Now, in general, non-uniform damping and diffusion will give rise to a non-
Gaussian distribution. For the purposes of this thesis, however, we will assume that
the distribution remains Gaussian. In particular, we recall that the distribution is a
function of the invariants
f(~z) =
1
pi3〈g1〉〈g2〉〈g3〉 exp
(
− g1〈g1〉 −
g2
〈g2〉 −
g3
〈g3〉
)
. (6.3)
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Ga thus enters in two places: in (6.2) and in Eq. (6.3) for f(z) which is required in
the computation of b˜a and d˜ab.
Actually, we will find that the Ga can enter in a third place in this calculation:
in the computation of the damping and diffusion b˜i and d˜ij. This will be the case for
intrabeam scattering, our main example for this chapter.
6.1 IBS Dissipation/Diffusion
IBS is a well studied phenomenon in which scattering of beam particles off of one
another causes a growth in the emittance. We revisit this topic, providing a first-
principles derivation based on the framework we have developed in this thesis. Our
formulation has two benefits. The first is that it has no large distance divergence which
usually leads to a Coulomb Logarithm. In this chapter, we derive our expressions
and discuss the connection to existing approaches. Within the general framework of
this thesis, our formulation also has the benefit of being extendable to the coupled
case. We simply use the coupled invariants Ga. We discuss this generalization in the
following chapter.
Let us recall the equations of Chapter 2:
b˜i = n˙
∫
dΦg(Φ)δzi(Φ) (6.4)
d˜ij = n˙
∫
dΦg(Φ)δzi(Φ)δzj(Φ) (6.5)
Here, n˙ is an average value for the number of kicks per unit time. δzi is the magnitude
of a given kick, Φ is the parameter that the kick depends upon, and g(Φ) is the
normalized distribution of Φ. In the case of IBS, the kicks are caused by other
particles in the beam.
In order to compute the kick δzi, it is easier to work in the beam frame
1. To do
this, we must transform all of these equations. It turns out that this is not hard to
do, as long as we assume that the motion is non-relativistic in the beam frame. In
1For further understanding of relativistic effects see e.g. [8, 55].
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particular, if ~Z is the phase space vector in the beam frame, it is related to the phase
space vector in the lab frame by
~z = L~Z (6.6)
with 

x
y
z
x′
y′
δ


=


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1
γ
0 0 0
0 0 0 1
P0
0 0
0 0 0 0 1
P0
0
0 0 0 0 0 γ
P0




X
Y
Z
PX
PY
PZ


(6.7)
Here, γ is the relativistic energy factor and P0 is the longitudinal momentum of the
beam. Note that we have reordered the phase space vector so that the position and
momentum are lumped together. We denote the phase space vector in the beam
frame by ~Z = ( ~X, ~P ). We let f¯( ~X, ~P ) be the phase space distribution for the particle
beam in the beam rest frame. We normalize both f¯ and f to 1. That is
∫
f¯(~Z)d~Z =
∫
f(~z)d~z = 1 (6.8)
Using the fact that det(L) = 1/P 30 , we derive that
f¯(~Z) =
f(~z)
P 30
(6.9)
This accounts for the transformation of f to the beam frame. Now let us consider
Eqs. (6.4) and (6.5) as being in the beam frame. That is, we replace δzi with δZi. Φ
will then refer to ~Z2, the distribution of particle 2 that scatters off the given particle,
and g(Φ) = f¯(~Z). To be explicit:
b˜i = n˙
∫
dΦg(Φ)δZi(Φ) (6.10)
d˜ij = n˙
∫
dΦg(Φ)δZi(Φ)δZj(Φ) (6.11)
Since we will have no need for diffusion and damping coefficients in the lab frame,
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in this chapter, b˜i and d˜ij will always be assumed to be for the beam frame. We
also note that only when i, j represent momentum indices will they be non-zero. Let
a, b = x, y, z represent momentum indices. Then, b˜a involves the change of Pa, etc.
Now, we also need to account for the time dilation factor,
dt = γdt¯ (6.12)
where dt¯ is the time increment measured in the beam frame. Now, to transform Eq.
(6.1), we consider the moments in the beam frame:
Σ¯ij = 〈ZiZj〉 =
∫
d~ZZiZjf¯(~Z) (6.13)
from which we can show that
Σ = LΣ¯LT (6.14)
Thus, Eq. (6.1) becomes
dΣ¯ij
dt¯
=
∫
(b˜iZj + b˜jZi + d˜ij)f¯(~Z)d~Z (6.15)
We reiterate that we are computing b˜i and d˜ij in the beam frame. They will depend
on ~Z through their dependence on f¯ . Now, writing G¯a for Ga in the beam frame, we
have
G¯a = LTGaL (6.16)
So that finally,
∆〈ga〉 = 1
γβsc
∫
dsTr[G¯a
dΣ¯
dt¯
] (6.17)
Where dΣ¯/dt¯ was given in Eq. (6.15).
What remains is to compute b˜i and d˜ij and combine them into dΣ¯/dt¯. Now that
we have established the connection between the lab and beam frames, we will drop
the bar on the time variable, the extra factor of γ contained in Eq. (6.17).
We compute b˜i and d˜ij from (6.10) and (6.11). Here is the picture this formulation
implies. We have a particle at position ~Z1 = ( ~X1, ~P1) scattering off of the other
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particles in the beam at phase space position ( ~X2, ~P2). If we interpret Φ to be ~Z2 and
g(Φ) to be related to f¯(~Z2), then what is the meaning of δ ~Z? Well, as long as ~X1 and
~X2 are far enough away, then we can consider them to be undergoing a scatter starting
at infinity with an appropriate impact parameter. What is that impact parameter?
If we define ~r = ~X1− ~X2 and ~∆ = ~P1− ~P2. Then if the two particles were to continue
in straight line paths, we can show that the distance of minimum approach is given
by
~b = ~r − r(∆ˆ · rˆ)∆ˆ (6.18)
with ~∆ = ∆∆ˆ and ~r = rrˆ, with hats indicating unit vectors. We take this to be the
impact parameter for the scatter. It has a magnitude of
b = r sinχ. (6.19)
with
∆ˆ · rˆ = cosχ (6.20)
So we found the impact parameter. What good does this do us? Well, given the
Coulomb interaction, we can relate the impact parameter to the scattering angle as
tan(
ψ
2
) =
2(mc)2r0
∆2b
=
2k
∆2b
k = (mc)2r0 (6.21)
And in terms of this scattering angle ψ, the change in momentum is given by
δ ~P1 =
1
2
∆((cosψ − 1) ∆ˆ + sinψ bˆ) (6.22)
Now, we have assumed that the stochastic process will be a small perturbation to
the underlying Hamiltonian dynamics. This implies that we assume that small angle
scattering dominates. In the case of small angles, we find
δ ~P1 ≈ − 4k
2
∆3b2
∆ˆ +
2k
∆b
bˆ ψ << 1. (6.23)
This equation says that the particle will receive a kick in opposite direction to its
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relative momentum with another particle and in the same direction as its vector
impact parameter with that particle. The first of these terms causes a damping effect
tending to slow particles down in their direction of travel and is termed ”dynamical
friction”. The second term causes both the space charge and diffusive effects.
So we have computed δ ~Z1. Of course, in physical coordinates, only δ ~P1 is non-
zero. In terms of indices, we write this as δ ~Pa where a = x, y, z. Likewise, we denote
b˜i and d˜ij as b˜a and d˜ab where the a and b represent the momentum indices. We find
δPa to be a function of ~Z2, although it is in fact only a function of ~Z1 − ~Z2, a fact
which will help us later. Identifying Φ in g(Φ) with ~Z2 then, what is the function g?
It is supposed to be the distribution of ~Z2 causing kicks within a time ∆t. Given our
picture of the scatter occurring at the point of minimum approach, it makes sense to
just consider those particles with a ~Z2 such that the scatter occurs within ∆t. We
can compute the time to the distance of minimum approach to be
tmin = −mr
∆
∆ˆ · rˆ (6.24)
This allows us to partition the distribution and only include that region that under-
goes scattering such that
0 < tmin < ∆t (6.25)
or
0 < cosχ <
∆
mr
∆t (6.26)
Thus, we take
g(~Z2) =
1
Γ∆t
f¯(~Z2)Θ∆t (6.27)
where
Θ∆t =
{
1 if 0 < tmin < ∆t
0 otherwise
(6.28)
The quantity Γ∆t is the phase space volume contained in Eq. (6.25). It is inserted
such that g(~Z2) is normalized: ∫
d~Z2g(~Z2) = 1 (6.29)
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Finally we need n˙. Let us refer to the total phase space volume as Γtot. If there are
a total number of N particles, then n˙ is given by
n˙ =
N Γ∆t
Γtot
∆t
(6.30)
In words, it is the number of scatters per time ∆t. Putting this all together and
noting the cancelation of the factor of Γ∆t/Γtot in n˙ we find
b˜a =
N
∆t
∫
Γ∆t
d~Zf¯(~Z)δPa(~Z) (6.31)
d˜ab =
N
∆t
∫
Γ∆t
d~Zf¯(~Z)δPa(~Z)δPb(~Z) (6.32)
Now, since we will want ∆t → 0, we can replace the constraint on the range of
integration by a delta function using the equation (valid for continuous f)
lim
→0
{∫ 
0
f(y) dy =
∫ 1
−1
δ(y)f(y) dy
}
(6.33)
Using  = ∆
mr
∆t and y = cosχ = ∆ˆ · rˆ, and shifting the integration from ~Z = ( ~X, ~P )
to ~η = (~r, ~∆) we get 2
b˜a(~Z1) = N
∫
Γtot
d~η
∆
mr
f¯(~Z2)δPa(~η)δ(∆ˆ · rˆ) (6.35)
d˜ab(~Z1) = N
∫
Γtot
d~η
∆
mr
f¯(~Z2)δPa(~η)δPb(~η)δ(∆ˆ · rˆ) (6.36)
This change of integration variables from ~Z2 to ~η is particularly convenient because
2Actually, we really have a delta function of the form δ(∆
r
rˆ · ∆ˆ). We can write this as a sum over
delta functions with the argument going to zero in the different regions. We ignore the r →∞ zero
because it will never be reached in the integration with a distribution that goes to zero outside a
finite region. So we have
δ(
∆
r
rˆ · ∆ˆ) = r
∆
δ(rˆ · ∆ˆ) + r
rˆ · ∆ˆδ(∆) (6.34)
The second term has one more power of ∆ than the first one does and this will cause this term to
be zero at the ∆ → 0 limit. So we can safely ignore this term and we are left with the result above.
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of the fact that δPi depends only on ~η as we have indicated in these expressions.
Now, substituting (6.23) into (6.35) and (6.36), we have
b˜a = N
∫
d~η
∆
mr
[
− 4k
2
∆3b2
∆ˆa +
2k
∆b
bˆa
]
δ(∆ˆ · rˆ) (6.37)
and
d˜ab = N
∫
d~η
∆
mr
[
16k4
∆6b4
∆ˆa∆ˆb − 8k
3
∆4b3
(∆ˆabˆb + ∆ˆbbˆa) +
4k2
∆2b2
bˆabˆb
]
δ(∆ˆ · rˆ) (6.38)
At this point we would like to apply the irreversibility criterion discussed in Chapter
2, namely Eqs. (2.75) and (2.76) which say that b˜a should be antisymmetric under
~P → −~P and d˜a should be symmetric. This criterion removes the second term in b˜a
and the middle term in d˜ab. The second term in b˜a causes the space charge effect,
which we ignore, as it is not the focus of this study. In the usual treatment of this
problem, only terms proportional to 1
b2
are kept. After using the δ function, we have
b = r and so these terms have a 1
r
behavior if we ignore the distribution. One might
think that the bˆ
b
term in δpa would dominate. However, if we ignore the distribution,
then the integral over α of bˆ is 0. In our case where we have an explicitly varying
distribution, this integral will no longer be 0. This term gives the space charge
force which we will ignore here. These arguments give the same result except for
the first term in d˜ab. This term we expect to be a symptom from using the small
angle approximation and will ignore it. We note that if one continues the small angle
expansion, there would be many additional such terms. Thus, we will compute
b˜a = −4Nk
2
m
∫
d~η
∆ˆa
∆2b3
f¯(~Z2)δ(∆ˆ · rˆ) (6.39)
and
d˜ab =
4Nk2
m
∫
d~η
bˆabˆb
∆b3
f¯(~Z2)δ(∆ˆ · rˆ) (6.40)
Equations (6.39) and (6.40) are our general expressions for the damping and dif-
fusion coefficients. We can use them with (6.15) to find the evolution of the second
moments. Before doing so, however, let us briefly consider these quantities on their
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own terms. If we were to consider a generalization of our framework in which we allow
for non-Gaussian beams, then we would want to solve the Fokker-Planck equation.
This takes the form
∂f¯
∂t
=
∂
∂Zi
(−B˜if + 1
2
∂
∂Zj
d˜ijf¯) (6.41)
where B˜i will contain a term from the Hamiltonian dynamics in addition to the b˜a
we are computing here. We have assumed that repeated indices are summed over.
These damping and diffusion coefficients involve a 6-D phase space integration.
Because we have made the small angle approximation, we find that the short dis-
tance spatial integration will diverge logarithmically at short distances. We impose a
minimum impact parameter cut-off of
bmin =
2k
∆2
(6.42)
This is also (within a factor of 2) the distance of minimum approach for the two
particles assuming they approach each other head-on. The existence of this divergence
and cut-off may seem alarming, but actually it really is just an artifact of having made
the small angle approximation. If one does not make the small angle approximation
and instead uses the full expressions given by (E.10) and (E.11), there is no short
distance (or large ψ) divergence, but the result is approximately the same as if one
uses the cut-off of (6.42). The varying of the minimum impact parameter with ∆
makes calculations more difficult, and since it only will occur logarithmically, we
can replace the ∆2 with an average value. This approximation is made by Bjorken-
Mtingwa[13], but is not made by Piwinski[12]. We will face a similar issue when we
combine the damping and diffusion into second moment evolution equations. If we
keep the ∆ dependence in bmin, and make the CLA when computing the moment
evolution for a Gaussian distribution, we arrive at the results of Piwinski. We will
drop the ∆ dependence and as a result will arrive at the results of Bjorken-Mtingwa
after applying the CLA. We take a typical value of ∆ given by the transverse velocity.
Relating this to quantities in the lab frame, if we use the horizontal RMS velocity,
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then
bmin =
r0βx
γ2x
(6.43)
with βx and x the horizontal beta function and emittance. Using the longitudinal
velocity would give
bmin =
r0βz
γx
(6.44)
The single factor of γ instead of γ2 reflects the longitudinal Lorentz boost which
affects Pz but not Px,y. Thus, in the typical case, the RMS Pz is much smaller than
Px,y and thus the corresponding bmin using Pz is much larger. However, the transverse
phase space will dominate the longitudinal, being of larger dimensionality, and we will
thus use the transverse bmin of (6.43). In the case where the horizontal and vertical
divergences differ by orders of magnitude, this assumption should be reexamined.
Let us suppose that the phase space distribution f¯(~Z) separates into a product of
functions of position and momentum:
f¯(~Z) = ρx( ~X)ρp(~P ) (6.45)
In this case, we find
b˜a = −Nk
2
4m
2piLcf¯(~Z1)
∫
d~∆
∆ˆa
∆2
ρp(~p2) (6.46)
and
d˜ab ≈ Nk
2
4m
2piLcf¯(~Z1)
∫
d~∆ ρp(~p2)
(δab − ∆ˆa∆ˆb)
∆
(6.47)
We have been required to cut off the logarithmically divergent spatial integral at max-
imum and minimum impact parameters and have introduced the Coulomb Logarithm
Lc = ln
bmax
bmin
(6.48)
These correspond to the Rosenbluth potentials [10], also known as Landau collision
integrals[11]. We will refer to the procedure of replacing the spatial distribution with
a uniform density and cutting off the resulting divergences incorporating them into a
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Coulomb Logarithm as the “Coulomb Log Approximation” (CLA). Thus, we say that
under the CLA, our damping and diffusion coefficients (6.39) and (6.40) reduce to the
Rosenbluth Potentials. By including the full spatial distribution in the formulation,
we do not need to apply the CLA however, and our expressions have no large distance
divergences, assuming the spatial distribution falls off appropriately fast at infinity.
There is still the short range logarithmic divergence, however.
Let us now return to Eqs. (6.39) and (6.40) and plug them into Eq. (6.15) to
find the second moment evolution due to IBS. Now, IBS will affect both the pure
momentum moments and the mixed position-momentum moments of dΣ¯ij/dt . One
can show that the mixed moments do not have the same logarithmic behavior as the
pure momentum moments and we thus expect them to be smaller. A full analysis of
this issue, however, should be considered further to give more confidence that this is
always a good approximation. Thus, henceforth, we consider only dΣab/dt where the
a and b represent momentum indices. In this case the growth rate can be expressed
as
1
τa
=
1
2〈ga〉Tr[Ca
dΣ¯P
dt
] (6.49)
where Σ¯P is the submatrix of momentum moments of Σ with components Σ¯ab.
Substituting in the expressions (6.39) and (6.40), returning to ~Z2 as the integration
variable, and combining the integrals together, we get
dΣ¯ab
dt
=
4Nk2
m
∫
d~Z1d~Z2
∆2r3
[
−(∆ˆaP1b + ∆ˆbP1a) + ∆rˆarˆb
]
f¯(~Z1)f¯(~z2)δ(∆ˆ · rˆ) (6.50)
Next, consider what happens to the first term under a change of variables that inter-
changes 1 and 2. The only changes will be that ~P1 → ~P2 and ∆ˆ → −∆ˆ. Thus under
the integral we can make the substitution
∆ˆaP1b → 1
2
∆ˆa(P1b − P2b) = 1
2
∆∆ˆa∆ˆb (6.51)
which is the same for the term with a→ b so that we can just multiply the first term
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by 2. Now, factoring out the ∆, and canceling one in the denominator, we have
dΣ¯ab
dt
=
4Nk2
m
∫
d~Z1d~Z2
∆r3
[
rˆarˆb − ∆ˆa∆ˆb
]
f¯(~Z1)f¯(~Z2)δ(∆ˆ · rˆ) (6.52)
Taking a trace of this quantity gives 0 which shows that the average energy is con-
served. Here we have computed the evolution of the pure momentum moments. The
damping effect will also give rise to evolution of the mixed position momentum mo-
ments. Let us write Z−b = Pb. We can show that
dΣ¯a−b
dt
=
2Nk2
m
∫
d~Z1d~Z2
∆r2
[
rˆa∆ˆb − rˆb∆ˆa
]
f¯(~Z1)f¯(~Z2)δ(∆ˆ · rˆ) (6.53)
Note that there is one fewer power of r in the denominator which will mean that there
is no logarithmic behavior and leads us to consider these quantities as typically smaller
than the pure momentum moment evolution. One interesting property one can see
immediately from this expression is that it implies angular momentum conservation.
For example
d〈Lz〉
dt
=
dΣ¯x−y
dt
− dΣ¯y−x
dt
= 0 (6.54)
and likewise for 〈Lx〉 and 〈Ly〉. This is independent of the beam distribution function
f¯ .
Let us now assume that the distribution is a Gaussian function. We will further
take it to be a function of the invariants of the linear one-turn map as we have
discussed previously. For the distribution matrices, we write
M¯ =
(
A B
BT C
)
=
3∑
a=1
M¯a =
3∑
a=1
1
a
(
Aa Ba
BTa Ca
)
(6.55)
where M¯ = LTML is M expressed in the beam frame and
M¯a =
1
a
LTBTGaBL (6.56)
where we have transformed from betatron coordinates to physical coordinates. Eq.
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(6.52) becomes
dΣ¯ab
dt
=
Nk2
mΓ
∫
d6η
∆r3
[
rˆarˆb − ∆ˆa∆ˆb
]
e−
1
2
ηiηjM¯ijδ(∆ˆ · rˆ) (6.57)
Next, we consider spherical coordinates for both ~∆ and ~r. The delta function is going
to do one of the angular integrals for us. We have a choice of which one. Define the
following vectors:
eˆ1 =


sin θcosφ
sin θsinφ
cos θ

 , eˆ2 =


cos θcosφ
cos θsinφ
−sin θ

 , eˆ3 =


−sin φ
cosφ
0

 (6.58)
Then we can either let ∆ˆ = eˆ1 and bˆ = cosα eˆ2 + sinα eˆ3 or bˆ = eˆ1 and ∆ˆ =
cosα eˆ2 + sinα eˆ3.
Pulling out the constant term and writing
dΣ¯ab
dt
= AKab (6.59)
with
A = Nr
2
0c
32pi3β3γ4xyσsσδ
(6.60)
We have
Kab =
∫
d∆drdΩ
∆
r
habe
− 1
2
(h1r2+h2r∆+h3∆2)δ(∆ˆ · rˆ) (6.61)
where
hab = (rˆarˆb − ∆ˆa∆ˆb) (6.62)
and
h1 = A¯abbˆabˆb (6.63)
h2 = B¯abbˆa∆ˆb + B¯abbˆb∆ˆa (6.64)
h3 = C¯ab∆ˆa∆ˆb (6.65)
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Here,
A¯ = r2mA, (6.66)
B¯ = P0rmB, (6.67)
C¯ = P 20 C (6.68)
are unitless distribution matrices. We have changed variables to the unitless r/rm
and ∆/P0 which is why these factors show up in the distribution matrices. Now, we
do the r and ∆ integrals. We can see that the integral will diverge at r = 0, and
hence we need a minimum distance cut-off rm. Because of the change of variables,
we actually cut the r integral off at 1. As discussed, rm is ∆ dependent. As an
approximation, here, we will take rm to be a constant as noted earlier.
If we throw away the non-logarithmic terms, and ignore the factor of γE − ln 2
(see appendix for derivation including these extra terms) we have:
Kab =
∫
dΩ
hab
h3
ln h1 (6.69)
We can reduce this to a double integral:
Kab = −
∫
dcos θ dφ Θab(θ, φ) ln(h1) (6.70)
where
Θab(θ, φ) =
∫ 2pi
0
hab
h3
dα = 2pi
(
(rˆarˆb − 12u+ab)√
q
+
1
2
((uab − wab)(a− c) + vabb)
q + (a + c)
√
q
)
(6.71)
with u+ab = uab + wab and u
−
ab = uab − wab. For uab, vab, wab we have explicitly
uab = eˆ2aeˆ2b
vab = eˆ2aeˆ3b + eˆ2beˆ3a
wab = eˆ3aeˆ3b (6.72)
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and
q =
h2√
h1h3 − h22
(6.73)
The fact that h1h3 − h22 > 0 follows from the fact that Mij is positive definite, i.e.
Mijzizj > 0 for all zi. This is our main result for the IBS emittance growth rates. We
have not encountered any long distance divergence requiring a Coulomb Log. Indeed
the spatial dependence of the beam is included in the matrix A¯, although we do note
the factor of the minimum impact parameter in Eq. (6.66). We have reduced K
to double angular integrals. These integrals can be done numerically and are not
particularly time consuming.
In order to reproduce the results of Bjorken-Mtingwa, and further simplify the
integration, we consider the Coulomb Log approximation for the moment evolution.
This involves first doing the r integral in (6.57) but ignoring the Gaussian function
of f . This is done in the appendix. We could also combine Eqs. (6.46) and (6.47)
directly in the moment evolution equation. In either case, the result is
K
BM
ab = 2pi
2
∫ ∞
0
dλ
√
λ
det(Λ)
(δabTr(Λ
−1)− 3Λ−1ab ) (6.74)
where Λ = C¯− λI. So, for the growth rate we get
1
τa
=
1
2
C
(a)
ab 2Lc(2pi
2)
Nr20c
32pi3β3γ4xyσsσδ
∫ ∞
0
dλ
√
λ
det(Λ)
(δabTr(Λ
−1)− 3Λ−1ab ) (6.75)
Combined with explicit expressions for the submatrices of Eq. (6.55) for the uncou-
pled case, this reproduces the results of Bjorken-Mtingwa. We give these expressions
in the next section.
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6.2 Uncoupled Case
Computing the uncoupled submatrices, we find
Ax =


γx 0 −γG˜x
0 0 0
−γG˜x 0 0

 (6.76)
Ay =


0 0 0
0 γy −γG˜y
0 −γG˜y 0

 (6.77)
Az =


γzη
′2
x γzη
′
xη
′
y γαzη
′
x
γzη
′
xη
′
y γzη
′2
y γαzη
′
y
γαzη
′
x γαzη
′
y γ
2γz

 (6.78)
Bx =


αx 0 0
0 0 0
0 0 0

 (6.79)
By =


0 0 0
0 αy 0
0 0 0

 (6.80)
Bz =


−γzηxη′x −γzη′xηy γαzη′x
−γzηxη′y −γzηyη′y γαzη′y
−γγzηx −γγzηy γ2αz

 (6.81)
Cx =


βx 0 −γGx
0 0 0
−γGx 0 γ2Hx

 (6.82)
Cy =


0 0 0
0 βy −γGy
0 −γGy γ2Hy

 (6.83)
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Cz =


γzη
2
x γzηxηy −αzγηx
γzηxηy γzη
2
y −αzγηy
−αzγηx −αzγηy γ2βz

 (6.84)
We have introduced the definitions
Gx,y = αx,yηx,y + βx,yη′x,y (6.85)
G˜x,y = γx,yηx,y + αx,yη′x,y (6.86)
Looking at the elements of Cz, we find that the γ
2βz in the lower right corner will
typically dominate, and we drop the other terms. Then,
C =


βx
x
0 −γ Gx
x
0 βy
y
−γ Gy
y
−γ Gx
x
−γ Gy
y
γ2(βz
z
+ Hx
x
+ Hy
y
)

 (6.87)
For the uncoupled A, if we just keep the γ2 term in Az we find
A =


γx
x
0 −γ G¯x
x
0 γy
y
−γ Gy
y
−γ Gx
x
−γ Gy
y
γ2 γz
z

 (6.88)
We now define the emittance growth rates as
1
τx,y,z
=
1
x,y,z
dx,y,z
dt
(6.89)
and we get
1
τx
=
A
x
(βxKxx − 2γGxKxz + γ2HxKzz) (6.90)
1
τy
=
A
y
(βyKyy − 2γGyKyz + γ2HyKzz) (6.91)
1
τz
=
A
z
βzKzz (6.92)
We can now use our expression and that of the CLA to effectively define a Coulomb
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Logarithm for each of the moment growth equations:
2Logab =
− ∫ dΩhab
h3
log(h1
2
)∫
dΩhab
h3
=
Kab
KBMab
(6.93)
Note that this actually defines 9 Coulomb Logs: one for each of the growth rates
of 〈PaPb〉. If all of the Coulomb Logs so calculated come out similarly, then one can
use the CLA with an appropriate Coulomb Log. However, if the different Logab come
out substantially differently, then the CLA is not applicable.
Let us consider the calculation of Logab for a real storage ring. We take the case
of the ATF at KEK. The parameters are given in Table 6.1. The ATF was designed
as a test facility for damping rings for a high energy linear collider. It can produce
beams with some of the smallest emittances ever achieved. Further, as a result of
minimizing vertical emittance and coupling, the vertical emittance is extremely small.
It is in such a situation that one may question whether the CLA is valid. Even if one
Coulomb log is appropriate, what is its value? What should one use for the maximum
impact parameter? The three beam sizes, σx,y,z provide substantially different length
scales.
Now, because of radiation damping and diffusion, as was discussed in chapter 4,
the beam will reach an equilibrium. IBS will change this equilibrium. We discuss the
combination of IBS and synchrotron radiation (SR) more in the next chapter. For
now, we note that we have written a program to evolve the emittances in the presence
of both IBS and SR. After equilibrium was reached, we computed the ratio of the
Coulomb Log defined in (6.93) and the Coulomb Log determined by using the vertical
beam size as bmax. We vary the vertical dispersion which determines the non-IBS
vertical emittance through the quantity Hy. Thus, varying ηy is essentially varying
the beam aspect ratio. We use a smoothed version of the ATF with parameters given
in Table 6.1.
In the ATF, the beam is coolest in δ and hottest in x. Thus, K33 is positive
and K11 negative. K22 can be either positive or negative (energy conservation gives∑
a Kaa = 0.) We find the biggest difference between Kab and K
BM
ab for K22. In
the small coupling limit, the K22 and the K33 contributions to 1/T2 have a relative
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Table 6.1: ATF, RHIC Parameters
parameter ATF RHIC (AU) injection
C 138.6 m 3833.845 m
N 9× 109 1.3× 109
m me 197mn
Z -1 79
E0 1.28 GeV 9.8 GeV/u
γ 2505 10.5
νs 0.0049 0.007
αc 0.0029 0.0016
x 1.05× 10−9 m 2.4× 10−7
y 5× 10−12 m 2.4× 10−7
z 2.81× 10−6 m 1.1× 10−3
χx 2.5× 10−5
χy 1.6× 10−5
χz 2.2× 10−5
d¯x 10.5× 10−13 m
d¯z 2.46× 10−10 m
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coefficient of γ2η2y/β
2
y . In the “High Energy Approximation”, one keeps only the K33
term. However, for the ATF parameters, if ηy < 1.8 mm, K22 can become important.
In Figure 6.2 we plot the ratio of the Coulomb logs defined in (6.93) to the conventional
Coulomb log Lc = log(σy/rm) (Lc≈ 16 for ATF) for varying vertical dispersion and
zero coupling (since BM dealt only with the uncoupled case). As stated, we are
varying the beam aspect ratio, with the right side of the plot approaching a round
beam. Near ηy = 28 mm, the intrinsic vertical growth rates K22 and K
BM
22 have
opposite signs. Finally note that both Log11/Lc and Log33/Lc are close to 1 over a
wide range of beam aspect ratios. See [18] for more details.
Log33/Lc
Log22/Lc
Log11/Lc
Figure 6.1: Coulomb Logs for ATF
Figure 6.2 shows that the Coulomb Log approximation is excellent except for the
growth rates of the momentum second moments 〈P 2x 〉 and 〈P 2z 〉 and not particularly
good for 〈P 2y 〉 over this parameter range. The range where the CLA for the vertical
growth rate breaks down is where the vertical growth rate goes to zero. Normally
the longitudinal temperature is much smaller than transverse, but because of the
very small vertical emittance for the ATF, the vertical growth rate can go to zero
or even become negative. Even though the CLA can break down, there is very little
practical consequence to this for this parameter range. This is because coupling or
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vertical dispersion cause the vertical emittance growth rate to be dominated still by
the longitudinal growth which is not going to zero and where CLA applies.
In general, near where one of the the moment growth rates goes to zero is where
we expect to find differences between our expression and that of the CLA. As another
example, we consider the case of RHIC, comparing data to analytic formulas. The
parameters are given in Table 6.1 and the data is drawn from [72]. Below transition
there is approximately an equilibrium. The equilibrium occurs approximately when
the beam-frame momentum moments are equal. For the uncoupled case, and ignoring
dispersion, this occurs when
σδ
γ
=
√
x
βx
=
√
y
βy
(6.94)
RHIC has a round beam and thus the second two of these quantities are approximately
equal. The ratio of the first to the second is found to be 0.7, so the beam is indeed
near an IBS equilibrium.
Near equilibrium, we find that our results differ from those of B-M. We find a
small, but possibly measurable difference and our equations give results closer to
the data than those of B-M. This comparison is shown in Figure 6.2. The data is
RMS bunch length data measured with a wall current monitor. More details of the
measurements and conditions are given in the referenced paper. One should note
that for the transverse dynamics, additional growth was found that was not likely
to be IBS. We find that this additional growth does not have much effect on the
longitudinal growth.
Another common formulation of IBS theory used is that of Piwinski. It is essen-
tially the same as that of Bjorken and Mtingwa, except for retaining the ∆ dependance
of rmin. There are many ways of approximating Bjorken-Mtingwa and Piwinski and
much of the recent literature on IBS involves finding approximations which are valid
in various useful limiting cases. This is useful so that one can evaluate the integrals
rapidly and average around a full lattice.
A variety of approximations to the Bjorken-Mtingwa result exist. For example,
Lebedev et. al. considers the limit where σpz  σpx,y Here, this means C33  C11,22.
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Figure 6.2: Comparison of B-M to our formulae in reproducing RHIC AU bunch
length data [72, 73] The vertical axis is RMS bunch length measured from a wall
current monitor, and time is measured in seconds. The blue points represent the
bunch length data. The red points give bunch length evolution using our equations
which we computed using Eq. (6.70) and the purple dots represent the results of
Bjorken-Mtingwa, Eq. (6.74).
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In this limit we can show
K
BM
ab ≈ pi√
C33
∫ 2pi
0
dφ
1√
C11 sin
2 φ+ C22 cos2 φ
(6.95)
Note that when we put the prefactor back in for the growth rate, the dependence on
σδ drops out. This can be interpreted to mean that as far as the scattering process
is concerned, in this limit, one can assume no initial relative longitudinal motion.
6.3 Equilibrium distributions
Intrabeam scattering gives us a specific model of thermal equilibration. We might ask
therefore about what kinds of equilibria can be achieved. From a general perspec-
tive, one might expect a distribution of the form e−P
2/2mKT where K is Boltzmann’s
constant, and T , some effective temperature. We find that for the CLA, this is true,
but our expressions give a small deviation from the Boltzman distribution. Here we
consider the case of a round beam (A11 = A22 = A,C11 = C22 = C) and try to find
equilibria. Within the Gaussian approximation, this means Kab = 0. Using symmetry
and energy conservation, we have that K11 = K22 = −12K33. Thus, all we need for
equilibria is that K33 = 0. Because of the symmetry, K33 is a function of 3 parameters.
The parameters we use are
A˜ =
A
A33
− 1 (6.96)
C˜ =
C
C33
− 1 (6.97)
Lc =
1
2
logA (6.98)
Details of the calculation are shown in the appendix and the results are shown in
figures (6.3) and (6.4).
When C˜ = 0 we have the Boltzman distribution. For Bjorken-Mtingwa, if C˜ = 0,
it is always an equilibrium. For our expressions for Kab we find that if C˜ = 0, we also
need A˜ = 0, i.e. a spherical beam in position space. What is perhaps surprising is
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that we find that for C˜ 6= 0, we can also find equilibria, although as we increase Lc,
C˜ must be smaller and smaller for there to still be an equilibrium.
2 4 6 8 10
-0.05
0.05
0.1
Figure 6.3: Equilibrium value of C˜ as a function of A˜ for several different values of
Lc =
1
2
logA (“Coulomb Log”). Lc = 5 is yellow, Lc = 10 is green, Lc = 15 is blue,
and Lc = 20 is purple.
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Figure 6.4: Same as previous figure with larger range of A˜.
Now we consider the question of equilibrium in the Coulomb Log approximation.
At a given position, using the Coulomb-Log approximation, the distribution is in
equilibrium if
〈x′2〉 = 〈y′2〉 = 〈δ
2〉
γ2
(6.99)
We first consider the case of the smooth approximation.
We can see that above transition, in the smooth approximation, there is no equilib-
rium due to IBS alone. How does this picture change when we go beyond the smooth
approximation? Following Bjorken-Mtingwa, we compute the sum of the growth rates
and find it is strictly positive. Thus, except in the smooth approximation, there is
not equilibrium.
In the case where x = y = ⊥ and βx = βy = β⊥, we find a total growth rate at
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any position of
1
τ
= 2(
β⊥
⊥
− βz
z
) (6.100)
This quantity is always greater than or equal to 0 and hence as long as β⊥ is varying, as
it will in any strong focussing machine, there can be no equilibrium due to intrabeam
scattering, even below transition! The paper of B-M contains a general expression for
the total growth rate in terms of the eigenvalues of the matrix C. In particular, they
find ([13] Eq. 3.6) that the total growth rate is given by (in our notation)
1
τ
= A(λ1−λ2)2
∫ ∞
0
dλ
√
λ
(λ1 + λ)
3
2 (λ2 + λ)
3
2 (λ3 + λ)
1
2
+two cyclic permutations (6.101)
where Λ = C + λI and λ1,2,3 are the eigenvalues of C. They compute the integrated
growth rate, but without integrating around the ring, this expression gives the local
growth rate as well. This quantity is clearly always positive. Thus, for a non-smooth
lattice, there can be no equilibrium. Thus, the conclusion we given here for a special
case is actually quite general.
6.4 Overview of IBS Literature
We have developed our own approach to IBS in this thesis. We have seen that if
we make what we call the “Coulomb Log Approximation”, our expressions for the
growth of the second moments reduce to the expressions given by Bjorken-Mtingwa.
The other main approach to IBS is that of Piwinski[12] who is the original author
to tackle this subject in the context of beams in storage rings. Although the starting
point is different, his work can be understood as the same in effect as Bjorken Mt-
ingwa, except for the minimum impact parameters dependence on the momentum of
the two particles scattering is retained in the integral instead of replacing it with a con-
stant average value allowing one to pull out a Coulomb Log from the integral. Thus,
from this perspective, his equations are indeed more exact than Bjorken-Mtingwa’s.
Our approach provide a branching off point from which one could derive either Pi-
winski or B-M’s results. The common ground is contained in Eq. (6.57).
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The original paper of Piwinski’s did not include general Courant-Snyder lattice
parameters or the derivative of the dispersion function. His work was generalized to
include these.
Bjorken-Mitingwa approach the subject from a quantum mechanical scattering
formalism, but taking lowest order and given the result that the classical and quan-
tum scattering cross section for the Coulomb interaction agree to this order, the result
is the same as the classical analysis. Once this fact is recognised, there are two re-
maining differences between the two analyses. The first is that Piwinski does not
include the full variation of the lattice parameters in his analysis, whereas Bjorken-
Mtingwa do. This was remedied in later work, by Martini, Piwinski and others. The
other difference relates to the issue of the Coulomb Logarithm. In computing the
growth rate due to scattering, one must integrate over impact parameters. In the
formalism used by Bjorken-Mtingwa and Piwinski this integrals diverges logarithmi-
cally at both small and large impact parameters requiring the introduction of cut-offs
bmin and bmax. Both analyses retain an undefined maximum distance cut-off related
to the size of the beam. For the minimum distance cut-off one uses the distance of
minimum approach of the particles. This depends on the relative momenta of the
two scattering particles. Piwinski retains this momentum dependence of bmin whereas
Bjorken-Mtingwa replace it with an average value. Thus, once the variation of the
lattice parameters is included, Piwinski’s is the more accurate equation, although the
paper’s of Bjorken-Mtingwa and subsequent approximations and elaborations of both
authors include many insights on the subject.
There are also a variety of approximations to B-M and Piwinski. See for example,
references [45, 46, 47, 48, 49, 53, 61] and references therein. For some early history
of IBS, see [54].
6.5 Beam-Beam Diffusion
Our work can be applied to the beam beam interaction. Here we find the diffusion
and damping coefficients and resulting moment evolution due to the beam-beam
interaction in a collider. A calculation of such an effect was given in [74] under
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the description “beam-beam diffusion model”. The diffusion coefficient is computed
roughly along with the resulting emittance growth. Using the formalism described in
this thesis, one could do a more careful computation. We sketch how this could be
done.
We start by considering the scattering of two particles at phase space positions ~z1
and ~z2. The fields due to a particle with large γ in the lab frame are given by
Er = Bθ =
2q
r
δ(s− ct) (6.102)
The resulting force causes an increase in transverse slope of the particle’s orbit deter-
mined by the equation
y′′ =
Fy
mγβ2c2
(6.103)
for the case where the force is in the y direction. This leads to a kick in transverse
momentum
δ
~p⊥
P0
=
4q2
γmβ2c2
rˆ
r
≡ k rˆ
r
(6.104)
where ~r = rrˆ = ~x1 − ~x2 is the relative position of the two particles at the time of
collision (transverse). Given this result, we could now compute the diffusion and
damping coefficients. Due to the reversibility condition, we can see that the damping
coefficients are zero.
We note that the transverse momentum kick depends only on the transverse sepa-
ration of the particles. Thus, the probability distribution g(Φ) that we must average
over, will be the transverse particle distribution at the given location of the particle.
For the quantity n˙, we again take
n˙ = Nβc
∫
d~x⊥ρ(~x⊥; z) (6.105)
where
ρ(~x) =
∫
d~pf(~x, ~p) (6.106)
is the spatial distribution of the beam. z is the longitudinal position of the particle in
the oncoming bunch. We could write the distribution of colliding particles explicitly
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as
g(~x⊥) =
ρ(~x⊥; z)∫
d~x⊥ρ(~x⊥; z)
(6.107)
Chapter 7
Coupled IBS and Combination
with SR
In this chapter, we apply our results on coupled invariants to IBS.
7.1 Coupled Matrices
The expressions for the emittance growth rates due to IBS for Gaussian beams was
expressed in terms of the beam distribution in the beam frame. The position distri-
bution was represented by the matrices Aa and the momentum distribution by Ca
with the mixed components given B. When the Coulomb Log approximation is made,
only the Ca are involved, A essentially being absorbed into a Coulomb Log. In this
section we will make the Coulomb Log approximation and write down the coupled
Ca; the coupled Aa can be written down in an analogous manner.
First consider an x− y difference resonance, with a coupling angle θ. We find
C1 = cosh
2(
θ
2
)Cx + sinh
2(
θ
2
)Cy + sinh(θ) C
+
c ,
C2 = sinh
2(
θ
2
)Cx + cosh
2(
θ
2
)Cy + sinh(θ) C
+
c ,
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for the sum resonance and
C1 = cos
2(
θ
2
)Cx + sin
2(
θ
2
)Cy + sin(θ)C
−
c (7.1)
C2 = sin
2(
θ
2
)Cx + cos
2(
θ
2
)Cy + sin(θ)C
−
c , (7.2)
for the difference resonance. The extra terms are given by
C
+
c =


0
√
βxβy cos φ 0√
βxβy cosφ 0 0
0 0 0

 (7.3)
and
C
−
c =


0 −√βxβy sinφ 0
−√βxβy sinφ 0 0
0 0 0

 (7.4)
Now, we recall that the matrix C is required for the moment evolution matrix K.
The Ca are then needed to compute the growth of the invariants as we see from Eq.
(6.49).
7.2 Coupled Emittance Evolution and Combina-
tion with Synchrotron Radiation
To combine the effects of IBS and synchrotron radiation, one simply computes the
emittance growth due to each effect per turn and add them together. The total change
per turn is given by
∆〈ga〉 = −2χa〈ga〉+ d¯a + 〈ga〉 τa
T0
(7.5)
where T0 is the revolution time.
Next, we return the example of the ATF at KEK to illustrate the inclusion of IBS
and SR damping/diffusion. We also include global x− y coupling of 5 degrees. This
coupling angle was chosen to best fit equilibrium measured emittances. This coupling
has a substantial effect on the projected vertical emittance because of the small beam
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aspect ratio. To see this, note the difference between emittance of eigenmode 2 and the
vertical projected emittance. Also, we see the ratio of the projected vertical emittance
to the transverse emittance does not stay constant over time, although the change is
not extreme. This reminds us that the approach to IBS in which projected vertical
emittance is simply taken as a multiplicative factor times the horizontal emittance is
not exact.
εy,pr [pm]
εz [µm]
εy [pm]
εx [nm]
Figure 7.1: Evolution of Coupled Emittances for ATF
We include this plot to show the type of evolution that can occur for the emittances
as they approach equilibrium due to both IBS and synchrotron radiation. More details
and discussion are given in [18].
7.3 Coupled Piwinski Invariant
Without coupling, in the smooth approximation, the Piwinski invariant [12, 56, 57]
expresses conservation of energy in terms of the invariants transformed into the beam
frame. It is given by
〈gx〉
βx
+
〈gy〉
βy
+ ηs
〈gz〉
βz
= invariant (7.6)
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where ηs =
1
γ2
−αc is the slip factor. Above transisition ηs < 0 and the coefficients of
the first and third term have opposite signs which implies that there is no equilibrium.
Below transition ηs > 0 which gives the same sign for all terms in the invariant which
implies an equilibrium. Now, consider synchrobetatron coupling with a coupling angle
of θ near a sum or difference resonance. If we ignore the extra termGc, then expressing
the Piwinski invariant in terms of the coupled g1 and g3, we find an invariant[
c2
βx
− s
2ηs
βz
]
〈g1〉+
[
c2ηs
βz
− s
2
βx
]
〈g3〉+ 〈gy〉
βy
= invariant (7.7)
where for the difference resonance, c2 = cos2(θ/2) and s2 = sin2(θ/2) and for the
sum resonance c2 = cosh2(θ/2) and s2 = sinh2(θ/2). Now, consider the case of small,
positive ηs. This is below transition and stable in the uncoupled case. We can easily
see that for large enough θ, the second term will be negative and the first term
positive. Thus, the synchrobetatron coupling extends the region for which there is
no IBS instability to below transition. If we expand in small θ, we find that there is
no IBS equilibrium when
θ
2
>
√
ηsβx
βz
≈
√
βxµs
C
(7.8)
where we used the fact that βz ≈ C|ηs|/µs. This is true for both the sum and
difference resonance. For example, in the case of coupling due to dispersion at an RF
cavity, we find that there is no IBS equilibrium below transition when
η >
2∆ν
√
ηs
νs
βx (7.9)
where η is the dispersion at the RF cavity and ∆ν is the tune split between betatron
and synchrotron tune. We have assumed that the coupling angle is small in this
derivation.
Finally, we note that we have been using the smooth approximation in this dis-
cussion. If we drop this condition, the earlier discussion applies and there is generally
no equilibrium, even well below transition.
Chapter 8
Conclusions and Future Work
In this dissertation, we have considered a general framework for computing emittance
evolution due to linear dynamics in storage rings with additional diffusive/dissipative
processes. We find that the emphasis on global invariants and local stochastic moment
evolution helps clarify the structure of this important element of storage ring physics.
Regarding the invariants, we have considered the case of weak coupling near a
linear resonance and formulated a perturbation theory to get analytical expressions.
The key to the perturbation theory was to start with the one-turn map exactly on
resonance and consider both difference from resonance and coupling as perturbations.
The map exactly on resonance has at least two equal eigenvalues, and so we require
degenerate perturbation theory. Defining appropriate “co-vectors” we found that the
results are expressed in terms of matrix elements of the perturbation and is isomor-
phic to perturbation theory in time-independent quantum mechanics. For a storage
ring, the matrix is symplectic whereas in quantum mechanics the matrix is Hermi-
tian. The difference between the formalisms shows up in the symmetry properties of
the matrix elements. In the symplectic case, the eigenvectors are either a positive or
negative mode. Whether or not the two degenerate modes have the same or differ-
ent sign account for either stability or instability in the perturbed eigentunes. For
the case of the integer and half-integer resonances, we find that in order to see the
instability due to coupling, we need to do second order perturbation theory. Besides
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doing this just for the sake of completeness, we find that one of our motivating appli-
cations require this: an issue of current importance is the synchrobetatron coupling
resonances induced by adding a crab cravity to a storage ring. We are particularly
interested in the case of the horizontal tune near a half integer as this is a typical
operating condition for B-factory colliders such as KEK-B and PEP-II. In addition,
because the synchrotron tune is always small, we find that we must consider the effect
of coupling on the integer νz resonance. Indeed, for νx > 1/2, we find that the crab
cavity can cause an instability and emittance growth as well. For our other example
of synchrobetatron coupling, dispersion at a crab cavity, we found that there was no
instability at the νz = 0 resonance. This is perhaps fortunate, because of the ubiquity
of this type of perturbation in storage rings.
We saw that the emittance evolution equations were particularly simple for the
case of uniform damping and diffusion as is the case for synchrotron radiation. The
invariants and damping and diffusion coefficients are combined together into damp-
ing decrements and global diffusion coefficients for the eigenmodes. We have explored
behavior of each of these quantities near linear resonances. Near the difference res-
onance (the one stable resonance), we find a mixing of the uncoupled damping and
diffusion coefficients. For the case of synchrobetatron coupling, the transverse di-
rection is most strongly affected because the transverse diffusion and emittances are
typically much smaller than the longitudinal. Near the unstable resonances (sum,
integer, half-integer), the diffusion coefficients are mixed but also diverge at the res-
onance. At the sum resonance, we find that one of the damping decrements becomes
negative indicating an anti-damping instability. Near the integer and half-integer
resonances, the damping decrements are not affected much.
When the damping and diffusion depend on the phase space position, we need to
directly compute the local moment evolution from the damping and diffusion rather
than finding global damping/diffusion as we did in the uniform case. In actuality,
non-uniform damping/diffusion will lead to non-Gaussian beams. Analysis of this
issue requires solving the Fokker-Planck equation which we don’t consider in this
thesis.
Intrabeam scattering is our main example of a non-uniform stochastic process.
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However, we have formulated our stochastic approach such that it is computed in a
way directly analogous to the uniform case of synchrotron radiation. We compute
the momentum change per scatter with another particle in the beam and add up the
totality of such scatters. By defining the scatter to occur at the distance of closest
approach, we are able to partition the beam into a region that will undergo scatters
within ∆t and the rest that will not.
This derivation is purely classical and the assumptions are relatively clear . An
additional benefit we find from our formulation is that there is no large distance di-
vergence in the integration over other particles that leads to a Coulomb logarithm
Lc in standard approaches. Such approaches are typically claimed to be valid to an
accuracy of order 1/Lc. We hope that our formulation can improve this accuracy. Al-
though we have improved on the standard approaches, we have also made a number
of approximations for ease of calculation. One such approximation is in neglecting
the evolution of the mixed position-momentum moments. We have also neglected the
relative momentum dependence of the minimum distance in the integration. To be
very clear about the accuracy of our expressions, the validity of these approximations
should be further explored. Regarding the latter approximation involving the mini-
mum distance, Bjorken-Mtingwa make the same approximation. Piwinski does not
make this approximation, however, and in this respect is more accurate than B-M. For
a fully well-defined approach, one should keep this dependence as Piwinski does. This
can be done by performing the integration in a different order, but the full exploration
of this issue is a topic for future research. We thus characterize our result as more
precise than B-M, but making a different approximation than Piwinski, which may
have relevance at lower energies. We have done all our comparison to B-M, which is
generally seen to give adequate prediction of data in the studies thus far performed.
We have shown an example, based on some measurements at RHIC where our formu-
lae can plausibly be said to give more precise results than B-M. We have seen that
this will tend to occur in the region where one of the momentum growth rates goes to
zero. In flat beams such as in the ATF at KEK or the ALS, the growth rates of 〈y ′2〉
can vanish for reasonable parameters, but the vertical emittance growth rate 1/τy is
typically dominated by the growth of 〈δ2〉 due to vertical dispersion or x-y coupling.
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Once one has expressions for the moment growth equations, they can be combined
with the expressions for the invariants to find the eigen-emittance growth equations.
Using our explicit expressions for coupled invariants near resonances, we can thus find
IBS growth rates near such resonances. In addition to needing the coupled invariants
to determine the definition of the emittances, one also needs the invariants to use in
the beam distribution formulae which enter into the IBS moment growth equations.
Thus, we can write down explicit expressions for IBS growth rates including coupling.
This has been done in generality, but without providing explicit expressions. We
expect that using explicit expressions for the coupled invariants and distribution can
help in understanding IBS effects in a variety of coupled scenarios.
When IBS is combined with synchrotron radiation (SR), an equilibrium clearly
exists, typically not too far from the equilibrium due to SR alone. When IBS is
the only effect, the issue of equilibrium is a bit more subtle. In the Coulomb Log
approximation (such as B-M), only the momentum distribution is involved with mo-
ment growth due to IBS. The result is basically that the beam tends to the Boltzman
distribution if it can be reached. In our formulation involving the spatial distribu-
tion and no Coulomb Log, we find equilibrium that varies by a small amount from
the Boltzman distribution. Assuming one can fully justify the use of the scattering
approach to IBS, our result gives information on the locality of IBS. It suggests that
the full beam size is relevant to IBS, but only to a small extent. This issue of locality
in Coulomb scattering has always been controversial, and more precise measurements
or multi-particle simulations would be desirable to help finally settle this old issue.
It is well-known from Piwinski that in the smooth approximation, in the uncoupled
case, an equilibrium exists below transition and not above transition. When a real
varying lattice is used, no equilibrium exists, even below transition. We have given a
simple argument to understand this for a special case; however, a result of B-M for
the total phase space growth rate shows that the lack of equilibrium in a non-smooth
machine is a general result. In the original paper, this fact was pointed out for the
case of a varying dispersion function, but we find that this understates the fact. Even
disregarding dispersion and considering varying βx,y leads to this conclusion.
Finally, as mentioned, for the case of the smooth approximation, the information
147
about equilibrium can be understood via Piwinski’s invariant. We have generalized
this invariant for the case of a storage ring near a synchrobetatron sum or difference
resonance. We find that with strong enough coupling, an equilibrium doesn’t exist
below transition, even in the smooth approximation.
Appendix A
Further Invariant Calculations
We would like to show that the expressions given for the invariants Ga in the text,
do in fact satisfy the invariant condition. That is, we would like to show that
Ga = JUHaU
TJ (A.1)
satisfies
MTGaM = Ga (A.2)
Using the symplectic property of M , and Eq. (2.17), we derive
MTGaM = M
TJUHaU
TJM
= JM−1UHaU
TMT−1J
= JUe−ΛHae−ΛUTJ
= JUHaU
TJ (A.3)
In the last step we have done the matrix multiplication
(
e−iµ 0
0 eiµ
)(
0 1
1 0
)(
e−iµ 0
0 eiµ
)
=
(
0 1
1 0
)
(A.4)
This shows that the Ga given are in fact invariants.
Now we consider the beam distribution written in terms of the invariants. We
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write a general (6-D) Gaussian distribution as
f(~z) =
1
(2pi)3
√
det(M−1)
e−
1
2
~zT M~z (A.5)
where we have normalized f so that
∫
f(~z)d~z = 1. By performing the integration,
one can show that the second moment matrix is given by
Σjk = 〈zjzk〉 = M−1jk (A.6)
In terms of the three invariants, we can write the distribution as
f(~z) =
1
pi3〈g1〉〈g2〉〈g3〉 exp
(
− g1〈g1〉 −
g2
〈g2〉 −
g3
〈g3〉
)
(A.7)
Let us prove this. In particular, we must show that the quantities we have written as
〈ga〉 in the above equation are indeed given by
〈ga〉 =
∫
d~z gaf(~z) (A.8)
To show this, we introduce the matrix K given by
K =
1√
2


1 −i 0 0 0 0
−i 1 0 0 0 0
0 0 1 −i 0 0
0 0 −i 1 0 0
0 0 0 0 1 −i
0 0 0 0 −i 1


(A.9)
Note that det(K) = 1. In fact, it is symplectic. Now, consider the change of coordi-
nates from ~z to the coordinates ~V
~z = UK~V (A.10)
UK is in fact a real symplectic matrix. Its columns are
√
2 times the real and
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imaginary parts of va. The quadratic form ga becomes
ga = ~z
TGa~z
= ~V TKTUTGaUK~V
= ~V TKTHaK~V
= ~V T Ia~V (A.11)
Where Ia is a matrix that is all zero’s except for a 2 × 2 identity matrix in the ath
diagonal 2×2 block. Thus, ga = V 2a +V 2−a (with a = 1, 2, 3 for ga, and k = ±1,±2,±3
for Vk). Applying this change of variables to (A.8), we get
∫
d~V
V 2a + V
2
−a
pi3〈g1〉〈g2〉〈g3〉e
−V
2
1 +V
2
−1
〈g1〉
−V
2
2 +V
2
−2
〈g2〉
−V
2
3 +V
2
−3
〈g3〉
= 〈ga〉 (A.12)
after doing the 6 1-D integrals.
Next we find expressions for the second moment matrix. Looking at (A.7),(A.5)
and (2.19), we identify
M =
2G1
〈g1〉 +
2G2
〈g2〉 +
2G3
〈g3〉 (A.13)
Thus, to find the second moment matrix Σ, we must invert this matrix. We claim
that the inverse is given by
M
−1 = −1
2
〈g1〉JG1J − 1
2
〈g2〉JG2J − 1
2
〈g3〉JG3J (A.14)
In order to prove this, we show the following:
JGaJGb = −δabIa (A.15)
where a and b run from 1 to 3. Now, Ga is written explicitly as
Ga = JUHaU
TJ, (A.16)
Substituting this in and using the symplectic property of U and the fact that J 2 = −I,
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we get
JGaJGb = UHaJHbJU
−1 (A.17)
From this and the definition of Ha, (2.20), Eq. (A.15) follows by simple matrix
multiplication. In particular, when a = b, we find
σxJ2σxJ2 =
(
1 0
0 1
)
(A.18)
The minus sign comes from the two factors of i from the Ha. Now, multiplication of
(A.13) by (A.14) and repeated use of Eq. (A.15), proves that (A.14) is indeed the
inverse matrix.
Appendix B
General Perturbation Theory
Let us suppose we have a matrix M that can be expanded as
M =
∑
p
Mp (B.1)
where we consider Mp to be of order 
p where  is some small parameter. We seek a
perturbation expansion of the eigenvectors and eigenvalues of M :
Mvk = λkvk (B.2)
with
vk =
∑
p
v˜kp (B.3)
and
λk =
∑
p
λkp (B.4)
We consider v˜kp and λkp to be of order 
p. We use the tilde in v˜kp because we would
like to distinguish v˜k0 from vk0. Let Zdg(k) be the indices such that for j ∈ Zdg(k),
λj0 = λk0. In other words, Zdg(k) is the set of indices with eigenvalues that are
degenerate with λk0. We let {vk0} be an orthonormal complete set of eigenvectors of
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M0. In particular, we assume that we can define covectors v
l0 such that
vl0vk0 = δlk (B.5)
How to do this for a symplectic matrix is discussed in the main text. This means
that we can expand an arbitrary vector as
v =
∑
k
ckvk0 (B.6)
with
ck = v
k0v (B.7)
We consider the vk0 to be the “uncoupled”, “unperturbed” eigenvectors. Within
the perturbation matrices M1 and M2, we consider there as being two different types
of perturbations. In the case that we consider them both as 1st order (an important
case will occur when we consider it as 2nd order), we notate them as M1ξ and M1δµ.
When just M1δµ is added to M0, its effect is to change the eigenvalues, but not the vk0.
This is in effect how we define vk0. The addition of the perturbation M1ξ serves to
pick out a particular linear combination of the vk0 which we notate as v˜k0, in addition
to causing a perturbation of these eigenvectors. However, it will be the main purpose
of this section to derive the v˜k0 for the two cases where we have a M1δµ and a M2δµ,
i.e. when the purely eigenvalue changing perturbation is first order and second order.
It will turn out that this latter case is important in the case of “coupling” causing an
integer or half integer resonance.
We now consider the eigenvalue equation setting equal terms of the same order
up to 2nd order:
p = 0 : M0v˜k0 =λk0v˜k0 (B.8)
p = 1 : M0v˜k1+M1v˜k0 =λk0v˜k1+λk1v˜k0
p = 2 : M0v˜k2+M1v˜k1+M2v˜k0 =λk0v˜k2+λk1v˜k1+λk0v˜k2
Consider the p = 0 equation. Expanding out the v˜k0 and using the 0th order
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eigenvector equation, we get
∑
j
cjk0λj0vj0 = λk0
∑
j
cjk0vj0 (B.9)
Multiplying on the left by vl0 gives
clk0λl0 = c
l
k0λk0 (B.10)
which implies that either λl0 = λk0, or c
l
k0 = 0. This is what we expect since for
l ∈ Zdg(k), λl0 = λk0 and otherwise clk0 = 0.
Next we consider p = 1. Expanding the v˜k and again using the 0th order eigen-
vector equation gives
∑
j
cjk1λj0vj0 +M1
∑
j
cjk0vj0 (B.11)
= λk0
∑
j
cjk1vj0 + λk1
∑
j
cjk0vj0
We now multiply on the left by vl0. The result is
clk1λl0 +
∑
j
cjk0Mlj = λk0clk1 + λk1clk0 (B.12)
where we have defined
Mlj = vl0M1vj0 (B.13)
Now, suppose that l ∈ Zdg(k). Then λl0 = λk0 and two of the terms cancel. We are
left with ∑
j
cjk0Mlj = λk1clk0 l ∈ Zdg(k) (B.14)
We will use this equation to analyze the sum and difference resonances. In the case
where there is no degeneracy, Zdg(k) = {k} and we get the usual result from 1st order
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non-degenerate perturbation theory:
λk1 = Mkk (B.15)
Next suppose that l /∈ Zdg(k). Then λl0 6= λk0 and clk0 = 0. Then Eq. (B.12) gives
clk1 =
∑
j c
j
k0Mlj
λk0 − λl0 l /∈ Zdg(k) (B.16)
Finally, we consider p = 2. Expanding out the v˜kp, using the M0 eigenvalue equation
and left multiplying by vl0 gives
clk2λl0 +
∑
j
cjk1Mlj +
∑
j
cjk0M2,lj
= λk0c
l
k2 + λk1c
l
k1 + λk2c
l
k0 (B.17)
where we have defined
M2,lj ≡ vl0M2vj0. (B.18)
Now, suppose that l ∈ Zdg(k). Then λl0 = λk0. We can then write
clk0λk2 =
∑
j
cjk1Mlj +
∑
j
cjk0M2,lj − λk1clk1 l ∈ Zdg(k) (B.19)
There are two different contexts in which one might use this equation. The first
is that the clk0 have already been determined by the lower order equations and this
becomes an equation for just λk2. This is the case if M1 breaks the degeneracy. In
this case λk1 is nonzero. We then think of this equation as adding small terms to the
eigenvectors and eigenvalues. Another important possibility is where M1 does not
break the degeneracy. This happens when all the Mlk’s are zero for l ∈ Zdg(k). This
means that λk1 = 0. Then, after using Eq. (B.12), (B.19) becomes an eigenvalue
equation for clk0 and λk2:
∑
j

 ∑
n/∈Zdg(k)
MnjMln
λk0 − λn0 +M2,lj

 cjk0 = λk2clk0
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l ∈ Zdg(k) (B.20)
This is our main result which we use to analyze the integer and half-integer resonances
caused by coupling.
If we take the case where there is no degeneracy, this reduces to
λk2 =
∑
n6=k
MnkMkn
λk0 − λn0 +M2,kk (B.21)
which, if we also set M2,kk = 0 gives the usual expression for the second order shift
in the eigenvalue for non-degenerate perturbation theory.
Now, let l /∈ Zdg(k). Then, as before, λl0 6= λk0 and clk0 = 0. Solving for clk2 gives
clk2 =
∑
j c
j
k1Mlj +
∑
j c
j
k0M2,lj − λk1clk1
λk0 − λl0 (B.22)
l /∈ Zdg(k)
Appendix C
Relationship between ξ+ and ξ−
Suppose we have a general matrix Q with elements
Q =
(
q11 q12
q21 q22
)
(C.1)
Now, compute the quantities
1
2
( i 1 )Q
(
1
i
)
=
1
2
[(q21−q12)+i(q11+q22)]
1
2
(−i 1 )Q
(
1
i
)
=
1
2
[(q21+q12)+i(−q11+q22)]
Now, defining
Ax,z =
(√
βx,z 0
−αx,z√
βx,z
1√
βx,z
)
(C.2)
and identifying
Q = ATxJBAz (C.3)
where B is the upper-right 2× 2 block of M1 or P , we can see that
|M12|2 − |M−12|2 = det(Q) (C.4)
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But, since det(Ax,z) = det(J) = 1, we get that det(Q) = det(B), and hence
ξ2− − ξ2+ = 4 det(B) (C.5)
Appendix D
Coupling Integer/Half Integer
Resonances
Suppose that the transfer matrix M is close to the µz integer resonance. Then the
eigenvalue equation can be written in the form1
(
Mx B
C I +D
)(
u
v
)
= (1 + δλ)
(
u
v
)
(D.1)
where we are looking for the eigenvalues near 1. u and v are 1× 2 column matrices,
and we assume that B, C, D and δλ are small. If the upper equation is solved for u,
we find
u = −[Mx − I(1 + δλ)]−1v (D.2)
Substituting this into the lower equation and taking lowest order in the small quan-
tities (i.e. ignoring δλ in above equation), we get
[D − C(Mx − I)−1B]v = δλv (D.3)
Thus, we must find eigenvalues and eigenvectors of this 2×2 matrix. If we change into
the basis in which M is diagonal, and taking into account the half-integer resonance
1Thanks to B. Freivogel for pointing out this alternative derivation of the 2nd order degenerate
perturbation theory results.
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as well, in which I → −I, we get


M12M21
λ20−λ10
M1−2M21
λ20−λ10
+M−12M2−1
λ20−λ−10 +
M−1−2M2−1
λ20−λ−10
+M22 +M2−2
M12M−21
λ20−λ10
M1−2M−21
λ20−λ10
+M−12M−2−1
λ20−λ−10 +
M−1−2M−2−1
λ20−λ−10
+M−22 +M−2−2


(D.4)
For the integer resonance, this simplifies to
( |r12|2
1−e−iµx − |r−12|
2
1−eiµx + r22 ir21r1−2 cot(
µx
2
) + r2−2
−ir∗21r∗1−2 cot(µx2 ) + r−22 |r12|
2
1−eiµx − |r−12|
2
1−e−iµx + r−2−2
)
(D.5)
for the half integer it is
( −|r12|2
1+e−iµx
+ |r−12|
2
1+eiµx
− r22 ir21r1−2 tan(µx2 )− r2−2
−ir∗21r∗1−2 tan(µx2 )− r−22 −|r12|
2
1+eiµx
+ |r−12|
2
1+e−iµx
− r−2−2
)
(D.6)
Now, for a matrix, (
a b
c d
)
(D.7)
the eigenvalues can be written as
δλ± =
1
2
[
a + d± (a− d)
√
1 +
4bc
(a− d)2
]
(D.8)
and the (unnormalized) eigenvectors as
v± =
( 1
2c
[
(a− d)± (a− d)
√
1 + 4bc
(a−d)2
]
1
)
(D.9)
In order to be consistent with the notation for the simpler resonances, we make the
following definitions
∆µ = −ie−iµ0(a− d) (D.10)
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ξ = 2|b| (D.11)
and
φ = arg(eiµ0b) (D.12)
where µ0 is 0 for the integer resonance and pi for the half integer. This phase definition
being consistent depends on the fact that c∗ = b which is easily verified for each of
the two cases above. The perturbed phase advance is given by
µ2 = ∆µ
2
nz
√
1− ξ
2
nz
∆µ2nz
(D.13)
for the integer resonance and
µ2 = pi + ∆µ
2
n
2
z
√√√√1− ξ2n2 z
∆µ2n
2
z
(D.14)
for the half integer resonance. The perturbed eigenvector is given by
v2 = cosh(
θ
2
)vz − ie−iφ sinh(θ
2
)v−z (D.15)
with
tanh(θ) =
ξ
∆µ
(D.16)
Writing out all of these quantities explicitly, and after some algebra, we find for the
integer resonance
∆µnz = 2µz − 2ir22ξ − (|r12|2 + |r−12|2) cot(µx
2
) (D.17)
ξnz = 2
∣∣∣r2−2 + ir1−2r21 cot(µx
2
)
∣∣∣ (D.18)
and
φnz = arg[r2−2 + ir1−2r21 cot(
µx
2
)] (D.19)
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For the half integer we get
∆µn
2
z = 2(µz − pi)− 2ir22ξ + (|r12|2 + |r−12|2) tan(µx
2
) (D.20)
ξn
2
z = 2
∣∣∣r2−2 − ir1−2r21 tan(µx
2
)
∣∣∣ (D.21)
and
φn
2
z = arg[r2−2 − ir1−2r21 tan(µx
2
)] (D.22)
In each case, we can combine ξ and ∆µ to find the perturbed value of µ2 using
(D.13) and (D.14). We ignore the issue of the sign here and compute µ22:
µ22 = (µz − ir22ξ)2 − (µz − ir22ξ)(|r12|2 + |r1−2|2) cot(
µx
2
)− |r2−2ξ|2
+
1
4
(|r12|2 − |r1−2|2) cot2(µx
2
) +
1
2
Im(r∗2−2ξr12r1−2) cot(
µx
2
) (D.23)
(µ2 − pi)2 = [(µz − pi)− ir22ξ]2 + ((µz − pi)− ir22ξ)(|r12|2 + |r1−2|2) tan(µx
2
)− |r2−2ξ|2
+
1
4
(|r12|2 − |r1−2|2) tan2(µx
2
)− 1
2
Im(r∗2−2ξr12r1−2) tan(
µx
2
) (D.24)
for the integer and half-integer z resonances respectively. Note that for both cases µ2
reduces to µz when the perturbation is turned off.
Now, we consider a useful special case. Suppose that the perturbation M1ξ only
has off-block diagonal elements. This implies that r22ξ = r2−2ξ = 0. Further suppose
that |r12|2 = |r−12|2. This is equivalent to det(B) = 0, where B is the off-block
diagonal matrix in either M1ξ or P . If these two conditions hold, the expressions for
µ2 simplify considerably. They become
µ22 = µ
2
z − 2µz|r12|2 cot(
µx
2
) (D.25)
(µ2 − pi)2 = (µz − pi)2 + 2(µz − pi)|r12|2 tan(µx
2
)
for the integer and half integer respectively.
The expressions for x are given by interchanging 1 and 2, and x and z.
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Finally, consider the quantity µ¯ which we expect to be 0 for the integer and half-
integer resonances. It is proportional to the trace of (D.4). Computing this quantity,
we find that it is not zero. A careful analysis, however, reveals that it is always higher
order than the lowest order terms kept and can thus be seen as a part of the higher
order terms in the expansion of eiµ which should be dropped.
Appendix E
IBS Calculations
Consider two particles scattering with phase space positions ~Z1 = ( ~X1, ~P1) and ~Z2 =
( ~X2, ~P2). Define ~r = ~X1 − ~X2 and ~∆ = ~P1 − ~P2. Now if the two particles were
to continue in the straight lines determined by their initial conditions, their motion
would be given by
~X1(t) = ~X1 +
~P1
m
t, ~X2(t) = ~X2 +
~P2
m
t (E.1)
and their distance apart at time t would be
~r(t) = ~r +
~∆
m
t or r2(t) = r2 +
2~r · ~∆
m
t+
∆2
m2
t2. (E.2)
They would reach a minimum distance apart at a time (when r2(t) is minimized)
tmin = −mr
∆
∆ˆ · rˆ (E.3)
The vector separating the two particles at tmin can be thought of as the impact
parameter ~b for the scattering of the two particles. It is given by
~b ≡ ~r(tmin) = ~r − r(∆ˆ · rˆ)∆ˆ (E.4)
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Thus, we have
b2 = r2(1− (∆ˆ · rˆ)2) = r2(1− cos2 χ) (E.5)
with
∆ˆ · rˆ = cosχ (E.6)
so that
b = r sinχ. (E.7)
If we assume the initial conditions can be thought of as infinitely far apart as far as
the scattering goes, we can relate the scattering angle ψ to the impact parameter b.
The scattering will occur in the bˆ− ∆ˆ plane. By conservation of momentum, we have
that
δ ~P1 = −δ ~P2 (E.8)
so that
δ ~P1 =
1
2
((~P1
′ − ~P1)− (~P2 ′ − ~P2)) = 1
2
((~P1
′ − ~P2 ′)− (~P1 − ~P2)) = 1
2
δ~∆ (E.9)
These results imply that
δ ~P1 =
1
2
∆((cosψ − 1) ∆ˆ + sinψ bˆ) (E.10)
and given the coulomb interaction one can show that
tan(
ψ
2
) =
2(mc)2r0
∆2b
=
2k
∆2b
k = (mc)2r0 (E.11)
where r0 is the classical particle radius. If we assume that small angles dominate, it
will be usefull to express δ ~P1 in this limit:
δ ~P1 ≈ − 4k
2
∆3b2
∆ˆ +
2k
∆b
bˆ ψ << 1. (E.12)
This equation says that the particle will receive a kick in opposite direction to its
relative momentum with another particle and in the same direction as its vector
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impact parameter with that particle. The first of these terms causes a damping effect
tending to slow particles down in their direction of travel and is termed ”dynamical
friction”. The second term causes both the space charge and diffusive effects.
To calculate the diffusion and drift coefficients for a particle in this distribution, we
compute the quantities 〈δP1i〉 and 〈δP1iδP1j〉 (we leave off the 1 after this) in a time
∆t resulting from all the other particles in the distribution. Now, there is a sense in
which any given particle is undergoing the scattering process with all other particles
at all times. However, the majority of the effect from a given scatter occurs within the
short period of time in which the particles obtain their distance of closest approach.
Thus, in order to use the scattering approach, we will let the entire scattering effect
occur at one time, namely the time of closest approach.
Reduction to Rosenbluth Potentials
Let us first suppose that
f(~x, ~p) = ρx(~x)ρp(~p) (E.13)
then, doing the integral over cosχ = ∆ˆ · rˆ using the δ function for fixed ∆ˆ we get
< δpi >
∆t
≈ − k
2
4m
∫
d~∆ ρp(~p2) d
2~b
∆ˆi
∆2b2
g(~b; ∆ˆ) (E.14)
and
< δpiδpj >
∆t
≈ k
2
4m
∫
d~∆ d2~b
bˆibˆj
∆b2
g(~b; ~x1, ∆ˆ) (E.15)
where we’ve defined
g(~b; ~x1, ∆ˆ) = ρx(~x1 −~b) (E.16)
Note that we canceled one of the b’s in the denominator in going from
∫
d3~r to
∫
d2~b,
since b = r when cosχ = 0. Let’s look at the ~b integration. For δpi, we have
Ii = ∆ˆi
∫
dbdα
g(~b)
b
(E.17)
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and for δpiδpj, we have
Iij =
∫
dbdα
g(~b) bˆibˆj
b
(E.18)
Now, suppose we set g(~b) equal to a constant- f(~x1, ~p1). Then the integrals diverge
logarithmically. Let’s cut them off at a maximum bmax and minimum bmin. The
integral for δpi becomes simply
Ii = 2pif(~x1, ~p1) log
bmax
bmin
∆ˆi (E.19)
For δpiδpj we get
Iij = f(~x1, ~p1) log
bmax
bmin
∫ 2pi
0
bˆibˆj (E.20)
Using bˆ = cosα bˆ1 + sinα bˆ2 we get
∫ 2pi
0
bˆibˆj dα =
1
2
(bˆ1ibˆ1j + bˆ2ibˆ2j) (E.21)
Now, consider the quantity
bˆ1ibˆ1j + bˆ2ibˆ2j + ∆ˆi∆ˆj
= (bˆ1 · xˆi)(bˆ1 · xˆj) + (bˆ2 · xˆi)(bˆ2 · xˆj) + (∆ˆ · xˆi)(∆ˆ · xˆj)
= xˆi · xˆj
= δij
Thus,
bˆ1ibˆ1j + bˆ2ibˆ2j = δij − ∆ˆi∆ˆj (E.22)
So
Iij =
1
2
f(~x1, ~p1) log
bmax
bmin
(δij − ∆ˆi∆ˆj) (E.23)
So we have
< δpi >
∆t
≈ − k
2
4m
∫
d~∆ ρp(~p2)
Ii
∆2
(E.24)
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and
< δpiδpj >
∆t
≈ k
2
4m
∫
d~∆ ρp(~p2)
Iij
∆
(E.25)
These correspond to the Rosenbluth potentials[10].
Even though the damping and diffusion coefficients due to IBS are dependent on
the phase space position, one may wonder whether one can find some appropriate
constant values, such as taking the values at the center of the distribution (~z1 = 0).
Using η = ~z1 − ~z2, we expand a general Gaussian:
f(~z2) =
1
Γ
e−
1
2
~zT2 M~z2 =
1
Γ
e−
1
2
ηT Mηe−
1
2
~zT1 M~z2+~z1Mη (E.26)
Now, keeping first order in ~z1, we use
f(~z2) ≈ f(η)(1 + ~zT1 Mη) (E.27)
The term without ~z1 integrates to 0 because of the ∆ˆ. Keeping the term proportional
to −pa, we get damping coefficients
bab =
4k2N
mΓ
IacCcb (E.28)
where
Iab =
∫
d6η
∆ˆa∆ˆc
∆b3
e−
1
2
ηiηjMijδ(∆ˆ · rˆ) (E.29)
For the diffusion coefficients, we can take the 0th order term because its the leading
term in this case. Setting ~z1 = 0, we get
dab =
4k2N
mΓ
∫
d6η
rˆarˆc
∆b3
e−
1
2
ηiηjMijδ(∆ˆ · rˆ) (E.30)
We write these for reference, but do not pursue this further.
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IBS Moment Evolution
In this section we combine together the damping and diffusion coefficients to find the
second moment evolution. We will not make the Coulomb Log approximation in the
following.
dΣab
dt
IBS
=
〈〈δpa〉
∆t
pb +
1
2
〈δpaδpb〉
∆t
〉
+ (a→ b) (E.31)
Using the expressions derived earlier for the drift and diffusion coefficients from IBS,
and combining the integrals together, we get
dΣab
dt
IBS
=
4k2
m
∫
d~z1d~z2
∆2r3
[
−∆ˆap1b + 1
2
∆rˆarˆb
]
f(~z1)
f(~z2)
N
δ(∆ˆ · rˆ) + (a→ b) (E.32)
Next, consider what happens to the first term under a change of variables that inter-
changes 1 and 2. The only changes will be that p1 → p2 and ∆ˆ → −∆ˆ. Thus under
the integral we can make the substitution
∆ˆap1b → 1
2
∆ˆa(p1b − p2b) = 1
2
∆∆ˆa∆ˆb (E.33)
which is the same for the term with a→ b so that we can just multiply the first term
by 2. Now, factoring out the ∆, and canceling one in the denominator, we have
dΣab
dt
IBS
=
4k2
mN
∫
d~z1d~z2
∆r3
[
rˆarˆb − ∆ˆa∆ˆb
]
f(~z1)f(~z2)δ(∆ˆ · rˆ) (E.34)
Next, we consider a general gaussian for f :
f(~z) =
N
Γ
e−
1
2
zizjMij (E.35)
normalized so that the integral over the distribution gives N , the total number of
particles. This means that
Γ = (2pi)3
√
detM−1 (E.36)
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To give a little more detail about the position and momentum distribution, we write
M =
(
A B
BT C
)
→ f(~z) = N
Γ
e−
1
2
Aabxaxb−Babxapb− 12Cabpapb (E.37)
The combination in the integrand can then be written
f(~z1)f(~z2) =
N
Γ2
e−
1
2
(z1iz1j+z2iz2j)Mij (E.38)
Now, we notice that
z1iz1j + z2iz2j =
1
2
(z1i + z2i)(z1j + z2j) +
1
2
(z1i − z2i)(z1j − z2j)
=
1
2
wiwj +
1
2
ηiηj (E.39)
with wi = z1i + z2i and ηi = z1i − z2i. We can now change variables under the
integration: ∫
d6~z1d
6~z2 . . . =
1
26
∫
d6ηd6w . . . (E.40)
The only dependence on w is in f . The w integral is
1
Γ
∫
d6w e−
1
4
wiwjMij =
23
Γ
∫
d6w¯e−
1
2
w¯iw¯jMij = 23. (E.41)
Doing the same thing to turn the 1
4
in the exponent in the η integral into a 1
2
, we get
an additional factor of 2. So, we are left with
dΣab
dt
IBS
=
Nk2
mΓ
∫
d6η
∆r3
[
rˆarˆb − dˆadˆb
]
e−
1
2
ηiηjMijδ(∆ˆ · rˆ) (E.42)
To make the constants more transparent, change variables in the integral to unitless
variables: r¯ = r
rm
and ∆¯ = ∆
P0
. The result is that the integrand is expressed in terms
of these unitless variables, and we multiply by an overall factor of P 20 :
dΣ¯ab
dt
IBS
= AKab (E.43)
171
with
A = Nk
2
mΓ
=
Nr20c
(2pi)3β3γ3xyσsσδ
(E.44)
Σ¯ab =
Σab
P 20
(E.45)
and
Kab =
∫
d6η
∆r3
[
rˆarˆb − dˆadˆb
]
e−
1
2
ηiηjM¯ijδ(∆ˆ · rˆ) (E.46)
Now the matrix M¯ is unitless, positions measured in units of rm, momenta in terms
of P0. Γ has units of length cubed times momentum cubed. So overall[
P 20 k
2
mΓ
]
=
[
p2l2p4
ml3p3
]
=
[
p3
ml
]
=
[
p2
t
]
(E.47)
as we expect. The dependence on rm is interesting. From the above expression,
it looks at first glance as though we could have chosen any value for rm and the
integrand would have same form. The hidden point is that the integrand diverges at
small r and whereas previously we cut the integrand off at r = rm, now we cut it off
at r¯ = 1. So the choice of rm as a unit really is special. Next, we consider spherical
coordinates for both ~∆ and ~r. The delta function is going to do one of the angular
integrals for us. We have a choice of which one. Define the following vectors:
eˆ1 =


sin θcosφ
sin θsin φ
cos θ

 , eˆ2 =


cos θcos φ
cos θsinφ
−sin θ

 , eˆ3 =


−sinφ
cosφ
0

 (E.48)
Then we can either let ∆ˆ = eˆ1 and bˆ = cosα eˆ2 + sinα eˆ3 or bˆ = eˆ1 and ∆ˆ =
cosα eˆ2 + sinα eˆ3.
Kab =
∫
d∆drdΩ
∆
r
habe
− 1
2
(h1r2+h2r∆+h3∆2)δ(∆ˆ · rˆ) (E.49)
where
hab = (rˆarˆb − ∆ˆa∆ˆb) (E.50)
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and
h1 = A¯abbˆabˆb (E.51)
h2 = B¯abbˆa∆ˆb + B¯abbˆb∆ˆa (E.52)
h3 = C¯ab∆ˆa∆ˆb (E.53)
Now, we do the r and ∆ integrals. We can see that the integral will diverge at
r = 0, and hence we need a minimum distance cut-off rm. We would like to consider a
∆ dependent cut-off. As an approximation, for now, we will take rm to be a constant.
Then, we can do the ∆ integration first:
Kab =
∫
dΩdαhab
∫
dr
e−
h1
2
r2
r
I∆(r,Ω) (E.54)
and
I∆(r,Ω) =
∫ ∞
0
∆e−
h3
2
∆2−a
2
∆ d∆ (E.55)
with a = h2r. We now do the following to isolate the r dependent part from the
non-r dependent part.
I∆ =
1
h3
∫
(h3∆− a
2
+
a
2
)e−
h3
2
∆2+a
2
∆ d∆
=
1
h3
e−
h3
2
∆2+a∆|∞0 +
a
h3
∫ ∞
0
e−
h3
2
∆2+a∆
=
1
h3
+
a
h3
e
−a2
h3
∫ ∞
0
e
−h3
2
(∆− a
h3
)2
d∆
=
1
h3
+
a
h3
e
−a2
h3
{ √
pi√
2h3
(−1 + Erf( a
2
√
h3
))
}
(E.56)
The 2nd term is thus:
h2
h3
∫
e−
h1
2
r2−h2∆r−h32 ∆2dr
=
q
2h3
(pi − 2 tan−1(q)) (E.57)
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where
q =
h2√
h1h3 − h22
(E.58)
The fact that h1h3 − h22 > 0 follows from the fact that Mij is positive definite, i.e.
Mijzizj > 0 for all zi. Now, we do the r integral by using the fact that
∫ ∞
1
e−
h¯1
2
r2
r
dr = − log(h1
2
)− γE +O(h¯1) (E.59)
which can be derived by changing variables to x = r2, integrating by parts and then
using the identity ∫ ∞
0
log(x)e−Cxdx = − 1
C
(logC + γE) (E.60)
with γE the Euler Gamma constant equal to 0.577 . . .. The order h¯1 remainder comes
from the integral from 0 to 1. Since h¯1 <
r2m
min(σx2,σy2,σs2)
we can ignore this term in
the typical situation. So we have
K
IBS
ab =
∫
dΩ
−hab
h¯3
[
(log(h¯1) + γE − log(2)) + q
2
(pi − 2 tan−1(q))
]
(E.61)
The third term here qhab
h3
integrates to 0 from the α integral. So we have
K
IBS
ab =
∫
dΩ
[−hab
h¯3
(log(h¯1) + γE)− q tan−1(q)
]
(E.62)
Let’s ignore the 2nd term for now, and do the α integral in the 1st term. We’d
like to integrate ∫ 2pi
0
hab
h3
dα (E.63)
This is the relevant α integral only if we’ve chosen the coordinates so that h1 doesn’t
depend on α. i.e rˆ = eˆ1 and ∆ˆ = cosα eˆ2 + sinα eˆ3.
We can then write h3 in the form
h3 = a cos
2 α+ b sinαcosα + c sin2 α =
1
2
(a+ + a− cos 2α+ b sin 2α)
= a+ +
√
a2− + b2 cos(2α + ψ) (E.64)
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where
sinψ =
−b√
a2− + b2
(E.65)
with a+ = a+ c and a− = a− c, and
a = eˆ2aeˆ2bC¯ab
b = 2eˆ2aeˆ3bC¯ab
c = eˆ3aeˆ3bC¯ab (E.66)
Now, rˆarˆb doesn’t depend on α, but ∆ˆa∆ˆb does. So for hab we can write
hab = rˆarˆb − uab cos2 α− vab sinαcosα− w sin2 α
= rˆarˆb − 1
2
(u+ab + u
−
ab cos 2α+ w sin 2α) (E.67)
with u+ab = uab + wab and u
−
ab = uab − wab. For uab, vab, wab we have explicitly
uab = eˆ2aeˆ2b
vab = eˆ2aeˆ3b + eˆ2beˆ3a
wab = eˆ3aeˆ3b (E.68)
Our α integral now becomes
∫ 2pi
0
hab
h¯3
dα = (rˆarˆb − 1
2
u+ab)
∫ 2pi
0
dα
a+ +
√
a2− + b2 cos(2α + ψ)
− 1
2
u−ab
∫ 2pi
0
cos 2α dα
a+ + a− cos 2α+ b sin 2α
− 1
2
vab
∫ 2pi
0
sin 2α dα
a+ + a− cos 2α + b sin 2α
(E.69)
The first integral can be done by changing variables- first shifting by ψ then scaling
by 2. Doing this does not introduce any overall factors. Then we use the formula
∫ 2pi
0
dα
A +B cosα
=
2pi√
A2 − B2 (E.70)
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so that the first term becomes
(rˆarˆb − 1
2
u+)
2pi√
4ac− b2 (E.71)
where we’ve used the fact that a2+ − a2− = 4ac. For the second and third terms, we
use the formulas
∫
cosα
A+B cosα + C sinα
=
2piB
B2 + C2 − A2 − A√A2 −B2 − C2 (E.72)
and
∫
sinα
A+B cosα + C sinα
=
2piC
B2 + C2 − A2 − A√A2 −B2 − C2 (E.73)
Now, we compute
A2 − B2 − C2 = 4ac− b2 ≡ q (E.74)
and we get
∫ 2pi
0
hab
h3
dα = 2pi
(
(rˆarˆb − 12u+ab)√
q
+
1
2
((uab − wab)(a− c) + vabb)
q + (a+ c)
√
q
)
= Θab(θ, φ)
(E.75)
Our final answer thus becomes
K
IBS
ab =
∫
dcos θ dφ [−Θab(θ, φ)(log(h1) + γE)] +
∫
dα d cos θ dφq
h
h3
tan−1(q)
(E.76)
Connection to Bjorken-Mtingwa and Coulomb Logarithm
Throwing away the terms in the growth rate without logarithmic divergence, and
ignoring the γE − ln 2 we have:
1
τ (a)
=
1
2
AC(a)ab Kab =
1
2
AC(a)ab
∫
dΩ
hab
h3
(log (h1)) (E.77)
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with
A = Nr
2
0c
32pi3β3γ4xyσsσδ
(E.78)
If we approximate the term in the parentheses as a constant, and call it 2Lc (the 2 is
because the argument in the logarithm is squared), we get
Kab = 2LcK
BM
ab (E.79)
K
BM =
∫
dΩ
hab
h3
=
∫
dαdcos θdφ
(rˆarˆb − ∆ˆa∆ˆb)
C¯ab∆ˆa∆ˆb
(E.80)
Now, if we make the choice
rˆ = bˆ1cosα+ bˆ2sinα (E.81)
and do the α integral we get
K
BM
ab = pi
∫
dcos θdφ
δab − 3∆ˆa∆ˆb
C¯ab∆ˆa∆ˆb
(E.82)
Now using the relation
2
∫ ∞
0
∆e−y∆
2
d∆ =
1
y
(E.83)
we get that
K
BM
ab = 2pi
∫
d∆dω∆(δab − 3∆ˆa∆ˆb)e−∆2Cab∆ˆa∆ˆb
= 2pi
∫
d~∆
∆
(δab − 3∆ˆa∆ˆb)e−~∆a ~∆bCab (E.84)
Now, following B-M, using the identity
1
∆3
=
∫ ∞
0
dλ
√
λ
4
√
pi
e
−λ∆2
4 (E.85)
we get
K
BM = 2pi2
∫ ∞
0
dλ
√
λ
det(Λ)
(δabTr(Λ
−1)− 3Λ−1ab ) (E.86)
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where Λ = C¯− λI. So, for the growth rate we get
1
τ (a)
=
1
2
C
(a)
ab 2Lc(2pi
2)
Nr20c
32pi3β3γ4xyσsσδ
∫ ∞
0
dλ
√
λ
det(Λ)
(δabTr(Λ
−1)− 3Λ−1ab ) (E.87)
Lebedev Approximation
Lebedev et. al. [51] considers the limit where σpz  σpx,y Here, this means C33 
C11,22. We approximate the integrals
K
BM
ab =
∫
dcos θdφ
δab − 3∆ˆa∆ˆb
C11(sin θcosφ)2 + C22(sin θsin φ)2 + C33(cos θ)2
(E.88)
Since usually K33 is most important let’s consider that. The integral we need can be
written ∫ 1
0
dx
1− 3x2
C1(1− x2) + C33x2 (E.89)
where C1 = C11 sin
2 φ + C22 cos
2 φ and C1  C33 ∀ φ. Now, define  = C1/C33 and
we have
1
C33
∫ 1
0
dx
1− 3x2
x2 + (1− x2) =
3
− 1 −
(1 + 2) tan−1
(√
1

− 1
)
(− 1)√1− √ (E.90)
The first term is ≈ 3 and the second term is ≈ 1/√, so for large  we can ignore the
first term and just keep the 1/
√
 term in the second. Using the fact that tan−1 of a
large number approaches pi/2, we approximate the integral as pi
2
√

so that the integral
becomes
K
BM
ab ≈
pi√
C33
∫ 2pi
0
dφ
1√
C11 sin
2 φ+ C22 cos2 φ
(E.91)
We have put a factor of 2 back in since the integral was really from x = −1 to x = 1
and we used symmetry to make it from 0 to 1. Note that when we put the prefactor
back in for the growth rate, the dependence on σδ drops out, as Lebedev has noted.
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