This paper deals with the problems of stability analysis and control synthesis with H ∞ performance for the master-slave synchronization of Lur'e systems using a time-delay feedback control. The proposed approach consists in obtaining a new improved H ∞ robust stability criteria as well as a control law based on linear matrix inequalities (LMIs) via discretized Lyapunov-Krasovskii functional combined with an alternative strategy based on the introduction of slack variables to allow the decoupling of the system matrices from the Lyapunov matrices. Using the problem of synchronizing coupled Chua's circuits, two examples are presented to illustrate the effectiveness of the proposed methodology.
Introduction
Since the seminal papers in [Fujisaka & Yamada, 1983; Pecora & Carroll, 1990] , in which the theoretical and experimental evidence of chaotic systems synchronization were discussed, much effort has been devoted to the study of such systems. A specific issue in this topic is the theoretical/ practical relevance of synchronizing Lur'e systems with time-delay feedback, which is the main motivation of the present paper. As pointed out in [Yalçin et al., 2001] , oscillators are the key components in chaos based communication systems. Although there are many different approaches to transmit/recover information from point to point by using chaotic carrier signals (e.g. see Sec. 3.4 in [Andrievskii & Fradkov, 2004] and references therein), specific methods are preferred in some particular cases due to practical limitations. Such a situation occurs in the secure transmission of information relying on synchronized chaotic lasers, in the context of optical communication systems [Liu et al., 2001; Chen & Liu, 2000] . In this case, the speed constraints related to the processing of optical signals demand simple and robust ways to achieve synchronization [Blakely et al., 2004] . More information about chaotic laser systems and time-delay can be found in [Souza et al., 2008b] and references therein.
The Lyapunov-Krasovskii theory, allied with the linear matrix inequalities (LMI), has been an important tool to establish stability criteria [Yalçin et al., 2001; Liao & Chen, 2003; Huang et al., 2006a; Cao et al., 2005; Wen et al., 2006; Sun, 2004; Souza et al., 2008b] and control strategies [He et al., 2006; Huang et al., 2006b ] to synchronization between master-slave systems represented as uncertain timedelayed Lur'e systems.
In the literature, when considering LMI based approaches to time-delay systems, some strategies usually adopted to obtain less conservatives conditions in the context of the delay-dependent stability conditions make use of: over-bounding cross terms, different classes of model transformations, Lyapunov-Krasovskii functional selections and Leibniz-Newton formula manipulations (see, e.g. [Fridman & Shaked, 2002 , 2003 Lee et al., 2004; Palhares et al., 2005a Palhares et al., , 2005b Chen, 2003; Xu et al., 2006; Souza et al., 2007; Souza et al., 2008b] ). However, most of these approaches may be considered conservative and/or include additional dynamics in the original system. On the other hand, Gu [1997] proposed an alternative strategy taking as starting point the discretization of the Lyapunov-Krasovskii functional. This method seems to be effective in the problem of stability analysis for time-delay systems [Gu, 1997] and [Gu et al., 2003] , however its applicability in the case of control design is not immediate, and furthermore presents some difficulty since products between the system matrices and the Lyapunov-Krasovskii matrices occur. These products will unfortunately generate cross-product between different decision variables. To overcome this problem, alternative strategies to extend the discretization of LyapunovKrasovskii method in order to decouple the system matrices have been proposed in [Fridman, 2006; Souza et al., 2008a] .
The main contribution of this paper is to use a simple strategy that introduces slack matrices and decouples the system matrices from the Lyapunov-Krasovskii ones and as a result the proposed approach extends Gu's discretization technique to H ∞ control synthesis. Unlike [Souza et al., 2008a] where only robust stability analysis for neural networks is developed, the approach presented in this paper is completely developed in a new H ∞ setting and includes control synthesis. Computer simulations examples are performed to support the theoretical finding, that is, a less conservative method to the robust H ∞ analysis and control synthesis for the master-slave synchronization problem of Lur'e systems via time-delay feedback control when compared to other works in the Literature. The results in this paper can be easily extended to the case of uncertain polytopic systems. The following notation is used in this paper: " * " denotes the symmetric terms in a given matrix, the superscript "T " represents the transpose, M > 0 (< 0) means that the matrix M is positive (negative) definite and diag{·} denotes a diagonal matrix.
Preliminaries
Consider the following master-slave synchronization scheme:
S :
where M is the master system, S is the slave system and C is the time-delay feedback control law. The state vectors are given by x, y ∈ R n , the output of each system is denoted by p, q ∈ R l , the exogenous disturbance vector is given by w(t) : Figure 1 shows the scheme of synchronization between the master and slave systems where the authors applied a time-delay feedback to the slave system with control signal u(t) ∈ R n , with the feedback matrix K ∈ R n×l and time-delay τ . Synchronization means agreement or correlation of different processes in time, therefore the design of the controller C aims to make x(t) − y(t) → 0 as t → ∞, where · is a norm defined in R n .
By defining the error signal as e(t) = x(t)−y(t), the error system can be represented as follows ε :
with F = −KH, and η [Ce(t), y(t) 
Throughout the paper, the following assumption (H) will be used to derive the conditions for the robust stability. 
where c T i denotes the ith row vector of C. The following inequality holds,
Notice that the initial condition of the error system is e(t) = 0, t ∈ [−τ 0].
The following H ∞ performance index (see, e.g. [Palhares et al., 2005a] ) is also considered in the proposed control scheme,
where γ ∈ R + . Henceforth error system (2) of master-slave synchronization for Lur'e systems using the timedelay feedback control is considered.
The main issues necessary to support the elaboration of the less conservative condition for the stability analysis of the error system in (2) are presented in the sequel. 
holds.
The selected Lyapunov-Krasovskii functional is
where e t is the value of e(t) in the interval [t − τ, t] ,
and Q, R and S are Lipschitz matrix functions with piecewise continuous derivatives. Then, to prove that the error system (2) is asymptotically stable, the Lyapunov-Krasovskii functional needs to satisfy the following condition:
and, its derivative the next condition:
for sufficiently small > 0. To obtain LMI conditions that satisfy the conditions (7) and (8), Gu's discretization technique will be used.
The discretization technique of Gu [1997 ]
This technique consists in dividing the delay inter-
. Each small square is further divided into two triangles. The continuous matrix function Q(ξ) and S(ξ) are chosen to be linear within each segment and the continuous matrix function R(s, ξ) is chosen to be linear within each triangle. Then, since these matrices are piecewise linear, they can be expressed in terms of their values at the diving points using an interpolation formula, i.e.
Asymptotic Stability Analysis and H ∞ Performance
In this section, an asymptotic stability condition for error system (2) of the master-slave synchronization for Lur'e systems using a time-delay feedback control based on LMIs is presented. The issues presented in the previous section will be used in the proof of the main Theorem stated below. 
, N of appropriate dimensions such that the following LMIs are satisfied:
and
and in D s and D a it follows:
where F = −KH .
Proof. Consider the Lyapunov-Krasovskii functional selected as in (6). Firstly this Lyapunov functional satisfies the condition in (7),
. . , N and if the LMI in (10) holds (details for the proof of this statement can be found in [Gu et al., 2003, p. 185] ). Moreover, if S N > 0, the constrain (11) implies that Gu et al., 2003, Prop. 5.22] . Next, in order to prove that LyapunovKrasovskii derivative condition (8) is satisfied, take the time-derivative of Lyapunov-Krasovskii functional (6), as follows:V (e t ) = 2ė
now integrating by parts, using assumption (H) that deals with the nonlinearities, and adding in the null term from Lemma 1 yieldṡ
× {−ė(t) + Ae(t) + F e(t − τ ) + Bη[Ce(t), y(t)] + Dw(t)}.
Under the zero initial condition for the error system in (2) and V (e t )| t→∞ → 0, and considering the H ∞ performance index in (4) together with the solution of the system in (2) for any nonzero w(t) ∈ L 2 [0, ∞) it follows that
that can be rewritten as
where
and Ξ is defined in (12). Now, considering Gu's discretization technique described in Sec. 2.1, it follows that:Ṡ
and with Q, R and S chosen in (6). The integrations in (20) can be divided into segments [θ i , θ i−1 ]. For instance, considering just one term of (20) one obtains:
In the same way and considering (21), (20) can be rewritten as
with, Ξ, D s , and D a given as in (12)- (14), respectively, and
Then, applying [Gu et al., 2003, Prop. 5 .21] to (23) one obtains LMI (11). This implies that J(t) < 0 for all nonzero w(t) ∈ L 2 and the origin of error system in (2) is asymptotically stable in the context of the Lyapunov-Krasovskii theory, with disturbance attenuation γ for the time-delay τ .
Notice that when the null term in (19) was added, at this pointė(t) is taken into account, the proposed approach satisfies the LyapunovKrasovskii derivative condition, as in [Fridman, 2006; He et al., 2005] , given by:V (e t ) ≤ − 0 e(t) 2 − 1 ė(t) 2 , where 0 > 0 and 1 > 0 are some scalars. Note that − 1 ė(t) 2 is null in inequality (8).
Remark 1. Theorem 1 allows the minimum value for the H ∞ disturbance attenuation, γ, to be found by solving the following optimization problem with LMI constraints. minimize ρ subject to: (10) and (11) where ρ γ 2 .
Delayed H ∞ Control Synthesis for Synchronization
In this section the delayed H ∞ control synthesis for synchronization is considered. The strategy is to extend the analysis result of Theorem 1 to time-delay feedback control synthesis with H ∞ index of disturbance attenuation. 
. . , N of appropriate dimensions such that the LMI in (10) and the following LMI are satisfied:
where, (14), (15) and in (16), respectively. In this case the control gain is given by
Proof. Consider the LMI in (11), substitute F by −KH and choose a particular case, Y 1 = δY 2 , where δ is a tuning scalar parameter. Then, introducing the linearization variable:K = Y T 2 K, the LMI in (24) is obtained. Moreover, from Theorem 1, it is easy to see that the control gain assures a guaranteed H ∞ disturbance attenuation level and the asymptotic stability for (2), which concludes the proof.
Remark 2. Theorem 2 allows the minimum value for the H ∞ disturbance attenuation, γ, to be found by solving the following optimization problem with LMI constraints. minimize ρ subject to: (10) and (24) where ρ γ 2 .
Remark 3. Notice that it is easy to extend Theorems 1 and 2 to the case of parameter variations where the system matrices A and B are uncertain but belong to a known polytope. Consider that all the matrices are gathered in a system matrix G = (A B). The polytope with κ vertices is described by:
In this case, Theorem 1 may be extended to the case of robust stability analysis and Theorem 2 may be extended to the case of H ∞ robust control for uncertain error system (2) just by taking all the V vertices of the polytope P in (26), which is the same as to consider the system matrices in the LMIs rewritten as A v and B v , for all v = 1, . . . , V.
Numerical Illustrative Examples
Example 1. Consider the Chua circuit governed by the following equations (27) where h(x), the nonlinear characteristic of the system, is given by
and the parameters are a = 9, b = 14.28, c = 1, m 0 = −1/7, m 1 = 2/7. With these set of parameters, the system settles on the well-known double scroll attractor. System (27) can be represented in the Lur'e form as follows
and σ(ν) = 1/2(|ν + c| − |ν − c|) belongs to sector [0 κ] with κ = 1. As considered in [Yalçin et al., 2001] , the output matrix is selected as H = [1 0 0], which means that the master system is connected to the slave system by the first state variable.
By choosing K = [6.0229 1.3367 − 2.1264] T the system in [Yalçin et al., 2001 ] is now investigated. Applying Theorem 1 proposed in this paper, Table 1 is obtained. This table shows the largest time-delay for different numbers of partitions N = 1, 2, 3 in the time-delay interval, [−τ, 0] , i.e. different number of Lyapunov-Krasovskii matrices, Q, R and S. Now for comparison purpose, applying Theorem 2 in [Yalçin et al., 2001 ] results in the largest time-delay τ = 0.039 s, applying Theorem 1 in [Huang et al., 2006a] results in τ = 0.083 s and applying Theorem 1 in [Souza et al., 2008b] results in τ = 0.141 s. It is clear that the proposed method is less conservative than the methods in [Yalçin et al., 2001; Huang et al., 2006a; Souza et al., 2008b] for this first example.
To further demonstrate this, τ = 0.16 s is now considered. Figures 2 and 3 show the error signal 13.28 ≤ b ≤ 14.28, i.e. a polytopic domain of uncertainty, the sufficient condition to ensure the robust stability can be checked taking only the four vertices of the uncertainty domain. Thus, using Theorem 2 and considering δ = 0.26628 (the best value) and N = 2, one gets the feedback gain control K = [4.0826 0.7391 −3.1720] T , for the timedelay no greater than τ = 0.188 s and the minimum H ∞ disturbance attenuation level of γ = 240.9156. 
Conclusions
The problem of robust H ∞ analysis and synthesis for uncertain master-slave synchronization for Lur'e systems using time-delay feedback control has been discussed in this paper. A new improved stability and control design based on LMIs have been derived by selecting an appropriate LyapunovKrasovskii functional and using Gu's discretization technique together with a simple strategy that decouples the system matrices from the LyapunovKrasovskii matrices. Illustrated by examples, the results obtained in this work suggest that the proposed approach is very efficient.
