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Abstract
The frequency and length of a runner’s steps are fun-
damental aspects of their performance. Accurate measure-
ment of these parameters can provide valuable feedback to
coaching staff, particularly if regular measurement can be
made and monitored over the course of a season. This pa-
per presents a computer vision based approach using high
framerate cameras to measure the location and timing of
foot contacts from which step length and frequency can
be determined. The approach is evaluated against force-
plates and optical motion capture for a mix of 18 trained
and recreational runners. Force-plates and optical motion
capture are considered to be the current “gold-standard”
in biomechanics, and this is the first vision based paper
to evaluate against these standards. Landing and take-off
times were shown to be measurable to within 1.5 frames (at
180fps) and step length to within 1 cm.
1. Introduction
The use of video to analyse the technique and perfor-
mance of athletes is an established area, from the manual
annotation of videos [12] through to full-body motion cap-
ture using optical marker-based tracking systems [18] and
emerging research systems based on markerless technolo-
gies [9]. A key aspect of the application of video analy-
sis to biomechanics and sport is the need for high precision
in both time and location (whereas a graphics application,
more typical to the computer vision literature, can get by
with only accurate appearance).
Running performance is affected by many factors, but
two fundamental properties affecting speed are step length
and step frequency, with duration of contact also of inter-
est. Step frequency and contact start and end times can
be measured to high precision using force plates embed-
ded in the floor of a running track [10], while step-length
can be reliably estimated [8] from optical marker-based mo-
tion capture systems (such as Qualisys and Vicon). Force-
plate systems are expensive and not widely available, with
very few facilities equiped to handle more than a couple of
steps. Optical motion capture systems can be made avail-
able at tracks, but are again expensive, and more often lo-
cated in dedicated labs and studios. The primary problem
with marker-based motion capture systems is the require-
ment for the athlete to wear a set of infra-red (IR) reflective
tracking markers. These markers, which must be accurately
positioned on the body, can interfere with the natural perfor-
mance of the athlete, and can be time consuming to position
and thus impractical for regular use.
Inertial measurement units [15] can be made regularly
available at training facilities, however these also require
the athlete to wear equipment which may interfere with
their natural performance. Optojump, a commercial system
based on the athlete breaking light beams with their feet
appears to provide a solution that does not impact perfor-
mance, but the accuracy of foot contact detection has been
questioned [3]. Currently the most appropriate method of
obtaining step characteristic information outside of the lab-
oratory, without impeding the athlete, is to use manual digi-
tisation of video sequences [4]. However, this method is
laborious and time-consuming, which limits its utility.
Automatic video based detection techniques can provide
step-length and contact-time measurements non-invasively,
but achieving high accuracy is difficult. One approach is
to observe that the runner’s foot is effectively static once
on the ground (though the foot does still rotate around the
toes). This provides a strong cue from which ground contact
can be determined. For example, Zhu et al. [24] observed
that motion blur reduced the clarity of edges on the moving
foot vs. when the foot was static, allowing them to mea-
sure step length and frequency. However, such an approach
seems sensitive to camera shutter speed and this was not
addressed. A more promising approach is to use the silhou-
ette of the runner (from background subtraction) to compute
an “accumulator” image. Initialised to 0, the accumulator
then counts up the number of frames during which an image
pixel is labelled foreground. In Harle et al. [11] this tech-
nique was used with the runner passing horizontally across
the image, and each step’s contact identified by applying a
threshold to the accumulator. From this they could mea-
sure step frequency and step length (in image space). The
basic algorithm then required extra work to eliminate false-
positive contacts, but shadows, reflections or sub-optimal
running technique could all still affect performance. The ac-
cumulator approach was also used by Jung and Nixon [13]
to localise foot contacts, but step timings were indirectly
inferred from the periodic movement of the person’s torso.
Another approach based on indirect observations was taken
by Amini et al. [2], where an RGB-D camera (Microsoft’s
Kinect v2) was used to track knee angle, and this used to
infer foot contact events. Performance was reported for de-
tection accuracy, but not timing or step length precision.
The idea of using RGB-D sensors could have advantages
for body and foot localisation, however the relatively slow
30 Hz sampling rate of most such systems limits applica-
bility in fast-motion, timing critical measurement systems.
Similar indirect measurements could be made through mod-
ern, markerless motion-capture techniques such as Open-
Pose [7], but is not clear that suitable precision could yet be
achieved.
Good precision in measuring step-length and contact
times of individual steps would allow coaches to build up
statistics of their athletes during multiple stages of events,
such as the start, the acceleration phase, and the mainte-
nance of peak velocity. Where errors are too large, aver-
aging is required over more steps to produce robust perfor-
mance statistics, reducing the potential information gains
for coaches. As such, this paper focusses on measuring the
timings of individual contacts, rather than a broader step
frequency.
A multi-camera system is proposed. Although the use
of multiple cameras increases the expense and difficulty of
hardware set up, the added robustness is considered a sig-
nificant advantage. The proposed system is the first such
vision system to be evaluated against gold-standard biome-
chanics measurement devices: a force-sensitive plate em-
bedded in the floor beneath the runners for timings, and
marker based motion capture of a subset of the runs for step
length. Results show that contact start and end can be timed
to within 1.5 frames (at 180fps), and step length to within 1
cm.
2. Proposed approach
2.1. System overview
The proposed approach uses multiple synchronised and
calibrated cameras to perform robust and accurate localisa-
tion of each foot contact. The determination of the exact
frame when the foot makes contact with and subsequently
takes-off from the ground is determined using a single cam-
era algorithm. The overall structure of the system can be
seen in Figure 1.
The arrangement of cameras is designed such that an ex-
tended number of cameras could be used to form a “corri-
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Figure 1. Overall system
Figure 2. Cameras 1, 2 and 3 form a triangle observing a section
of track. An extended corridor can be created by duplicating this
triangular arrangement (dotted triangles). Individual foot-contacts
should thus be viewed by three cameras. Cameras 4 and 5 can aide
localisation by viewing more parallel to the direction of travel. The
force plate serves as a validation tool.
dor” lining a running track, as shown in Figure 2. The main
cameras are arranged with optical axes perpendicular to the
running track to provide the desired view for determining
contact times, and so that any foot contact within the cor-
ridor should be observed by three cameras. Extra cameras
with a view more parallel to the track are used to aid local-
isation. The perpendicular cameras should be sufficient on
their own, but in the practice the extra track-parallel cam-
eras have been vital to ensuring robust contact detection,
making the 5-camera setup a minimum setup. The cameras
have wide angle lenses to capture multiple steps from each
section of the corridor, and to facilitate the imagery also be-
ing used for whole-body motion analysis should a suitable
parallel system be available.
The system requires synchronised and calibrated cam-
eras. Calibration is achieved through observations of a
calibration board. Instrinsic calibration is achieved as per
Zhang [23]. The known size of the calibration board allows
each board position to be reconstructed in 3D from a single
camera. One camera is chosen as the “root” and set at the
origin, and the boards it observes are initialised in 3D. Cam-
eras that can also observe those board positions can then be
initialised relative to the boards. The new cameras allow
more boards to be initialised, allowing more cameras to be
initialised. Bundle adjustment [20] is used to optimise the
positions of cameras and grids using the Ceres solver [1].
With practice, this calibration procedure is not difficult and
the resulting calibration is suitable for precise foot localisa-
tion. The final stage of calibration uses manually annotated
points on the ground to identify the scene origin and ground
plane alignment. It is assumed that the ground is approx-
imately planar, and the scene coordinate system is aligned
such that the ground forms the z = 0 plane (referred to as
the “ground plane”), with +z up. For simplicity, the +y
axis was aligned with the direction of running, and the ori-
gin was at the corner of the force-plate.
2.2. Foot contact detection
A multi-camera approach is used for detecting the ap-
proximate time and precise location of each foot contact.
First, background subtraction is performed to isolate the
athlete in each video stream. Background subtraction is
suitable for real-world outdoor use so long as a degree of
environmental control is enacted to control shadows, reflec-
tions, sudden lighting changes, and sufficient contrast be-
tween the athlete and the background. Contrast is especially
important regarding the athlete’s footwear and the track. A
recent and comprehensive review of background subtraction
approaches is provided by Bouwmans [6]. For the results
presented in this paper, the IMBS algorithm [5] was used.
For each frame t of video, the image from camera i is de-
noted as Ii,t, and the foreground mask resulting from back-
ground subtraction denoted as Mi,t. The foreground mask
labels each pixel of the image as backgroundLb, shadowLs
or foreground Lf , as shown in Figure 3. Ideally, the runner
should be segmented wholly as foreground, with all other
pixels labelled as background or shadow. In practice, the
settings of the background subtraction that allow for com-
plete body segmentation also result in some image noise
being labelled as foreground. Such noise regions will nor-
mally be inconsistent between cameras, and multi-camera
processing will allow them to be handled.
2.2.1 Ground occupancy map
Foot contact events and their approximate locations are de-
termined using a “synergy map” style approach [14]. A
grid G is defined over the ground plane, with nc columns
Figure 3. Background subtraction results for a frame of video of
a runner. Foreground is shown in white, shadows are grey, back-
ground is black.
Figure 4. From left to right: Ground-plane occupancy before
thresholding, knee-plane occupancy before thresholding, and body
occupancy with green highlight where values are larger than
threshold. These can be thought of as top-down views of the
scene. The brighter a pixel is, the more cameras see that point
of the scene as foreground. These occupancy maps correspond to
the foreground masks in Figure 3
and nr rows - this is the “synergy” or “ground occupancy”
map. The centre pg(r, c) = [ xr,c yr,c 0 ]T of each cell
g(r, c) of this grid can be projected, using the camera cali-
brations, into each camera view, as (ui, vi) = Pi(pg(r, c))
(where Pi is some function representing the projection).
This computation need only be computed once to improve
processing efficiency.
The synergy map for each frame of video is constructed
by first initialising each grid cell to 0. Each cell is then
processed to count:
• the number vr,c of camera views the cell is visible in
(the cell’s centre projects within the image)
• the number or,c of camera views that see the cell as
foreground (i.e. Mi,t(ui, vi) = Lf ).
When the athlete runs through the frame, their feet will
contact the ground, and their location on the ground will be
identifiable through the occupied cells for which or,cvr,c = 1.
This can be seen in Figure 4.
The ground occupancy map can be computed for every
frame of the video. Next, for each cell, the set of activa-
tion periods is determined. An activation period is defined
Figure 5. Image depicting ground cells for which the longest ac-
tivation period has a duration longer than a specified threshold.
Individual foot contact regions are clearly visible.
as an unbroken set of frames for which a cell is occupied,
and recorded with its start and end frames. Activations with
shorter duration than a specified threshold are discarded as
noise.
2.2.2 Body occupancy map
It is possible for noise in the foreground masks, or other
distractions, to cause spurious occupancy of grid cells. To
help improve robustness, a process is implemented that de-
termines the location of the athlete’s torso, and verifies that
only activations that conform with the location of the body
can be considered as potential foot contact locations.
The body occupancy map B is constructed based on
a modified synergy map approach [22] that has the ef-
fect of merging multiple horizontal scene planes. For each
grid cell, a line is drawn vertically (parallel to the scene
z axis) with its end points at [ xr,c yr,c 0.75 ] and
[ xr,c yr,c 2.0 ]. These end points are projected into
each image, and the percentage of pixels along the resulting
line segment in the image that are foreground is calculated,
accumulated across views, and normalised by the number of
views. The resulting value is thresholded, and cells with a
value larger than the threshold are labelled as occupied. An
example of a body occupancy map can be seen in Figure 4.
2.2.3 Identifying foot contacts
The easiest method for identifying foot contacts is to create
an image where each cell is coloured based on the length
of its longest activation period. As shown in Figure 5, this
allows for a simple extraction of contact locations by thresh-
olding on activation duration. However, such an approach
is not robust to multiple runners or a runner returning over
the same ground. Although these events are not expected
in the basic use case of a single runner passing through the
scene, a more flexible algorithm is still preferred.
Frames of the video are processed iteratively. At each
frame, all grid cells are explored and those which have an
activation period including the current frame are identified.
Some extra work is performed to better handle noise on the
foreground mask which can briefly cause some occupied
cells to appear not-occupied. The earliest start frame te and
latest end frame tl from all activation periods that include
the current frame are identified. Any unoccupied cells that
have activation periods ending after te or starting before tl
are also considered occupied in the current frame.
A binary image where each pixel represents the cells of
G as either occupied or empty is created. A similar image
is constructed for cells in B which are occupied during the
time window from te → tl. The two grid occupancy images
are intersected, and the result is dilated to help fill any small
holes. Connected components is then used to identify the
blobs in this image as a set of potential foot contacts active
at this frame.
The potential foot contacts are either recorded as new
contacts (regions of grid cells with a known start and end
time), or used to update contacts at the same location iden-
tified in the previous frame. Once all frames of video have
been processed, a set of foot contacts will be known, as well
as the frames at which they start and end. An approximate
position for the contact is taken as the centre of mass of
occupied cells on the frame at which the contact appears
largest. Multiple contacts in the same location at the same
time are merged together on the assumption that only one
foot will be present at any one location at any one moment.
2.3. Contact location refinement
The initial location of the contact is imprecise and gener-
ally needs to be improved. A 3D bounding box with dimen-
sions approximately foot-sized (380mm long, 60mm wide,
35mm tall) serves as a basic model for the foot. It is aligned
with the direction of motion of the runner, and initialised
with its centre at the initial estimate (x0, y0) of the foot con-
tact position.
The estimate of the location of the foot is refined by eval-
uating the position of the bounding box, and minimising a
suitable error function. The proposed error function con-
sists of four terms:
(x, y) = wdd(x, y)+∑
i
(wf f (x, y, i) + wss(x, y, i) + wcc(x, y, i)) (1)
The first error is a simple distance from the initialisation
position. This helps to ensure the foot contact estimate does
not get distracted by other foreground regions in the image
and remains relatively close to the initial foot position.
d(x, y) =
∥∥∥∥[ xy
]
−
[
x0
y0
]∥∥∥∥
The remaining three error terms are summed across all
cameras i. Each requires the projection of the 3D bounding
box β into a 2D bounding box βi in each image. This is
achieved by projecting the 8 corner points of β into image
i and finding the smallest axis-aligned bounding box that
encapsulates all of the projected corners.
The first of the remaining three parts of the error,
f (x, y, i) is the sum of foreground pixels within βi, nor-
malised by the area of βi. Note that this error is negative
because the aim is to find a minimum of the overall error
term. The normalisation ensures that a solution with a larger
bounding box (by being closer to a camera) is not preferred
to one with a smaller bounding box:
f (x, y, i) = − 1
A(βi)
∑
p∈βi
k(p) (2)
k(p) =
{
1 if p = Lf
0 otherwise
(3)
For the next term, the foreground mask image of each
viewMi is transformed into a distance imageDi, where the
value of each pixel represents the distance of that pixel from
the nearest foreground pixel (see Figure 6). By summing the
value of these pixels inside βi, this helps to direct the search
for a solution towards foreground regions.
s(x, y, i) =
∑
p∈βi
Di(p) (4)
The final term is designed to encourage the bounding box
to centre on the foot. By being larger than the foot, there
can be multiple bounding box positions that wholly enclose
the foot, and thus have an equal number of foreground pix-
els. This term helps to reinforce the desire for the foot to
be centred in the bounding box. In each view, the leftmost
pl = (ul, vl) and rightmost pr = (ur, vr) pixels inside βi
which are foreground are found, as well as the left lβ,i and
right rβ,i edges of βi. The error term tries to ensure the dis-
tance from the left edge of the bounding box to the leftmost
foreground pixel is equal to the distance between right edge
and rightmost pixel.
c(x, y, i) = |(|ul − lβ,i|)− (|ur − rβ,i|)| (5)
The overall error can be minimised using standard opti-
misation algorithms such the Nelder-Meade Simplex [19].
The weights have been set to wd = 500 (assuming dis-
tances are measured in millimetres), wf = ws = 1 and
wc = 2000. The search will optimise only the x and y posi-
tion of the bounding box centre, with z set such that the base
of the bounding box is on the ground, i.e. [x y 17]T
Orientation of the bounding box is currently assumed to be
known from the running direction.
Figure 6. Distance transform (right) of the foreground mask (left)
2.3.1 Selecting a frame for refining contact location
For many runners, especially recreational runners, the static
foot making contact with the ground can be obscured by the
second foot as it crosses through its step. To get the best
estimate of the location of the static foot, it is important to
avoid moments when the crossing foot causes any occlu-
sions or interference.
To this end, it is useful to construct a further occupancy
map at approximately knee-height. This can be used to
show the path of the crossing foot and identify moments
when the crossing foot does not interfere with observations
of the static foot. The occupancy map of the knee plane can
be imaged such that each occupied cell takes on a bright-
ness from 0 (the earliest estimated start of the contact) to
1 (the estimated end time of the contact), based on the last
frame the cell is considered occupied. This will produce
an image with a bright patch where the static foot is (as it
remains present until the end of the contact), and a streak
through the image where the crossing foot moves through.
Examples of this can be seen in Figure 7.
After identifying where in this map the static foot is lo-
cated, the time at which the crossing foot is one foot-length
in front of and one foot-length behind the static foot can be
determined. If the crossing foot is not present behind the
static foot, or more rarely, not present in-front of the static
foot, then the crossing foot is unlikely to cause interference
with observations of the static foot. However, if the pres-
ence of the crossing foot is detected, the time where it is
one foot-length behind the static foot is chosen as the mo-
ment for refining the position of the static foot.
2.4. Critical landing and takeoff frames
A precise estimate of step-frequency requires a precise
estimate of the exact moment the foot makes contact with
or takes-off from the ground. Contact duration is measured
from the frame the foot first makes contact, to the frame af-
ter it is last in contact. These instants can be difficult to ob-
serve, leading to indirect approaches for finding step timing
using knee [2] or ankle joint angles, or head motion [13].
Indirect inference could also be made by observation of the
periodic motion of the foot. However, as with other indirect
observations, the precise contact times are unclear.
Observation of the foot on each contact suggests that a
direct observation of contact start and end can be deter-
mined by watching for the start/end of vertical motion of the
Figure 7. Two examples of detecting the crossing foot. The top
shows a section of the knee occupancy map, with shading repre-
senting time from contact start to contact end, and the green circle
the location of the static foot. On the left, the trained sprinter’s
technique with high knees causes no crossing issue. On the right,
the motion of the crossing-leg through the knee plane can be seen.
The crossing event is detected, and the lines across the image show
one foot-length in front of and behind the static foot. These lines
allow the determination of a time when the crossing foot does not
obscure the static foot.
foot. However, as the foot is a deformable object, tracking
it as a single entity (for example using algorithms submit-
ted to the Visual Object Tracking Challenge [16]) will not
robustly identify when the first part or last part of the foot
makes contact with the ground. As such, tracking individ-
ual parts of the foot is more informative. Traditional fea-
ture points trackers such as SIFT [17] were found to have
difficulty locking onto specific small parts of the foot, par-
ticularly with sufficient density. As such, and with respect
to the goal of monitoring purely vertical movement, a task
specific slice image feature was developed.
2.4.1 Slice features
The slice image features are constructed as follows. The
bounding box βi (see Section 2.3) is used to isolate the foot
in the image. The height of βi is tripled by padding above
and below. A subwindow W of the video frame is now
extracted. W is lightly smoothed using a bilateral filter to
give Ws, and then vertical gradients Wg of Ws are calcu-
lated. Ws and Wg are subdivided into ns vertical slices.
Where the slices are more than one-pixel wide, the horizon-
Figure 8. Top row: Colour image and vertical gradients. Bot-
tom row: Slice features assuming image divided into 10 slices (30
slices are used for the presented results).
tal mean of pixel values is calculated such that each vertical
slice becomes a 1-D vertical feature. These colour Sc and
gradient Sg slices (Figure 8) are used as tracking features.
For the results presented in this paper, 30 slices were used.
2.4.2 Tracking slices
Tracking always begins from a frame when the foot is
known to be on the ground. For take-off, tracking is per-
formed forwards in time. For landing, tracking is performed
backwards in time. To avoid confusion with the crossing
foot, tracking is started using frames where the crossing foot
will not be a problem. These frames are identified during
pre-processing for foot location refinement as described in
Section 2.3.
Tracking begins at the identified start frame and proceeds
for a duration of 0.2 seconds. This time is set as a config-
uration option and is long enough for both trained runners
and recreational runners to complete each contact.
Colour and gradient slice features are computed for all
tracking frames. Let the slices in frame t be denoted as St,
and let stn be slice number n in St, where stn consists of
the colour slice ctn and gradient slice gtn. Further, let s′tn =
c′tn, g
′
tn denote a cropped version of stn corresponding to
the unpadded bounding box βi (i.e. the central third of stn)
with nr rows.
An evidence matrix M(o, n) is now computed for verti-
cal offsets o and slices n:
M(o, n) =
rn∑
r=0
‖c′tn(r)− c(t+1)n(r + o)‖+
rn∑
r=0
‖g′tn(r)− g(t+1)n(r + o)‖ (6)
Individual slices could be tracked by taking
argminoM(o, n). However this can be prone to noise,
giving the impression that the slice has moved when it has
not. To combat this, belief propagation [21] is used to share
information between neighbouring slices (with N the set of
neighbours). For this, let Os be the set of possible tracking
offsets, and os be the offset assigned to slice s in the set of
slices St. An energy function is defined:
E(O) =
∑
s∈S
M(os, s) +
∑
m,n∈N
wsV (on, om)
Here, ws is a weight on V (a, b), a smoothing function
that considers the tracking offsets assigned to two neigh-
bouring slices a and b, penalising them if they are differ-
ent. This specific smoothing term is designed to balance
the need for smoothness, with the need to allow a slice to
remain static if its local information indicates as such.
V (a, b) =
1
(1 + e4−0.5(a−b)2)
Belief propagation solves for argminO E(O), giving the
optimal tracking offset to apply for each slice. It is im-
portant to control the weight of the smoothness. Set it too
strong, and slices can move too early due to motion of their
neighbours. Too weak, and tracking can be noisy, causing
spurious motion of slices.
2.4.3 Deciding on critical frames
The critical frames on individual cameras are taken in each
case to be the frame when the last slice that moves shows its
first motion. Each camera makes an independent observa-
tion of the critical contact start and end frames, producing
more than one result for each foot. As such, it is necessary
to combine the independent camera results into a single an-
swer.
The cameras observe the foot from different vantage
points, slightly ahead, or slightly behind the foot. For
trained sprinters, the foot lands on the fore-foot, with the
heel possibly not making contact. The foot then rolls for-
wards around the fore-foot leaving the tip of the toe as the
last contact point. A camera that is slightly ahead of the
foot is most likely to have the best view of the first and last
part of the foot to make contact (the toe in each case). A
recreational runner has an increasing likelihood to land flat-
footed, or heel first, and then roll through the toes.
A camera that is slightly behind the foot will tend to trig-
ger early for take off (as the exact end of the toe is not vis-
ible), and for trained runners, will also trigger early (thus
late - tracking is performed backwards in time) on landing.
The result is to observe that it is not necessary to select the
camera with the best view, but only to take the camera that
reports the latest takeoff, and the earliest landing.
3. Performance analysis
3.1. Test setup
The vision system was configured with 5 cameras as
shown in Figure 2. The cameras were Sony PXW-FS7 TV
cameras, set to record HD-video (1920x1080) at 180fps and
using wide 10 mm lenses. This specific setup positioned
the cameras about 2m from the centre line of the track,
with 3.5m between cameras 2 and 3, but exact camera po-
sitions will depend on specific installations and available
space. At 180fps, these cameras could not be genlocked (a
frame level sychronisation technology), so synchronisation
was handled through observations of a set of timing lights.
The timing lights were three separate, synchronised series
of 20 LEDs (Wee Beasty Electronics, UK), at least one set
visible to each camera.
Foot-ground contact timings computed by the proposed
vision algorithm were compared against those obtained us-
ing the “gold-standard” biomechanical measurement tech-
niques of force plates and marker-based motion capture.
Two force platforms (Kistler, 9287BA, Kistler Instruments
Ltd., Switzerland; 1000 Hz) embedded in the laboratory
floor provided precise timings of touchdown and take-off,
which were considered to occur when force increased above
or decreased below 5 N, respectively. A 200 Hz Qualisys
motion capture system with ten cameras was used to track
markers on a subset of the runner’s feet. The difference in
the y position of the foot during mid-stance was computed
to provide step length. Triggering of the timing lights also
triggered the motion capture and force-plate systems, ensur-
ing sychronisation of all systems.
Eight well-trained sprint athletes (athletics and bob
skeleton) and 10 recreational runners participated in the val-
idation study. Each participant performed a total of 10 runs
across the laboratory. The sprint group wore spikes for five
of these trials and normal running trainers for the remain-
ing five. This was to assess for any influence of footwear
on the performance of the algorithm. The recreational run-
ners completed all 10 trials in normal trainers. For five of
these trials, passive reflective markers were placed on the
toe and the heel. This allowed step length to be calcu-
lated using the marker-based system and also allowed any
influence of the markers on the vision system’s performance
to be evaluated. Typically, motion data for three complete
steps were captured in each trial (137 comparisons in total
for step length). Recreational runners generally contacted
both force platforms (yielding two comparisons of the con-
tact timings per trial), whereas the sprint athletes only made
contact with one, resulting in a total of 263 comparisons for
contact timings.
Differences (absolute and signed) between the foot-
ground contact timings and step length calculated by the
computer vision algorithm and the biomechanical measure-
error abs sig std
recMarks 9.3 -0.3 12.7
Table 1. Mean absolute error (abs), mean signed error (sig) and
std-deviation of signed errors, for step length in mm
ment system were computed for each trial. Averages were
computed for each participant across all ten trials, and for
each condition (different footwear and with/without mark-
ers).
3.2. Results
Results indicate performance for subsets of the runners,
trained with spikes (tSpikes) or normal trainers (tTrains),
recreational runners with (recMarks) and without (rec-
Norm) markers.
3.2.1 Step Length
Table 1 summarises the results for step length errors, which
are only available for the runs of recreational runners wear-
ing markers (n = 137 steps). The 9.3 mm mean absolute
length error is within the 1 cm target for sports biomechan-
ics. The largest errors occured when the contact was at the
extremes of the observed area, compromising camera visi-
bility. An extended corridor of cameras would be expected
to resolve this problem - guaranteeing each contact is seen
from enough cameras.
3.2.2 Contact timing
Table 2 summarises the results for landing and takeoff
frames, and for contact duration errors (80 contacts for
trained sprinters and 183 recreational). In general, the type
of footwear did not affect the timing accuracy.
Trained athletes, and to an extent, landings, were eas-
ier due to their faster motion. Runners with faster contacts
tended to have faster vertical acceleration causing a more
obvious frame when the foot was in the air vs. when it was
on the ground. Contact durations varied from 23 ms to 28
ms for trained athletes, and 30 ms to 60 ms for recreational
runners. Contact times were easier for the algorithm to de-
tect when the observed motion was fast, as this gave a larger
change between on-ground and off-ground frames. Slower
runners suffered larger tracking errors, and in the extreme,
very relaxed runners, on some steps scuffed/skimmed the
floor rather than lifting. This lack of vertical motion ef-
fectively violates the fundamental assumption of the slice
tracking algorithm, resulting in the largest timing errors.
These results are compared against the single-camera
“accumulator” approach of Harle et al. [11]. The two ap-
proaches have comparable results for take-off of trained ath-
letes. However as the runners get slower, the slice-tracking
approach of this paper is consistently more precise. Landing
this paper accumulator
error l t d l t d
tSpikes
abs 0.7 1.3 1.0 5.9 1.1 5.3
sig -0.4 -1.1 -0.7 5.9 0.6 -5.3
std 0.8 0.9 1.1 2.1 1.1 2.4
tTrains
abs 0.8 1.2 1.0 4.6 1.6 4.9
sig -0.6 -0.9 -0.3 4.6 -0.2 -4.8
std 0.8 1.1 1.3 2.5 1.8 2.4
recMarks
abs 1.8 1.9 3.2 5.2 3.9 3.7
sig -1.6 1.0 2.6 5.2 2.3 -2.9
std 1.7 2.4 2.9 3.6 4.1 4.7
recNorm
abs 1.9 1.6 3.0 5.6 4.1 3.3
sig -1.8 1.1 2.9 5.4 2.9 -2.5
std 2.0 1.5 2.4 3.3 3.7 3.6
all
abs 1.5 1.6 2.5 5.4 3.2 4.0
sig -1.3 0.4 1.8 5.3 1.9 -3.4
std 1.7 2.0 2.8 3.2 3.6 3.9
Table 2. Mean absolute error (abs), mean signed error (sig) and
std-deviation of signed errors, as number of frames at 180fps, for
(l)anding, (t)akeoff and contact (d)uration.
is much more ambiguous with Harle’s approach, due to de-
ciding whether contact starts with the first pixel to pass the
time threshold, or the last. The first tends to produce early
contact while the last (used here) produces a late contact.
4. Conclusion
A multi-camera, markerless technique for measuring
foot contact times and step-lengths for sprint athletes
and runners has been presented. The method is com-
pared against “gold-standard” techniques used in sports-
biomechanics in the form of a force-plate embedded in the
floor (for contact time) and optical marker-based motion
capture (for step-length). The presented algorithm is capa-
ble of determining step-length to within 9 mm error on aver-
age, and contact times to 1.5 frames on average (at 180fps).
This is more precise than a previously published single cam-
era approach [11], and also good enough to be useful for
sports-biomechanics applications. Future work will be un-
dertaken to verify the performance in a wider range of en-
vironments, with a view to prototyping the technology for
use by sprint teams.
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