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Target tracking has been under extensive investigation for the past several decades.
It has wide applications, such as defense, computer vision, robotics, etc. Optical sen-
sors are widely used in tracking systems. In this dissertation, several issues related
to statistically efficient target tracking with a single stationary optical sensor will be
explored.
The first part of the dissertation is “The Multidimensional Cramer-Rao-Leibniz
Lower Bound for Likelihood Functions with Parameter-Dependent Support”. This
work derived the multidimensional Crame´r-Rao-Leibniz lower bound (CRLLB), which
is a generalization of the Crame´r-Rao lower bound (CRLB) when the likelihood func-
tion (LF) has parameter-dependent support and it is not continuous at its boundary, by
applying the general Leibniz integral rule. The regularity condition for the CRLLB
to hold with equality is the generalized collinearity condition between the gradient
of log-likelihood function (LLF) w.r.t. the parameter vector to be estimated and the
estimation error, in which case the LF has to belong to the exponential family. In
addition, the CRLLBs for the unbiased estimators for measurement noise with some
typical distributions have been investigated.
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The second part of the dissertation is “Tracking initially unresolved thrusting/ballistic
objects using a single stationary optical sensor”. This work considered the problem
of tracking a salvo of thrusting objects in 3D using 2D measurements from an optical
sensor’s focal plane array (FPA). As the initial separations of the objects were too close
to be resolved by the sensor, this resulted in initially unresolved measurements and a
merged-measurement model with increased variance was utilized. As the trajectory of
each thrusting object was assumed to be determined uniquely by a parameter vector, a
two-stage method was employed to solve the problem. In the first stage, the recently
proposed multi-Bernoulli (MB) filter with Wiener process acceleration (WPA) motion
model was applied using 2D measurements in the FPA to do measurement-to-track
associations, based on which a set of measurements were extracted for each confirmed
track at the end of the observation time. Then, in the second stage, the parameter vector
defining the trajectory of each object was estimated based on the associated measure-
ments via numerical search and we reconstructed the whole 3D trajectory for each
object using the estimated parameter vector for the purpose of impact point prediction
(IPP).
The last part of the dissertation is “Measurement extraction for a point target in an
optical sensor’s focal plane array”. This work considered the measurement extraction
for a point target from an optical sensor’s FPA with a dead zone separating neighboring
pixels. Assuming that the energy density of the target deposited in the FPA conforms
to a Gaussian point spread function (PSF) and that the noise mean and variance in each
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pixel are proportional to the pixel area (i.e., according to a Poisson noise model), we
derived the CRLB for the covariance of the estimated target location. Following this,
the target detection was explored. We have also investigated the effect of pixel size
and signal-to-noise ratio (SNR) on the estimation and detection performances.
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Chapter 1
Introduction
1.1 Motivation
Target tracking has been studied extensively for the past several decades [31, 32].
It has wide applications, such as defense, computer vision [20], robotics [40], etc.
Optical sensors are widely used in tracking systems, see, for example, [43, 44, 53].
Some target tracking problems are recast as parameter estimation problem [22, 27].
In parameter estimation, one important concept is statistical efficiency. An estima-
tor is statistically efficient if its covariance is equal to the corresponding Crame´r-Rao
lower bound (CRLB). One regularity condition for the existence of the CRLB is that
the likelihood function (LF) is independent of the parameter to be estimated. It was
shown in [4] that it is too stringent and can be relaxed to LF with parameter dependent
support as long as it is continuous at its boundary. When the LF is not continuous
at the end points of its support, the authors in [3–5] derived a new modified bound
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2— designated as the Crame´r-Rao-Leibniz lower bound (CRLLB) since it relies on the
Leibniz integral rule. But they were restricted to scalar parameter and measurement.
The generalization to multidimensional parameter and measurement, and the general-
ized collinearity condition for an efficient estimator to hold [28, 29] will be covered in
the first part of the dissertation.
The trajectory of a thrusting/ballistic object can be assumed to be uniquely deter-
mined from a parameter vector concerning its motion as in [61]. Therefore, tracking a
thrusting/ballistic object can be transformed into a parameter estimation problem. In
this dissertation, we extend it to tracking a salvo of thrusting/ballistic objects launched
quasi-synchronously from nearby locations using observations from the 2D focal plane
array (FPA) of an optical sensor. There are two additional challenges in this problem.
The first one is the measurement accuracy for the initially unresolved observations in
the 2D FPA from initially unresolved trajectories in 3D. Secondly, how can be obtain
the set of associated measurements for each object? This problem is solved in the
second part of the dissertation.
Although optical sensors are widely used in tracking systems, there is little work
on measurement extraction from optical sensors that blends physics and statistics: the
optics’ point spread function (PSF), pixel size, dead zone and Poisson / Gaussian ob-
served levels. A typical measurement extractor for a point target subject to a PSF
consists two parts. The first part is the target location estimator, which provides the
estimate of the target location in the FPA together with the accuracy of the estimate
given the measured intensities from the pixels in the FPA. The second part is the target
3detector, which determines whether the estimate comes from a target — this is done
based on a statistical test. In the third part of the dissertation, we will investigate the
measurement extractor based on the mathematical modeling of the optics’ physical
process.
1.2 Outline of the Dissertation
The rest of the dissertation is organized as follows. Chapter 2 presents the multi-
dimensional CRLLB for LFs with parameter-dependent support. Chapter 3 considers
tracking initially unresolved thrusting/ballistic objects using a single stationary opti-
cal sensor. Chapter 4 investigates measurement extraction for a point target from an
optical sensor’s FPA. Chapter 5 summarizes the dissertation.
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Chapter 2
The Multidimensional Cramer-Rao-Leibniz Lower
Bound for Likelihood Functions with
Parameter-Dependent Support
2.1 Background and related work
In estimation theory and statistics, the CRLB is a lower bound on the variance of
an unbiased estimator, which is given by the inverse of the Fisher information matrix
(FIM) [2,54]. Its importance is not only in providing a bound for estimation accuracy,
but also in many cases it is the only way of evaluating, without recourse to simulations,
the expected accuracy of numerically obtainable estimates [7, 41, 50].
The likelihood function (LF) of the parameter x based on the measurement z — the
probability distribution function (PDF) of z conditioned on x — is defined as [3] [4] [5]
Λ(x; z) = p(z|x) (1)
8
9In order for the classical CRLB to hold, there are the following two requirements
[2, 6, 54]:
• Existence and absolute integrability w.r.t. z of the first two derivatives of the LF
Λ(x; z), w.r.t. x; and
• The support of the LF Λ(x; z) be independent of x.
For the case of parameter-dependent LF support, which arises when an unknown
parameter is observed in the presence of additive noise with a finite support PDF,
it was until recently believed that one can make no informed decision concerning the
existence of the CRLB. Under careful scrutiny, however, it was stated in [3] [4] [5] that
the above regularity conditions are too stringent: the following two relaxed conditions
were presented instead as necessary and sufficient for the CRLB to hold:
• The expected value of the square of the first partial derivative of the LF w.r.t. x,
conditioned on x, is finite; and
• The support of the LF (1) is independent of the parameter x; or if it depends on
x, it has to be continuous at the boundary of its support (the PDF (1) equals to
zero at the boundary of its support).
The former does not require the twice differentiability of the LF as in the previous
literature, but only almost surely (a.s.) the first differentiability (a.s. is w.r.t. the prob-
ability measure given by the LF). An interesting case in point for this is the Laplace
LF which, while not differentiable at the origin, is a.s. differentiable because the point
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where it is not differentiable has probability zero and thus it does not contribute to the
(Lebesgue) integral that yields the FIM. Also, note that the Laplace LF belongs to the
exponential family but still it does not have an efficient estimator — this is because
belonging to the exponential family is only a necessary but not a sufficient condition
for an efficient estimator to exist.
For the case where the LF is not continuous at the end points of its support, the au-
thors in [3–5] derived a new modified bound — designated as the Crame´r-Rao-Leibniz
lower bound (CRLLB) since it relies on the Leibniz integral rule. The CRLLB pro-
vides, among other results, a valid bound for a uniformly distributed measurement
noise, which has been a long-standing problem that the CRLB believed not to hold. In
the literature, variants of Crame´r-Rao type lower bound have been investigated, for ex-
ample, a Chapman-Robbins form of the Barankin bound was used to derive a multipa-
rameter CRLB on the estimation error covariance when the parameter to be estimated
was constrained to lie in a subset of the parameter space in [16]. To the best of the au-
thors’ knowledge, there is no work in the literature dealing with LF with finite support,
except for [4] [3] [5]. However, these references were restricted to scalar parame-
ters. The motivation of the present work is to extend it to the multidimensional case
and complete the general framework of the CRLLB for LFs with parameter-dependent
support.
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2.2 The Model
Suppose we have the following observation model for a parameter vector
zj = fj(x) + wj (2)
where j is the observation index, x is the nx-dimensional parameter vector (in column
form) to be estimated, zj is the nzj -dimensional measurement vector, fj is an nzj × 1
vector function of x and wj is an nzj × 1 additive noise with finite support PDF. Thus,
the support of the LF depends on x and the CRLB does not apply except when the LF
is continuous at the boundary of its support, i.e., it is equal to zero [4].
In the general case, suppose we want to estimate x based on the set of M condi-
tionally independent measurements Z = {zj}Mj=1. The LF p(Z|x) can be factorized
into the products of each p(zj|x), j = 1, ...,M , as
p(Z|x) =
M∏
j=1
p(zj|x) (3)
For an unbiased estimator xˆ(Z), we have
E[(xˆ(Z)− x)|x] =
∫
S(x)
p(Z|x)(xˆ(Z)− x)TdZ (4a)
=
∫
S1(x)
· · ·
∫
SM (x)
p(Z|x)(xˆ(Z)− x)Tdz1 · · · dzM (4b)
= 0 (4c)
where Sj(x), j = 1, ...,M , is the support of p(zj|x), the LF of x based on zj , and dzj
is the infinitesimal hypervolume for the vector zj , which is written as dzj = dzj1 ∧
dzj2∧ ...∧dzjnzj (using the exterior product notation). For the sake of brevity, we will
drop the argument x of the support and write Sj(x) as Sj in the following discussion.
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Define the following row vector
ΦT = p(Z|x)(xˆ(Z)− x)T (5)
Taking the gradient of (4b) with respect to x yields
D(x) = ∇x
(∫
S1
· · ·
∫
SM
p(Z|x)(xˆ(Z)− x)Tdz1 · · · dzM
)
(6a)
=
∫
δS1
(∇xzT1∇z1)y [(∫
S2
· · ·
∫
SM
ΦTdz2 · · · dzM
)
dz1
]
+∫
S1
∇x
(∫
S2
· · ·
∫
SM
ΦTdz2 · · · dzM
)
dz1 (6b)
=
∫
δS1
(∇xzT1∇z1)y [(∫
S2
· · ·
∫
SM
ΦTdz2 · · · dzM
)
dz1
]
+∫
S1
{∫
δS2
(∇xzT2∇z2)y [(∫
S3
· · ·
∫
SM
ΦTdz3 · · · dzM
)
dz2
]}
dz1
+
∫
S1
∫
S2
∇x
(∫
S3
· · ·
∫
SM
ΦTdz3 · · · dzM
)
dz2dz1 (6c)
=
M∑
j=1
∫
δSj
(∇xzTj ∇zj)y [(∫
S¯j
ΦTdZ¯j
)
dzj
]
+
∫
S1
· · ·
∫
SM
∇xΦTdz1 · · · dzM
(6d)
, DL(x) + DI(x) = 0 (6e)
where δSj denotes the boundary of Sj; the symbol y is the interior product operator
which, as defined in [14], performs degree-1 antiderivation on the exterior product of
differential forms in a vector field. Generally speaking, the interior product reduces
the dimensionality of the integration by 1. For example, if S represents a plane, its
boundary δS is a circle (closed line). Therefore, applying the interior product reduces
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a 2-dimensional integral to 1-dimensional integral. Also, in (6d)
∫
S¯j
=
∫
S1
· · ·
∫
Sj−1
∫
Sj+1
· · ·
∫
SM
(7)
dZ¯j = dz1 · · · dzj−1dzj+1 · · · dzM (8)
When we take the gradient of a multidimensional integral, we separate the variations
of the boundary and the integrand iteratively. The general formula for the gradient of
a multidimensional integral is given in Appendix A in [28] based on [14], of which a
simplified form (without using the interior product operator) for the gradient w.r.t. x
of a multidimensional integral of a row vector function F(zj,x) w.r.t. zj is
δx
(
∇x
∫
Sj
F(zj,x)dzj
)
=
∫
δSj
∇xzTj nFdc (9)
where δx means the variation of the boundary w.r.t. x, n is the unit vector outwards
normal to the boundary and dc is the infinitesimal change along the boundary.
The development from (6a) to (6b) is achieved by treating∫
S2 · · ·
∫
SM
ΦTdz2 · · · dzM as the integrand. In (6b), the first term is the contri-
bution from the variations of the boundary of S1, while taking the gradient of the
integrand yields the second term, which results in the second (variation from the
boundary S2) and the third (variation from the integrand) terms in (6c) by regarding∫
S3 · · ·
∫
SM
ΦTdz3 · · · dzM as the integrand. Finally, in (6d), the first M terms, denoted
as DL(x), are caused by the variations of the boundary of integration space of each
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LF (the “Leibniz term”) and is given by1
DL(x) ,
M∑
j=1
∫
δSj
(∇xzTj ∇zj)y [(∫
S¯j
ΦTdZ¯j
)
dzj
]
(10)
The last term in (6d), denoted as DI(x), can be regarded as the interchange of differ-
entiation and integration in (6a) and is given by
DI(x) ,
∫
S
∇x[p(Z|x)(xˆ(Z)− x)T ]dZ (11a)
=
∫
S
[∇xp(Z|x)](xˆ(Z)− x)TdZ− Inx
∫
S
p(Z|x)dZ (11b)
= L(x)− Inx (11c)
where Inx is the nx × nx identity matrix and
L(x) ,
∫
S
[∇xp(Z|x)] (xˆ(Z)− x)TdZ (12)
According to (6e) and (11c), we have the following equality
L(x) = Inx −DL(x) (13)
Let
(Z,x) , xˆ(Z)− x (14a)
γ(Z,x) , ∇x ln p(Z|x) (14b)
The following identity
∇xp(Z|x) = [∇xln p(Z|x)] p(Z|x) (15)
1The evaluation of the individual terms in (10) is illustrated in Sec. 2.3 for different dimensional
measurement vectors.
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allows us to rewrite L(x) as
L(x) = E[γ(Z,x)T (Z,x)|x] (16)
Then the estimator’s covariance matrix P(x) and the Fisher information matrix
(FIM) J(x) can be denoted as
P(x) , E[(Z,x)(Z,x)T |x] (17)
J(x) , E[γ(Z,x)γ(Z,x)T |x] (18)
Following the proof in [21], we have
E


γ
(T γT)
∣∣∣∣∣∣∣∣x
 =
P(x) L(x)T
L(x) J(x)
 ≥ 0 (19)
Therefore, we have the following inequality concerning the covariance matrix P(x),
which is the multidimensional CRLLB
P(x) ≥ L(x)TJ(x)−1L(x) (20a)
= [Inx −DL(x)]T J(x)−1 [Inx −DL(x)] (20b)
where the fact that one matrix is greater than or equal to another matrix means that their
difference is positive semi-definite. Eq. (20a) follows from Eq. (19): when the latter
is positive definite, the top left block of the inverse of the partitioned matrix in (19)
is positive definite (see, e.g., [2], Eq. (1.3.3-7)) as well; and equality in (20a) — i.e.,
statistical efficiency — holds when (14a) and (14b) satisfy the following generalized
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collinearity condition2
(Z,x) = C(x)γ(Z,x) (21a)
= xˆ(Z)− x = C(x)∇x ln p(Z|x) a.s.∀Z ∈ S (21b)
where “a.s.∀Z” means “almost surely for all Z” according to the probability measure
p(Z|x), and C(x) is a matrix which depends on x but not on Z, which is given by3
C(x) = L(x)TJ(x)−1 (22)
The above indicates that a necessary condition for the existence of an efficient estima-
tor is that the LF belongs to the exponential family [54].
Note that when the Leibniz term DL(x) = 0, the CRLLB is the same as the CRLB.
Therefore, the CRLLB is a generalization of the CRLB. As in [4], a sufficient condition
for the equivalence of CRLLB and CRLB is that the LF is 0 at the boundary of its
support.
2.3 Examples with a single vector-valued measurement
In this section, we will provide examples of LFs with one vector-valued measure-
ment. For M i.i.d. measurements, we found that both the covariance and the CRLLB
are equal to 1
M
of their single measurement counterparts. Therefore, there is no point
to present it here. To distinguish it from the cases of multiple measurements, we use z
2This term is used as the multidimensional counterpart of the collinearity condition (see, e.g. [2] Eq.
(2.7.3-9) or [54] Eq. (4-104)) from the scalar CRLB.
3For LFs with parameter-independent support [54], C(x) = J(x)−1.
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Figure 1: 2-dimensional (n = 2) measurement noise distributions with finite support
instead of Z to represent the single measurement. Therefore, the LF is represented as
p(z|x) in this section.
2.3.1 Raised Fractional Cosine distribution inside an (n− 1)-sphere
Consider the measurement model (2) with nx = nz = n, f(x) = x, i.e.,
z = x + w (23)
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and with the measurement noise PDF given by a raised fractional cosine (RFC)
p(w) =

1
kRFC
(1 + β cos (pi||w||/a)) for ||w|| ≤ a
0 elsewhere.
(24)
where the support of the PDF is within an (n− 1) sphere with radius a,
||w|| =
√
w21 + w
2
2 + · · ·+ w2n (25)
is the Euclidean distance, 0 < β ≤ 1 and kRFC is the normalization constant given by
kRFC =
∫ 2pi
θn−1=0
∫ pi
θn−2=0
· · ·
∫ pi
θ1=0
∫ a
r=0
[(1 + β cos (pir/a)) rn−1
× sinn−2 θ1 · · · sin θn−2]drdθ1 · · · dθn−1
= 2pi
(∫ a
r=0
rn−1 (1 + β cos (pir/a)) dr
) n−2∏
i=1
(∫ pi
θi=0
sinn−1−i θidθi
)
(26)
Note that the support of p(w) is the region inside an (n− 1)-sphere of radius a and the
boundary is the sphere itself.
The LF is given by
p(z|x) =

1
kRFC
(1 + β cos (pi||z− x||/a)) for ||z− x|| ≤ a
0 elsewhere.
(27)
The maximum likelihood estimator (MLE) of x, which is unbiased as well, from a
single vector observation is
xˆ(z) = z (28)
Let
r = ||z− x|| (29)
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expressing in spherical coordinates yields
z− x =

r cos θ1
r sin θ1 cos θ2
r sin θ1 sin θ2 cos θ3
...
r sin θ1 · · · sin θn−2 cos θn−1
r sin θ1 · · · sin θn−2 sin θn−1

, rn (30)
where r ∈ [0, a], θ1, θ2, · · · , θn−2 ∈ [0, pi], θn−1 ∈ [0, 2pi].
The covariance of the MLE (28) is
cov [xˆ(z)] =
∫
S
p(z|x)(z− x)(z− x)Tdz
= (kRFC)
−1
∫ 2pi
θn−1=0
∫ pi
θn−2=0
· · ·
∫ pi
θ1=0
∫ a
r=0
(1 + β cos(pir/a)) rn+1 sinn θ1 · · · sin2 θn−1
× nnTdrdθ1 · · · dθn−1
=
∫ a
r=0
(1 + β cos(pir/a))rn+1dr
∫ 2pi
θn−1=0
sin2 θn−1dθn−1
2pi
∫ a
r=0
(1 + β cos(pir/a))rn−1dr
n−2∏
i=1
(∫ pi
θi=0
sinn+1−i θidθi∫ pi
θi=0
sinn−1−i θidθi
)
In
(31a)
=
∫ a
r=0
(1 + β cos(pir/a))rn+1dr
n
∫ a
r=0
(1 + β cos(pir/a))rn−1dr
In =
a2
∫ pi
r=0
(1 + β cos(r))rn+1dr
npi2
∫ pi
r=0
(1 + β cos(r))rn−1dr
In (31b)
where use is made of the following identity to get (31b) from (31a)∫ pi
0
sinn θdθ∫ pi
0
sinn−2 θdθ
=
n− 1
n
(32)
The gradient of the LLF w.r.t. x, according to the chain rule, is given by
∇x ln p(z|x) = d ln p(z|x)
dr
∇xr (33)
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where
d ln p(z|x)
dr
=
−βpi sin(pir/a)/a
1 + β cos(pir/a)
(34)
∇xr = n (35)
The FIM is then
J(x) =
∫
S
(
dln p(z|x)
dr
)2
p(z|x)∇xr (∇xr)T dz
= (kRFC)
−1
∫ 2pi
θn−1=0
∫ pi
θn−2=0
· · ·
∫ pi
θ1=0
∫ a
r=0
β2pi2 sin2(pir/a)/a2
1 + β cos(pir/a)
rn−1
× sinn−2 θ1 · · · sin θn−2nnTdrdθ1 · · · dθn−1
= (kRFC)
−1
(∫ a
r=0
β2pi2 sin2(pir/a)/a2
1 + β cos(pir/a)
rn−1dr
)(n−2∏
i=1
∫ pi
θi=0
sinn+1−i θidθi
)
×
∫ 2pi
θn−1=0
sin2 θn−1dθn−1In
=
∫ a
r=0
β2pi2 sin2(pir/a)/a2
1+β cos(pir/a)
rn−1dr
n
∫ a
r=0
(1 + β cos(pir/a))rn−1dr
In =
β2pi2
∫ pi
r=0
sin2(r)
1+β cos(r)
rn−1dr
na2
∫ pi
r=0
(1 + β cos(r))rn−1dr
In (36)
Next, we consider the Leibniz term, which results from the variation of the bound-
ary of the integration space, which is δS : ||z − x|| = r = a. Along the boundary,
p(z|x) = 1−β
kRFC
.
As the boundary is a circle, it is more convenient to use the formula given by (9),
and the Leibniz term for 2D integral is then
DL(x) =
∫
δS
∇xzT np(z|x)(xˆ(z)− x)Tdc (37)
where
∇xzT = In (38)
dc = an−1 sinn−2 θ1 · · · sin θn−2drdθ1 · · · dθn−2dθn−1 (39)
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The Leibniz term in (10) becomes
DL(x) =
1− β
kRFC
∫ 2pi
θn−1=0
∫ pi
θn−2=0
· · ·
∫ pi
θ1=0
Innn
Tan
× sinn−2 θ1 · · · sin θn−2 drdθ1 · · · dθn−2dθn−1
=
an(1− β)
n
∫ a
r=0
(1 + β cos(pir/a))rn−1dr
In =
pin(1− β)
n
∫ pi
r=0
(1 + β cos r)rn−1dr
In (40)
Consequently, L(x) in (13) becomes
L(x) =
β
(
pin − n(n− 1) ∫ pi
r=0
sin r · rn−2dr)
n
∫ pi
r=0
(1 + β cos(r))rn−1dr
In (41)
The CRLLB is then
P(x) ≥ a
2
(
pin − n(n− 1) ∫ pi
r=0
sin r · rn−2dr)2
npi2
(∫ pi
r=0
(1 + β cos(r))rn−1dr
)(∫ pi
r=0
sin2(r)
1+β cos(r)
rn−1dr
)In (42)
There are no closed forms for the integrals in (31b) and (42), but they can be evaluated
numerically given β and n. Fig. 2(a) shows the plots of the diagonal terms of (42)
and (31b) for β ∈ [0, 1] when the support of the measurement noise is inside a circle
(1-sphere) with radius pi. Clearly, the LF (27) is not exponential, so there is no efficient
estimator.
2.3.2 Truncated Gaussian distribution inside an (n− 1)-sphere
Consider a n-dimensional problem as in (23) with a measurement noise that has a
truncated Gaussian distribution in an (n− 1)-sphere with radius a, i.e.,
p(w) =

1
kTG
exp(− ||w||2
2σ2
) for ||w|| ≤ a
0 elsewhere
(43)
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Figure 2: The diagonal terms of the CRLLB vs the covariance of the MLE
where
||w|| =
√
w21 + w
2
2 + · · ·+ w2n (44)
and kTG is the normalization constant given by
kTG =
∫ 2pi
θn−1=0
∫ pi
θn−2=0
· · ·
∫ pi
θ1=0
∫ a
r=0
exp(− r
2
2σ2
)rn−1
× sinn−2 θ1 · · · sin θn−2drdθ1 · · · dθn−2dθn−1
= 2pi
(∫ a
r=0
exp(− r
2
2σ2
)rn−1dr
) n−2∏
i=1
(∫ pi
θi=0
sinn−1−i θidθi
)
(45)
For a single measurement, the LF is
p(z|x) =

1
kTG
exp(− ||z−x||2
2σ2
) for||z− x|| ≤ a
0 elsewhere
(46)
and the unbiased estimator is
xˆ(z) = z (47)
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The covariance of the estimator (47) is
cov [xˆ(z)] =
∫
S
p(z|x)(z− x)(z− x)Tdz
= (kTG)
−1
∫ 2pi
θn−1=0
∫ pi
θn−2=0
· · ·
∫ pi
θ1=0
∫ a
r=0
exp(
−r2
2σ2
)rn+1nnT
× sinn−2 θ1 · · · sin θn−2drdθ1 · · · dθn−1
=
∫ a
r=0
exp(− r2
2σ2
)rn+1dr
∫ 2pi
θn−1=0
sin2 θn−1dθn−1
2pi
∫ a
r=0
exp
(− r2
2σ2
)
rn−1dr
n−2∏
i=1
∫ pi
θi=0
sinn+1−i θidθi∫ pi
θi=0
sinn−1−i θidθi
In
= σ2
(
1− a
n exp(− a2
2σ2
)
n
∫ a
r=0
exp(− r2
2σ2
)rn−1dr
)
In (48)
where we have used (32) and
∫ a
r=0
exp(− r
2
2σ2
)rn+1dr = −σ2an exp(− a
2
2σ2
) + σ2n
∫ a
r=0
exp(− r
2
2σ2
)rn−1dr (49)
Next, we evaluate the CRLLB. Firstly, the gradient of the LLF ln p(z|x) according
to (33) is given by
∇x ln p(z|x) = ∇xrd ln p(z|x)
dr
=
r
σ2
n =
1
σ2
(z− x) (50)
The FIM is then
J(x) =
∫
S
p(z|x)∇x ln p(z|x)∇Tx ln p(z|x)dz =
1
σ4
cov [xˆ(z)] (51)
For the Leibniz term, using the simplification given in (9), we have
DL(x) = (kTG)
−1
∫ 2pi
θn−1=0
∫ pi
θn−2=0
· · ·
∫ pi
θ1=0
Innn
T e−a
2/2σ2an
× sinn−2 θ1 · · · sin θn−2dθ1 · · · dθn−1
=
an exp(− a2
2σ2
)
n
∫ a
r=0
exp(− r2
2σ2
)rn−1dr
In (52)
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Then L(x) is
L(x) = In −
an exp(− a2
2σ2
)
n
∫ a
r=0
exp(− r2
2σ2
)rn−1dr
In =
1
σ2
cov [xˆ(z)]
(53)
Finally, the CRLLB is given by
P(x) ≥ L(x)TJ(x)−1L(x) = cov [xˆ(z)] (54)
which is the same as its covariance (48). This is because its LF belongs to the expo-
nential family and it meets the generalized collinearity condition (21). Note that (54)
is independent of x.
2.3.3 Uniform Distribution inside an (n − 1)-sphere as a limit of a RFC vs as a
limit of a truncated Gaussian
When β goes to zero for the PDF given in (24), it represents a uniform distribution
inside an (n− 1)-sphere. Fig. 1(c) shows the PDF of the uniform measurement noise
within a circle (1-sphere) with radius pi. Its CRLLB and the covariance matrix can be
obtained from (42) and (31b) by setting β to 0 as
P(x) ≥ a
2
(
pin − n(n− 1) ∫ pi
r=0
rn−2 sin rdr
)2
pin+2
(∫ pi
r=0
rn−1 sin2 rdr
) In (55)
cov [xˆ(z)] =
a2
n+ 2
In (56)
As shown in Fig. 2(b), the CRLLB provides a valid bound for the long-standing prob-
lem of uniformly distributed measurement noise inside a sphere of various dimensions.
However, it is not achievable as the LF is not of the exponential form [4].
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On the other hand, the uniform distribution can also be regarded as a limit of a
truncated Gaussian distribution as σ → ∞. In this case, we can use the following
approximation
lim
σ→∞
e−
a2
2σ2 ≈ 1− a
2
2σ2
(57)
Its CRLLB (54) is then
P(x) ≥ lim
σ→∞
σ2
(
1− a
n exp(− a2
2σ2
)
n
∫ a
r=0
exp(− r2
2σ2
)rn−1dr
)
In
≈ σ2
1− an
(
1− a2
2σ2
)
n
∫ a
r=0
(
1− r2
2σ2
)
rn−1dr
 In = a2
n+ 2
In (58)
which is equal to its covariance (56). Therefore, using this Gaussian-based limiting
approach to obtain the uniform distribution, the covariance of the MLE is shown to be
equal to the corresponding CRLLB, which means that the MLE is efficient.
This result is different from what we have observed in Fig. 2(b) when the uni-
form distribution is obtained as a limit of the RFC distribution. The explanation for
this interesting phenomenon of seemingly conflicting results is that when we take the
uniform distribution as the limit of the truncated Gaussian distribution, the LF is an
exponential and the generalized collinearity condition is satisfied; while on the other
hand, if the uniform distribution comes from the limit of the RFC distribution, the
MLE will never be efficient as the LF is not an exponential.
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2.3.4 Truncated Laplace distribution inside an (n− 1)-sphere
Suppose the measurement noise has an n-dimensional truncated Laplace distribu-
tion inside an (n− 1) sphere for the observation model (23), i.e.,
p(w) =

1
kTL
exp(−α||w||) for ||w|| ≤ a
0 elsewhere
(59)
where kTL is the normalization constant given by
kTL =
∫ 2pi
θn−1=0
∫ pi
θn−2=0
· · ·
∫ pi
θ1=0
∫ a
r=0
exp(−αr)rn−1 sinn−2 θ1 · · · sin θn−2drdθ1 · · · dθn−1
= 2pi
(∫ a
r=0
rn−1 exp(−αr)dr
) n−2∏
i=1
(∫ pi
θi=0
sinn−1−i θidθi
)
(60)
For a single measurement, the LF is
p(z|x) =

1
kTL
exp (−α||z− x||) for ||z− x|| ≤ a
0 elsewhere
(61)
and the unbiased ML estimator is
xˆ(z) = z (62)
The gradient of the log-likelihood function (LLF) ln p(z|x) as in (33) is given by
∇x ln p(z|x) = ∇xrd ln p(z|x)
dr
= αn (63)
Note that the above gradient does not exist at the origin, but it is a.s. differentiable
because the point where it is not differentiable has probability zero and thus it does not
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contribute to the (Lebesgue) integral that yields the FIM, which is given by
J(x) =
∫
S
p(z|x)∇x ln p(z|x)∇Tx ln p(z|x)dz
= (kTL)
−1
∫ 2pi
θn−1=0
∫ pi
θn−2=0
· · ·
∫ pi
θ1=0
∫ a
r=0
α2 exp(−αr)rn−1
× sinn θ1 · · · sin3 θn−2 sin2 θn−1drdθ1 · · · dθn−2dθn−1In
=
α2
n
In (64)
The Leibniz term using (9) is
DL(x) = (kTL)
−1 an exp(−aα)
n−2∏
i=1
(∫ pi
θi=0
sinn+1−i θidθi
)
In
=
an exp(−aα)
n
∫ a
r=0
rn−1 exp(−αr)dr In (65)
Then
L(x) = In −DL(x) =
α
∫ a
r=0
rn exp(−αr)dr
n
∫ a
r=0
rn−1 exp(−αr)dr In (66)
where use is made of
n
∫ a
r=0
rn−1 exp(−αr)dr = an exp(−αa) + α
∫ a
r=0
rn exp(−αr)dr (67)
The CRLLB is then given by
P(x) ≥ L(x)TJ(x)−1L(x) =
(∫ a
r=0
rn exp(−αr)dr)2
n
(∫ a
r=0
rn−1 exp(−αr)dr)2 In (68)
The covariance of the MLE (62) is
cov [xˆ(z)] =
∫
S
p(z|x)(z− x)(z− x)Tdz
= (kTL)
−1
(∫ a
r=0
rn+1e−αr
) n−1∏
i=1
(∫ pi
θi=0
sinn+1−i θidθi
)
In
=
∫ a
r=0
rn+1 exp(−αr)dr
n
∫ a
r=0
rn−1 exp(−αr)dr In (69)
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Figure 3: The diagonal terms of the CRLLB vs the covariance of the MLE of a trun-
cated Laplace LF
Fig. 3(a) shows the diagonal terms of the covariance (69) and the CRLLB (68) as
a function of aα when n = 2 after removing the common factor (2α2(1 − e−aα −
aαe−aα))−1. Although the LF (59) is exponential, the unbiased MLE estimator (62)
is not efficient as the generalized collinearity condition (21) is not satisfied. This
validates that the exponential form of the LF is only a necessary condition for an
efficient estimator to hold. Fig. 3(b) shows the diagonal terms of the the covariance
(69) and the CRLLB (68) for the truncated Laplace measurement noise with various
dimensions n for a = 1 and α = 10. An interesting finding is that as the dimension n
goes up, the covariance approaches the corresponding CRLLB.
2.3.5 Non-identity observation matrix
The above examples dealt with the case of identity observation matrix. In this
section, we provide an example with non-identity observation matrix with truncated
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Gaussian distribution for the measurement noise, and show that the CRLLB still ap-
plies. Consider the following observation model
z = Hx + w (70)
where x is the 2-dimensional vector to be estimated (nx = 2), z is the 3-dimensional
measurement (nz = 3), H is the 3 × 2 observation matrix with rank 2 and w is the
3-dimensional measurement noise with a truncated PDF inside a sphere (2-sphere) as4
p(w) =

k3 exp(− ||w||22 ) for||w|| ≤ a
0 elsewhere
(71)
where k3 is the normalization constant given by
k3 =
1
4pi
(∫ a
r=0
e−r2/2dr − ae−r2/2) (72)
The LF is given by
p(z|x) =

k3e
− (z−Hx)T (z−Hx)
2 for||z− x|| ≤ a
0 elsewhere
(73)
The MLE is
xˆ(z) = H†z (74)
where H† is the pseudo inverse as
H† =
(
HTH
)−1
HT (75)
4This is an illustration of the case where nx 6= nz, and the approach holds for a general nz > nx for
a single measurement.
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As
E (xˆ(z)− x) = E (H†w) = 0 (76)
the MLE (74) is also an unbiased estimator.
Let
r = ||z−Hx|| (77)
expressing in spherical coordinates yields
z−Hx =

r cos θ1
r sin θ1 cos θ2
r sin θ1 sin θ2
 (78)
where θ1 ∈ [0, pi] is the elevation angle, and θ2 ∈ [0, 2pi] is the azimuth angle.
The covariance of the estimator (74) is then
cov [xˆ(z)] =
∫
S
p(z|x)(H†z− x)(H†z− x)Tdz
= H†
∫
S
p(z|x)(z−Hx)(z−Hx)Tdz (H†)T
= H†k3
∫ pi
θ1=0
∫ 2pi
θ2=0
∫ a
r=0

cos2 θ1 cos θ1sin θ1cos θ2 cos θ1sin θ1sin θ2
cos θ1sin θ1cos θ2 sin
2 θ1cos
2 θ2 sin
2 θ1cos θ2sin θ2
cos θ1sin θ1sin θ2 sin
2 θ1cos θ2sin θ2 sin
2 θ1sin
2 θ2

· exp(−r2/2)r4 sin θ1drdθ1dθ2
(
H†
)T
=
(
1− 4pik3
3
a3e−a
2/2
)(
HTH
)−1
(79)
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Next, we evaluate the CRLLB. Firstly, the gradient of the LLF ln p(z|x) according
to (33) is given by
∇x ln p(z|x) = ∇xrd ln p(z|x)
dr
= HT

− cos θ1
− sin θ1 cos θ2
− sin θ1 sin θ2
 (−r) (80)
The FIM is then
J(x) = k3
∫ pi
θ1=0
∫ 2pi
θ2=0
∫ a
r=0
(−r)2 exp(−r2/2)HT
·

cos2 θ1 cos θ1sin θ1cos θ2 cos θ1sin θ1sin θ2
cos θ1sin θ1cos θ2 sin
2 θ1cos
2 θ2 sin
2 θ1cos θ2sin θ2
cos θ1sin θ1sin θ2 sin
2 θ1cos θ2sin θ2 sin
2 θ1sin
2 θ2

·Hr2 sin θ1drdθ1dθ2
=
(
1− 4pik3
3
a3e−a
2/2
)
HTH (81)
For the Leibniz term, using the simplification given in (9), we have
DL(x) = k3
∫ pi
θ1=0
∫ 2pi
θ2=0
HT

cos θ1
sin θ1 cos θ2
sin θ1 sin θ2

·
[
a cos θ1 a sin θ1 cos θ2 a sin θ1 sin θ2
]
e−a
2/2 · (H†)T a2 sin θ1dθ2dθ2
=
4pik3
3
a3e−a
2/2I3 (82)
Then L(x) is
L(x) = I3 − 4pik3
3
a3e−a
2/2I3 =
(
1− 4pik3
3
a3e−a
2/2
)
I3 (83)
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Finally, the CRLLB is given by
P(x) ≥ L(x)TJ(x)−1L(x) =
(
1− 4pik3
3
a3e−a
2/2
)(
HTH
)−1
(84)
which is the same as its covariance (79). This is, again, because its LF belongs to the
exponential family and it satisfies generalized collinearity condition (21).
2.4 Summary
This part of the dissertation derived the multidimensional CRLLB, which is a gen-
eralization of the CRLB when the LF has parameter-dependent support and it is not
continuous at its boundary, by applying the general Leibniz integral rule. The regu-
larity condition for the CRLLB to hold with equality is the generalized collinearity
condition (21) between the gradient of the LLF w.r.t. x and the estimation error, in
which case the LF has to be a member of the exponential family. In addition, the CR-
LLBs for the unbiased estimators for multidimensional measurement noise with some
typical distributions inside a sphere with various dimensions have been investigated.
For the case of the measurement noise with the n-dimensional raised fractional cosine
distribution inside an (n − 1)-sphere, the CRLLB provides a valid bound but it is not
achievable as the LF does not satisfy the generalized collinearity condition (it is not an
exponential). If the measurement noise has an n-dimensional truncated Gaussian dis-
tribution inside an (n− 1)-sphere, the covariance of the unbiased estimator equals the
CRLLB because the generalized collinearity condition is satisfied. For measurement
noise with truncated Laplace distribution within an (n− 1)-sphere, although the LF is
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an exponential, the covariance is larger than the CRLLB as the generalized collinearity
condition is not satisfied. This demonstrates that the LF being exponential is only a
necessary condition for the CRLLB to hold with equality rather than a sufficient con-
dition. An interesting finding is that although the uniform distribution inside a sphere
can be regarded as limits of the RFC and truncated Gaussian distributions,they lead to
different conclusions concerning the statistical efficiency of the MLE when using these
two limiting processes. In addition, we provided an example of an observation model
with non-identity measurement matrix with 3-D truncated Gaussian distribution for the
measurement noise. When the dimension of the measurement is larger than the dimen-
sion of the parameter, the MLE is an efficient estimator as the generalized collinearity
condition holds.
Chapter 3
Tracking initially unresolved thrusting/ballistic objects
using a single stationary optical sensor
3.1 Background and related work
This work extends the previous work [61] of estimation the states of a single thrust-
ing/ballistic object to a salvo of them using 2D measurements from a single stationary
optical sensor’s focal plane array (FPA). As the separations between the images of the
initial locations of these objects in the FPA are smaller than the resolution of the sen-
sor, this results in merged measurements, i.e., unresolved tracks at the very beginning
in the FPA. As the scenario proceeds, the targets eventually become separated with
resolved measurements in the FPA. We used a model with increased variance for the
merged measurements as in [24].
One challenge in this work is how to associate the set of measurements to each
track for 3D-trajectory parameter estimation. To solve the data association problem,
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we formulate a multiple target tracking (MTT) problem in the FPA based on the 2D
Cartesian measurements. Broadly speaking, there are three different approaches to
MTT: multiple hypothesis tracking (MHT) [9], joint probabilistic data association
(JPDA) [2], and random finite sets (RFSs) [36, 37]. The RFS approach is perhaps
the latest development for MTT, the basic idea of which is to treat each multi-target
state as a RFS. The Bayes multi-object filter (BMF) is the original RFS-type filter that
propagates and updates the density (PDF) of the multiobject state in time. Because of
the computational complexity of the data association problem, the BMF is generally
considered infeasible to implement. Computationally feasible approximations include
the probability hypothesis density (PHD) [38], the cardinalized PHD (CPHD) [15,39],
and the multi-Bernoulli (MB) filters. The MB filters [45, 46, 55–57] propagate the pa-
rameters of a MB distribution that approximate the posterior multi-target distribution.
They estimate each target’s location and probability of existence and they are known
to be capable of surpassing the CPHD filters’ cardinality performance without being
susceptible to the “spooky effect” [15]. It has been shown in [55, 58] that mixtures
of the MB densities are conjugate priors for the common point target measurement
model, which is an attractive theoretical property. Furthermore, the MB filters have a
“self assessment” capability by computing target existence probabilities, which are not
available from the likelihood function-based MHT [17]. It has many applications [13].
For example, it has been applied to channel tracking for underwater acoustic commu-
nications [34, 35] in [10].
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3.2 The model
A salvo of quasi-synchronous NT launches of thrusting objects are considered. Let
the state of the ith object be
si(t) =
[
xi(t) yi(t) zi(t) x˙i(t) y˙i(t) z˙i(t)
]′
(85)
in 3D Cartesian coordinates. The state evolves according to the following nonlinear
differential equation [61]
s˙i(t) = f [si(t)] (86)
where
f [si(t)] =

x˙i(t)
y˙i(t)
z˙i(t)
τ icosθi(t)cosφi(t) + αiαm(t)D(t)x˙
i(t)
τ isinθi(t)cosφi(t) + αiαm(t)D(t)y˙
i(t)
τ isinφi(t) + αiαm(t)D(t)z˙
i(t)− g

(87)
in which αi is the drag coefficient which assumed to be constant over the observation
period, the thrust τ i is also assumed to be constant up to the burn-out time (BoT), αm(t)
is the Mach number-dependent drag coefficient multiplier, D(t) is the drag coefficient
factor, and g is the gravity acceleration, and θi(t) and φi(t) are the corresponding true
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azimuth and elevation angles of the velocity vector, i.e.,
θi(t) = tan−1
[
y˙i(t)
x˙i(t)
]
(88)
φi(t) = tan−1
 z˙i(t)√
(x˙i(t))2 + (y˙i(t))2
 (89)
with initial condition
θi(0) = θi0
φi(0) = φi0
(90)
Given the altitude h of the launch point (LP) and the first 2D measurement from
the optical sensor, the LP position can be obtained with small errors as
pˆi(0) ,
[
xˆi(0) yˆi(0) h
]′
=M−1{zi(0), h} (91)
where M, defined in Appendix A, represents the mapping from 3D to the 2D FPA.
Therefore, M−1 represents the inverse mapping from the 2D FPA to 3D given the
altitude of the LP and the first measurement from the optical sensor. The initial state
is then
si(0) =
[
xˆi(0) yˆi(0) h 0 0 0
]′
(92)
which, together with the parameter vector
Θi =
[
θi0 φ
i
0 α
i τ i
]′
(93)
can uniquely determine the whole trajectory for each object, if regarding (91) as the
exact LP. The solution to the continuous-time nonlinear dynamic model described in
(86) and (87) can be obtained recursively by the following fourth order Runge-Kutta
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(RK) method with initial conditions (93) and (92) as
si(t+ ∆t) = si(t) +
∆t
6
(ζ1 + 2ζ2 + 2ζ3 + ζ4) (94)
where ∆t is a very small time interval and
ζ1 = f [s
i(t)] (95a)
ζ2 = f [s
i(t+
1
2
∆t) +
∆t
2
ζ1] (95b)
ζ3 = f [s
i(t+
1
2
∆t) +
∆t
2
ζ2] (95c)
ζ4 = f [s
i(t+ ∆t) + ∆tζ3] (95d)
The objects are projected into the optical sensor’s FPA and to be tracked using 2D
Cartesian measurements in the FPA. Due to their timing and proximity, these launches
lead to initially unresolved targets, which consequently results in unresolved (merged)
measurements in the FPA. After a while, they will separate and yield resolved measure-
ments. The threshold of resolution for each coordinate in the FPA is set to 3σr, where
σr is the measurement noise standard deviation in the unit of “px” for each resolved
target in each coordinate. Two targets are considered unresolved if the distances in
all the coordinates between them are less than 3σr. At each time step, there also exist
clutter measurements in addition to the target originated measurements in the FPA.
Based on the target separation in the FPA, the targets are divided into different
groups. Let M jk , j = 1, ..., N
m
k , be the jth set containing the indices of the merged
targets whose true positions at time k cannot be resolved. Target p belongs to set M jk if
there exists another target q whose distance from target p in each coordinate is smaller
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than 3σr. To put it mathematically, we have
q ∈M jk , if ∃s ∈M jk , (q 6= s) 3 |yqk − ysk| ≤
3σr
3σr
 (96)
where | · | is the vector of magnitudes.
For targets from different sets M jk , the distance in at least one coordinate should be
larger than 3σr. For all the targets within set M
j
k , there is only one merged measure-
ment, whose mean is taken as the average of true positions of all the targets within it,
and the associated measurement noise covariance is R = σ2rI2 times the cardinality of
the set M jk , where I2 is the 2× 2 identity matrix. That is1
yM,jk = y¯
j
k + w
M,j
k (97)
where y¯jk is the average position for all targets within set M
j
k and w
M,j
k is the mea-
surement noise whose covariance is |M jk |R. Note that the superscript “M” in yM,jk and
wM,jk represents “Merged”. When there is only one target in setM
j
k , namely, |M jk | = 1,
this is equivalent to the measurement model for a single resolved target and the target
is resolved from all of the remaining targets. Consequently, the number of resolved
targets is the number of sets (M jks) with only one element. The set of all the target
originated measurements at time k can be then denoted as
Yk ,
{
yM,jk
}Nmk
j=1
(98)
In addition to the target originated measurements in the FPA, there also exist clutter
measurements Ck. And the complete measurement set is the union of Ck and Yk given
1Note that this model is only used to generate the measurements. The tracker cannot tell whether a
measurement is resolved or not, i.e., it always assumes the measurement noise covariance R.
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by
Zk = Ck ∪Yk ,
{
zjk
}Nzk
j=1
(99)
where N zk = |Zk| is the cardinality of the measurement set at time k. Note that the
measurement origin is assumed unknown and the above sets are without order. Zk
denotes all measurement sets up to time k:
Zk = {Zκ}kκ=1 (100)
3.3 Multi-Bernoulli Filtering for data association in the 2D Focal Plane
In the optical sensor’s FPA, we consider a MTT problem with initially unresolved
measurements. The MB filter, which provides an elegant way to approximate the BMF
— the centerpiece of the RFS-type method for MTT, is used. In our preliminary
work [24], we considered the application of MOP-MB filter to white noise acceler-
ation (WNA, or nearly constant acceleration) models with initially unresolved mea-
surements in the FPA and validated its capability of tracking the number of targets and
their corresponding states. However, in this paper, we utilize a Wiener process acceler-
ation (WPA) – that is, a nearly-constant acceleration model – for the filter, considering
the objects’ thrusting motion. Rather than the 2D tracks produced by the filter, we
are interested in the measurement-to-track associations for each track, which will be
utilized to estimate the parameters (93) for each confirmed track and reconstruct the
full 3D trajectories as discussed in the next section.
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In the following subsections, we present the details of MOP-MB filter. The birth
process is assumed unknown and an adaptive birth process is used [46,47]. We assume
that the clutter is uniformly distributed in the FPA, namely, the PDF is
gc(z) = 1/V (101)
where V is the area of the FPA. The probability of detection pD and probability of
survival pS are assumed the same for all the targets at all time steps. As a WPA model
is assumed, we have the state transition matrix Ff and the process noise covariance
matrix Qf given by
Ff =

1 0 T 0 T
2
2
0
0 1 0 T 0 T
2
2
0 0 1 0 T 0
0 0 0 1 0 T
0 0 0 0 1 0
0 0 0 0 0 1

(102)
Qf =

T 4
4
0 T
3
2
0 T
2
2
0
0 T
4
4
0 T
3
2
0 T
2
2
T 3
2
0 T 2 0 T 0
0 T
3
2
0 T 2 0 T
T 2
2
0 T 0 1 0
0 T
2
2
0 T 0 1

σ2v (103)
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where σv is the acceleration increments’ standard deviation. As only position is ob-
served in the FPA, the observation matrix for the filter is
Hf =
1 0 0 0 0 0
0 1 0 0 0 0
 (104)
3.3.1 Initialization and Target Birth Prediction
One-point initialization is utilized for each new target. All the measurements ob-
tained from the first step are regarded as potential targets. As a WPA kinematic motion
model and Cartesian measurements are assumed, the initial state estimates of the new-
born targets are taken as each position measurement appended with zero velocity and
a certain acceleration vector ab, which depends on the prior information of the accel-
eration of the targets.
Similarly, for subsequent time steps, measurements that are not associated with any
existing MB component are taken as potential new targets. The Gaussian MB density
representing new targets (due to birth, or spawning) at time step k − 1, consisting of
prior existence probability wb, state mean mb(i)k−1 and covariance P
b, is
{(
wb,m
b(i)
k−1, P
b
)}Nbk−1
i=1
(105)
where mb(i)k−1 =
[(
z
b(i)
k−1
)′
01×2
(
ab
)′]′
with zb(i)k−1 being a measurement associated
with no existing MB component; the weight wb, the covariance P b and the birth ac-
celeration ab are user-defined parameters. This is discussed in details in Sec 3.5.
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3.3.2 Prediction
Suppose the updated MB components at time k − 1 are denoted as
{(
wik−1|k−1,m
i
k−1|k−1, P
i
k−1|k−1
)}NMB
k−1|k−1
i=1
(106)
The predicted Gaussian MB density at time step k is based on the union of the sur-
viving targets MB density (106) and the new targets MB density (105). Merging the
newborn-target set (105) with the surviving ones (106), the number of predicted targets
is
NMBk|k−1 = N
MB
k−1|k−1 +N
b
k−1 (107)
Following the MB prediction used in the LMB filter [46], the predicted MB density
for each target is
{(
wik|k−1,m
i
k|k−1, P
i
k|k−1
)}NMB
k|k−1
i=1
, (108)
where
wik|k−1 = pSw
i
k−1|k−1 (109)
mik|k−1 = Ffm
i
k−1|k−1 (110)
P ik|k−1 = FfP
i
k−1|k−1F
′
f + Qf (111)
3.3.3 Update
The update has three main steps:
To mitigate computational cost, measurement gating should be used to define
groups of estimates and measurements, such that given the gating decisions the groups
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are statistically independent. The update is then performed separately for each group.
The details of the update are below.
3.3.3.1 Approximate predicted multi-object density
Given the predicted Gaussian MB density in (108), we approximate the predicted
multi-object density by M multi-object particles X`k|k−1 (` = 1, ...,M). For the `th
multi-object particle, a vector I` that indicates the existence of each MB component is
obtained by random sampling, i.e.
I i` =

1 if ui` ≤ wik|k−1
0 otherwise
(112)
where ui` is randomly sampled from the uniform distribution U(0, 1). And every I i`
(i = 1, ..., NMBk|k−1) follows a Bernoulli distribution as
p(I i`) = (w
i
k|k−1)
Ii`(1− wik|k−1)1−I
i
` (113)
Consequently, the meaning of the vector I` is that in the `th particle the ith pre-
dicted Gaussian component is included with probability wik|k−1. For each particle,
the cardinality of the targets is the number of “1”s in I`. The predicted multi-object
distribution is then approximated by
f(Xk|Zk−1) ≈
M∑
`=1
f(X`k|k−1, I`|Zk−1)
=
M∑
`=1
f(X`k|k−1|Zk−1, I`)p(I`) (114)
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Let
φXk(X
`
k|k−1) , f(X`k|k−1|Zk−1, I`) =
NMB
k|k−1∏
i=1
N (xik;mik|k−1, P ik|k−1)Ii` δ[|Xk|; |X`k|k−1|]
(115)
then the predicted multi-object distribution can be expressed as
f(Xk|Zk−1) ≈
M∑
`=1
W`k|k−1φXk(X`k|k−1) (116)
where the number of MOPs M and the prior weight of the `th MOPW`k|k−1 depend on
the number of targets within each group:
• If 2NMBk|k−1 < Nmax, where Nmax is the maximum number of MOPs allowed, we
can enumerate all possible combinations, i.e,
M = 2N
MB
k|k−1 (117)
W`k|k−1 =
NMB
k|k−1∏
i=1
(wik|k−1)
Ii`(1− wik|k−1)1−I
i
` (118)
• If 2NMBk|k−1 > Nmax, we first sort the prior weights of all MOPs in an descending
order and select the top M MOPs. Then,
M = Nmax (119)
W`k|k−1 =
∏NMB
k|k−1
i=1 (w
i
k|k−1)
Ii`(1− wik|k−1)1−I
i
`∑M
`=1
∏NMB
k|k−1
i=1 (w
i
k|k−1)
Ii`(1− wik|k−1)1−I
i
`
(120)
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3.3.3.2 Approximate updated multi-object density
Given the particle approximation of the predicted multi-object density (116), the
posterior multi-object density given by the Bayes update can be then propagated as
f(Xk|Zk) =
∑M
`=1 f(Zk|Xk)φXk(X`k|k−1)∑M
`=1
∫
f(Zk|Xk)φXk(X`k|k−1)δXk
(121)
Using the measurement set PDF and the definition of φXk(X
`
k|k−1) in (115), for each
multi-object particle we have
f(Zk|Xk)φXk(X`k|k−1) = 0 (122a)
if |Xk| 6= |X`k|k−1|, and when |Xk| = |X`k|k−1| we have
f(Zk|Xk)φXk(X`k|k−1) =
∑
a∈A
e−λc
 ∏
j:@σi=j∀Ii`=1
λc
V
 ∏
i:Ii`=1,σi=0
(1− pD)

×
 ∏
i:Ii`=1,σi>0
pDN
(
zσik ;m
i
k|k−1, P
i
k|k−1
) ∏
i:Ii`=1
N (xik;mik|k−1, P ik|k−1)
 (122b)
=
∑
a∈A
L`k|k−1(a)
∏
i:Ii`=1
N
(
xik;m
i,σi
k|k , P
i,σi
k|k
)
(122c)
=
∑
a∈A
L`k|k−1(a)φXk(X`,ak|k−1) (122d)
where a = {σi} is an association event, and A = {a} is the set of all association
event. The likelihoods of the association events, given the MOPs, are
L`k|k−1(a) = e−λc
(
λc
V
)NFA(a)  ∏
i:Ii`=1,σi=0
(1− pD)
 ∏
i:Ii`=1,σi>0
pD

 ∏
i:Ii`=1,σi>0
N (zσik ; zˆik, Sik)
 (123)
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where NFA(a) is the number of measurements that are not associated to a target, and
the propagation equations of Kalman filter for each target or MB component are
Sik =HfP
i
k|k−1H
′
f + R (124a)
Kik =P
i
k|k−1H
′
f
(
Sik
)−1 (124b)
zˆik =Hfm
i
k|k−1 (124c)
mi,σik|k =m
i
k|k−1 +K
i
k
(
zσik − zˆik
)
(124d)
P i,σik|k =P
i
k|k−1 −KikSik(Kik)
′
(124e)
For σi = 0, m
i,σi
k|k = m
i
k|k−1 and P
i,σi
k|k = P
i
k|k−1 .
Note that (122) includes a summation over A, the set of all possible measurement
associations a. Except for very simple scenarios with few targets and high signal to
noise ratio, this is computationally infeasible. To mitigate computational complexity,
data association is used. For each MOP, the auction algorithm [8] is used to com-
pute the single most probable association event aˆ`.2 Under this approximation
the Bayes normalization constant f(Zk|Zk−1) is zero for |Xk| 6= |X`k|k−1|, and for
|Xk| = |X`k|k−1| it becomes∫
f(Zk|Xk)φXk(X`k|k−1)δXk = L`k|k−1(aˆ`) (125)
2The M-best assignment algorithm [33] can also be used to obtain the top M assignments.
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We thus have a multi-object particle approximation of the posterior multi-object den-
sity
f(Xk|Zk) =
∑M
`=1 L`k|k−1(aˆ`)φXk(X`,aˆ
`
k|k )∑M
`=1 L`k|k−1(aˆ`)
(126a)
=
M∑
`=1
W`k|kφXk(X`,aˆ
`
k|k ) (126b)
where
W`k|k ,
L`k|k−1(aˆ`)∑M
`=1 L`k|k−1(aˆ`)
(127)
is the updated or posterior weight for the lth MOP.
3.3.3.3 Approximate posterior multi-Bernoulli density
For each MOP within each gating group, it has a unique combination of the updated
estimates with the posterior weights. A predicted MB component may be included in
multiple MOPs, and in different MOPs, the same predicted MB component may be
updated into different estimates, due to the data association. Therefore, there may be
multiple updated estimates that correspond to the same predicted estimate.
The posterior multi-Bernoulli density with unimodal target estimates
{(
wik|k,m
i
k|k, P
i
k|k
)}NMB
k|k−1
i=1
(128)
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is obtained as follows,
wik|k =
∑
`
I i`W`k|k (129)
mik|k =
1
wik|k
∑
`
I i`W`k|kmi,σˆ
`
i
k|k (130)
M
i,σˆ`i
k|k =
(
m
i,σˆ`i
k|k −mik|k
)(
m
i,σˆ`i
k|k −mik|k
)′
(131)
P ik|k =
1
wik|k
∑
`
I i`W`k|k
(
P
i,σˆ`i
k|k +M
i,σˆ`i
k|k
)
(132)
In other words, for each predicted MB component, an updated probability of existence
is found by taking the sum of updated MOP weights for the MOPs that the estimate
was included in. A single updated Gaussian density is found by merging the updated
Gaussian densities from the MOPs that the estimate was included in. Note that this
merging minimizes the Kullback-Leibler divergence between the Gaussian mixture
and the single Gaussian (see [57]).
3.3.4 Measurement-to-track association
For each updated state mik|k, we associate with it the measurement that is closest to
Hfm
i
k|k, i.e.,
αik = arg min
j
||zjk −Hfmik|k|| (133)
3.3.5 Pruning, confirmation and extraction
To reduce the complexity after the update, multi-Bernoulli components with a
probability of existence wik|k lower than a threshold τP are pruned (i.e. removed).
A target estimate is considered confirmed if the probability of existence is larger than
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a threshold τC for at least one time step. An estimate of the target set is taken as the set
of estimates that have either been confirmed or have probabilities of existence larger
than a threshold τE.
3.4 Parameter estimation for trajectory reconstruction
As mentioned before, the trajectory of each object can be fully and uniquely recon-
structed by the initial parameters specified in (93) given the initial state of the object.
The MB filter can output the estimated state together with the associated measurement
at each time step. Rather than focusing on the estimated states (e.g., as in [24]), we use
the collected 2D measurement-to-track associations for each confirmed track. Given
the associated measurements for each confirmed track, we can estimate the initial pa-
rameters via numerical search, which can then reconstruct the whole 3D trajectory for
IPP.
Suppose at the end of the observation period (up to time step N ), the MB filter
outputs Nc confirmed tracks and their associated measurements. For the ith confirmed
track, i = 1, ..., Nc, we have{(
miβi|βi , z
αi
βi
βi
)
, ...,
(
mik|k, z
αik
k
)
, ...,
(
miN |N , z
αiN
N
)}
(134)
where βi is the time when the ith track is born and αik is the index of the measurement
associated with the ith track at time k. Since the unresolved measurements are biased,
only resolved measurements will be used at this stage. The resolved measurements
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start from the time when all the Nc tracks were born, i.e.,
κ = max{βi} (135)
Therefore, the number of measurements that can be used for parameter estimation for
each object is
Nz = N − κ+ 1 (136)
Stack the Nz measurements for the ith track as
Zi
(
Θi
)
,

z
αiκ
κ
z
αiκ+1
κ+1
...
z
αiN
N

(137)
Similarly, let Pi (Θi) and Yi (Θi) represent the stacked positions in 3D and in the 2D
FPA from κ to N respectively. The covariance matrix for the stacked measurement
vector can be represented as
Rstk = diag [R · · · R] (138)
The LLF λ(Θi; Zi) of Θi; based on Zi can then be represented as
λ(Θi; Zi) = −1
2
(
Zi −Yi (Θi))′ R−1stk (Zi −Yi (Θi))+ C
= −1
2
(
Zi −M{Pi (Θi) })′ R−1stk (Zi −M{Pi (Θi) })+ C (139)
where C is the irrelevant constant term. The MLE can be found by finding the maxi-
mum of the LLF over the target parameter space as
Θˆi
(
Zi
)
= arg max
Θi
λ(Θi; Zi) (140)
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The iterated least squares (ILS) method can be used to obtain the optimal Θi. To
encourage the ILS to converge to the global maximum, we will employ the search
strategy with two stages as in [61].
For the ILS method, it is necessary to evaluate the following gradient
∇Θi(Yi)′ = ∇Θi
(
Pi
)′ ∇Pi (M{Pi})′ (141)
where ∇Pi
(M{Pi})′ is a 3Nz × 2Nz block diagonal matrix, whose 3 × 2 diagonal
block related to (pik,y
i
k) can be obtained analytically according to (215) as
∇pik
(M{pik})′ = NpxfL
[
n(pik − pH)′ −
(
(pik − pH) · n
)
I3
((pik − pH) · n)2
]
Π
′
(142)
in which, as defined in Appendix A, “·” is the inner product of two vectors, f is the
focal length of the camera, L is the length of the FPA in one dimension, Npx is the cor-
responding number of pixels and I3 is the 3×3 identity matrix. As for∇Θi (Pi)
′
, it can
only be obtained numerically. Its jth row, j = 1, ..., 4, can be evaluated numerically as
∂ (Pi)
′
∂Θij
≈
[
Pi(Θij + ∆Θ
i
j)−Pi(Θij)
]′
∆Θij
(143)
The Fisher information matrix (FIM) can then be obtained according to
J
(
Θi
)
= E
{∇Θiλ(Θi) (∇Θiλ(Θi))′ }
= ∇Θi(Yi)′R−1stk
(
∇Θi(Yi)′
)′
(144)
The invertibility of J (Θi) can be used to determine the estimability of Θi. If it is
estimable, we can then obtain the CRLB as the inverse of J (Θi). As stated in [23], all
nonlinear observation models with additive Gaussian noises enjoy efficient MLEs. In
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(b) All the measurements in the FPA
Figure 5: 100 frames in the FPA (the images are inverted due to the optics — while
the true trajectories are from the bottom left of the FOV and upwards, the images are
from the top right and downwards.)
other words, the CRLB is equal to the corresponding covariance matrix of the MLE.
But as the LP position is noisy, this will result in inefficient MLE. Therefore, to yield
efficient MLE, we need to estimate the ground coordinates of the LP position as in [30].
But in this paper, we just take the noisy LP (91) as the exact LP and estimate the 4-
dimensional parameter vector (93) only.
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Figure 9: Magnified view of the estimated and true trajectories (10-12s)
3.5 Simulation Results
We considered the 3D trajectories of a salvo of three objects launched in close
proximity with initial positions (in 3D Cartesian coordinates, with the sensor location
given later):
p10 = [5005 5000 200]
′
m (145a)
p20 = [5000 5000 200]
′
m (145b)
p30 = [4995 5000 200]
′
m (145c)
and whose motion is described by (87). The initial parameters for the three targets
were:
Θ1 = [30◦ 42◦ 0.03m2/kg 200m2/s]
′
(146a)
Θ2 = [28◦ 46◦ 0.03m2/kg 200m2/s]
′
(146b)
Θ3 = [32◦ 44◦ 0.03m2/kg 200m2/s]
′
(146c)
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Table 1: Parameter estimation performance for 100 Monte Carlo Runs
Θ¯1
[
30.05◦ 41.71◦ 0.0288m2/kg 201.93m2/s
]′
Θ¯2
[
27.98◦ 46.00◦ 0.0298m2/kg 200.46m2/s
]′
Θ¯3
[
31.92◦ 44.38◦ 0.0309m2/kg 198.58m2/s
]′
RMSE{Θ1} [0.87◦ 2.07◦ 0.0091m2/kg 9.75m2/s]′
RMSE{Θ2} [1.10◦ 2.30◦ 0.0097m2/kg 9.91m2/s]′
RMSE{Θ3} [0.76◦ 2.18◦ 0.0094m2/kg 9.85m2/s]′
The impact points for the three objects were
p1IP = [26643 17493 0]
′
m (147a)
p2IP = [28849 17468 0]
′
m (147b)
p3IP = [26881 18676 0]
′
m (147c)
Fig. 4 shows the trajectories of the three targets. The BoTs of all the objects were 4s,
which was known (the camera can detect them when the plume disappears — end of
the thrust phase and start of the ballistic phase).
As discussed in Section 3.2, a merged measurement model was utilized in the FPA
after mapping the positions of the targets from 3D. The sampling time was T = 0.1s
and the observation time (OT) was 0–10s (100 frames). The location of the camera
was [0 0 2000m]′ (≈ 7km from the LP). For each resolved target in the FPA, the
measurement noise standard deviation was σr = 1px. The focal length of the optical
sensor was f = 20mm and the width of the FPA was L = 10cm, which was divided
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into Npx = 3000pxs. The FPA was parallel to the x-z plane. Therefore,
n = [0 1 0]
′
(148)
Π =
1 0 0
0 0 1
 (149)
Aside from target-originated measurements, we considered clutter measurements, the
number of which was Poisson distributed with mean λc = 10 and uniformly dis-
tributed in the FPA. Fig. 5(a) shows the trajectories of the objects in the 2D FPA.
Fig. 5(b) shows all the measurements overlaid in the FPA during the OT. After mag-
nifying Fig. 5(b) into Fig. 6, we can see that there was only one merged measurement
before time step 19; one of the three targets became resolved at time step 19; after
time step 20, all the three targets became resolved, resulting in resolved measurements
afterwards.
For the MB filtering in the FPA, a WPA model was considered with acceleration
increment process noise standard deviation σv = 0.5px/s
2 for each target. The prob-
ability of survival for each target was pS = 0.99. At each time step, the detection
probability for each target was pD = 0.999. For data association, the gating proba-
bility PG = 0.999 was used. For pruning, confirmation and extraction the following
thresholds were used: τP = 10−4, τC = 0.6, and τE = 0.2. For each new target, the
initial existence probability wb was set to be 0.1. With the knowledge of the maximum
acceleration magnitude aM = 30px/s2 for the targets in each coordinate in the FPA,
the acceleration vector for each newborn target was ab = [0 − aM
2
]
′ . The initial accel-
eration of the new target in the x-axis was set to 0 as we assumed no prior knowledge
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in which direction the target will go. Nevertheless, since objects were going down-
wards along the y-axis in the FPA, its initial acceleration estimate in the y-axis was set
to −aM
2
. The initial covariance matrix was
P b = diag
([
3σ2r 3σ
2
r (aM)
2
(
aM
2
)2
(aM)
2
(
aM
2
)2])
Fig. 7 shows the corresponding measurement-to-track associations in the FPA for one
typical run. Based on the confirmed tracks and the associated measurements at the end
of the OT, we would like to extract the set of measurements for each confirmed track,
obtain the MLE of the target parameters (93) via numerical search, and reconstruct
the full states in 3D for the purpose of IPP. Fig. 8 shows the reconstructed full trajec-
tories of the three objects with the corresponding top and side views for the run. As
shown more clearly in the magnified figure (10-12s) in Fig. 9, there was some minor
misalignment between the true and the estimated trajectories, which was considered
reasonable.
To evaluate the average performance of the proposed method for parameter estima-
tion and IPP, 100 Monte Carlo runs were conducted. The mean and root mean squre
errors (RMSEs) of each parameter vector were evaluated as well as those of the im-
pact point for each object. The results are summarized in Tables 1 and 2. We can see
that the average values of the parameter vectors over 100 runs are close to the truth in
(146), which validates the effectiveness of the data association using the MB filter in
the FPA.
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Table 2: IPP performance for 100 Monte Carlo Runs
p¯1IP
[
28117 18460 0
]′
m
p¯2IP
[
29701 18252 0
]′
m
p¯3IP
[
27348 19006 0
]′
m
RMSE{p1IP}
[
4233.9 2856.9 0
]′
m
RMSE{p2IP}
[
5162.2 3306.0 0
]′
m
RMSE{p3IP}
[
4604.2 3274.9 0
]′
m
3.6 Summary
This part of the dissertation considered the problem of tracking a salvo of thrusting
objects in 3D using 2D measurements from an optical sensor’s FPA. As the initial
separations of the objects were too close to be resolved by the sensor, this resulted in
initially unresolved measurements and a merged-measurement model with increased
variance was utilized. As the trajectory of each thrusting object was assumed to be
determined uniquely by a parameter vector, a two-stage method was employed to solve
the problem. In the first stage, the recently proposed MB filter with WPA motion
model was applied using 2D measurements in the FPA to do measurement-to-track
associations, based on which a set of measurements were extracted for each confirmed
track at the end of the observation time. Then, in the second stage, the parameter
vector defining the trajectory of each object was estimated based on the associated
measurements via numerical search and we reconstructed the whole 3D trajectory for
each object using the estimated parameter vector for the purpose of IPP. Monte Carlo
runs have been conducted in the simulation part to validate the effectiveness of the
proposed methodology.
Chapter 4
Measurement extraction for a point target in an optical
sensor’s focal plane array
4.1 Background and related work
Optical sensors are widely used in target tracking systems, such as [22, 30, 60],
etc. There seems, to date, to be no theoretical model for measurement extraction from
optical sensors that blends physics and statistics: the optics’ PSF, pixel size, dead zone
and Poisson / Gaussian observed levels. For target tracking applications such a model
is intrinsically vital: a target tracker requires probability of detection, of false alarm
and also the accuracy of an extracted measurement. A strategy that simply “works”
does not deliver this. A typical measurement extractor for a point target subject to a
PSF consists of two parts. The first part is the target location estimator [25], which
provides the estimate of the target location in the FPA together with the accuracy of
the estimate given the measured intensities from the pixels in the FPA. The second part
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is the target detector [26], which determines whether the estimate comes from a target
— this is done based on a statistical test.
In [42], the effects of the pixel size on the probability of detection and measurement
extraction accuracy for point sources in the FPA of an optical sensor are investigated
from a tracking perspective. However, this work used a single pixel processing for the
target detection, and for non-trivial PSF widths single-pixel approaches must yield a
detection performance inferior compared to the multi-pixel PSF-based matched filter
processing used in the present work. Also, [42] was based on a perfect pixellation
model without a dead zone between neighboring pixels. The maximum likelihood de-
tector for a point target using a matched filter, but based on a pixellation model without
a dead zone was investigated in [1]. The “linear” noise model in [1] assumed its root
mean square (RMS) value proportional to the pixel area while here a Poisson noise
model, where the noise variance is proportional to the pixel area, is used that seems a
better match with the physical phenomena of dark current and photon noise. In [19],
the minimum mean square error for parameter estimation in a pixelated measurement
model was derived assuming that the target is in the center of one pixel, and the target-
present and target-absent observed pixel signal amplitudes are Rayleigh distributed,
which matches a radar model. The CRLB on the performance of a point object’s po-
sition estimator was derived in [52, 59] assuming that the noise intensity in each pixel
has a Poisson distribution. The optimal pixel size that minimizes the CRLB has been
investigated. In addition, the effects of target location within one pixel and the SNR
on the CRLB have also been explored in [52] using the CRLB as the the performance
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metric. However, neither of the papers considered dead zone width between pixels
and no simulation results were provided to demonstrate the statistical efficiency of the
MLE. In [48], several subpixel detectors were proposed to improve the performance of
the conventional matched filter detector at pixel centers. The receiver operating char-
acteristics (ROCs) for these detectors were based on simulation results, and it didnot
present enough details on how the detector works, for example, what are the distri-
butions of the test statistic under both hypotheses and how the detection threshold is
determined.
In this work, we use a realistic model in which neighboring pixels are separated by
a dead zone in the FPA of an optical sensor. We then consider measurement extrac-
tion for a point target using a matched filter. Assuming that the energy density of the
target deposited in the FPA conforms to a Gaussian PSF and that the noise intensity in
each pixel is Gaussian distributed [18] with moments given by a Poisson process, we
derive the CRLB for the covariance of the estimated target location in the FPA. Target
detection is performed using the generalized likelihood ratio test (GLRT) to determine
whether a target exists at the estimated location. The test statistic is shown to be the
output of a matched filter centered at the estimated location, which is the maximum
of the matched filter outputs in the FPA. The distributions of the test statistic under
target-present and target-absent hypotheses are derived. Under the null (target-absent)
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hypothesis, the cumulative distribution function (CDF) of the test statistic is approxi-
mated by a power of the Gaussian CDF. For a given false alarm rate, we obtain an an-
alytic expression of the detection threshold. Under the alternative (target-present) hy-
pothesis, we account for the inaccuracy of the estimated target location via its CRLB,
and the test statistic is approximated by a Gaussian distribution. Given the detection
threshold, the analytic expression of the detection probability is obtained. Extensive
simulations show how the estimation and detection performances change with the pixel
size and signal-to-noise ratio (SNR) for a given dead zone width. It is shown that there
is an optimal pixel size that minimizes the CRLB for a given dead zone width, and
the MLEs are shown to be efficient at the optimal pixel size via Monte Carlo runs
for moderate-to-large SNRs. The detection probability improves then deteriorates as
pixel size increases for a given dead zone width. The analytic and simulation-based
detection probabilities agree with each other for SNRs where the MLE is efficient.
4.2 The Model
Suppose there is one target with total intensity I (proportional to the number of
photons from the target entering the optics) whose spread image is centered at location
θ , (ξ, η)′ in an optical sensor’s FPA. The spatial density of the intensity (deposited
energy) at location (x, y) in the FPA is given by the Gaussian PSF
f(x, y;θ) =
1
2piσ2
exp
{
−(x− ξ)
2 + (y − η)2
2σ2
}
(150)
where σ is the spread of the Gaussian PSF.
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Without loss of generality, assume there are N × N pixels in the FPA. Denote
(i, j), i, j = −N/2 + 1, · · · , N/2, as the two dimensional index of a pixel, whose
center location is (xi, yj). Assume each pixel has a square shape with side a, and any
two neighboring pixels are separated by a dead zone with width µ as shown in Fig. 10.
Therefore, the centers of any two neighboring pixels are separated by a + µ. The
portion of energy deposited in the (i, j)th pixel is then
pi,j(θ) =
∫ xi+a/2
xi−a/2
∫ yj+a/2
yj−a/2
f(x, y;θ)dxdy
=
[
Φ
(
xi + a/2− ξ
σ
)
−Φ
(
xi − a/2− ξ
σ
)][
Φ
(
yj + a/2− η
σ
)
−Φ
(
yj − a/2− η
σ
)]
(151)
where Φ(·) is the standard 1-D Gaussian CDF.
The FPA fill factor is defined as the ratio of pixel areas to the total area of the FPA
ψ , a
2
(a+ µ)2
(152)
The measured signal intensity in pixel (i, j) is
zi,j = Ipi,j(θ) + wi,j (153)
where the noise intensity wi,j is assumed to be white and Gaussian with zero mean and
variance proportional to the area of the pixel as
σ2w = sa
2 (154)
where s is the spatial density of the noise intensity (proportional to the expected num-
ber of photons per unit area).1 This approximates a de-meaned Poisson noise, which
1Note that the mean of a Poisson random variable is equal to its variance. In the present case, the
mean is proportional to the pixel area (sa2). Thus, one has (154) and the standard deviation (SD) is then√
sa.
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i+1
Figure 10: Topology of the FPA (the shaded area represents the dead zone).
is different from the “linear” model that assumed σw = sa2 as in [1]. This Poisson
noise includes the thermal noise from dark current and the photon noise. The Poisson
model for both these noises can be found in [11, 12, 51]. When the number of photons
in a pixel is large enough, the PDF of the noise intensity in a pixel can be (and com-
monly) approximated by a Gaussian PDF, which is more analytically tractable.This
approximation has also been made in [18] for optical signals, and we are following
this approach.
Define the following N2 × 1 stacked vectors
Z =
[
z
′
−N/2+1 · · · z
′
i · · · z
′
N/2
]′
(155)
P(θ) =
[
p−N/2+1(θ)
′ · · · pi(θ)′ · · · pN/2(θ)′
]′
(156)
W =
[
w
′
−N/2+1 · · · w
′
i · · · w
′
N/2
]′
(157)
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where
zi =
[
zi,−N/2+1 · · · zi,N/2
]′
(158)
pi(θ) =
[
pi,−N/2+1(θ) · · · pi,N/2(θ)
]′
(159)
wi =
[
wi,−N/2+1 · · · wi,N/2
]′
(160)
are of size N × 1. The covariance matrix of (157) is then
R = σ2wIN2 (161)
where IN2 is the N2 ×N2 identity matrix.
The LF of the target location θ based on the measurement set Z is the PDF of Z
conditioned on θ, that is [2]
Λ (θ; Z) , p(Z|θ) = 1√|2piR| exp
{
−1
2
[Z− IP(θ)]′ R−1 [Z− IP(θ)]
}
(162)
The LLF of θ is then
λ (θ; Z) , ln Λ (θ; Z) = −1
2
[Z− IP(θ)]′R−1[Z− IP(θ)] + C (163)
where C is the irrelevant (normalization) constant term.
4.3 Target Estimation
4.3.1 MLE and CRLB
The MLE of θ is obtained as
θˆ = arg max
θ
λ (θ; Z) (164)
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which can be found numerically.
The Fisher information matrix (FIM) of θ is defined as
J(θ) , E
[
∇θλ
(∇θλ)′] = I2 (∇θP(θ)′)R−1 (∇θP(θ)′)′ (165)
Next, we will derive the explicit expression of J(θ) given the signal model (151) and
the noise model (154). Taking the gradient of each entry in P(θ), given in (156), with
respect to θ yields
∇θpi,j =
1
σ

(
φ
(
xi−a/2−ξ
σ
)
−φ
(
xi+a/2−ξ
σ
))(
Φ
(
yj+a/2−η
σ
)
−Φ
(
yj−a/2−η
σ
))
(
Φ
(
xi+a/2−ξ
σ
)
−Φ
(
xi−a/2−ξ
σ
))(
φ
(
yj−a/2−η
σ
)
−φ
(
yj+a/2−η
σ
))

(166)
where φ(·) is the 1-D Gaussian probability density function.
The FIM J(θ) is then
J(θ) = I2
(
∇θP(θ)
′
)
R−1
(
∇θP(θ)
′
)′
=
I2
σ2σ2w
t11 t12
t21 t22
 (167)
where
t11 =
∑
i
∑
j
[(
φ
(
xi − a/2− ξ
σ
)
− φ
(
xi + a/2− ξ
σ
))2
×
(
Φ
(
yj + a/2− η
σ
)
− Φ
(
yj − a/2− η
σ
))2]
(168)
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Figure 11: σCRLB and ψ (152) vs. pixel size a for different dead zone widths µ (all in
units of σ).
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t12 =
∑
i
∑
j
[(
φ
(
xi − a/2− ξ
σ
)
− φ
(
xi + a/2− ξ
σ
))
×
(
Φ
(
yj + a/2− η
σ
)
− Φ
(
yj − a/2− η
σ
))
×
(
Φ
(
xi + a/2− ξ
σ
)
− Φ
(
xi − a/2− ξ
σ
))
×
(
φ
(
yj − a/2− η
σ
)
− φ
(
yj + a/2− η
σ
))]
(169)
t21 = t12 (170)
t22 =
∑
i
∑
j
[(
Φ
(
xi + a/2− ξ
σ
)
− Φ
(
xi − a/2− ξ
σ
))2
×
(
φ
(
yj − a/2− η
σ
)
− φ
(
yj + a/2− η
σ
))2]
(171)
The inverse of J(θ) is the Crame´r Rao lower bound (CRLB), which defines a lower
bound on the estimation accuracy for an unbiased estimator
PCRLB = J(θ)−1 (172)
Note that there are no analytical expressions for the FIM and the CRLB in the present
problem. They can only be evaluated numerically as shown in the next subsection.
4.3.2 Numerical results for estimation performance
In this section, we provide simulation results of the estimation performance for
various pixel sizes and SNRs given a certain dead zone width. The spread of the
Gaussian PSF was σ = 1. Thus, all the quantities that will be derived in the sequel
(a, µ, σCRLB) are in units of σ. The spatial density of the noise was s = 1. A square
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Figure 12: Sample SDs σξ, ση vs. CRLB-based SDs as a function of SNR for some of
the optimal (µ, a) pairs.
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Figure 13: Average NEES as a function of SNR for some of the optimal (µ, a) pairs.
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in the FPA with each dimension 8σ receives 99.99% of the target energy without dead
zone. The raw SNR (prior to matched filtering) is then defined as the ratio of the target
energy deposited in this square to the RMS value (SD) of the noise in the same area
γ =
99.99%I × ψ√
s(8σ)2 × ψ =
99.99%I
8σ
√
s
(173)
Note that the above is the ratio of energies, i.e. ratio of (integrated) powers. Therefore,
we will convert it to “decibel” (dB) as 10 log10 γ.
Firstly, let γ = 7dB (I ≈ 40) and the width of the dead zone µ ∈
{0.01, 0.02, 0.03, ..., 0.1}. For a given µ, the pixel size a is varied from 0.01 to 3
to see how the CRLB changes as a function of a. We randomize the target location
within one pixel and the neighboring dead zone, and average the corresponding CRLB.
Fig. 11 shows how the (average) CRLB-based SD σCRLB and the fill factor ψ vary as
a function of pixel size a for µ = 0.01, 0.03, 0.05, 0.10. We can observe that σCRLB
decreases and then increases as the pixel size a increases for a given µ. Note that this
trend is the same for any I (or γ) as I contributes a multiplicative factor to PCRLB.
Therefore, there is an optimal pixel size in terms of minimizing the CRLB for a fixed
dead zone width µ. Table 3 summarizes the optimal pixel size aopt that minimizes
σCRLB and the corresponding fill factor ψ(aopt) for different dead zone widths. We can
see that as the dead zone width µ goes up from 0.01 to 0.1, the optimal pixel increases
from 0.3891 to 0.8158, while the corresponding fill factor decreases from 0.9505 to
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Table 3: The optimal pixel size aopt that minimizes σCRLB and the corresponding fill
factor ψ(aopt) for different dead zone widths µ
µ 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10
aopt 0.39 0.49 0.56 0.61 0.66 0.70 0.73 0.76 0.79 0.82
ψ(aopt) 0.95 0.92 0.90 0.88 0.86 0.85 0.83 0.82 0.81 0.79
0.7935. Note the flatness of the CRLB curves in Fig. 11 around the minimum. A prac-
tical fill factor of ψ = 0.9, while not exactly at the minimum, still yields almost the
same performance.
Next, to investigate the statistical efficiency of the MLE at the optimal (µ, a) pairs,
1000 Monte Carlo runs had been conducted for various SNRs. The true location of the
target is taken as θ = [ξ η]′ = [0 0]′ . Comparisons were made between the CRLB-
based SD and sample SDs of the estimated location σξ, ση. In addition, we evaluated
the normalized estimation error squared (NEES) under the assumption of efficiency,
which is defined as
j =
(
θˆj − θ
)′
J(θˆj)
(
θˆj − θ
)
(174)
where θˆj is the MLE from the jth Monte Carlo run and J(θˆj) is the FIM evaluated at
θˆj . The 95% probability region for the average NEES ¯ over 1000 Monte Carlo runs
is [1.88, 2.13]. Fig. 12 shows the comparison between sample SDs and the CRLB-
based SDs as a function of SNR γ for some of the optimal (µ, a) pairs given in Table
3 and Fig. 13 shows the corresponding average NEES as a function of SNR. We can
conclude from both figures that the MLE is efficient for moderate-to-high SNRs, i.e.,
when γ ≥ 6dB.
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4.4 Target Detection
Given the measurement set Z (see (155)), we can estimate the location of the target
assuming that it is present. But, as we have no information concerning the existence of
the target, a procedure to determine whether a target gave rise to the estimated location
is needed. This amounts to the following hypothesis testing problem:
H0 : Z = W target absent
H1 : Z = IP(θ) + W target present
(175)
The log-likelihood ratio (LLR) for these two hypotheses is given by
L(Z) = ln
p(Z|θ,H1)
p(Z|H0)
= ln
1√
|2piR| exp
{
−1
2
(Z− IP(θ))′ R−1 (Z− IP(θ))
}
1√
|2piR| exp
{−1
2
Z′R−1Z
}
= IP(θ)′R−1Z− 1
2
I2P(θ)′R−1P(θ) (176)
As the true value of θ is not available, we use the MLE (164) in (176), which leads
to the generalized likelihood ratio test (GLRT) with the error in θˆ to be accounted for
in the sequel. Then (176) becomes
LG(Z) = IP(θˆ)′R−1Z− 1
2
I2P(θˆ)′R−1P(θˆ) (177)
Since P(θˆ)′R−1P(θˆ) is not related to Z and the covariance matrix R is diagonal, we
can choose the following test statistic
T (Z) = P(θˆ)
′
Z (178)
which is a matched filter (MF) output at the estimated location θˆ.
76
4.4.1 Distribution of the test statistic underH0
UnderH0, the test statistic is
T (Z) = P(θˆ)
′
Z = max
θ
{
P(θ)
′
W
}
(179)
which is the maximum of the MF outputs when there is no target in the FPA.
To derive the distribution of T (Z) under H0, we can consider that the θ that max-
imizes P(θ)′W is chosen from the list Θ =
{
θj
}M
j=1
, where M is the number of
elements in the list. Therefore, the probability that T (Z) is less than a threshold τ is
given by
Pr (T (Z) < τ |H0) = Pr
(
max
θj∈Θ
{
P(θj)
′
W
}
< τ |H0
)
=
M∏
j=1
Pr
(
P(θj)
′
W < τ |H0
)
(180)
where it is assumed that all the M MF outputs are mutually independent.
For any θ in the FPA, we have the following approximation if the FPA is large
enough to cover all the target energy
P(θ)
′
P(θ) ≈ P(θc)′P(θc)
=
∑
i
∑
j
((
Φ
(
xi + a/2− ξc
σ
)
− Φ
(
xi − a/2− ξc
σ
))2
×
(
Φ
(
yj + a/2− ηc
σ
)
− Φ
(
yj − a/2− ηc
σ
))2)
≈
∑
i
∑
j
((
Φ
(
xi + a/2− 0
σ
)
− Φ
(
xi − a/2− 0
σ
))2
×
(
Φ
(
yj + a/2− 0
σ
)
− Φ
(
yj − a/2− 0
σ
))2)
, C(µ, a) (181)
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where θc , [ξc ηc]
′ is the center of the pixel which θ is closest to and C(µ, a) is a
constant dependent only on pixel size a and dead zone width µ, and can be calculated
numerically. The approximation comes from that if the FPA is large enough to cover
almost all the target energy, any pixel center (except those on the edges) which the
target is closest to can be the origin point, and the sum of the energy squared from all
the pixels is constant.
Consequently, any matched filter output (except for those on the edges) is identi-
cally distributed as
P(θj)
′
W ∼ N (0, C(µ, a)σ2w) (182)
Therefore, (180) becomes
Pr (T (Z) < τ |H0) ≈
(
Φ
(
τ
σw
√
C(µ, a)
))M
(183)
Given a false alarm probability Pfa, the threshold τ that maximizes the detection
probability can be determined from(
Φ
(
τ
σw
√
C(µ, a)
))M
≈ 1− Pfa (184)
which yields
τ ≈ σw
√
C(µ, a) Φ−1
(
(1− Pfa)1/M
)
(185)
The only unknown parameter in (185) is M . It should be chosen to match the PDF
of the maximum of the MF outputs at the tail. This is because we only care about the
detection threshold τ , which is obtained for a small tail probability Pfa. An empirical
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Figure 14: Empirical (histograms from 10, 000 Monte Carlo runs) and approximate
PDF and CDF of the test statistic underH0
way of choosing M which we found satisfactory via simulations is
M =
(⌈
N(a+ µ)
σ
⌉)2
(186)
which means that there are
⌈
N(a+µ)
σ
⌉
equivalent independent matched filter outputs
in each dimension. Fig. 14 shows the approximate PDF and CDF (183) of the test
statistic under H0 on top of the corresponding histograms (empirical PDF and CDF)
when N = 1000, µ = 0.1, a = 0.8158 and M = 839, 056 (obtained from (186)). The
Kolmogorov-Smirnov test has been conducted to confirm the match of the two distri-
butions at the tail. In addition, we have found that the detection probability obtained
next subsection is not very sensitive to M . Thus, we use M from (186) to obtain the
detection threshold from (185).
In [49], the PDF of the peak point of the LLR due to clutter/noise in the context of
the maximum likelihood probabilistic multi-hypothesis tracker is obtained via the ex-
treme value theory and approximated by a Gumbel distribution. We do not follow this
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approach since we can have a simple analytic expression for the detection threshold
(185) given the false alarm probability Pfa.
4.4.2 Distribution of the test statistic underH1
UnderH1, the test statistic is
T (Z) = P(θˆ)
′
Z = P(θˆ)
′
(IP(θ) + W) (187)
where θˆ is the MLE (164). To account for the error in θˆ, we take the first order Taylor
expansion of P(θˆ) around θ, which yields
P(θˆ) ≈ P(θ) +
(
∇θP
′
)′ (
θˆ − θ
)
(188)
Define the estimation error as
θ˜ , θˆ − θ (189)
If θˆ is efficient, θ˜ is Gaussian distributed with zero mean and covariance PCRLB, i.e.,
θ˜ ∼ N (0,PCRLB) (190)
which is assumed to be independent of the measurement noise W.
The test statistic can be approximated as
T (Z) ≈
(
P(θ) +
(
∇θP
′
)′
θ˜
)′
(IP(θ) + W)
= IP(θ)′P(θ) + P(θ)W + Iθ˜
′ (
∇θP
′
)
P(θ) + θ˜
′ (
∇θP
′
)
W (191)
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As
(
∇θP
′
)
P(θ) ≈
(
∇θcP
′
)
P(θc)
=

∑
i
∑
j
(
φ
(
xi−a/2−ξc
σ
)
−φ
(
xi+a/2−ξc
σ
))(
Φ
(
yj+a/2−ηc
σ
)
−Φ
(
yj−a/2−ηc
σ
))
pi,j(θc)∑
i
∑
j
(
φ
(
yj−a/2−ηc
σ
)
−φ
(
yj+a/2−ηc
σ
))(
Φ
(
xi+a/2−ξc
σ
)
−Φ
(
xi−a/2−ξc
σ
))
pi,j(θc)

(192a)
≈

∑
i
∑
j
(
− a
σ
d
dξc
φ
(
xi−ξc
σ
) (
Φ
(
yj+a/2−ηc
σ
)
− Φ
(
yj−a/2−ηc
σ
))
pi,j(θc)
)
∑
i
∑
j
(
− a
σ
d
dηc
φ
(yj−ηc
σ
) (
Φ
(
xi+a/2−ξc
σ
)
− Φ
(
xi−a/2−ξc
σ
))
pi,j(θc)
)

(192b)
=

∑
i
∑
j
(
a
σ
xi−ξc
σ2
φ
(
xi−ξc
σ
) (
Φ
(
yj+a/2−ηc
σ
)
− Φ
(
yj−a/2−ηc
σ
))
pi,j(θc)
)
∑
i
∑
j
(
a
σ
yj−ηc
σ2
φ
(yj−ηc
σ
) (
Φ
(
xi+a/2−ξc
σ
)
− Φ
(
xi−a/2−ξc
σ
))
pi,j(θc)
)

(192c)
= 0 (192d)
where the derivation from (192c) to (192d) comes from the following: xi−ξc
σ2
φ
(
xi−ξc
σ
)
is an odd function of xi around ξc;
yj−ηc
σ2
φ
(yj−ηc
σ
)
is an odd function of yj
around ηc;
(
Φ
(
xi+a/2−ξc
σ
)
− Φ
(
xi−a/2−ξc
σ
))
is an even function of xi around ξc;(
Φ
(
yj+a/2−ηc
σ
)
− Φ
(
yj−a/2−ηc
σ
))
is an even function of yj around ηc; p(θc) is an
even function of (xi, yj) around (ξc, ηc).
Therefore, the test statistic can be taken as
T (Z) ≈ IP(θ)′P(θ) + P(θ)W + θ˜
′ (
∇θP
′
)
W (193)
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The first two moments of the above (underH1) are
E [T (Z) |H1 ] ≈ IP(θ)′P(θ) ≈ IC(µ, a) (194)
E
[
(T (Z)− E [T (Z) |H1 ])2 |H1
]
≈ E
[
P(θ)
′
WW
′
P(θ)
]
+ E
[
θ˜
′
∇θP
′
WW
′
(
∇θP
′
)′
θ˜
]
(195)
where
E
[
P(θ)
′
WW
′
P(θ)
]
= P(θ)
′
RP(θ) = σ2wP(θ)
′
P(θ) ≈ sa2C(µ, a) (196)
and
E
[
θ˜
′
∇θP
′
WW
′
(
∇θP
′
)′
θ˜
]
= tr
(
E
[
∇θP
′
WW
′
(
∇θP
′
)′
θ˜θ˜
′
)]
= tr
(
∇θP
′
R
(
∇θP
′
)′
PCRLB
)
= tr
(
σ4w
I2 J(θ)PCRLB
)
=
2σ4w
I2 =
2s2a4
I2 (197)
Therefore,
T (Z)|H1 ∼ N
(
mT , σ
2
T
)
(198)
where
mT ≈ IC(µ, a) (199)
σ2T ≈ sa2C(µ, a) +
2s2a4
I2 (200)
The matched filter output SNR is then defined as, similarly to (173)
γMF =
mT
σT
(201)
The detection probability is the probability that the test statistic T (Z) exceeds the
threshold τ (185) underH1 as
Pd = Pr (T (Z) > τ |H1) ≈ 1− Φ
(
τ −mT
σT
)
(202)
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Figure 15: Detection Probability Pd vs. pixel size a for different (raw) SNRs when
Pfa = 10
−4 and µ = 0.1.
4.4.3 Simulation results for the detection performance
We evaluated the detection performance by taking into account the inaccuracy of
the MLE by its CRLB. First of all, for a given dead zone width µ, SNR γ and false
alarm rate Pfa, the relationship between the detection probability Pd and the pixel size
a is explored. Fig. 15 shows how the detection probability Pd behaves as a function of
pixel size a with Pfa = 10−4 and µ = 0.1 for raw SNR (173) γ = 5, 7dB respectively.
We can see from the figure that for a given SNR, the detection probability goes up
and then down with the increase of the pixel size. This can be seen as following from
Fig. 16: the SNR at the MF output increases and the decreases as a function of the
pixel size for a given pre-matched-filtering SNR (173). In any case, the region where
Pd goes down with increasing a is for values of a that would not be chosen based on
Fig. 11, since the measurement accuracy would be degraded for such large a. Also,
we can observe a slight mismatch between the analytic and simulation-based detection
probabilities when γ = 5dB, while for larger SNR (γ = 7dB), there is no such gap.
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Figure 16: MF output SNR γMF vs. pixel size a (µ = 0.10) when the pre-matched-
filtering SNR (173) γ = 7dB.
The explanation for this is that the assumption that the MLE is efficient, based on
which we derived the detection probability, is not satisfied at lower SNRs but holds for
larger SNRs. In addition, the receiver operating characteristics (ROC), i.e., Pd vs. Pfa,
has been investigated for µ = 0.1, a = 0.8158 with γ = 5, 7dB in Fig. 17.
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Figure 17: ROC curves for µ = 0.1, a = 0.82 at different (raw) SNRs
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4.5 Summary
This part of the thesis derived the optimal measurement extractor for one target
with unknown location in an optical sensor’s FPA. Firstly, we derived the CRLB for
the estimated location based on the assumptions that energy density of the target de-
posited in the FPA conforms to a Gaussian PSF and that the noise variance is propor-
tional to the pixel area. Simulation results show that there is an optimal pixel size that
minimizes the CRLB for a given dead zone width. The MLE is shown to be efficient
at higher SNRs. Secondly, we investigated target detection: the GLRT statistic is the
maximized MF output in the FPA. Note this maximization is over continuous “target”
locations: it is not simply at the pixellation rate. The distributions of the test statistic
under both hypotheses are explored. Under the null hypothesis an adequate approx-
imation to the tail-probability — needful for setting a detection threshold for a low
probability of false alarm — is given, this based on the extremal value among M “in-
dependent” matched filters. Under the target-present alternative no extremal statistical
theory is needed; instead, an analysis that accounts for the impact on the GLR of the
inaccuracy of the target-location MLE is required. Interestingly, this analysis implies
an optimized pixel size, this parametrized by the necessary dead-zone width and PSF
extent.
Chapter 5
Conclusions
Target tracking has wide applications in defense, computer vision, robotics, cell
biology, etc. This dissertation explored several issues related to tracking with optical
sensors.
In some applications, target tracking is recast as a parameter estimation problem,
where the classical CRLB plays an important role to define the lower bound for the
estimator ’s covariance. The first part of the dissertation derived the multidimensional
CRLLB, which is a generalization of the CRLB when the LF has parameter-dependent
support. In addition, the generalized collinearity condition for an efficient estimator to
hold was also obtained. Some examples were shown to illustrate the multidimensional
CRLLB.
The second part of the dissertation considered tracking initially unresolved thrust-
ing/ballistic objects, each of whose trajectories is uniquely determined by a parameter
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vector. A two-step method was employed: data association to obtain the set of associ-
ated measurements for each object in the 2D FPA and parameter estimation using the
associated measurements to reconstruct the whole trajectory in 3D.
The final part of the dissertation investigated measurement extraction for a point
target from an optical sensor’s FPA based on the physical model of the optics. The
performances of target location estimator and target detector were investigated as a
function of pixel size and SNR. It was shown that there is an optimal pixel size that
minimizes the CRLB for the covariance of the target location estimator for a given the
dead zone width. The MLE of the target location was shown to be efficient down to
6dB. As for the target detector, the detection probability increases and the decreases
with the increase of the pixel size, and the detection probability is very flat around the
optimal pixel size.
Appendix A
Mapping position of the object in 3D into the focal
plane in 2D
Fig. 18 shows the mapping of the objectA toA′ in 3D the FPA through the pinhole
H . H ′ and A′′ are the projections of H and A into the FPA. Let f be the focal length
of the optical sensor and n is the 3× 1 unit vector orthogonal to the FPA, we have
||HH ′|| = f (203)
||AA′′|| = f + d (204)
where
d =
−−→
HA · n (205)
is the projection of
−−→
HA on n. And · means the inner product of two vectors.
As shown in the Fig. 8, ∆A′HH ′ and ∆A′AA′′ are similar. Therefore,
−−→
A
′
H =
||HH ′ ||
||AA′′ ||
−−→
A
′
A =
f
f + d
−−→
A
′
A (206)
Let pA, pA
′
and pH denote the 3D coordinates of A, A′ and H respectively, we have
−−→
A
′
H = pH − pA′ (207)
−−→
A
′
A = pA − pA′ (208)
d = (pA − pH) · n (209)
Therefore,
pH − pA′ = f
f + d
(pA − pA′ ) (210)
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Figure 18: Projection of point A in 3D into A′ in the 2D FPA
We can then obtain the 3D coordinates of A′ as
pA
′
=
f + d
d
pH − f
d
pA
= pH +
f
d
(pH − pA)
(211)
If we setH ′ the origin point and then transform the 3D coordinates into 2D coordinates
through a transformation matrix Π2×3, which is related to the orientation of the FPA
n, the new 2D coordinates of A′ are
yA
′
FP = Π(p
A
′ − pH′ ) (212)
where
pH
′
= pH − fn (213)
Assuming the length of the FPA in one dimension is L, which is divided into Npx
pixels, the coordinates of A′ in “px” is
yA
′
=
Npx
L
yA
′
FP (214)
The mapping from pA to yA
′
is represented in brevity as following
yA
′
=M{pA,pH ,n}
, Npx
L
Π
[
f
(pA − pH) · n(p
H − pA)− fn
]
(215)
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