Abstract-Image segmentation can be cast as a clustering task where the image is partitioned into clusters. Pixels within the same cluster are as homogenous as possible whereas pixels belonging to different clusters are not similar in terms of an appropriate similarity measure. Several clustering methods have been proposed for image seg mentation purpose among wh ich the Fu zzy C-Means clustering algorith m. However this algorith m still suffers fro m some drawbacks, such as local optima and sensitivity to init ialization. Art ificial Bees Co lony algorith m is a recent population-based optimization method which has been successfully used in many complex problems. In this paper, we propose a new fuzzy clustering algorithm based on a modified Artificial Bees Colony algorith m, in which a new mutation strategy inspired from the Differential Evolution is introduced in order to improv e the explo itation process. Experimental results show that our proposed approach imp roves the performance o f the basic fuzzy C-Means clustering algorith m and outperforms other population based optimization methods.
I. Introduction
Image segmentation is a first and a critical step of image analysis. The task of image segmentation can be stated as the clustering of a dig ital image into mu ltip le mean ingful non-overlapping regions with homogenous characteristics according to some discontinuity or similarity features like intensity, color or texture [1, 2] . Depending on the way to deal with uncertainty about the available data, the clustering process can be categorized as Hard clustering or Fu zzy clustering. A hard clustering algorithm partitions the dataset into clusters such that one object belongs to only one cluster.
This process is inappropriate for real world dataset in which there are no clear boundaries between the clusters. Since the inception of the fuzzy set theory thanks to Zadeh' work [3] , researchers incorporate the concept of fuzzy within clustering techniques to handle the data uncertainty problem. The goal of unsupervised fuzzy clustering is to assign each data point to all different clusters with some degrees of membership. The iterative unsupervised Fuzzy C-Means (FCM) algorith m is the most widely used clustering algorithm for image segmentation [4, 5, 6] . Its success is chiefly attributed to the introduction of fuzziness about the pixels' membership to clusters in a way that postpones decision making about hard pixels' membership to latter stages. Therefore this allo ws to retain much mo re informat ion fro m the orig inal image co mpared to hard clustering methods.
Despite its simplicity, FCM algorith m is sensitive to init ial states and gets stuck in local optima solutions. In addition, a fuzzy clustering problem is a co mb inatorial optimization problem [7] that is hard to solve and obtaining optimal solutions to large problems can be quite difficult.
In order to address these issues, many fuzzy clustering algorith ms based on bio-inspired methods have been introduced. The natural and intelligent behavior of biological systems, the characteristics of liv ing organisms, their processes and behaviors evolved over thousands of years, such as self-organizat ion, mechanis ms of survival and adaptation have inspired most of the existing stochastic search heuristics. The main idea is to generate a population of candidate solutions to an optimization problem, wh ich is iteratively optimized according to a bio-inspired dynamics in order to find better-quality solutions. Candidate solutions are selected using the fitness function, which measures their quality with respect to the optimizat ion problem. In this field, we find Genetic Algorith ms (GA) [8] , Ant Colony Optimizat ion (ACO) [9] , Particle Swarm Optimization (PSO) [10] , Motivated by the ability of bio-inspired optimization techniques compared to analytical methods to cope with local optima by maintain ing and evolving several candidate solutions simultaneously, several researchers have applied them to perform fuzzy clustering of data. Within this issue, several population based algorithms have been proposed like genetic algorith m (GA) [13, 14] , Ant colony Optimization (ACO) [15, 16] , Particle Swarm Optimization (PSO) [17, 18, 19, 20, 21] , Differential Evolution (DE) [22, 23, 24, 25, 26] , Artificial Bees Colony (ABC) [27, 28] among others.
The Artificial bees colony (ABC) algorith m is a new population-based optimizat ion algorithm developed by Karaboga in 2005 [12] . A BC algorithm is inspired fro m the intelligent foraging behavior o f honey bees. Since its inception, it has been applied for many numerical benchmark optimizat ion problems and has shown a high performance co mpared to other global optimization methods like PSO and GA, with the advantage of employing fewer control parameters [29, 30] .
Despite the simp licity and the superiority of ABC algorith m, recent studies reported that it suffers fro m a poor exploitation process and a slow convergence rate. To overcome these pitfalls, so me research papers have introduced modifications to the classical A BC algorith m in order to imp rove its performance and tackle more complex real-world problems [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] .
Following this spirit, we propose in this paper, a modified ABC algorith m inspired fro m Differential Evolution (DE) to optimize the objective function of the FCM algorith m. We adopt the acronym MoABC-FCM (Modified ABC based FCM ) to refer to the proposed algorith m. MoABC-FCM d iffers fro m the original ABC in the way to create a new solution by emp loyed and onlooker bees. The basic search equation has been modified in a way to foster the exp loitation p rocess while preserving a balance between this process and the exploration process. Furthermore, in o rder to control the frequency of perturbation of the algorithm parameters, the equation that governs the generation of new solutions through iterations by employed and onlooker bees has been modified in a way similar to DE. Several benchmark images have been used to assess the performance of the proposed MoABC-FCM and a comparative study has been conducted.
The remaining of this paper is organized as follows: Section 2 presents an overview of the Fuzzy C-Means (FCM) algorith m. Artificial Bees Colony algorith m is described in Section 3. The proposed MoABC-FCM algorith m is presented in Section 4. Experimental results and comparison with FCM and other bioinspired optimization methods are summarized in Section 5. Finally, conclusions are given in Section 6.
II. Fuzzy C-means Algorithm
The fuzzy c-means (FCM) clustering algorith m was first developed by Dunn and later imp roved by Bezdek [14, 43] . Th is method is frequently used in pattern recognition. The algorithm is an iterative clustering process, which tends to produce an optimal c part ition by minimizing the cost function defined as follows: 
is a distance measure of similarity between the k th data item and cluster center i v .
The membership function and cluster centers are defined by (2) and (3) Because FCM algorith m is sensitive to the initial partition and always converges to the local optimu m solution [23] , a great nu mber of stochastic search algorith ms have been used to solve it. In this paper, we will use a modified version of A BC algorith m to solve fuzzy clustering problem.
III. The Classical ABC Algorithm
The Artificial Bee Colony (ABC) algorith m is a bioinspired optimizat ion approach, proposed recently by Karaboga [12] . Since its introduction, the ABC algorith m has been applied to various optimization The ABC algorithm is inspired fro m the intelligent foraging behavior o f honey bee swarms. Its strength is its simplicity and its robustness. In the ABC algorith m, each food source position represents a solution to a specific problem and the amount of nectar in a food source represents the objective function (the fitness) of the solution. Artificial bees are classified into three classes: employed bees, onlooker bees, and scouts bees. Emp loyed bees are affected to a particu lar food source (candidate solution). Every food source is explo red by only one emp loyed. Each emp loyed bee carries with her informat ion about the associated food source and shares the information to onlookers. Onlooker bees wait in the hive on the dance area for the information (fro m emp loyed bees) about the possible food sources, and then make decision to choose a food source in order to exploit it. On looker bees select a food s ource according to a probability that is proportional to the quality of that food source. In this way, food sources with high quantity of nectar attract more onlooker bees compared to ones with a lo wer quantity of nectar. Scout bees are those bees that are searching randomly for a new solution in the neighborhood of the h ive. The emp loyed bee whose food source has been exhausted becomes a scout bee which explores a possible promising food source in the neighborhood of the hive. In the ABC algorith m, the number of employed or onlooker bees is generally equal to the nu mber o f solutions in the population of solutions and there is one scout.
The ABC algorithm consists of a Maximu m Cycles' Nu mber (MCN). During each cycle, there are three main parts: sending the emp loyed bees to the food sources and measuring their nectar quantities; selecting the food sources by the onlooker bees; determining the scout bee and exploring new possible food sources.
Firstly, the ABC algorith m generates randomly an init ial population of SN solutions (food source positions) where SN represents the number candidate solutions that correspond to employed bees or onlooker bees. Each solution
vector, where D is the number of optimization parameters or decision variables. Then each nectar amount of the food source (quality of the solution) is evaluated using the fitness function associated with the optimization problem. After this initialization phase, the population of candidate solutions undergoes during each cycle, C (C = 1, 2, . . . , MCN ), search processes conducted by the employed, the onlooker and scout bees.
In the emp loyed bees' phase, each employed bee generates a new solution fro m the neighborhood of the current food source (solution). The new food source (new solution) is calcu lated using the following expression
The employed bee co mpared its current solution with the new generated solution and memo rizes the better one by means of a greedy selection mechanism.
When all emp loyed bees have finished this search process, they diffuse the quantity of the nectar informat ion (fitness value) and the position of the food source (solution) to the onlooker bees.
In the onlooker bees' phase, each onlooker selects a food source with a probability p roportional to the nectar amount of that food source (fitness of the solution) which is shared by emp loyed bees. The Probability p i of selecting the food source z i is calculated using the following expression:
Onlooker bee searches around its neighborhood exactly as an emp loyed bee does using (4) . It updates the selected food source position when it finds a better solution otherwise it retains the old solution.
If a food source position can not be improved through a predetermined cycles, called -limit‖, it means that the solution has been sufficiently explo ited, and it may be abandoned and removed fro m the population. In this case, the employed bee of that exhaustive food source becomes scout. This process is repeated until the maximu m nu mber of cycles is reached. The optimal solution is represented by the bee (solution) with the better fitness value.
A short pseudo-code of the ABC algorithm is given below [12] :
Step 1. Initialize the population of solutions Step 2. Evaluate the population Step 11. Apply the greedy selection process
Step 12. // Scout bees phase
Step 13. Determine the abandoned solution for the scout, and replace it with a new randomly produced solution Step 14. Memorize the best solution achieved so far
Step 15. Cycle = Cycle+1
Step 16. Until Cycle = Maximu m Cycle Nu mber (MCN)
There are three control parameters in the ABC algorith m: The first parameter is the number of food sources (SN) (solutions) which is equal to the number of emp loyed and onlooker bees, the second one is the value of limit parameter (limit ) which is equal to SN*D*0.5 [12] , and the third one is the maximu m cycle number (MCN).
IV. Proposed Artificial Bees Colony Based Fuzzy Clustering
In this section we first explain the modifications we adopted to imp rove the basic ABC algorith m then we described how it has been used to achieve fuzzy image clustering.
Modified ABC
All stochastic optimization methods are based on two principles: exp loitation and explorat ion. Exp lo itation is the ability to search in neighborhood of a good solution in order to find better candidate solutions if not the global optima while exp loration refers to the ability to breadth search the solution space in order to find new candidate solutions. The success of any such optimization algorith m depends on an appropriate balance between exploitation and exploration processes.
Fro m the above description of ABC algorith m, we can consider that the process of exp loitation is performed by emp loyed and onlooker bees, while scout bees are responsible for the process of explorat ion. According to the solution search equation of ABC algorith m described by (4), in each cycle, a new candidate solution is generated by moving the old solution towards (or away from) another solution selected randomly fro m the population. However, there is no guaranty that the new candidate solution is better than the previous one. Therefore, the exp loitation abilities of the algorithm need to be fostered through this equation. This requires modifying this equation in a way to guide the search towards promising regions. In addition, in the classical ABC, a new solution is produced by changing only one parameter of the memo rized solution, which results in a slow convergence rate as stated in [32] .
In order to handle properly this pitfalls and taking inspiration fro m the Differential Evolution (DE) approach, we propose in this paper a modified search mechanis m to imp rove the original A BC algorithm without altering its basic princip le. DE is a populationbased stochastic method proposed by Storn and Price [11] . Since its introduction, DE has been applied successfully to solve many complex problems and exhibits a competit ive performance advantage over other optimization algorithms. This approach is simp le to imp lement and requires little parameter tuning and gives a remarkab le performance. More specifically, DE exploits a population of SN potential solutions called individuals, (where SN is the population size), to effectively exp lore the search space. Firstly, the population is randomly in itialized in the D-dimensional optimization do main by utilizing a uniform probability distribution. After this initialization step, individuals named vectors evolve over successive iterations to explore the search space and locate the optima of the objective function. At each iteration, called generation, new vectors are derived by the combination of randomly chosen vectors fro m the current population. This operation is called mutation, and the generated vectors are called mutant individuals. To continue, through an operation called crossover, each mutant individual is then comb ined with a predetermined target vector. This operation yields the so-called trial vector. Finally the selection operator is applied to decide whether target or trial population survives to the next generation by comparing their fitness function value.
The following is one of the mutat ion strategies used in DE algorithm [43] :
where vectors ) ( and ) ( ), ( ), ( In our Modified ABC (MoABC-FCM), an approach inspired by DE, has been proposed to increase the exploitation of classical ABC. We modify the search solution described by (4) as follows
The use of the global best (gbest) solution in emp loyed and onlooker bees' phase can drive the new candidate solution towards the global best s olution; therefore, the exp loitation of ABC algorith m can be increased.
In addition, we use also in our proposed modified ABC algorith m, a mod ification rate MR inspired fro m the work of Akay and Karaboga [32] in order to control the frequency of perturbation of parameters. Emp loyed and onlooker bees use the following equation to generate a new solution v i from a memorized solution z i :
In (9), rand j is a uniformly distributed real random number within the range [0,1] and MR is a control parameter in the range of [0,1] wh ich controls the number of parameters to be modified.
For each parameter z i,j , a uniformly distributed random real nu mber, (0 ≤ randj ≤ 1), is produced and if the real number is less than the modificat ion rate (MR), the parameter z i,j is modified.
As can be observed, the structure of the proposed modified algorithm is the same as the ABC; the difference lies in the way new candidate solutions are produced by employed and onlooker bees.
MoABC based FCM
In order to perform fu zzy clustering for image segmentation using the proposed MoABC-FCM algorith m, a population of SN (z 1 ,z 2 , z 3 ….z SN ) solutions is created, where SN is the nu mber of emp loyed bees or onlooker bees. Each bee represents a potential solution of the fu zzy clustering problem. Each individual bee z i in generation G is formulated as following:
where C is the nu mber of clusters and 
The fitness of a bee indicates the degree of goodness of the solution it represents. In this wo rk, the bee's quality is measured using the follo wing objective function:
The smaller is i J , the higher is the individual fitness fit i and the better is the clustering result.
The goal of MoABC-FCM algorith m is to determine the optimal position in the search space that satisfies (12) .
When algorithm gets into convergence, we convert the optimal fu zzy partition matrix to a crisp partition matrix. The defu zzification is carried out by assigning each pixel to the cluster with the highest membership.
The MoABC-FCM algorith m is described as following:
Step 1. Initialize the cluster number c, the real number m, the size of the population SN, the value of limit, the value of MR and the maximu m cycles number MCN Step 2. Generate in itial population zi ,(cluster centers) i=1...SN by (11) Step 3. Calculate the membership matrix using (2) Step 4. Evaluate the population using (12);
Step 5. Set cycle to 1
Step 6. Repeat
Step 7. For each employed bee
Step 8. Produce new solution u i by using (9) Step 9. Calculate the membership matrix using (2) Step 10. Calculate the fitness using (12);
Step 11. Apply the greedy selection process
Step 12. Calculate the probability values p i for the solutions by (5) Step 13. For each onlooker bee Step 14. Choose a solution z i depending on p i
Step 15. Produce new solution u i by using (9) Step 16. Calculate the membership matrix using (2) Step 17. Calculate the fitness using (12) Step 18. Apply the greedy selection process
Step 19. If there is abandoned solution then
Step 20. Replace that solution with a new randomly produced solution by (6) for the scout Step 21. Assign cycle to cycle + 1
Step 22. Memorize the best solution (best cluster centers) achieved yet Step 23. Until cycle = MCN Step 24. Do the segmentation by assigning each pixel to the cluster for wh ich the membership value is higher.
V. Computation Results and Analysis
In order to assess the performance o f the proposed MoABC-FCM algorith m for fuzzy image clustering several benchmark images namely Lena, Baboon Pepper, Airp lane, Hunter and cameraman have been used in our experiments. We compared our MoABC-FCM algorith m with the FCM algorith m [14] , the classical ABC [12] , MA BC [32] and PSO [10] . Parameter settings for the different algorith ms can be found in Table 1 There are several methods to evaluate measure of quality of clustering. In this paper the quality of the fuzzy clustering obtained from different algorithms is formally evaluated using the partition coefficient PC [44] , classificat ion entropy (CE) [45] and Xie-Beni validity index [46] . log * (15) Minimu m value of CE and closing value of PC to one is shows better data classified. Disadvantages of PC and CE are that they measure only the fuzzy partit ion and lack a direct connection to the featuring property.
Xie-Beni valid ity index is defined by the following equation: For each image, twenty independent runs have been taken for each algorith m. The best results over these 20 runs for each algorithm are presented in Table 2 . FCM was run for 500 iterations. Performance co mparisons are made on Xie -Ben i measure, CE and PC. Fro m Tab le 2, we can see that the results of ABC-FCM, PSO-FCM, MABC-FCM and MoABC-FCM algorithms are better that those of FCM algorith m for all test images. However MoABC-FCM outperforms PSO-FCM, ABC-FCM and MABC-FCM which means that performance is greatly improved by the new search procedure.
VI. Conclusion
In this paper, we have investigated the application of a modified version of A BC algorith m to obtain better quality of fuzzy clustering result. Our modified A BC algorith m imp roved the explo itation process in the classical ABC algorith m. A new mutation strategy inspired fro m DE algorith m is introduced in employed and onlooker phase. We compared the performance of our proposed MoABC-FCM algorith m with FCM, the classical ABC, MA BC and PSO on a set of real images. The experimental results showed that the MoABC-FCM is effective and efficient.
