We analyze two scheduling problems for a queueing system with a single server and two customer classes. Each class has its own renewal arrival process, general service time distribution, and holding cost rate. In the first problem, a setup cost is incurred when the server switches from one class to the other, and the objective is to minimize the long-run expected average cost of holding customers and incurring setups. The setup cost is replaced by a setup time in the second problem, where the objective is to minimize the average holding cost. By assuming that a recently derived heavy traffic principle holds not only for the exhaustive policy but for nonexhaustive policies, we approximate (under standard heavy traffic conditions) the dynamic scheduling problems by diffusion control problems. The diffusion control problem for the setup cost problem is solved exactly, and asymptotics are used to analyze the corresponding setup time problem. Computational results show that the proposed scheduling policies are within several percent of optimal over a broad range of problem parameters.
W e consider two dynamic scheduling problems for a single-server queueing system with two classes of customers. In both problems, each class possesses its own renewal arrival process, general service time distribution, and holding cost rate, and the server incurs a setup when switching from one class to the other. In the setup cost problem, a setup cost is incurred, and the objective is to minimize the long-run expected average setup and holding cost. In the setup time problem, a random setup time is incurred when the server switches class, and the objective is to minimize the long-run expected average holding cost. In both problems, the server has three options at each point in time: (1) serve a customer from the class that is currently set up, (2) switch to the other class (and immediately begin service in the setup cost problem), or (3) sit idle.
These scheduling problems have numerous applications, most notably for manufacturing systems and polling systems in computer communication networks. The setup time problem is more realistic than the setup cost problem in most situations, but is also more difficult to analyze. However, the setup cost problem is relevant for some manufacturing systems because, motivated by Just-In-Time (JIT) manufacturing, many facilities have internalized their setup times; i.e., they have essentially eliminated their setup times at the expense of incurring significant material, labor, and/or capital costs.
Although many studies have analyzed the performance of polling systems under various scheduling policies (see Takagi 1986, Boxma and Takagi 1992 , and references therein), relatively few papers have considered the optimal scheduling of polling systems. The seminal paper in this research area is Hofri and Ross (1987) , who analyze a two-class system with setup costs and times. Let c i and i denote the holding cost rate and service rate, respectively, for class i customers. When c 1 1 ϭ c 2 2 , they show that a double threshold policy, where the server serves each class until its queue is exhausted and the length of the other queue achieves a certain threshold level, minimizes the cost of setups and holding customers under both the discounted and average cost criteria. When c 1 1 c 2 2 , several authors have shown that the class with the larger c index should be served to exhaustion, and Koole (1994) has determined the asymptotic behavior of the switching curve for the setup cost problem in the discounted case; his result is described in more detail at the end of Section 1.
Several authors have studied the setup time problem in which more than two classes are present. Structural results for symmetric systems are derived by Liu et al. (1992) and references therein. Browne and Yechiali (1989) derive quasi-dynamic index policies, which allow the server to choose the sequence of classes to visit at the beginning of each cycle, that minimize or maximize the mean cycle length. Boxma et al. (1991) derive an efficient polling table (a predetermined fixed visit sequence) for minimizing the mean waiting cost. Bertsimas and Xu (1993) derive lower bounds and construct static policies that perform close to the bound when all classes have identical c indices. Van Oyen and Duenyas (1996) develop a dynamic scheduling heuristic based on myopic reward rates. Duenyas and Van Oyen (1995) also construct a dynamic policy for the setup cost problem.
Since the two-class asymmetric problem appears to be analytically intractable, heavy traffic approximations are employed in an attempt to make further headway, i.e., we make the heavy traffic assumption that the server must be busy the great majority of the time to satisfy demand. In the setup cost problem, we also need to assume that the setup costs are very large, roughly two orders of magnitude larger than the holding cost rate. Following in the tradition of Foschini (1977) and Harrison (1988) , we study the diffusion control problem that arises as a heavy traffic limit of a sequence of queueing scheduling problems. These limiting control problems tend to be more tractable than their queueing counterparts and have led to network scheduling policies (see, for example, Wein 1990 and Wein 1990b ) that have a surprisingly simple form and appear to perform well.
For two-class queues operating under the exhaustive polling mechanism, Coffman et al. (1995 Coffman et al. ( , 1998 ) derive a heavy traffic averaging principle for systems with and without setup times, respectively. These averaging principles are due to a time scale decomposition that is inherent in the heavy traffic scaling, and so there is every reason to believe that these principles hold for more general (i.e., nonexhaustive) classes of policies. In this paper the approximating limiting control problems are obtained by assuming that the averaging principles hold for more general policies. Under this assumption, we show in Section 1 that the setup cost problem simplifies rather dramatically in the limiting heavy traffic regime: the dimension of the state space collapses from three (queue length of each class and the position of the server) to one (total workload). This result also allows our analysis to naturally decompose onto two different time scales. On the very fast time scale over which individual queue lengths change, we myopically optimize a control that specifies the amount of low-priority work to serve as a function of the total workload. This state-dependent control is derived in closed form and offers considerable insight. On the slower time scale over which the total workload varies, a singular control problem is solved that specifies a busy/idle policy. The solution to this control problem leads to a rather complex equation for one variable, which represents a threshold level, that can easily be solved numerically.
The setup time problem is addressed in Section 2, and the limiting control problem again is one-dimensional, although here we obtain an explicit diffusion control problem. The control, which represents the amount of lowpriority work to serve as a function of the total workload, appears in the drift term of the diffusion process in a nonlinear fashion; consequently, the optimality equation leads to a nonlinear ordinary differential equation (ODE) that cannot be solved explicitly. However, we use asymptotics to obtain a scheduling policy; the asymptotics also reveal a substantial qualitative difference between the optimal policies in the setup cost and setup time cases.
For both problems, we use the value iteration algorithm to obtain "exact" optimal policies for a variety of test cases, and we show in Section 3 that the proposed policies perform within several percent of optimal over a broad range of problem parameters.
Our presentation of the analysis, and indeed the analysis itself, is rather informal throughout. For example, we do not prove that the limiting control problems are the heavy traffic limit of a sequence of queueing scheduling problems. Also, several of our claims regarding the nature of the limiting control problems and their optimal solutions are not proved. Providing a rigorous presentation of our results would be extremely demanding and would take us far afield from our two main objectives: (1) to obtain fundamental insights into the nature of the optimal policies under heavy traffic conditions, and (2) to develop effective scheduling policies for these systems. Much of our analysis, however, relies upon observations that have been rigorously proven for simpler systems, and we have no doubt that our results are essentially correct; consequently, we view (and refer to) insights gained from our analysis as insights into the nature of the optimal policy in heavy traffic. We hope that this approach increases the accessibility of the paper without sacrificing the persuasiveness of our arguments.
THE SETUP COST PROBLEM

Problem Description
Customers of class i ϭ 1, 2 arrive according to independent renewal processes, where i and c ai 2 denote, respectively, the arrival rate and squared coefficient of variation (variance divided by the square of the mean) of the interarrival times. Each class has its own general service time distribution with service rate i and squared coefficient of variation c si 2 , and we define the system's traffic intensity by ϭ ¥ iϭ1 2 ( i / i ). A cost c i is incurred per unit time for holding a class i customer in the system. A setup cost K/ 2 is imposed whenever the server switches from one class to the other, so that K is the setup cost per cycle.
The server has three scheduling options at each point in time: (1) serve the class that is currently set up, (2) switch to the other class and initiate service, or (3) sit idle. Since a switchover is instantaneous and costly, the option of switching to the other class and idling need not be considered. We assume that the server works in a preemptiveresume fashion, although the heavy traffic analysis is too crude to capture the effects of the nonpreemptive discipline as an alternative assumption. Let Q i (t) be the number of class i customers in queue or in service at time t, and let J(t) denote the number of times the server sets up in the time interval [0, t] . Then our objective is to find a nonanticipating (with respect to the queue length process) scheduling policy to minimize lim sup
(1.1)
The Heavy Traffic Normalizations
A precise formulation of the approximating diffusion control problem requires much notation that would not be subsequently used. In addition, the limiting control problem will not be explicitly solved; rather, the averaging principle in (1.3) allows us to optimize over a specific form of policy that is introduced in subsection 1.4. Hence, the heavy traffic control problem will not be precisely formulated, and a description of the heavy traffic conditions and normalizations will suffice for our purposes. The approximating control problem is the limit of a sequence of scheduling problems indexed by the heavy traffic scaling parameter n, where n 3 ϱ. Since a heavy traffic limit theorem will not be proved here, we avoid unnecessary notation by considering a single large integer n satisfying ͌ n(1 Ϫ ) ϭ c, where c is positive and of moderate size (that is, O(1)); this standard heavy traffic condition requires the server to be busy the great majority of the time over the long run. As we will see later, the scheduling policy that arises out of our heavy traffic analysis is independent of the system parameter n. Let V i be the unfinished workload process for class i; V i (t) is the amount of time a continuously busy server requires to clear all of the class i customers who are present in the system at time t. The normalized, or scaled, queue length process is defined by Z i (t) ϭ Q i (nt)/ ͌ n; similarly, W i (t) ϭ V i (nt)/ ͌ n denotes the normalized workload process. We approximate these normalized processes by the appropriate, and yet to be defined, limiting processes. Although V i (t) is not directly observable by the scheduler at time t, the normalized workload process is more convenient to employ than the normalized queue length process in the approximating heavy traffic control problem. However, we use the linear identity Z i ϭ i W i to translate the solution of the approximating control problem into a scheduling policy that is expressed in terms of the original queue length process (Q 1 , Q 2 ). This linear identity is justified by extant heavy traffic limit theorems for many queueing systems.
In addition to speeding up time by a factor of n and reducing the queue lengths by a factor of ͌ n, we also need to rescale the cost parameters c i and K. The crux of problem (1.1) is the tradeoff between setup costs and holding costs, and to obtain a nontrivial solution to the approximating control problem, these two costs need to be of the same order of magnitude. Since only the ratio of these two costs matters, without loss of generality we leave the holding cost rates c 1 and c 2 unscaled at O(1), and we only scale the setup cost K. The appropriate normalization is to divide the setup cost K by the heavy traffic scaling parameter n; readers are referred to subsection 1.2 of an earlier version of this paper (Reiman and Wein 1994) for details. Consequently, let ϭ K/n denote the normalized setup cost. Thus, heavy traffic conditions for the setup cost problem imply that the traffic intensity should be near one, and the setup cost should be large. A canonical example is to set n ϭ 100 and set c, c 1 , c 2 , and all equal to one, so that ϭ 0.9 and the setup cost K ϭ 100.
A Preliminary Heavy Traffic Result
The starting point for the setup cost problem is a recent heavy traffic result due to Coffman et al. (1995) , which will be referred to hereafter as the CPR result. We present an informal statement of a special case of this heavy traffic limit theorem that will suffice for our purposes. As in problem (1.1), consider a queueing system with a single server and two customer classes. The CPR result is derived under a specific queue discipline: the server serves each class to exhaustion, and then switches class; although the averaging principle has been proven only under the exhaustive policy, we make the crucial but well-founded assumption that it also holds for nonexhaustive policies. The work conserving nature of the exhaustive discipline implies that the total workload process W ϭ W 1 ϩ W 2 is identical to the corresponding process under the FCFS policy. It follows from the heavy traffic limit theorem of Iglehart and Whitt (1970) that this process is well approximated under heavy traffic conditions by RBM(Ϫc, 2 ), which is a reflected Brownian motion (see Harrison 1985 for a definition) on [0, ϱ) with drift Ϫc and variance
It turns out to be impossible to obtain a limit process for (W 1 , W 2 ) in the usual sense, because in the heavy traffic limit the two-dimensional process moves back and forth along the constant workload line at an infinite rate, the direction being determined by which of the two queues is being served. However, this time scale decomposition is used to derive the following averaging principle: for any continuous function f and any T Ͼ 0,
for i ϭ 1, 2 as 3 1.
Hence, given the normalized total workload W, the twodimensional workload (W 1 , W 2 ) can be treated as if it is uniformly distributed along the constant workload line from (0, W) to (W, 0). That is, the two-dimensional distribution is (UW, (1 Ϫ U)W), where U is a uniform [0, 1] random variable that is independent of W. This averaging principle allows us to collapse the state space of the control problem from three dimensions (the number of customers of each class in the system and the location of the server) to one dimension (the total workload).
The Form of the Optimal Policy
The traditional heavy traffic approach to scheduling problems is to precisely formulate the queueing system scheduling problem, find the limiting control problem that approximates the scheduling problem under heavy traffic conditions, and solve the latter problem. The averaging principle (1.3) allows us to take a slightly different approach: we first argue that the optimal policy should be of a specific form in the heavy traffic limit, and then we optimize the approximating system over this class of policies.
Without loss of generality, we assume that c 1 1 c 2 2 and sometimes refer to classes 1 and 2 as the high-and low-priority classes, respectively. Existing results (Hofri and Ross for Poisson arrivals and exponential service times, and Duenyas and Van Oyen for Poisson arrivals and general service times) as well as intuition suggest that class 1 should be served to exhaustion. (It is possible to construct examples where this policy is not optimal. Our contention is that it is asymptotically optimal in the heavy traffic limit, where fine details, such as the exact nature of the service time distributions and the assumptions regarding preemption, are washed away. A policy is asymptotically optimal if the heavy traffic limit of its associated normalized cost coincides with the limit of optimal normalized costs.) When the server is set up for class 1, the only other decision is to specify whether the server should idle or switch to class 2 when no class 1 customers are present. Since we work with the normalized workload process (W 1 , W 2 ), the only reasonable form of the optimal policy is to switch when W 2 (t) w 2 for some scaled threshold level w 2 .
Since switching is instantaneous, W 1 (t) ϭ 0 and W 2 (t) ϭ x at the moment of switching, where x must be greater than or equal to the threshold w 2 . Because preemption is allowed, the server should never idle at class 2 when class 2 customers are present. The CPR result implies that the total workload W ϭ W 1 ϩ W 2 remains constant in the heavy traffic time scale while the server is serving class 2 customers. Hence, our decision can be expressed as the amount u( x) by which the server depletes class 2's original work. That is, class 2 is served until W 1 (t) ϭ u( x) and W 2 (t) ϭ x Ϫ u( x). The control u( x) must be between zero and x, where u ϭ x is the exhaustive policy. Since a different amount u can be chosen for each value of the total workload x, the control u( x) can generate any possible switching curve in the nonnegative orthant, and so is without loss of generality.
Finally, since the server should never idle at class 2 when W 2 (t) Ͼ 0, if u( x) Ͻ x, then the server immediately switches back to class 1 when W 1 (t) ϭ u( x) and W 2 (t) ϭ x Ϫ u( x). However, if u( x) ϭ x, and hence class 2 is served exhaustively, then the server must decide whether to idle or to switch back to class 1. Once again, the obvious form of the optimal policy in this case is to idle until W 1 (t) is greater than or equal to w 1 . Notice that if the threshold levels w 1 and w 2 were both zero, then infinite setup costs would be incurred.
In summary, the controls are the function u( x), which specifies the amount of class 2's work to serve, and the threshold levels w 1 and w 2 , which dictate the server's busy/ idle policy. The form of the optimal policy in heavy traffic is: serve class 1 until W 1 (t) ϭ 0 and W 2 (t) w 2 ; switch to class 2. If W 2 (t) ϭ x at the moment of switching, then serve
x, then switch to class 1; if u( x) ϭ x, then do not switch until W 1 (t) w 1 .
An Overview of the Analysis
The analysis hinges on the following crucial observation: since setups are instantaneous, the total workload process is only affected by the server's busy/idle policy, not by how often the server switches class. Hence, the control u( x) only influences the total workload indirectly via the idling. However, u( x) does affect the rate at which holding costs and setup costs are incurred when the total workload is x. Therefore, a two-step procedure is employed to find the optimal policy (u( x), w 1 , w 2 ) within the specified form. In the first step, the control u( x) is chosen to minimize the cost rate for each state x; this minimization is performed independently for each state x. In the second step, we attempt to find the optimal threshold levels w 1 and w 2 , and hence the optimal total workload process. Our heavy traffic analysis will show that the optimal total workload process is a RBM(Ϫc, 2 ) on [w, ϱ), where w is a parameter that is chosen to minimize the total expected cost. Hence, the Brownian model is too crude to distinguish between the two thresholds w 1 and w 2 , and so we set both w 1 and w 2 equal to the derived value of w.
The Optimal u(x)
The control u( x) is chosen to minimize the cost rate that is incurred when the normalized total workload process is x. Under the policy characterized by u( x), class 2's work is depleted by the amount u( x) if the total workload when the server arrives to class 2 is x. The CPR result implies that, for our purposes, it is as if W 1 is uniformly distributed between 0 and u( x), and W 2 is uniformly distributed between x Ϫ u( x) and x. Since Z i ϭ i W i , the holding cost rate when in state x can be expressed as
where
To find the setup cost rate when in state x, we need to find the cycle length. For a fixed total unfinished workload x, the two-dimensional workload process (W 1 , W 2 ) moves back and forth at an asymptotically infinite rate along the line segment from (0, x) to (u( x), x Ϫ u( x)). We determine the cycle length, and hence the setup cost rate, as a function of the normalized workload by slowing down time so that the two-dimensional workload moves at a finite and positive rate, the total workload stays fixed, and the movement of the two-dimensional workload is deterministic. If the server finds x units of work in class 2 upon arrival, then this work will be depleted at rate 1 Ϫ 2 . The server works until W 1 (t) ϭ u( x) and W 2 (t) ϭ x Ϫ u( x), which occurs after u( x)/(1 Ϫ 2 ) time units. As we will see later, the normalized total workload process W never spends any time below max(w 1 , w 2 ), and so we need not include any unnecessary inserted idle time into the cycle length calculation. Therefore, it takes u( x)/(1 Ϫ 1 ) time units to deplete class 1 and complete the cycle, resulting in a cycle of length u( x)/(1 Ϫ 2 ) ϩ u( x)/(1 Ϫ 1 ). Since the holding costs are estimated using a heavy traffic approximation, and the scheduling problem essentially trades off the setup and holding costs, a more accurate analysis results if we assume that ϭ 1 in our cycle length expression, which simplifies the cycle length to u( x)/ 1 2 . Because two setups are incurred in each cycle, the setup cost rate when in state x is 1 2 /u( x). Now we find the optimal u( x) by solving:
If we define
then straightforward calculus leads to
Hence, ŵ is the largest value of the total workload for which class 2 is served exhaustively. Notice that ŵ ϭ ϱ when ⌬ ϭ 0, and so the optimal control in the balanced case is u*( x) ϭ x for all x, which corresponds to exhaustive service for class 2.
The Optimal Threshold Level
In this subsection we analyze the normalized total workload process under the form of the proposed policy, using the control u*( x) in (1.7). This analysis shows that the total workload process W is a RBM(Ϫc, 2 ) on [w, ϱ), where w is a parameter that will be optimized over.
In the balanced case, the control u*( x) implies that the form of the optimal policy is to switch from class 1 to class 2 when W 1 (t) ϭ 0 and W 2 (t) w 2 , and switch from class 2 to class 1 when W 2 (t) ϭ 0 and W 1 (t) w 1 . Let us begin by assuming that w 1 Ͻ w 2 . When the two-dimensional workload process hits the point ( x, 0), where x ʦ [w 1 , w 2 ), then the server will switch to class 1 and the process instantaneously moves to the point (0, x). Since x Ͻ w 2 , the server will not immediately switch back to class 2. Rather, the server serves newly arriving class 1 customers or sits idle until class 2's workload reaches w 2 . In the heavy traffic limit, time is sped up by a factor of n, and the twodimensional workload process instantaneously moves from the point (0, x) to the point (0, w 2 ); consequently, the total workload process never spends any time below the value of w 2 . A similar argument when w 1 Ͼ w 2 implies that the total workload process is a RBM(Ϫc, 2 ) on [max(w 1 , w 2 ), ϱ). Thus, the heavy traffic analysis is too crude to distinguish between the thresholds w 1 and w 2 , and we follow the convention of setting them both equal to w. Later in this subsection the cost minimizing value of w will be derived. Hence, the setup cost problem decomposes in the balanced case, and we can optimize over a single threshold parameter w independently of u*( x).
For the imbalanced case, the total workload process needs to be investigated under four different cases, depending upon the relative values of the normalized threshold levels w 1 , w 2 and ŵ. Case 1. 0 w 1 , w 2 ŵ. The curves for switching from class 2 to class 1 for all four cases are shown in Figure 1 , where the vertical portion of the switching curve follows from (1.7). The argument put forth in the balanced case implies that the total workload process in this case is an RBM(Ϫc, 2 ) on [max(w 1 , w 2 ), ϱ). We again set w 1 and w 2 equal to the parameter w, and we model the optimal total workload process as an RBM(Ϫc, 2 ) on [w, ϱ). In this case, the parameter w is optimized over the region 0 w ŵ.
Case 2. ŵ w 1 , w 2 . The state (w 1 , 0) is never reached, and hence the parameter w 1 does not play a role here. By a similar argument as above, W is an RBM(Ϫc, 2 ) on [w 2 , ϱ). Thus, once again, we set w 1 and w 2 equal to a parameter w, let W be an RBM(Ϫc, 2 ) on [w, ϱ), and optimize w over the region w ŵ.
Case 3. 0 w 1 ŵ w 2 . The total workload W is an RBM(Ϫc, 2 ) on [w 2 , ϱ), and so we set w 1 and w 2 equal to w and optimize over w ŵ. Thus, Case 3 reduces to Case 2.
Case 4. 0 w 2 ŵ w 1 . The parameter w 1 is not a factor, and W is an RBM(Ϫc, 2 ) on [w 2 , ϱ). Hence, Case 4 reduces to Case 1.
In summary, it suffices to restrict our attention to Cases 1 and 2. Thus, as in the balanced case, the single threshold parameter w 0 can be optimized independently of u*( x).
We now derive the optimal value of the parameter w. Substituting the optimal control u*( x) from (1.7) into the cost rate function in (1.5) yields the optimal cost rate when the normalized workload is x, which is c 2 2 x ϩ ⌬x 2 ϩ 1 2 x when x р ŵ , and (1.8)
(1.9)
To find the total expected average cost, the optimal cost rate is integrated over the steady-state distribution of the total workload process. The normalized workload process is approximated by an RBM(Ϫc, 2 ) on [w, ϱ), which has stationary density function ␣e Ϫ␣( xϪw) for x w, where ␣ ϭ 2c/ 2 . If w ŵ, then the total expected cost is C(w) ϭ c 2 2 (w ϩ ␣ Ϫ1 ) ϩ ͌ 2 1 2 ⌬, which is increasing in w. Therefore, the optimal value of w is less than or equal to ŵ, and Case 1 of the previous subsection holds. Define the aggregate cost parameter C ϭ (c 1 1 ϩ c 2 2 )/ 2. Then the total expected cost equals Setting the derivative of the total expected cost with respect to w equal to zero yields
Ϫt dt, x Ͼ 0 is the exponential integral. It turns out that C(w) is not convex; however, the solution to (1.11) is well-behaved numerically, and yields the global minimum of C(w) for the cases we consider. We denote this solution by w* and refer to it as the optimal threshold level. Since CЈ(w) ϭ ␣C(w) Ϫ ␣(C w ϩ 1 2 w Ϫ1 ), it follows that the optimal total expected cost is C(w*) ϭ C w* ϩ 1 2 w* Ϫ1 . In the balanced case where ⌬ ϭ 0, the first order condition (1.11) reduces to
, and the convexity of C(w) follows from the bound e x E 1 ( x) Ͼ 1/( x ϩ 1).
The Proposed Scheduling Policy
The heavy traffic solution is given by the control u*( x) defined in (1.7), which specifies a switching curve, and the threshold level w* satisfying (1.11) or (1.12). We use this solution to propose a scheduling policy in terms of the three-dimensional state of the original problem, which is the two-dimensional queue length process (Q 1 , Q 2 ), and the server location. Since both u*( x) and w* are expressed in terms of the normalized workload W, several steps are required to translate this heavy traffic solution into a proposed policy. First, we reverse the heavy traffic scaling to express the quantities u*( x) and w* in terms of the unscaled workload V. Since W(t) ϭ V(nt)/ ͌ n, when the normalized workload W equals x, then the original workload V equals y, where y ϭ ͌ nx. The control u*( x) requires the server to serve class 2 until W 1 ϭ u*( x), or equivalently, until V 1 / ͌ n ϭ u*( y/ ͌ n). If we substitute K/n for the normalized setup cost in (1.6), then when the total workload V equals y, class 2 is served until
(1.13)
By (1.13), class 2 is served exhaustively as long as the total workload V is less than or equal to
which, not surprisingly, equals ͌ nŵ. Similarly, if we define the parameter ϭ 2(1 Ϫ )/ 2 and the unscaled threshold v* ϭ ͌ nw*, then substitution of v/ ͌ n for w, K/n for , and ͌ n for ␣ in (1.11) and (1.12) yields, respectively,
Finally, the predicted optimal average cost for the original scheduling problem is:
Notice that the quantities in (1.13)-(1.17) are independent of the heavy traffic scaling parameter n, and are expressed solely in terms of the primitive problem parameters. Now that the optimal control has been translated into unscaled workloads, we use the simple heavy traffic relationship i W i ϭ Z i between workloads and queue lengths to express the switching curve and threshold level in terms of queue lengths. The only remaining hurdle is that the resulting quantities are continuous, whereas the twodimensional queue length process resides on a lattice. We naively ignore this difference between our continuous solution and the discrete state space, which essentially amounts to rounding the threshold level up to the next highest integer and rounding the switching curve out to the next largest lattice points. In addition to being the most natural translation of the continuous solution, it also prevents us from rounding a threshold level down to zero, where infinite setup costs would be incurred.
In the balanced case, the critical value v in (1.14) equals infinity, which corresponds to exhaustive service. The proposed policy is: when Q 1 (t) ϭ 0 and Q 2 (t) 2 v*, then switch from class 1 to class 2; when Q 2 (t) ϭ 0 and Q 1 (t) 1 v*, then switch from class 2 to class 1. The parameter v* is the solution to (1.16). This policy is a special case of the double threshold policy introduced by Hofri and Ross, who prove that the optimal policy is of this form in the balanced case when arrivals are Poisson.
By (1.13), the proposed policy for the imbalanced case has a particularly simple form, and is pictured in Figure 2 : when Q 1 (t) ϭ 0 and Q 2 (t) 2 v*, then switch from class 1 to class 2. When Q 1 (t) 1 v or (Q 2 (t) ϭ 0 and Q 1 (t) 1 v*), then switch from class 2 to class 1. The parameters v and v* are defined in (1.14) and (1.15), respectively. Hence, the server switches to the high-priority class as soon as the queue length of that class grows to the level 1 v. By (1.14), this critical level increases with the setup cost K and decreases as ⌬, the c differential between the two classes, gets larger. It is worth noting that the heuristic policy of Duenyas and Van Oyen has the same general form as our proposed policy.
The most intriguing aspect of Figure 2 is the switching curve from class 2 to class 1. In the Markovian discounted case, Koole derives the interesting asymptotic result that the upper part of this switching curve is, in fact, vertical; that is, the curve satisfies Q 1 equals a constant for all values of Q 2 larger than some finite quantity. Moreover, the numerically computed optimal switching curves in our computational study (see also Figure 2 , except that the vertical part of the curve veers slightly to the right during its approach to the horizontal axis. The point of departure from a straight vertical line occurs relatively close to the horizontal axis (e.g., at Q 2 ϭ 3 in Duenyas and Van Oyen's example, at Q 2 ϭ 2 or 3 in most of our examples, and Q 2 ϭ 6 in Koole's discounted example). It is important to note that existing numerical results are consistent with the conjecture that our proposed policy is asymptotically optimal (of course, not the unique optimum) in heavy traffic: the discrepancy between the form of the optimal switching curve and the form pictured in Figure 2 , which typically affects only several states in the positive quadrant, vanishes in the heavy traffic limit because the point of departure from the vertical line (which is quantified in the parenthetic remark in the last sentence) becomes zero under the heavy traffic normalization. Hence, as in previous heavy traffic scheduling work, the heavy traffic analysis leads to a simple policy that captures the key features of the optimal policy and ignores fine details (such as the departure from the vertical switching curve near the horizontal axis) that do not have a significant effect on system performance when the system is congested.
THE SETUP TIME PROBLEM
Problem Description
The only difference between the setup time problem considered in this section and the setup cost problem is that a random setup time, rather than a setup cost, is incurred when the server switches from one class to the other. All relevant notation from the setup cost problem will be retained. By Coffman et al. (1998) , the performance of this system in heavy traffic depends upon the setup time distributions only through the mean setup time per cycle, which we denote by s. The server has three scheduling options at each point in time: (1) serve a customer from the class that is currently set up, (2) initiate a setup, or (3) sit idle. The objective is to find a preemptive-resume, nonanticipating scheduling policy to minimize lim sup
(2.1)
The Approximating Diffusion Control Problem
The setup times are not rescaled as the heavy traffic limit is approached; that is, we assume that the setup times are O(1). The lack of setup costs has eliminated the incentive to insert unnecessary idleness in heavy traffic. Inserted idleness increases the workload, which in turn increases the holding costs. Hence, the proposed form of the optimal policy is simpler than in the setup cost problem: serve class 1
to exhaustion and then set up for class 2. If class 2's normalized unfinished workload W 2 (t) ϭ x at the setup completion epoch, then serve class 2 until W 1 (t) ϭ u( x) and W 2 (t) ϭ x Ϫ u( x), and immediately switch back to class 1.
As in the setup cost problem, the control {u( x), x 0} can generate any arbitrary switching curve in the nonnegative orthant. Since the setup times are O(1), switchovers occur instantaneously in the heavy traffic limit. Hence, the relationship between the two-dimensional normalized unfinished workload process (W 1 , W 2 ) and the total normalized workload W still satisfies (1.3), just as in the setup cost problem.
Under the exhaustive service policy, Coffman et al. (1998) show that as 3 1 the normalized total unfinished workload process W converges weakly to a diffusion process with drift 1 2 sx Ϫ1 Ϫ c and variance 2 given by (1.2). They calculate the state-dependent drift by taking the limit as n 3 ϱ of ͌ n( Ϫ f( x)), where f( x) is the fraction of time that the server spends doing useful work when the normalized unfinished workload W equals x. Mimicking their calculations, we find that the corresponding drift for the controlled policy u( x) is
which agrees with their drift in the special case of exhaustive service (that is, u( x) ϭ x for all x). In summary, we approximate the normalized total unfinished workload process W by a (( x), 2 ) diffusion. As we mentioned earlier, given W(t) ϭ x, the twodimensional process (W 1 , W 2 ) behaves the same with or without setup times; hence, the holding cost rate when in state x is given by (1.4) . Therefore, the approximating diffusion control problem is to choose {u( x), x 0} to minimize lim sup
where X is a (( x), 2 ) diffusion process and
The previous literature on heavy traffic approximations of queueing scheduling problems assumes zero setup times, and the time scale decomposition described in Section 1 leads to a deterministic pathwise optimization for the optimal queue length process, and a singular control problem for the optimal cumulative idleness process. The presence of setup times destroys this simplifying structure, and (2.3) provides the first example of a scheduling problem for a queueing system that is approximated in heavy traffic by a drift control problem.
Analysis of the Diffusion Control Problem
We begin by briefly discussing the balanced case where each class has the same c index. (Details of the analysis can be found in subsection 2.3 of Reiman and Wein.) Setting ⌬ equal to zero in (2.3) shows that the problem reduces to choosing u( x) to minimize the mean of the stationary distribution of the diffusion process X. This goal is achieved by minimizing the drift ( x) in (2.2), and hence the optimal control is u( x) ϭ x for all x; therefore, the proposed scheduling policy for the balanced case is to serve each class to exhaustion, and immediately switch class. The resulting diffusion process is a Bessel process with an additive drift, and the expected average cost is C (2 1 2 s ϩ 2 )/(2(1 Ϫ )), where the cost parameter C was defined earlier as (c 1 1 ϩ c 2 2 )/ 2.
For the balanced case, we can also introduce setup costs into the setup time problem without sacrificing tractability. For the balanced case with setup times and setup costs, the proposed scheduling policy is: when Q 1 (t) ϭ 0 and Q 2 (t) 2 v*, switch from class 1 to class 2; when Q 2 (t) ϭ 0 and Q 1 (t) 1 v*, then switch from class 2 to class 1. The threshold v* is found by solving
where ␤ ϭ 2 1 2 s/ 2 . Although we have not been able to prove the existence of a unique positive root v* to (2.4), the numerical solution to this equation was well behaved for our test examples. The averages suboptimality of this policy on 45 test cases was 3.4%. (See subsection 3.2 of Reiman and Wein.) For the remainder of this paper, we assume c 1 1 Ͼ c 2 2 in the setup time problem. Notice that (2.3) is nonstandard, in the sense that the drift is unbounded at zero and will be unbounded whenever the control u( x) ϭ 0. Nonetheless, we proceed as if standard arguments apply (see, for example, Mandl 1968) , and write the Hamilton-JacobiBellman optimality equation for problem (2.3) as min u͑ x͒ʦ͓0, x͔
Hence, if we can find a constant g, which is referred to as the gain, and a potential (relative value) function V( x) that solves (2.5), then the control u*( x) that minimizes the expression in brackets in (2.5) is optimal, and g is the minimal average cost per unit time (independent of initial state). The resulting potential function V( x) represents the cost incurred under the optimal policy when the initial state is x minus the cost incurred under the optimal policy when the initial state is zero. We assume that V ʦ C 2 and, to avoid notational confusion between the potential function and the unscaled workload process, we employ the first derivative of the potential function, which is denoted
Rewriting (2.5) as
we obtain u( x) ϭ ͌ 2 1 2 sp( x)/⌬ from the first order optimality condition. Since greater initial workload implies greater cost, we have p( x) Ͼ 0 and the function in brackets in (2.6) is convex with respect to u( x). Hence, the optimal control is given by
It is interesting to compare (2.7) with the corresponding solution (1.6)-(1.7) in the setup cost problem. The solutions are identical, except that the normalized setup cost per cycle in (1.6) is replaced by the expected setup time per cycle s multiplied by p( x). Hence, the two optimal controls will be qualitatively similar if the potential function V( x) is linear, which will turn out not to be the case. Thus, solutions for the two problems lead to fundamentally different qualitative behavior.
We assume that 2 1 2 sp( x)/⌬ is monotone enough (e.g., p is nondecreasing) and is greater than x 2 as x 3 0, so that
where the normalized threshold level ŵ is unknown at this point and satisfies the fixed point equation
If we substitute (2.8) into (2.5), then the optimality equation reduces to two ordinary differential equations (ODE's) for p( x) The ODE in (2.10) is linear and possesses an explicit solution (that satisfies the properties assumed above). Unfortunately, the ODE in (2.11) is nonlinear and does not appear to admit an analytical solution. At this point, we can resort to approximate analytical methods or numerical methods. In the remainder of this section we derive an approximate analytical solution. However, we also employed the Markov chain approximation technique (see Kushner and Dupuis 1992) to numerically compute an optimal solution to the diffusion control problem. The resulting scheduling policy performed well in a computational study (it averaged 1.9% suboptimality over the 27 test cases in Table VI ). However, the numerical procedure has three shortcomings when compared to the approximate analytical approach: (1) it did not perform quite as well in our computational study, (2) it is more difficult to implement, and (3) it is not independent of the heavy traffic parameter n. Consequently, for brevity's sake, we omit the numerical approach and refer readers to Section 2.6 of Reiman and Wein. We conclude this subsection with an asymptotic result that forms the basis of our approximate analytical solution. Although (2.11) cannot be solved analytically, first hitting time arguments can be employed to obtain the asymptotic value of p( x) as x 3 ϱ. A derivation in the appendix shows that the derivative of the potential function satisfies
This asymptotic result allows us to see how the control u*( x) behaves as x 3 ϱ. More specifically, (2.7) and (2.12) imply that
This result is in direct contrast to the solution (1.6)-(1.7) of the setup cost problem, which implies that u*͑ x͒ 3 ͱ 2 1 2 ⌬ as x 3 ϱ. (2.14)
Equations (2.13)-(2.14) summarize the contrasting qualitative behavior between the solutions to the two problems: u*( x) grows as ͌ x in the setup time problem and is a constant for large x in the setup cost problem.
An Approximate Analytical Solution
One of our goals is to find a scheduling policy that performs well and is relatively easy to derive. Consequently, we investigate a simple class of policies, which we refer to as asymptotic policies; these policies can be constructed by patching together the asymptotic result (2.12) with the first part of solution (2.8). In particular, we assume that u( x) ϭ x for x less than or equal to some unknown threshold ŵ, and u( x)/ ͌ x equals a constant thereafter; hence, we are assuming that the asymptotic result holds not only for very large x, but for all x ŵ. Continuity at ŵ gives
This control, and hence the resulting scheduling policy, is characterized by a single parameter, the threshold level ŵ. Although the stability of the actual queue length process under the asymptotic policy may be difficult to ascertain, by (2.2) and (2.15) the corresponding diffusion process is positive recurrent for all ŵ Ͼ 0, because the drift is negative and monotone decreasing for all sufficiently large values of the normalized total workload. We estimate ŵ by assuming that this parameter satisfies the fixed point equation (2.9), and by approximating the unknown function p( x) in this equation. In an attempt to refine (2.12), we assume that If we set z ϭ ͌ cx, then (2.17) becomes the cubic equation
Since ͌ cŵ ϭ ͌ (1 Ϫ )v, it follows that the optimal unscaled threshold level v is z 2 /(1 Ϫ ), where z solves (2.18). As in Section 1, when the unscaled total workload V equals y, the control u*( x) requires the server to serve class 2 until the unscaled class 1 workload V 1 equals ͌ nu*( y/ ͌ n). Substituting v/ ͌ n for ŵ in (2.15) gives
Translating workloads into queue lengths gives our proposed scheduling policy: serve class 1 to exhaustion and then switch to class 2; serve class 2 until 20) and then switch back to class 1. This policy implies that class 2 is served to exhaustion as long as 1
COMPUTATIONAL STUDY
A numerical experiment is undertaken in this section to investigate the effectiveness of our proposed policies. For both the setup cost and setup time problems, we compare the performance of the optimal policy, the proposed policy, and a straw policy. The straw policy for the setup cost problem is the patient exhaustive policy: switch out of a class whenever it is exhausted and at least one customer of the other class is present. The straw policy for the setup time problem is the exhaustive policy: serve each class to exhaustion and then switch class. These straw policies are studied because they are simple to implement in practice and are commonly found in the literature. The value iteration algorithm is used to derive optimal policies and to evaluate the cost of the proposed and straw policies. To simplify the computational effort, we assume that all interarrival times, service times, and setup times are exponential. The state space was truncated in the value iteration algorithm, and larger and larger state spaces were tested until the results were insensitive to increasing the state space. State spaces up to 90 by 90 and up to 4,000 value iterations were required to achieve three-digit accuracy. We report the suboptimality of the proposed and straw policies, where a policy's suboptimality (3.1) ϭ policy's cost Ϫ optimal cost optimal cost ϫ 100%.
The Setup Cost Results
Forty test cases for the setup cost problem are considered, and we begin with the 36 test cases that are generated by all combinations of the parameter values in Table I ; results for 12 additional test cases with K ϭ 10 can be found in Reiman and Wein. For each test case in Table I , we set the service rates 1 ϭ 2 ϭ 1 and the arrival rates 1 ϭ 2 ϭ /2, and let the holding cost c 2 ϭ 1. Hence, each test case is characterized by the holding cost c 1 of the high-priority class, the setup cost per cycle K, and the traffic intensity . This experimental design allows us to isolate the impact of three key parameters: (1) the difference in c values between classes, (2) the setup cost, and (3) the traffic intensity. Notice that nine cases in Table I are balanced, that is, c 1 1 ϭ c 2 2 , and 27 cases are imbalanced. Although our proposed policy, which is described in subsection 1.8, was derived under heavy traffic conditions, the policy is tested with traffic intensities as low as 0.5, and with setup costs as small as one-tenth of the holding cost c 1 . Table II provides the long-run average cost under the optimal policy, and the suboptimalities of the proposed policy and the patient exhaustive policy for the 36 test cases. These results are summarized in Tables III and IV to isolate the effects of the three key parameters. Each entry in Tables III and IV represents the average suboptimality of the 12 test cases (nine cases for the holding cost) that have a particular parameter equal to a particular value. The proposed policy performs remarkably well: its overall average suboptimality is 3.2%, and its suboptimality is less than 1% for 23 of the 36 test cases, and is less than 3.1% for 28 of the 36 test cases. Under these 28 cases, comparison of the optimal switching curves (not displayed here) with the proposed switching curves shows that the two curves differ on at most several states in the state space. In particular, the vertical boundary in Figure 2 is very close to optimal in the imbalanced case. For the test cases in Table I , the quantity v* in (1.15)-(1.16) ranges from one to three, and v in (1.14) has a mean of 3 and varies from 1 to 13.
Recall that many of the 36 test cases grossly violate the heavy traffic conditions stated in subsection 1.2, which requires heavy loading and much larger setup costs than holding costs. Perhaps the case that comes closest to satisfying these conditions is c 1 ϭ 1, K ϭ 200 and ϭ 0.9, where the proposed policy is optimal. As in previous heavy traffic work (see, for example, Chevalier and Wein 1993) , the performance of the proposed policy is relatively insensitive to the heavy traffic assumptions underlying the analysis: the average suboptimality of the proposed policy is 2.3% over the 16 cases in Table I that have the setup cost and the traffic intensity set at their medium or high levels. However, the suboptimality deteriorates to as high as 30% when the setup cost is large, the traffic intensity is low, and the holding cost is high. In fact, most of the suboptimality in the 48 cases occurs when K ϭ 200: the average suboptimality for the 24 cases in which K Ͻ 200 is 1.1%. In summary, the proposed policy performs very well over a broad range of parameter values, and then deteriorates outside of this range.
The patient exhaustive policy, with an average suboptimality of 45.0%, is clearly outperformed by the proposed policy. Not surprisingly, its performance degrades significantly as the holding cost c 1 and the traffic intensity increase. Its suboptimality appears to be convex in the setup cost K. As K initially increases, holding costs play less of a role, and its suboptimality decreases; however, for very large K, the optimal policy idles much more than the Finally, to assess the proposed policy's performance on severely imbalanced problems, we consider four test cases that have 1 ϭ 10, 2 ϭ 1, c 1 ϭ 1, ϭ 0.9, and K ϭ 200. The results for these four test cases are displayed in Table  V . In all four cases, the proposed policy performs much better than the straw policy.
The Setup Time Results
Table VI enumerates the 27 test cases for the imbalanced (that is, c 1 1 Ͼ c 2 2 ) problem with setup times; recall that Reiman and Wein contains results for 45 test cases for the balanced problem with setup costs and setup times. The results for the proposed policy and the exhaustive policy, which is the straw policy for these test cases, are given in Table VII and summarized in Tables  VIII and IX. The proposed policy performs very impressively on these test cases. The suboptimality is never above 5% and the average suboptimality over the 27 test cases is 1.5%. In contrast, the suboptimality for the exhaustive policy averages 8.7%. Not surprisingly, the policy's performance degrades when the holding cost c 1 is large and the setup times are small. Table X gives results for four test cases that are identical to those in Table V, except that setup times (with s ϭ 10) are incurred instead of setup costs. In contrast to Table V , where the optimal policy requires significant idling, both the proposed and straw policies are very close to optimal in all four cases. 
CONCLUDING REMARKS
Using heavy traffic approximations, we analyze a dynamic scheduling problem for a two-class queue with either setup costs or setup times. As in previous heavy traffic scheduling studies, these approximations yield control problems that are more amenable to analysis than the original queueing control problems. Our analysis yields a simple twoparameter policy for the setup cost problem, where one parameter is found in closed form and the other is a solution to a specified equation; we conjecture that this policy is asymptotically optimal in heavy traffic. Although the diffusion control problem that approximates the setup time problem in heavy traffic is not explicitly solvable, a scheduling policy is constructed from an asymptotic result. Computational results indicate that our proposed policies are close to optimal over a broad range of parameter values, including some cases where the heavy traffic conditions are severely violated. An interesting implication of our analysis is that setup cost and setup time problems lead to fundamentally different qualitative solutions; see (2.13)-(2.14). Setup times eat into capacity in a nonlinear fashion, and hence setup costs cannot be used as a surrogate for setup times, as is sometimes done in deterministic scheduling problems with setups. (See, for example, the survey paper by Elmaghraby 1978.) Markowitz (1996) has generalized our heavy traffic analysis from the two-class case to the multiclass setting. For both the setup cost and setup time problems, he restricts himself to cyclic policies (i.e., the server can idle, continue serving class k customers, or switch to class k ϩ 1 customers) and shows that at most one class (the smallest c class) is served nonexhaustively in heavy traffic. Notice that in the two-class setting, the focus of the setup cost problem is on determining when to serve nonexhaustively and when to idle, and the focus of the setup time problem is on nonexhaustion. Markowitz's results suggest that for setup time problems with many classes and in sufficiently heavy traffic, good noncyclic exhaustive policies, such as the polling tables developed by Boxma et al., should perform reasonably close to optimal.
APPENDIX
The goal in this appendix is to show that: The assumed monotonicity of u*( x) yields u* 3 ϱ, so that the drift of X(t) satisfies: 
