Abstract: One of the major challenges in handling realistic forward simulations for plant and animal breeding is the sheer number of markers. Due to advancing technologies, the requirement has quickly grown from hundreds of markers to millions. Most simulators are lagging behind in handling these sizes, since they do not scale well. We present a scheme for representing and manipulating such realistic size genomes, without any loss of information. Usually, the simulation is forward and over tens to hundreds of generations with hundreds of thousands of individuals at each generation. We demonstrate through simulations that our representation can be two orders of magnitude faster and handle at least two orders of magnitude more markers than existing software on realistic breeding scenarios.
Introduction
Study of populations via simulations is an important problem, with applications ranging from tracking population history to modeling heritable diseases. Numerous population simulation methods exist in the literature that are geared towards handling human data [1] [2] [3] . In comparison, only a small number of systems cater to plant and animal breeding populations [4, 5] . The former is dominated by the backward simulation approaches, but the latter usually uses forward simulations. Although the backward simulation is a mathematically clever scheme of avoiding redundant computations, as well as redundant ancestors in the simulation, the approach is cumbersome when the requirement is to track multiple segments (chromosomes) for breeding simulations. The whole genome, spread across multiple chromosomes, is required to obtain a realistic genetic or breeding value. Thus, a time and space efficient representation and computation is necessary for realistic simulations. This also enables comparative simulations where thousands of simulations can be carried out based on varying breeding processes to detect the few favorable ones that can be implemented in practice.
Classical plant breeding is performed by crossing closely or distantly related individuals to produce new crop varieties with desirable properties. Breeding aims to generate individuals with new and enhanced genetic material by combining genes encoding favorable traits (e.g., disease resistance, drought tolerance, high yield). The quality of the new genetic material is often measured by a phenotype value computed via some mathematical model based on quantitative genetics theory [6, 7] . The general problem setting of crossing genetic material and computing phenotype values of the progeny is illustrated in Figure 1 . The interested reader is referred to [8] for more details capturing the meiotic crossovers. Figure 1 . Illustration of the general problem setting. Crossing the diploid founder genomes, A and B, produces three progeny, P 1 , P 2 , P 3 , and each progeny haploid has a single crossover introduced in the meiosis, illustrated by the two different colors per haploid. The Ideally, one would be able to predict, via inexpensive and fast computer simulations, the actual phenotypes of progeny resulting from crosses between existing genotyped individuals. This could potentially yield great improvement in time and cost required for developing new and successful varieties. Due to the advent of high-throughput genomic measurement technologies, there is a continuing substantial increase in the amount of genotype data that the simulation process should be able to utilize. The interested reader is referred to [9] for the relevance of data representation in bioinformatics in general. In order to address the important issue of genotype data representation, in this paper, we propose an efficient data structure that is especially designed for plant population simulations, while also applicable for animal breeding or other related applications.
We describe a time-and space-efficient (i) genome representation as segments from founder genomes and (ii) computation of phenotype values (when the underlying phenotype model is additive). Our segment-based representation takes less time and space than a traditional representation of individuals as vectors of genotype values at specific markers. The segment approach is also more general, since it may be used with any selection of markers along the genome. Furthermore, the segment representation allows precise tracking of the parental origin of each location in the genome. This will make any task related to breeding simulations more efficient, including simulating a particular breeding process and optimizing the choice of breeding processes. Applications of breeding simulations, where efficiency is paramount, include obtaining statistics on outcomes of breeding processes. Examples include statistics on the number of instances, where a specific genotype or increase in average population value for a trait of interest (such as yield or disease resistance) is observed, optimizing the choice of founding parents from a germplasm collection and optimizing the choice of breeding processes. Efficient genome simulations also allow validating the robustness of given breeding processes, by obtaining statistics on the outcomes of several instances of the same process. Additionally, the segment representation could be used to efficiently store individual haplotype values for phased populations, such as F 1 populations, resulting from a cross between two founders.
In the experimental analysis, we evaluate the performance of existing population simulation methods and our segment representation, also contrasting it with a basic vector representation. The results show that the existing methods and the vector representation do not scale for large number of markers and progeny. Our experimental results demonstrate that the segment representation is at least an order of magnitude faster and able to handle at least two orders of magnitude more markers than existing software on realistic breeding scenarios. In this paper, we illustrate the approach with a genome consisting of one diploid chromosome; the ideas are easily extendable to genomes with several chromosomes. This paper is organized as follows. Section 2 provides the main idea of the genome representation via segments, while Section 3 describes how to use it for efficient phenotype computation. Section 4 details the experimental validation, and Section 5 provides the conclusions.
Genome Representation
In this section, we present the main idea of using segments to represent a genome and contrast the efficiency of this approach with a traditional representation as vectors of genomic marker values. One of the most common biological distance measures is the Morgan: one Morgan is the genomic distance over which, on average, one crossover occurs per meiosis [10] . Let L be the length of the chromosome, in Morgans; the expected number of crossovers per meiosis is L. Let S denote the total number of segments per individual and S(·), the number of segments per haploid. Founder A haploids, A 1 and A 2 , consist of
Each crossover introduces one additional segment per haploid; thus, the progeny of A × A (A crossed, e.g., pollinated, with A) consists of, on average, S +2L segments. In addition to the segment boundaries, the parental origin (in this case, label A 1 or A 2 ) is known for each segment in the simulation context. Using the segment boundary and label data, we are able to perfectly reconstruct each progeny from the known genomes of the parents. Thus, the segment starts, and labels define a necessary and sufficient representation of the progeny genomes.
Each progeny can be represented with a dynamic data structure that allows efficiently iterating over the existing segments and adding new segments. An example of such a data structure is a balanced search tree, where the key of each node represents the location where the corresponding segment begins. The advantages of a balanced tree include logarithmic time search for the segment overlapping a given genome position. An alternative representation is a linked list, with the caveat that searching for the segment overlapping a given position takes linear time. However, since a common application of segment representation is to compute the phenotype using all segments and markers, in increasing order of genome location, a linked list may be a sufficient representation. In our experiments, we used a balanced search tree (C++ standard container map) to demonstrate that even this more complex data structure with some overhead has negligible time and space requirements compared with the vector representation. Additional data for each segment (node) will include the label of its parental origin.
The key ideas of the genome representation are illustrated with the examples in Figure 2 . Figure 2 (a) shows the representation of a haploid obtained after the meiosis between two founder haploids. 
Computational Complexity
Assume L crossovers are introduced, while the parents have in total S segments and M markers. The time complexity of segment representation meiosis is O(S + L log L). This can be achieved by scanning the parents' segment data structures, while updating and switching the haplotype pointers as necessary.
The vector representation meiosis takes time
The time, L log L, reflects generating and ordering L random crossover locations.
In addition to the L introduced segment boundaries, the S segment boundaries from the parents need to be stored, as they are part of the representation of the progeny. Thus, each progeny in the segment representation requires storage of O(S + L) entities. In contrast, storing the marker values for each progeny requires storing O(M ) entities in the vector representation.
Since, in general, S ≪ M , the segment representation can be several orders of magnitude faster, as demonstrated in Section 4, as well as requiring several orders of magnitude less space.
The total number of segments grows somewhat slower than the average L per generation, because neighboring segments originating from the same parental haplotype are combined during the meiosis operation. Relating to forward simulations of hundreds of generations, such as for evolutionary studies, expected limits for the number of founder segments in isolated random mating populations are presented in [11, 12] . We illustrate the expected number of segments with simulation results in Figure 3 (they are in agreement with Figure 2 .1 in [12] ). Additionally, we show that populations with only two founders have fewer segments (agreeing with Equation (5) in [11] ). Since breeding schemes operate on relatively short time scales (e.g., tens of generations), over-fragmentation is not an issue with this representation in practice, as also demonstrated in Figure 4 . 
Phenotype Computation
The main ideas behind efficient phenotype computation are (i) storing the progeny as genome segments and (ii) pre-computing the founder phenotype values for all possible segments, by adding up the contributions of each genotype marker within a segment. This is applicable when the phenotype is additive (or multiplicative), which is one of the fundamental and widely used models underlying phenotype computations [6] . Furthermore, popular whole genome prediction models, such as rrBLUP [13, 14] , Bayes A [14] , Bayes B [14] , Bayes Cpi [15] and Lasso [16] , utilize an additive phenotype model. The phenotype computation is specific to a given marker model, and the pre-computed values apply only for the model for which they were computed. The phenotype contribution of each possible genome segment can be evaluated using the pre-computed cumulative sum (or product) of phenotype contributions, as explained below.
An additive phenotype value for individual i, P i = ∑ M j g i,j β j + α, can be efficiently computed by adding up the independent pre-computed values for each segment in i. Here, β j and α are given parameters of the phenotype model, and g i,j is the genotype at marker j in individual i. The additive nature of the phenotype, P, allows the phenotype computation to be defined as a sum over subsets of markers. In order to utilize this subdivision, one can pre-compute a table, V , containing the phenotype value of each possible segment of the genome. In practice, the values can be stored as a cumulative sum from the first genotype marker to the last. For simplicity, assume here we have just two founder haploids, A and B, for example, in the case where the founders fully homozygous, as is often encountered in plant breeding. The discussion below applies to any number of founders; only the dimensionality of the pre-computed tables may change. In the two-founder case, there are three possible founder combinations for each diploid segment: AA, AB, BB. Therefore three pre-computed tables are needed: V AA , V AB and V BB .
Since, in the segment representation, we are dealing with genome segments instead of individual markers, we need to map the genome segment boundaries to the genotype markers, in order to efficiently index the pre-computed tables, V . Let φ be a function that maps a genomic location, x, onto the nearest genotype marker, s, whose location is larger than x. Given x and y, x < y, as two genetic positions in the haploid, we have s = φ(x) and t = φ(y). For example, the phenotype contribution, P(s, t − 1), for markers 0 < s < t, corresponding to the genome segment from x to y, where both haploids originate from founder A, can be quickly computed as P(s,
The markers' genome locations can be represented as a sorted list of positions in a searchable data structure, enabling logarithmic time search for the marker closest to a given segment boundary. When computing the phenotype value of a genome from the segment representation, the indices of the first and last markers in each segment need to be determined, as well as the parental origins of the segment, in order to correctly index the pre-computed phenotype contribution tables, V .
Here, we provide a small example of additive phenotype computation using the segment representation. Let us consider an individual with the following segment representation for the two haploids, with x < y:
then, its phenotype can be obtained as
, where s = φ(x) and t = φ(y) are the mapping of genomic locations x and y to genotype markers and M is the number of markers. In addition to the additive phenotype model, interactions between some markers could also be included in the phenotype calculation. This would add an extra step to the phenotype calculation, where the genotype values of the specific interacting markers are individually obtained from the segment representation, in time O(log S) each.
Computational Complexity
In the segment representation, to compute a phenotype value of an individual, one needs to evaluate only S segments, where S is the total number of segments in both haploids combined. For each segment, O(log M ) time is required to search the marker list for the index of the marker closest to the segment boundary. Therefore, the time complexity of additive phenotype computation is O(S log M ).
In 
Experimental Analysis
In this section, we describe results from running the progeny generation and haplotype computation methods on various simulated scenarios, as detailed below. We created a C++ code for the progeny generation and phenotype computation, using the haplotype segment representation described in the previous sections. As a comparison, we created a modified code to store each progeny as a vector of haplotype marker values. We performed a comparison of segments with standard simulation software and the vector based representation approach for progeny generation, as detailed in Section 4.1. From this analysis, it is clear that the segment and vector representations provide the best timing performance. Therefore, we perform an extensive comparison between them in terms of time and memory requirements for progeny generation and phenotype computation, as detailed in Section 4.2, to demonstrate that the segment representation is much more efficient than the vector representation. Furthermore, given the comparison in Table 1 , the segment representation scales better than existing software for progeny generation with a large number of markers. Table 1 . Comparison of timing on generating 100 backcrossed progeny ((A×B)×B). Each entry corresponds to the execution time in seconds. Compared to existing methods QGene and hypred, a greater than ten-fold decrease by segments is shown in blue and a greater than hundred-fold decrease in green.
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Comparison with Simulation Software
In order to gauge the effectiveness of our implementation, we compared our vector and segment representation running times with existing population simulation software. We consider two breeding simulators available in the literature: QGene [4] and hypred [17] . For comparing the running times, we executed a simple (A × B) × B backcross scenario, where A and B represent diploid founder genomes and × represents a cross. We generated 100 progeny with m = 1, 000 − −1, 000, 000 markers on a chromosome of a length of 10 Morgans. The marker density ranges from modest to very high, as can be expected in the near future from evolving high-throughput technologies. The chromosome size represents a compromise between average chromosome and genome size in plant and animal genomes, used here, since we are dealing with only one chromosome. Experiments were conducted on the same system with an 8-core 2.4 GHz processor and 8 GB RAM. The custom vectors and segments code was compiled with g++ using optimization option -O3. We used hypred to generate smaller subsets of progeny at a time to avoid running out of memory. Since QGene runs via a graphical user interface, timing was obtained with an external tool and is less precise. However, this has no effect on our conclusions, since QGene is clearly slower than the other compared methods. Each scenario was run several times; the average running times are reported in Table 1 .
The existing software are clearly slower than our vector and segment representations; at least partly due to the fact that they include additional overhead associated with running the programs. However, the clear message from this analysis is that our vector representation is a realistic baseline method, for assessing the speed-up obtained by the segment representation.
Additional Comparisons
We experiment with the following plant breeding scenarios, where A, B, C and D represent heterozygous founder genomes and × represents a cross between two parents or populations:
In each scenario, we generated N = 1, 000 progeny with m = 1, 000 − −1, 000, 000 markers on a chromosome of length of 10 Morgans, as discussed in the previous subsection. Increasing the number of progeny k-fold would correspond to multiplying the timing by k.
In scenarios 2-3, we cross all the progeny from the current cross with the next parent and generate one progeny per cross. In scenario 4, when a population of progeny are crossed with a founder or another population, we randomly pair the individuals from each population and generate one progeny per pair. Each intermediate population and the final population always have N progeny. Table 2 illustrates the time and maximum memory required by each approach (segments and vectors) to complete scenarios 1-4 (averaged over several runs). The time statistic excludes any initializations and includes generating progeny and computing phenotype values only. The memory statistic includes storing the current population and the parental marker values (including the pre-computed tables, V , in the segment representation). The vector representation is unable to handle any scenario with one million markers; therefore, those results are missing. The segment representation can easily handle up to ten million markers per chromosome in all the scenarios we tested.
As seen in Table 2 , the segment representation takes under 0.5 s to compute the genotypes and phenotypes in all scenarios, for up to one million markers. Actually, the time for genotype computation does not depend on the number of markers, while the time for phenotype computation scales well with an increasing number of markers: it takes at most 0.055 s on one million markers. The vector representation takes over 11 s on 100,000 markers to compute the genotypes and phenotypes in scenario 4; the segment representation, under 0.5 s.
As also seen in Table 2 , the space requirement of the segment representation scales well for an increasing number of markers. The vector representation requires 800 MB for 100,000 markers, while segments require under 35 MB. For larger numbers of markers, the vector representation runs out of memory. The amount of memory required by segments is dependent on the number of founding parents; scenarios 1 and 3 use less space than scenario 2, while scenario 4 for one million markers requires 300 MB, still well within reach of standard computing platforms.
Additionally, we experimented on a typical component of a plant breeding process, selfing individuals (crossing with themselves) for several generations, with the aim of producing homozygous progeny. We performed a cross A × B and, then, selfed the progeny for 10 generations; at each generation, computing the phenotype values and selecting 10% of the progeny to produce 10 selfed progeny each. Again, we used 1000 individuals per generation with 100,000 markers per chromosome. The segment representation used two orders of magnitude less space (about 10 vs. 800 MB). The cumulative time for progeny generation and phenotype computation is shown in Figure 4 (averaged over several runs).
In this case, the increased number of generations does not induce notable over-fragmentation in the segment representation, since the progeny generation time (and space, not shown) stays at a low level across generations. The total time for genotype and phenotype computation for the 11 generations is an order of magnitude faster with segments than with vectors (1.6 vs. 19 s).
Conclusions
In this paper, we have considered the challenge of efficient genome simulation, particularly in the context of modeling plant breeding processes. We have presented an efficient segment data structure for genome representation and demonstrated how it can be applied in breeding simulations, using two orders of magnitude less time and space than existing genotype-vector based approaches, without sacrificing accuracy. This is especially critical in the presence of very high density genotype data, as is expected to emerge from high-throughput genomic technologies. The proposed genome representation demonstrates significant time and space savings compared to existing approaches, increasing the scope of breeding simulations that are possible in the future.
