This is part 2 of our article on image storage and compression, the third article of our series for radiologists and imaging scientists on displaying, manipulating, and analyzing radiologic images on personal computers. Image compression is classified as lossless (nondestructive) or lossy (destructive). Common lossless compression algorithms include variable-length bit codes (Huffman codes and variants), dictionarybased compression (Lempel-Ziv variants), and arithmetic coding. Huffman codes and the Lempel-ZivWelch (LZW) algorithm are commonly used for image compression. All of these compression methods are enhanced if the image has been transformed into a differential image based on a differential pulse-code modulation (DPCM) algorithm. The LZW compression after the DPCM image transformation performed the best on our example images, and performed almost as well as the best of the three commercial compression programs tested. Lossy compression techniques are capable of much higher data compression, but reduced image quality and compression artifacts may be noticeable. Lossy compression is comprised of three steps: transformation, quantization, and coding. Two commonly used transformation methods are the discrete cosine transformation and discrete wavelet transformation. In both methods, most of the image information is contained in a relatively few of the transformation coefficients. The quantization step reduces many of the lower order coefficients to 0, which greatly improves the efficiency of the coding (compression) step. In fractal-based image compression, image patterns are stored as equations that can be reconstructed at different levels of resolution.
Image -Specific Compressio n Techniques
Knowledge of the specific characteristics of certain image types can be useful in designing unconventional compression techniques. For example, computed tomographic (CT) scans from some vendors are reconstructed using a roughly circular image matrix (Fig I) . A circular matrix occupies approximately 80% of the nominal 512 x 5 12 pixel CT image matrix. When stored as an uncompressed raster data file, the nonimage pixels outside of the circular matrix are set to zero (bl ack) or some other value . These non imag e pixels can be greatly compressed using the RLE met hod (see above), or by a simple two-column pa cking/ unpacking table that distinguishes the image and non image portions of each row (Table 1) .
Huffman Coding
The Huffman algorithm uses the probabilities of each pixel's occ urrence in an image to construct a table of codes that has the following properties: (1) the codes have varying length; (2) the codes can be uniquely decoded because they have a unique prefix ; and (3) the codes for pixels with higher probabilities have fewer bits than codes for pixels with lower probabilities.I'
The algorithm is easiest to show using a text example, but the principle is the same for radiologic images . Take the following message as an example :
GILLESPY AND ROWBERG A simple 512·p ixel row two-column table (column 1. column 2) defines the im age and nonimage portions of the CT image (Fig 1) . For each row. column 1 specifies the number of non image pixels from the "left edge" of the 512 x 512-p ixel matrix to the beginning of the circular image matrix. Column 2 specifies the number of image pixels fo r that row. The number of nonimage pixe ls to the right of the image pixels is equal to 1512 -(co lumn 1 + column 2)].
'Number of bytes to store the nonimage pixels. lNumber of bytes to store the packing /unpacking table . 
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NOW IS THE TIME FOR ALL GOOD COMPUTER USERS TO COM E TO THE AID OF THEIR OPERATING ,SYSTEM
First, we construct a sor ted table of the symbols and their freque ncies (Table 2) . Then we can calculate the probabilities of each symbol, and the information content per symbol (see equation 1 in part 1 of this article [Journal of Digital Imaging, November 1993, p 202]). This yields a total of 340.5 bits of information for this message, whereas the message is normally stored using 704 bits (88 characters x 8 bits per character). The difference between these two numbers is an estimate of the maximum possible compressibility of this message using an order-O statistica l model (51.6 % in this example). The completed Huffman tree. The symbols with the highest frequency have the shortest codes (see Table 3 ).
into a parent node, and then removed from the list of free nodes. The combined weight of the two old nodes are assigned to the new node. Then a binary 0 and 1 are assigned to the two leaves, which become the least significant bits in the Huffman code for these symbols. The process is continued until all the nodes are assigned (Fig 3B) . The Huffman codes for each symbol are calculated by traversing the tree from the root to the leaf containing that symbol, accumulating the binary O's and 1's. The codes with the fewest bits are assigned to the symbols with the highest frequency (space, 0, E, and T in this example) (Table 3 ). This message can be encoded with 348 bits (50.6% compression), which is only slightly worse than the 340.5 bits (51.6% compression) predicted from Table 3 (ignoring  the overhead of storing the code table) .
There are several disadvantages to this form of compression. First, the coding table must be stored with the message because the frequencies of symbols will differ with different messages. The coding table is fairly small using an order-O model as we have done in this example, but it becomes unacceptably large if higherorder models are used. Furthermore, the Huffman codes have an integral number of bits, whereas the entropy equation usually calculates a fractional number of bits for a given symbol. Therefore, the Huffman codes are usually not optimal for a given symbol. This inefficiency appears in the slightly less-than-optimal compression ratio. However, Huffman codes have been shown to be the most efficient fixed-length coding method.
Huffman codes are commonly used in conjunco 1 IMAGE STORAGE AND COMPRESSION: PART 2 :l:Entropy: see equation 1. Note that the entropy is lowest for the symbols with the highest probability. §Information content = (entropy per symbol) x (symbol frequency).
The Huffman codes are calculated in the following manner. A binary tree (Fig 2) is constructed, beginning from the bottom and progressing to the top (root) of the tree. The tree begins with an ordered list of all the symbols and their frequencies (Fig 3A) . Each symbol is assigned to a free node. The two free nodes with the lowest frequencies are combined 
Adaptive Huffman Coding
One enhancement that works with Huffman and other forms of coding is adaptive coding.'
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Instead of using a fixed table of probabilities, adaptive coding builds and alters the Huffman tree as each symbol is encountered. This scheme eliminates the need to store probability tables with the compressed file. In addition, adaptive coding also handles local changes in symbol probabilities better than fixed probability tables that are built for an entire file. Adaptive coding is commonly used with many other forms of coding.
Simplified Huffman Codes
This algorithm can be considered a simplified variant of Huffman encoding. A difference image is encoded with codes that are 1 to 3 bytes long (Table 5) . A unique prefix distinguishes the different codes. This algorithm is easily implemented because the codes occur on byte boundaries, and the prefixes can be quickly decoded. Although not as effective as some of the other compression algorithms considered so far, this technique permits very rapid compression and decompression of images.
Arithmetic Coding
Unlike the Huffman coding that replaces a series of pixels with a series of codes, arithmetic coding generates a single floating point number. This number is less than 1 and is greater than 0, and can be uniquely decoded to regenerate the original file.s-'
Using the same text example listed above, the arithmetic coding process begins with a probability table of the input symbols (Table 6) . A "generic" probability table for certain image types can also be used. Each symbol (pixel) is A DPCM image is encoded with codes that are 1,2, or 3 bytes long. A unique prefix distinquishes the code types. Data compression occurs because the majority of the DPCM pixel values are within the range -64 to +63 (see Table 3 in part 1 of this article). '2's complement is the binary method of coding signed integers used by many different computers systems. For 8-bit signed integers, the sequence -3, -2, -1, 0, 1, 2, 3 is represented by the bit codes 11111101, 11111110, 11111111, 00000000,00000001,00000010,00000011.
tx, bits that encode the DPCM pixel value. ;#, these bits are not defined.
given a portion of the "probability range" between 0 and 1 that is as wide as the probability of that symbol. Collectively, the consecutive probability ranges of all the symbols extend from 0 to 1. To encode a message (or image), a running table of two floating point numbers is kept, the lower limit and upper limit (Table 7) . These two numbers represent the lower and upper bounds of the final output code. At the Output code .91590842
Note how the lower limit and the upper limit converge as more symbols are encoded.
start, the lower limit is set to 0 and the upper limit is set to 1. For the first symbol in our text example (N), the lower limit is set to the lower number of that symbol's probability range (.9090, from Table 6 ), and the upper limit is set to the higher number of the symbol's probability range (.9317). For the next symbol (0), the probability range of the new symbol (.1932 S; P < .3068) is assigned to the difference of the current lower and upper limit as follows:
(1) and (5) where LL new is the new lower limit, LL oid is the old lower limit, UL new is the new upper limit, ULoid is the old upper limit, Plow is the lower probability number, P high is the higher probability number. Rout, the output range, is defined as the difference between the old lower limit and upper limit: 'Symbol probability = symbol frequency/total symbols. tProbability range is the region of probability from 0 to 1.0 assigned to that symbol. The width of the probability range is the same as the probability for each symbol. the lower limit will be uniquely decoded as the original message.
An arithmetic coded message is decoded by reversing the process that produced the original code (Table 8) . Of course, the same table that was used for compression must be used for decompression. In the example in Table 8 .0227
where LL oid is the lower limit of the old symbol and Paid is the probability of the old symbol.
In this example, the new code .304335682 falls in the probability range of the symbol (0). The next symbol is decoded by removing the effect of the symbol (0) from the code. The process is continued until all the symbols have been decoded. An end of message condition can be detected by either using a special end-ofmessage code, or keeping track of the number of characters in the original message.
Although the example is shown using floating point numbers, the algorithm can also be implemented using integers," which makes implementation practical on personal computers.
Arithmetic coding can be very efficient in compression, but tends to be slower than Huffman and other forms of lossless compression. Arithmetic coding is especially effective when the probability of certain symbols is very high.
In an example cited by Nelson," a file consisting of 100,000 zeros and one end-of-file marker *Number refers to the current symbol (Table 6 ).
Dictionary-Based Compression: Lempel-Ziv and Variants
The previously considered compression methods used a statistical model to encode fixedlength symbols with smaller bit strings. Dictionary-based compression instead encodes variable-length strings (or groups of pixels) as tokens. The tokens point to phrases in a dictionary. Compression occurs because the tokens are smaller than the phrases they represent.
Dictionary-based compression can have either fixed or adaptive dictionaries. Fixed dictionaries are useful for large databases that remain relatively constant over time, like the parts numbers in an inventory database or merchandise catalog. The dictionary must be present for both the compressor and the decompressor programs. Fixed dictionaries are generally not useful for general data or image compression in which the objects to be compressed differ markedly.
Practical adaptive dictionary-based compression began with the seminal work of Jacob Ziv and Abraham Lempel.v' The adaptive dictionary-based compression algorithms begin either without a dictionary or with a small predefined dictionary. As compression proceeds, new phrases are added to the dictionary to be encoded later as tokens. The program outputs tokens (pointers to the dictionary) and plaintext phrases that have not yet been encountered and placed in the dictionary. Various methods have been used to distinguish between the tokens and plain text. The compression dictionary does not have to be stored with file because the decompression step creates the same dictionary as the file is decompressed.
The first version of the Lempel-Ziv compression algorithm is known as LZ-77. 8,1O,11 This algorithm uses a dictionary that is a "sliding window" into the previously seen input file (Fig  4) . The window may be 2 to 16 Kbytes long. A much smaller look-ahead buffer (often 100 to could be encoded with only 4 bytes. For radiologic images, arithmetic coding would most typically be used for coding DPCM images (in which the pixel values are tightly clustered around 0) or the transform coefficients of a lossy compression method after quantization (see below). 200 bytes) tries to match incoming phrases with phrases in the dictionary. The program either outputs plain text or a token (pointer to the dictionary). The LZ-77 algorithm has been enhanced by improving the data structure associated with the dictionary window and improving the format of the output tokens. These enhancements are known as the LZSS compression algorithm. LZSS is a popular compression technique that is found in many commercial and shareware compression programs, for example, PKZIP and LHarc. An LZ-77 variant-compression method has also been implemented on a computer chip by Stac Electronics (Carlsbad, CA), and is widely used for compressing data for tape drives and other storage devices. This compression method is known by the standard which defines it: QIC-122.
The second major variant of Lempel-Ziv compression is known as the LZ-78 algorithm. 9,11 Instead of using a fixed width sliding window for the dictionary, the LZ-78 dictionary is built from all of the previously encountered symbols in the file. The dictionary is built a single token at a time, which allows the creation of very long dictionary strings. The algorithm outputs a token that consists of a pointer to a phrase in the dictionary and a single character. Each time a token is emitted, a new phrase entry is added to the dictionary.
A popular adaptation of the LZ-78 algorithm is the Lempel-Ziv-Welch (LZW) algorithm developed by Terry Welch 12 -14 ( Table 9 ). The LZW algorithm preloads the dictionary with all the symbols that will be encountered in the input file. Then, as the file is compressed, there are no symbols encountered that do not have an entry in the dictionary. Therefore, only tokens are emitted by the program. Like LZ-78, each time a token is emitted, a new entry is added to the dictionary. Either fixed-width or variablewidth tokens can be used. The LZW algorithm is a popular compression method found in the UNIX COMPRESS program and in the tagged image file format (TIFF). The TIFF standard" specifies a variable-width 9-to 12-bit token.
Compression is improved if the LZW algorithm is applied to a DPCM image, and this transfor- 
mation is explicitly allowed in the TIFF standard. LZW compression is also the basis for the V.42bis data-communication standard that is widely available on most high-performance modems.
Compression of the Example Images
The example images (see Fig 1 in part 1 of this article) have been compressed using Huffman codes, arithmetic coding, and the LZW method (Table 10 ). Three commercial compression programs for the Macintosh (Apple Computers, Cupertino, CA) are included for comparison purposes. Three versions of each image were compressed: the original image, the image after the DPCM transformation (see part 1 of this article), and a smoothed + DPCM image.
The smoothed image shows the effect of image noise on image compression. In general, the LZW compression was the most effective of the algorithms, especially after the DPCM transfor-GILLESPY AND ROWBERG mation, and it performed almost as well as the best of the commercial programs. However, these examples should be considered only illustrative, because none of the compression methods used were optimized for 16-bit images. In addition, the CT scans can be compressed further if the "nonimage" pixels were encoded separately (Fig 1) .
LOSSY IMAGE COMPRESSION
Image compression is considered lossy if the compressed file is not numerically identical to the original file after it has been restored. Lossy image compression is capable of much higher compression ratios than lossless compression. However, image-compression artifacts may be visible, and diagnostically useful information may be lost. There is a growing consensus that lossless compression is best used for short-term storage, and lossy compression may be useful for long-term storage. There is no consensus on Three versions of each image are compressed (except the blank image): normal (16-bit raster file without a header); difference image computed by DPCM (see equation 4 in part 1 of this article); and a DPCM image calculated after a 3 x 3 smoothing kernel applied to the image. The smoothing operation shows the effect of image noise on compression. Compare the actual compression achieved by the various algorithms and commercial packages with the image entropy in Table 2 what constitutes an acceptable level of lossy image compression. Furthermore, lossy image compression is undesirable if any quantitative image measurements are required because the original pixel values are altered. Generally, lossy compression is done in three stages: transform coding, quantization, and compression (Fig 5) .
The transformation step converts the image into a format that is more suitable for compression and is usually lossless. Typically, the transformation step converts the image into a sequence of transformation coefficients. The specific transform coding method is useful for image compression if most of the image information is contained in relatively few of the coefficients. Two commonly used transform-coding methods include discrete cosine transformation (OCT) and discrete wavelet transformation (OWT) (see below). The quantization step, on the other hand, alters the coefficient values, usually by dividing each coefficient by an integer. The quantization step actually reduces the number of different output values in the transformation image and is the "lossy" step in this process. Frequently, many of the smaller coefficients are reduced to 0, which greatly improves the compressibility of the image. Finally, the actual compression step compresses the quantized coefficients. Modified Huffman codes and RLE are commonly used in this step.
Discrete Cosine Transform
The most common type of transform coding used for image compression is the OCT.4,5,14,15 The OCT belongs to a family of transform equations that include the fast Fourier transform (FFT). Like the FFT, the OCT converts a matrix of pixel values from the spatial domain into the frequency domain (Figs 6-9 ). However, the computation time required increases markedly with the matrix size, so the image is typically divided into a series of N x N pixel blocks before the transform, where N is either 8 or 16 pixels. After the transformation, most of the energy in the image is contained in relatively few of the low-frequency transform coefficients. The low frequencies in the image are in the upper left of the transform matrix, and the high frequencies are in the lower right. The weighted average of all pixel values is the first value of the matrix. Most of the perceptible information content in radiologic images (and real world images in general) is contained in the low frequencies, and the high-frequency information can be reduced with little impact on image quality.
Significant data compression is possible after quantization of the OCT image. In the simplest method of quantization, each value of the OCT matrix is divided by an integer, and then rounded to the nearest integer. The quantization step reduces the possible values of the transform 
Decompression
Original image
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Compression high-frequency information content of the image. Finally, the actual compression of the data is performed. Huffman codes are commonly used, sometimes after run length encoding the 0 coefficients. The steps are summarized in Fig 11. The DCT is an important part of the Joint Photographic Experts Group (JPEG) lossy image-compression standard.l'' This standard is an increasingly popular method for compressing images on personal computers. Fortunately, radiology will benefit from the large of amount of research effort devoted to implementing and improving the JPEG standard.
The major disadvantages of the DCT imagecompression method include the considerable computation time and image artifacts at highcompression ratios. Computation times can be significantly reduced by using special hardware optimized for this technique."? At higher compression ratios, a "blocking" artifact may be noticeable. This artifact occurs when the boundaries of the DCT N x N matrix become visible at higher compression ratios.
Wavelet Compression
Wavelet compression uses "wavelet functions" as the basis for the DWT. These functions satisfy certain mathematical criteria, and are all OCT matrix after coefficients reordered by zig-zag sequence (Fig 10) . Note that most of the 0 coefficients are now in sequence, which improves compressibility of the block.
coefficients, and many of the smaller coefficients are set to 0 (Fig 8) . Then the quantified coefficients are rearranged in sequence, with the upper-left values first and the lower-right values last. This sequence is termed the zig-zag sequence (Fig 10) , and puts the higher frequency coefficients in each encoded block last.
Different strategies for the quantization step can be used. Options include using a single integer for all the coefficients (as mentioned above), setting a predetermined number of the high frequency coefficients to 0, and using a quantization matrix. A quantization matrix is an integer matrix that is divided into the corresponding value of the DCT matrix. The values of the quantization matrix are typically larger for the high-frequency coefficients than the low-frequency coefficients. The goal of the quantization matrix is to preferentially reduce the Fig 10. The zig-zag sequence. The transformation coefficients are reordered so that the low-frequency components precede the high-frequency components. translations and scalings of each other. ls Unlike the DCT or FFT, which convert image spatial data into frequency data, the wavelet functions are partially localized in both space and frequency. The DWT is applied repeatedly to the image'which results in a multilevel wavelet hierarchy (Fig 12) . At each higher level of the hierarchy, the transform coefficients are less localized in space and more localized in frequency. Like the DCT described above, image compression is possible because most of the image information is contained in relatively few of the transform coefficients. There are an infinite number of possible wavelet functions, and different functions offer tradeoffs in image fidelity and compression. Preliminary results suggest wavelet compression results in better image quality than DCT/1PEG image compression for a given level of compression' ] S
Fractal Compression
Fractals are geometric structures generated from simple formulas that have the peculiar property of looking similar at different levels of magnification. Many natural structures such as trees and clouds have been shown to have fractal characteristics and these 0同 时t s can be closely mimicked using fractal geometry.l'! Fractal-based image compression is performed by the fractal transform, which translates fractallike patterns in an image into a series of fractal formulas. 2o , 21 The ima!!e is comnressed because "'-.., -~·..t· the formulae are much smaller than the image they describe. The formulae are also resolution independent, which allows the image to be decompressed at higher or lower resolution than the original with little loss in image quality. The process is markedly asymmetric, ie, the compression step is much more computationally intensive than the decompression step. Advocates offractal compression claim fractal decompression is much fasteτthan lPEG compression , and image quality is superi川、especially at higher levels of compression. 22 The suitability of fractal compression for radiology is largely unknown, but the technology appears especially attractive for compressing images for teaching and reference programs.
