This paper deals with the estimation procedure for inverse Weibull distribution under progressive type-II censored samples when removals follow Beta-binomial probability law. To estimate the unknown parameters, the maximum likelihood and Bayes estimators are obtained under progressive censoring scheme mentioned above. Bayes estimates are obtained using Markov chain Monte Carlo (MCMC) technique considering square error loss function and compared with the corresponding MLE's. Further, the expected total time on test is obtained under considered censoring scheme. Finally, a real data set has been analysed to check the validity of the study.
Introduction
In the modern lifetime scenario, it is often difficult or time taking to observe all the units put on experiment due to some controlled or uncontrolled reasons, eg. time and cost constraints, accidental damage, disaster etc. The observations come from this type of situation are called censored observation. The type-I and type-II are the two very common censoring schemes which is widely used in the fields of survival and reliability studies. In type-I censoring schemes, the experimental time is fixed, say (T 0 ) but the number of observed failure is a random variable while in type-II censoring schemes, number of observed failure is fixed, say (m) but the experimental time is a random. Unfortunately, none of these censoring schemes have discussed the importance of removals of the live units from the test at any time before the completion of the experiment. Further, it is also possible that some units are intentionally or unintentionally removed from the experiment while they are still alive, the data arise from such type of phenomena call it as censored data. In survival/ reliability studies, we usually deals with these censored data. Therefore, there is a need of more appropriate and flexible sampling procedure for life-testing experiments. To attain this, a new censoring schemes is introduced besides the above two schemes, namely progressively type-I and type-II censoring schemes which facilitates the removals of the units during the experiment.
Here, in this paper, we emphasize on estimation procedure under progressive type-II censoring scheme, which is developed by Cohen (1963) . The detailed description of the considered scheme are as follows: Suppose, we have n experimental units are put on test at time (T 0 ) and going to observe m failure units/items during the experiment. The experiment proceeds in such a way that when first failure x 1 observed, R 1 of the surviving units are randomly selected from remaining (n − 1) surviving units and then removed i.e, we get R 1 removals from the experiment and immediate after the second failure x 2 is obtained, again R 2 of the surviving units are randomly selected from remaining (n − R 1 − 2) surviving units and removed i.e, R 2 removals obtained. This procedures continues until the m th failures. Then, at this instance, the experiment terminates and remaining R m = n − R 1 − R 2 − R 3 − · · · − R m−1 − m surviving units are randomly removed from the experiment. If theses removals R 1 = R 2 = R 3 = . . . R m−1 = R m = 0, then m = n, which correspond to complete sample situation and if R 1 = R 2 = R 3 = · · · = R m−1 = 0, then R m = n − m, which is simply conventional type-II censoring. Thus the progressive type-II censoring scheme is the generalization of type-II censoring schemes. This type of schemes generally obtained in medical/engineering fields. For example, Consider a medical experiment with n cancer patients but after the death of the first patient, some patients leave the experiment and go for treatment to other medical institution. Similarly, after the second death a few more leave and so on. Finally, the doctor stops taking observation as soon as the predetermined number of deaths (say, m) are recorded.
Statistical inferences based on estimation of parameters for different lifetime models under progressive type-II censoring scheme have been studied by Cohen (1963) , Childs and Balakrishnan (2000) , Balakrishnan and Sandhu (1995) and cited authors therein. Balakrishnan and Aggarwala (2000) is recommended to the readers for more detail. It may be noted here that, in this censoring scheme, the number of removals R 1 , R 2 , R 3 , ..., at each stage are pre-fixed. However, in some practical situations, these removals may occur at random e.g. in the previous example, the number of patients leaves the hospital at each stage is random and can not be pre-determined. Utilizing this concept, Tse, Yang, and Yuen (2000) , Wu and Chang (2003) and Yuen and Tse (1996) have considered that the number of units removed at each stage follows some specific distribution with certain probability for progressively censored samples. After that, several papers have been published on the estimation of the model parameters for various lifetime distributions under this procedure, see Singh, Singh, and Sharma (2014) ; Kaushik, Singh, and Singh (2017) ; Singh, Singh, and Kumar (2013b) and references cited therein.
It is assumed that the probability of removals remains same for all surviving units as well as it remains same at all stages in the case of progressive type-II censored sample with binomial removals. But this assumption seems to be too restrictive and unrealistic to be true in practical situations. For example, in the case of clinical study, if the deaths are recorded in the early stages of the test then definitely the probability of a removals will be high in the beginning and may decrease as the time passes. On other hand, if all the patients in the study are surviving for a longer period i.e. even the first death takes place after a long time, the chance of a drop-out of patients will be relatively small in the beginning and may increase at later stage. This confirms that, the probability of a drop-out at each stage of the experiment may not be remain constant through out the entire experiment. However, this drop out rate can not be observed although it effects the number of drop outs. Hence, one must think that the number of removals is random in nature and it follows a binomial distribution at each stage of removal with random probability of removal following some probability distribution. Due to flexible nature of the beta distribution, capable of having wide range of shapes, we have modelled the uncertainty about in the probability of a removal at various stages of the experiment as random realization of beta variables. Compounding the distribution of number of removals with the probability of removals, results into the distribution of R i to be beta-binomial and thus, the scheme named as progressive type-II censoring scheme with beta-binomial removals, which is abbreviated as PT-II CBBR. In the present piece of work, we have considered that the lifetime of the experimental units follow inverse Weibull (IW) distribution. The probability density function of inverse Weibull distribution is given as,
The corresponding cdf and hazard function are given by
and
respectively, where α > 0 and λ > 0 are the shape and scale parameters, respectively. The plots of pdf and hazard function for different values of shape parameters are given in Figure 1 . As we can see that it is heavy tail distribution and as α → ∞, the tail probability decreases. For 0 < α ≤ 1, the mean does not exist and for 1 < α ≤ 2, the mean exists but the variance does not exist. The inverse Weibull distribution is more useful in those situations where data indicates the non-monotone hazard rate characteristics. There are many real life examples where data don't shows the monotone hazard rate. For example, Langlands, Pocock, Kerr, and Gore (1997) have studied breast cancer data and observed that the mortality increases initially, reaches to a peak after some time and then declines slowly i.e., associated hazard rate is modified bathtub or particularly uni-modal. Such types of data can be modelled through the inverse Weibull (IW) distribution. Also, Nelson (1982) showed that, this distribution play an important role in many applications including the dynamic components of diesel engines the time to the breakdown of an insulating fluid subject to the action of a constant tension. Calabria and Pulcini (1990) provide an interpretation of inverse Weibull distribution in the context of the load-strength relationship for a component. Recently, Maswadah (2003) has fitted the inverse Weibull distribution to the flood data reported by Dumonceaux and Antle (1973) In survival studies, the inverse Weibull distribution has been considered by several authors. Khan, Pasha, and Pasha (2008) have discussed the classical statistical properties of IW distribution. Kim, Lee, and Kang (2014) have derived the non-informative prior for the parameters of IW distribution. Noor and Aslam (2013) have proposed the Bayes estimators of the parameters of inverse Weibull mixture distribution using type-I censored samples. Recently, Singh, Singh, and Kumar (2013a) 
The likelihood function
The likelihood function under progressive type-II censoring with pre-determined number of
where,
Substituting (1) and (2) into (4), we get
It has been discussed above that in the progressive censoring scheme if the experimental units are removed from the test with given probability, say p, then following Tse et al. (2000) , the number of removals at i th stage is given by,
Further, it is assumed in the considered form of the censoring scheme that the probability of removals is not fixed over whole of the experimentation period and assumed to be a random variable following the probability density function
Thus, the unconditional distribution of R i s can be derived as follows
Substituting (6) and (7) in (8), we get,
r j +ζ−1 dp After simplification, which can be written as
where, B(a, b) =
It is the probability mass function (pmf) of beta-binomial distribution and it is denoted by BB (n , ξ, ζ). Thus, the joint probability of R 1 = r 1 , R 2 = r 2 , ..., R m = r m is given by
Now, we further assume that R i s is independent of x i s for all i. Then, the full likelihood function takes the following form
Maximum likelihood estimation for α and λ
The likelihood function for progressively type-II censored sample with beta-binomial removals from (11) can be re-written as,
where
It may be noted here that L 1 (α, λ|R) involves the parameters of the considered model but it is independent of the parameters of the distributions considered for removal probability. On the other hand L 2 (ξ, ζ|R) is free from the parameters of the considered model and includes only the parameters of the distribution of the probability of removals. Therefore for finding the MLE of α and λ, we must use L 1 (α, λ|R) only. On maximizing the likelihood function given by L 1 (α, λ|R), we obtain the maximum likelihood estimates for model parameters α and λ. Hence, the corresponding log-likelihood function of (13) is given by,
Then, the MLEsα andλ of α and λ, respectively can be obtained as the simultaneous solution of the following two non-linear equations:
As the above equations cannot be evaluated analytically, one can use numerical technique such as Newton-Raphson method to solve these and find the MLEs. While attempting to obtain interval estimates, we note that, the exact distribution of MLEs are not easy to obtain, we suggest to use the concept of large sample theory to obtain the confidence intervals based on I (α, λ), the Fisher's information matrix, which can be estimated by
The diagonal elements of I −1 α,λ provides the asymptotic variances for the parameters α and λ, respectively. Thus, two-sided 100(1 − γ)% normal approximation confidence interval of α and λ can be obtained as α ∓ Z γ/2 var(α) and λ ∓ Z γ/2 var(λ) , respectively.
Maximum likelihood estimation for ξ and ζ:
From equation (14), the joint probability of R=r is given by
Taking logarithm on both sides of equation (19), we get
The MLEsξ andζ of ξ and ζ, respectively can be obtained as the simultaneous solution of the following two normal non-linear equations:
is dia-gamma function. The equation's are not solvable in nice closed form therefore, we suggest the use of iterative methods.
Bayes estimation
In the Bayesian paradigm, we need to assume the prior distributions for unknown model parameters. The prior probability density for the parameters α and λ are assumed to be of the following forms
where, µ 1 , ν 1 , µ 2 and ν 2 are the hyper-parameters. The joint prior pdf of α and λ may be obtain as,
Thus, the joint posterior of α and λ is given by
Let h(·) be a function of α and λ. Then, the Bayes estimator of h(·) under the squared error loss function is given by,ĥ
It is clear from the expression (26) that there is no closed form for the estimators, so we suggest using an MCMC procedure to compute the Bayes estimates, see (Smith and Roberts 1993; Brooks 1998; Hastings 1970 ) for more detail. After getting MCMC samples from the posterior distribution, we can find the Bayes estimate for the parameters in the following way
where N 0 is burn-in period of the Markov chain and Θ i = [α i , λ i ] . For computation of the highest posterior density (HPD) interval of Θ, order the MCMC sample of Θ as Θ (1) , Θ (2) , Θ (3) , · · · , Θ (N ) . Then construct all the 100(1-γ)% credible intervals of Θ say (
). Finally, the HPD credible interval of α and β is that interval which has the shortest length.
In order to obtain the MCMC samples from the joint posterior density of α and λ, we use the Metropolis-Hastings (M-H) algorithm. We consider a bivariate normal distribution as the proposal density i.e. N 2 (µ, Σ) where Σ is the variance-covariance matrix. It may be noted here that if we generate observations from the bivariate normal distribution, we may get negative values also, which are not possible as the parameters under consideration are positive valued. Therefore, we take the absolute value of the generated observations. Following this, the Metropolis-Hastings algorithm associated with the target density π(·) and the proposal density N 2 (µ, Σ) produces a Markov chain Θ i through the following steps.
3 Calculate the ratio
In using the above algorithm, the problem arises as to how to choose the initial guess. Here, we propose the use of the MLEs of (α, λ), obtained by using the method described in section 2, as initial values for the MCMC process. The choice of covariance matrix Σ is also an important issue; see Natzoufras (2009) and Kaushik et al. (2017) for details. One choice for Σ would be the asymptotic variance-covariance matrix I −1 (α,λ). While generating M-H samples by taking Σ = I −1 (α,λ), we noted that the acceptance rate for such a choice of Σ is about 15%. By acceptance rate, we mean the proportion of times a new set of values is generated at the iteration stages. It is well known that if the acceptance rate is low, a good strategy is to run a small pilot run using a diagonal Σ as a rough estimate of the correlation structure for the target posterior distribution and then re-run the algorithm using the corresponding estimated variance-covariance matrix; for more details see Gelmen, Carlin, Stern, and Rubin (1995) . Therefore, we have also used the latter described strategy for the calculations in the following sections.
Expected total time on test
In practice, it is also desired to have an idea of the duration of a life test since the experiment termination time is directly associated with the cost of the experiment. For progressive type-II censoring scheme, the termination time is given by the expectation of the m th order statistics. From Balakrishnan and Aggarwala (2000) , the conditional expectation of X m given R = (R 1 = r 1 , R 2 = r 2 , ..., R m = r m ) can be defined as (28) and then simplifying, we have
The expected termination time PT-II CBBR is evaluated by taking the expectation on both sides of (29) with respect to the R. That is,
...
Where, g(r i ) = n − m − r 1 − ... − r i−1 .
Simulation study
In this section, we have compared the performances of the various estimators on the basis of their mean square errors (MSEs). It may be mentioned here that the exact expression for the mean square errors cannot be obtained, because the estimators are not in explicit form. Therefore, MSEs are estimated on the basis of a Monte-Carlo simulation study of 2000 samples. For this purpose, we generated a specified number of observations from the distribution given in equation (1) for fixed values of the parameters under the specified censoring schemes and calculated different estimates of α and λ following the procedure described in the previous sections. This process was repeated 2000 times to obtain the simulated biases and MSEs. We have computed the MLEs by using the Newton-Raphson algorithm and Bayes estimates using MCMC method. The ML and Bayes estimates of (α, λ) are denoted as (α M L , λ M L ) and (α B , λ B ), respectively. It is noted that Newton-Raphson algorithm has a convergence rate of 90%-95%. We have reported the results omitting the cases where algorithm do not converge.
To simulate a progressive type-II censored sample from the considered distribution, we have used the algorithm given by Balakrishnan and Cramer (2014) .
It may be noted here that the MSE of these estimators will depend on the sample size n, m, values of α, λ and hyper-parameters µ 1 , µ 2 , ν 1 and ν 2 . We considered a number of values for the sample size n; namely n = 10, 20, 30, 40 and 50 and m is taken as 50%, 60%, 70%, 80%, 90% and 100% of the n. For an informative prior, the hyper parameters are chosen on the basis of the information possessed by the experimenter, denoted as Bayes1. Also, we have considered the choice of hyper-parameters as µ 1 = µ 2 = ν 1 = ν 2 = 0 which reduces the prior to a non-informative prior, denoted as Bayes2. In most of the cases, the experimenter can have a notion of what are the expected value of the parameter and can always associate a degree of belief to this value. In other words, the experimenter can specify the prior mean and prior variance for the parameters. The prior mean reflects the experimenter's belief about the parameter in the form of its expected value and the prior variance reflects his confidence in this expected value. Keeping this point in mind, we have chosen the hyper-parameters in such a way that the prior mean is equal to the true value of the parameter and the belief in the prior mean is either strong or weak, i.e. the prior variance is small or large, respectively; for details see Singh et al. (2013a) . The MSE's of the estimates of parameters with corresponding confidence interval have been calculated and the results are summarized in Tables 1, 2 and  (3). From Tables 1-3 , we have observed that the both MLEs and Bayes estimates provides more accurate estimates with increasing sample information m although, the Bayes estimates of the model parameters are more nearer to the true values of the model parameters. The HPD intervals have shorter width than the asymptotic confidence intervals. Table 1 provides the MSE of estimates of the parameters for α = 2, λ = 3, ξ = 0.1, ζ = 3 and hyper-parameters µ 1 = 4, µ 2 = 6, ν 1 = 2, ν 2 = 3. It can be seen from the Table that in general, the MSE's decrease as n increases in all the considered cases. It can also be seen that the MSE of the MLE is more than that of the corresponding Bayes estimate in all cases but the difference between the MSEs of the Bayes and ML estimates decreases for increases in the value of n. It is also noted here that MSEs decreases as m increases for fix value of n. Similar trend found in the MSE of the Bayes estimates and Bayes estimates with informative prior having least MSE. The 95% asymptotic interval estimates are wider than HPD intervals. In Table 2 , we have shown the effect of variation of ξ and ζ. Here, we noticed that increment in the values of ξ reflect the negative effect on the performance of all considered point and interval estimates, however as ζ increases the estimators performance becomes better. Table  3 provide the effect of magnitude of parameters α and λ on the considered estimators. As α increases or λ increases, in both of the situation the estimated MSEs of all the estimators increases, along with the width of the asymptotic and HPD interval estimators are increases.
For investigating the expected total test time (TTT), we have considered the different combination of the model parameters which are given below: α = 2, λ = 3, ξ(= 0.5, 1.0), ζ{= (15, 9, 3, 1, 0.5, 0.25), (15, 9, 3, 1, 0.5, 0.25)}; α = 0.8, λ = 1.6, ζ(= 0.5, 1.0), ξ{= (15, 9, 3, 1, 0.5, 0.25), (15, 9, 3, 1, 0.5, 0.25)}; α = 2, λ = 3, ξ(= 1, 3), ζ{= (15, 9, 3, 1, 0.5, 0.25), (15, 9, 3, 1, 0.5, 0.25)}; α = 0.8, λ = 1.6, ζ(= 1, 3), ξ{= (15, 9, 3, 1, 0.5, 0.25), (15, 9, 3, 1, 0.5, 0.25)}.
For each combination, we have taken n = (10, 20, 30, 40 and 50) and for each n, m is chosen so that the sample contains the 100%, 90%, · · · , 50% units of the available sample units, respectively. All results are summarised in Tables 4 -7 . From this, we have observed that the expected TTT is an increasing function of n and m as it is expected. It is interesting to know that the expected TTT decreases as ζ increases while ξ is fixed and on other hand expected TTT increases as ξ increases for given fixed value of ζ. It can also be observed that the expected TTT increases as α increases and decreases as λ decreases.
Real data illustration
In this section, we illustrate our proposed methodology with the four real examples. The first data set considered by us, represents the times between successive failures of air conditioning equipment in a Boeing 720 airplane, reported by Proschan (1963) The third data set represents the lifetime's data relating to relief times (in minutes) of 20 patients receiving an analgesic and reported by Gross and Clark (1975 The MLEs for the unknowns are calculated for all above data sets based on complete sample and reported in Table 8 , using the procedure explained in section 2. In this Table,λ M L and α M L represent the maximum likelihood estimates for the parameters α and λ, respectively. The quantity reported in brackets is the standard deviation (sd) computed based on the square root of inverse of estimated Fisher information matrix as given in equation (18). Here, we also compute the K-S statistic and corresponding p-value for the purpose of goodness-of-fit. The quantity log of likelihood, AIC and BIC are also presented.
For the illustration of our methodology, we have generated censored data for a prefixed m, ξ and ζ. It may be worthwhile to mention here that the number of drop-outs are random and we are generating the progressive type-II censored data from the complete sample data, therefore, we can study the average performance of the estimators. For this purpose, we generated 2000 censored data sets for given m and accordingly the ξ's and ζ's from the considered complete data set. The m is chosen 80% of the complete sample size and ξ = 3, ζ = 0.1 are considered. The average ML estimates, Bayes estimates with corresponding average MSE and confidence interval are reported in Table 9 . 
Conclusion
In this chapter, we have developed a sampling procedure for life-testing experiment called as progressive Type-II censoring scheme with beta-binomial removals (PT-II CBBR) which covers the uncertainty of the real phenomenon of life-testing procedure. The Bayesian procedure provides the more accurate and precise estimates of the parameters even if we consider the vague prior. Finally, we can conclude that the discussed methodology provides the more flexible procedure for life-testing experiment and can be recommended for their use in medical, engineering and in other areas where such type of life-tests are needed.
