Abstract. Given A ∈ Z m×n , b ∈ Z m , c ∈ R n , we consider the integer program P d : max {c x|Ax = b; x ∈ Z n + } which has a well-known abstract dual optimization problem stated in terms of superadditive functions. Using a linear program Q equivalent to P d that we have introduced recently, we show that its dual Q * can be interpreted as a simplified and tractable form of the abstract dual, and identifies a subclass of superadditive functions, sufficient to consider in the abstract dual. This class of superadditive functions is also used to characterize the integer hull of the convex polytope {x ∈ R n |Ax = b; x ≥ 0}.
Introduction
Let A ∈ Z m×n , b ∈ Z m , c ∈ R n and consider the integer program (1.1)
where the convex polyhedron P := {x ∈ R n | Ax = b; x ≥ 0} is compact. Related to P d is the dual optimization problem (1.2) min
where Γ is a certain set of functions f : R m → R that are superadditive and such that f (0) = 0; see e.g. Gomory and Johnson [1] , Jeroslow [2] , Johnson [3] , and Wolsey [10] who considers the particular inequality case {Ax ≤ b, x ≥ 0} of (1.1) (add m nonnegative slack variables to retrieve the equality case). The dual problem (1.2) is rather conceptual in nature, but from it one still retrieves several concepts already available in standard linear programming (LP) duality (see [10, p. 175] still for the particular case {Ax ≤ b, x ≥ 0}). More importantly, the fundamental and basic Gomory (fractional) cuts for integer programs, which are crucial for the efficiency of today 's most powerful codes for solving P d , have an interpretation in terms of superadditive functions f in (1.2). For instance see Wolsey [9, §7] . Therefore, besides its theoretical interest, any insight on the dual problem (1.2) is of potential interest as it could provide useful information for deriving efficient cuts in standard solving procedures for P d . Moreover, problem (1.2) which is non-linear, can be transformed into an equivalent finite LP. For instance, in the particular inequality case {Ax ≤ b, x ≥ 0} of (1.1) (with A ∈ N m×n , b ∈ N m ), introducing the s := The first set of constraints simply states that π : n j=1 {0, . . . , b j } → R is a monotone superadditive function, whereas the second set of constraints is just that of (1.2); see Wolsey [9, §2] .
Contribution: The goal of this paper is to relate duality results obtained in Lasserre [4, 5, 6] with the abstract dual problem (1.2), and to provide some insights for the latter problem. Namely, we present a dual problem P *
, where a subclass of superadditive functions is identified and also yields a finite LP, simpler than (1.3). In fact, we obtain our result the other way around. From the discrete Farkas lemma proposed in [5] , we have also obtained a linear programming problem Q equivalent to P d (which also yields a simple characterization of the integer hull of the convex polytope P; see Lasserre [6] ). It turns out that the LP dual Q * of this equivalent LP, can be put in the form (1.2), for a particular subclass of superadditive functions. In view of the importance of Gomory cuts for solving P d and their interpretation in terms of superadditive functions in (1.2), we hope that the new insights on P d and (1.2) provided by the equivalent linear program Q and its dual Q * (or equivalently P * d ), will prove to be useful in solving P d . Finally the integer hull of P is also characterized in terms of finite family of superadditive functions.
Notation and preliminary results
Let N denote the natural numbers or, equivalently, the positive cone Z + of the integer numbers Z. For a vector b ∈ R m and a matrix A ∈ R m×n , denote by b and A ∈ R n×m their respective transpose. Let R[x 1 , . . . , x n ] be the ring of real-valued polynomials in the variables x 1 , . . . , x n . A polynomial f ∈ R[x 1 , . . . , x n ] is written
for finitely many real coefficients {f α }, in the (usual) basis of monomials. Given a matrix A ∈ Z m×n , let A j ∈ Z m denote its j-th column (equivalently, the j-th row of A ); then z Aj stands for
2.1. The abstract dual of P d . Let A ∈ N m×n , b ∈ N m and let P d be the integer problem (1.1). Denote by max P d the optimal value of the integer program (1.1) so that max P d = −∞ whenever Ax = b has no solution x ∈ N n ; observe that max P d < +∞ whenever A ∈ N m×n . Consider the value function f * :
. This is because if u, v ∈ N n are respective optimal solutions of P d with f * (x) = c u and f
. Next, consider the abstract dual problem (1.2) where Γ is the set of functions f : N m → R ∪ {−∞} such that f (0) = 0 and f is superadditive. To prove that (1.2) is indeed a dual problem for P d , we need to show that the weak duality property, that is, for any two feasible solutions x ∈ N n , f ∈ Γ of P d and (1.2) respectively, we have f (b) ≥ c x.
Thus, let f ∈ Γ be any feasible solution of (1.2). Then, if x ∈ N n is any feasible solution of Ax = b,
and so, f (b) ≥ c x, that is, the weak duality property holds.
Strong duality requires that both problems P d and its dual P * d have an optimal solution with same optimal value. It holds because f * (b) = max P d = c x * for any optimal solution x * ∈ N n of P d ; notice that whenever Ax = b has no solution x ∈ N n , we also have f * (b) = max P d = −∞. Let P := {x ∈ R n + | Ax = b}. As already mentioned, the dual problem (1.2) is rather conceptual, as the set Γ is very large and not practical. For instance, Γ contains the value function f * in (2.1), which is a bit too much of a requirement if one wishes to solve P d for a single value b of the right-hand-side. To make a parallel with linear programming, one may also define the dual of the LP
to be (1.2) replacing now Γ with the set Γ of concave functions f : R n → R ∪ {−∞}. The (large) set Γ woud also contain the value function associated with P. However, by considering the subclass of affine functions of Γ , one obtains the usual (and tractable) LP dual P * of P. Similarly, the maximal valid inequalities that define the integer hull P 1 of the convex polyhedron P, are Chvátal-Gomory cuts formed from linear combinations and rounding of the facet inequalities that describe P. They are obtained from a subclass of superadditive functions that satisfy the constraints of (1.2); see e.g. Nemhauser and Wolsey [7] . In §4 we also provide a characterization of P 1 in terms of a finite family of superadditive functions. 
Observe that f π ∈ ∆ D whenever π ∈ ∆ D , that is,
Indeed, f π (0) = 0 follows from the definition (2.5) of f π . Next, if x ∈ D then so does α + x for every α ∈ N m ; thus π(α + x) = +∞ and from (2.5) 
Therefore, we have:
where we have used that α + x + y ∈ D implies α + x ∈ D (see (2.3)). If x+y ∈ D, then π(α+x+y) = +∞ for every α ∈ D, and so from (2.5) it follows that f π (x+y) = +∞. And thus in this case, we also have f π (x+y) ≥ f π (x)+f π (y).
(ii) We already have f π ≤ π. On the other hand, if π is superadditive
and so,
which combined with f π ≤ π yields the desired conclusion.
Duality and superadditivity
In this paper we treat the case (1.1) where the constraint matrix A in Ax = b, has only nonnegative integer entries. This involves no essential loss of generality, for in §6 we show that the general case case of integer matrix A ∈ Z m×n (and P compact) reduces to the case A ∈ N m×n after a slight modification of the initial problem (introducing an additional constraint and an additional variable).
A discrete Farkas lemma.
In this section we present a discrete analogue of the continuous Farkas lemma. However, for a better comparison with the continuous case, we first briefly recall the following (nonstandard) form of the continuous Farkas lemma.
Denote by R[z 1 , . . . , z m ] the ring of real polynomials in the m variables z 1 , . . . , z m .
Theorem 3.1 (Continuous Farkas lemma). Let A ∈ R m×n , b ∈ R m . Then the following two satements are equivalent.
(a) The linear system Ax = b has a nonnegative solution x ∈ R n . (b) The (linear) polynomial λ → b λ can be written
, all with nonnegative coefficients.
so that (3.1) holds with Q j ≡ x j ≥ 0, for all j = 1, . . . , n. Conversely, assume that (3.1) holds for some polynomials Q j 's with nonnegative coefficients. Evaluating the gradients of polynomials in both sides of (3.1) at the point λ = 0, yields
It also follows that if (3.1) holds then necessarily, the Q j 's are constant polynomials, say Q j ≡ x j ≥ 0 (which provide a nonnegative solution x ∈ R n to Ax = b). One also retrieves easily that if A λ ≥ 0 then b λ ≥ 0.
This nonstandard (continuous) Farkas lemma has been introduced to better compare with the discrete Farkas lemma below, obtained in Lasserre [5] . 
, all with nonnegative coefficients. Moreover, the total degree of each polynomial Q j can be bounded by b
As the degree of each Q j is bounded, let q ≥ 0 be the vector of (nonnegative) coefficients of all the polynomials Q j 's. Then, checking the existence of such polynomials {Q j } in (3.2) reduces to solving a linear system (3.3)
M q = r, q ≥ 0, for some matrix M and vector r with only 0 and ±1 entries. The constraints Mq = r state that the polynomials z → z b − 1 and z → j Q j (z)(z Aj − 1) are identical by equating their respective coefficients; see Lasserre [5] for more details.
3.2.
A linear program equivalent to P d . We use the discrete Farkas lemma to construct a linear program equivalent to P d , using a method developed in Lasserre [6] . In fact, from the proof of Theorem 3.2 in [6] , each polynomial Q j in (3.2) may be restricted to contain only monomials z α with α ∈ N m such that α ≤ b − A j . Indeed, if x ∈ N n solves Ax = b then (3.2) holds with Q j ≡ 0 whenever x j = 0,
) if x 1 = 0 and for j > 1,
And so, the monomials z
Therefore, in the constraints Mq = r which states that the polynomials z → z b − 1 and z → j Q j (z)(z Aj − 1) are identical, we only need to equate their respective coefficients of same monomials z α for those α ∈ N m that satisfy α ≤ b. This is because, as each Q j contains only monomials z α with α ≤ b − A j , each polynomial Q j (z)(z Aj − 1) contains only monomials z β with β ≤ b. Hence, in the LP (3.3), the vector q and the matrix M can be taken in R s and R p×s , respectively, where :
e., the number of monomials z α with α ≤ b.
. . , n (the number of monomials z α with α − A j ≤ b. Note that the matrix M is totally unimodular because it is a network matrix (each column has only two nonzero entries +1 and −1).
Define the row vectors e sj := (1, . . . , 1) ∈ R sj , for every j = 1, . . . , n, and let E ∈ N n×s be the n-block diagonal matrix, whose each diagonal block is a row vector e sj , that is, Given c ∈ R n , let c ∈ R s be the vector E c. Then, in the same manner as we did in Lasserre [6] , we have :
R n×s be as in (3.3) and (3.5), and let c := E c. Then : (a) The optimal value max P d of the integer program P d is the same as the optimal value max Q of the linear program
(b) With every optimal vertex q * ∈ R s of the linear program Q, is associated an optimal solution x * := E q * ∈ N n of the integer program P d .
The proof is exactly the same as in [6] . In view of the simple form of the matrix M of the linear program Q in (3.6), its LP dual is easy to state. Namely, it is the linear program
Clearly, by the change of variable π(α) := γ(α) − γ(0), α ∈ D, the above linear program also reads
with optimal value denoted min Q * . Now, extend π to N m by π(α) = +∞ whenever α ∈ D. Then with ∆ D as in (2.4), the linear program Q * is equivalent to the optimization problem (3.10)
that is, min Q * = ρ 1 .
Theorem 3.4. Let A ∈ N m×n , b ∈ N m , c ∈ R n and let Q * be the linear program defined in (3.8) or (3.9), so that min Q * = max P d . Consider the optimization problem
where
Proof. First, by Theorem 3.3, max Q = max P d , and by linear programming duality, max Q = min Q * . In particular, if max P d > −∞,
Next, ρ 1 ≥ ρ 2 . Indeed, let π ∈ ∆ D be an admissible solution of (3.10). Then the associated superadditive function f π defined in (2.5) is feasible in (3.11) because, clearly, for all j = 1, . . . , n,
and
Now, let x ∈ N n be a feasible solution for P d , i.e., Ax = b, and with π ∈ ∆ D , let f π be a feasible solution in (3.11). Then
This proves that ρ 2 ≥ max P d , hence ρ 2 = max P d , which completes the proof.
Thus the dual problem of P d has either the superadditive formulation P * d in (3.11) or the equivalent LP formulation Q * in (3.9). We discuss futher the interpretation of the linear program Q * in §4.
Characterizing the integer hull.
We end up with a characterization of the integer hull of the polytope P via superadditive functions.
Let M, r, and E be as in (3.3) and (3.5) respectively. When P is compact (i.e. P is a polytope) then the integer hull P 1 of P ∩ Z n is defined by:
For more details see Lasserre [6] .
Recall that a vector π ∈ R p may be viewed as a function π : D→ R, with D as in (3.7), and can be extended to N m by setting π(x) = +∞ if x ∈ D. Therefore, with a vector π ∈ R p obtained from a generator (π, λ) ∈ G, we may and will associate a superadditive function f π as in (2.5).
Theorem 3.5 (Characterization of the integer hull). Let A ∈ N m×n , b ∈ N m , and let M, r, and E be as in (3.3) and (3.5) respectively. Let G ⊂ R p × R n be a set of generators of the convex cone defined in (3.14). Then the integer hull P 1 of the convex polytope P = {x ∈ R n | Ax = b; x ≥ 0} is defined by
• f π is the superadditive function obtained from π in (2.5), and
Proof. In view of the definition of M, r and E, (3.14) reads
where the vector π ∈ R p is viewed as a function π : D→ R, with D as in (3.7). Therefore, every generator (π, λ) ∈ G satisfies
where f π is the superadditive function obtained from π in (2.5). Therefore, as π r = π(b) − π(0), and λ j = −f π (A j ) for all j = 1, . . . , n, we finally obtain that
that is, (3.15) holds.
So, as in Nemhauser and Wolsey [7] , the integer hull P 1 is characterized in (3.15) via a finite family of superadditive functions. However, the superadditive functions in (3.15) are not obtained from linear combinations and rounding of the hyperplanes that define P, but rather from the set of generators G of the convex cone (3.14).
Discussion
We now consider the usefulness of the dual P * d of the integer program P d and its equivalent linear program Q * presented in §3.3. Observe that in contrast with the LP (1.3) , the LP Q * in (3.9) does not optimize over the superadditive functions π ∈ ∆ D with ∆ D as in (2.4) . In general, the constraints in (3.9) do not define a superadditive function π. But the function f π obtained from π in (2.5), is superadditive and satisfies the constraint of the abstract dual (1.2). However, given a feasible solution π in (3.9), one does not need to define f π at all points α ∈ D. We only need its value at the points A j , j = 1, . . . , n. Finally note that the LP (3.9) is simpler than the analogue for the case Ax = b of the LP (1.3) considered in Wolsey [9] for the particular case {Ax ≤ b, x ≥ 0}, that is,
whose constraints state that π : D→R is superadditive, with π(0) = 0, and π(A j ) ≥ c j , for all j = 1, . . . , n. The LP (4.1) and the LP dual (3.9) have the same number of variables. On the other hand, with p := m j=1 (b j + 1), the LP (4.1) has O(p 2 ) constraints in contrast with only O(np) constraints for the LP dual (3.9). However, the reduction in size is not so important as (3.9) remains an LP of potentially very large size. 
with optimal value min Q * = π * (5) = c 1 + c 2 , and optimal solution
The superadditive function f π * : N 2 →R defined in (2.5) (with π * (x) = +∞ if x > 5) satisfies f π * (5) = c 1 + c 2 .
If b = 1 instead of b = 5, the system Ax = b has no solution x ∈ N n . As now D = {0, 1}, the LP dual (3.9) reads min Q * = min
because α + A j ∈ D for every α ∈ D, which is consistent with max P d = −∞.
Conclusion
We now summarize the main results of this paper in Table 1 which compares the continuous and discrete optimization problems P and P d , in the case of a nonnegative constraint matrix A ∈ N m×n (and so, with D as in (3 .7)). We have also included the expressions of the convex polytope P and its integer hull P 1 Polytope P Integer hull P 1 P :
A j x j = b Table 1 one may also use the superadditive formulation P * d in (3.11), instead of Q * . However, we have chosen the LP formulation Q * in (3.9), to better highlight the difference with the LP dual P * of P. Notice that if π is taken to be linear in P * d , i.e. π(α) = π α for all α ∈ D (for some vector π ∈ R m ), then one retrieves exactly the LP dual P * of P.
As already mentioned, we hope that the insights on P d and P * d obtained by this approach will help in solving P d more efficiently, e.g. by defining appropriate and efficient Gomory cuts from P * d , to be used in software packages.
6. Appendix : The general case A ∈ Z m×n We now assume that A ∈ Z m×n , i.e., A may have negative entries. We will assume that the convex polyhedron P is compact.
Let α ∈ N n , β ∈ N be such that for all j = 1, . . . , m, (6.1) b j := b j + β ≥ 0 ; A jk := A jk + α k ≥ 0; k = 1, . . . , n.
As P is compact we have α j x j | Ax = b} =: ρ * (α) < ∞.
Given α ∈ N n , the scalar ρ * (α) is easily calculated by solving a LP problem. Let A ∈ N m×n , b ∈ N m be as in (6.1) with β ≥ ρ * (α), and let e m ∈ R m be a vector of ones. The integer program P d is equivalent to the integer program 
It is straightforward to check that max P d = max P d and if x * ∈ N n is an optimal solution of P d then so is (x * , u * ) for P d (with u * = β − α x * ∈ N). As the matrix of the constraints of P d has nonnegative entries, we are back to to the case analyzed in §3.1, with matrix and vector
in lieu of A and b, respectively.
