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SUMMARY
The ground power industry is targeting combined cycle plant efficiencies of 65% and
above, which can be achieved primarily through higher combustor firing temperatures. Be-
cause conventional combustors fail to meet NOx regulations at such temperatures, there is
a pressing need for high-temperature, low-emissions combustors. In this regard, the staged
combustion architecture is one such concept that shows promise due to its enhanced emis-
sions performance and operational flexibility. The prohibitive cost of building prototypes
relegates full-scale testing to the final stages of the product design cycle, while accurate
models with turbulence and detailed chemistry cannot be used to efficiently explore the
design space. Therefore, an efficient computational model is necessary to study a broad
range of architectures.
Despite extensive research on staged combustion and the related jet-in-crossflow (JICF)
problem, there is little published research regarding the minimum NOx levels achievable by
staged combustion architectures. The first contribution of this thesis presents a set of fun-
damental minimum NOx levels that are obtained by wrapping a constrained optimization
routine around a reduced-order staged combustor model. For a firing temperature of 1975
K which corresponds to 65% efficiency, the minimum NO levels (corrected to 15% excess
oxygen) are determined to be roughly 1 ppm. The corresponding configuration is one with
the most fuel-lean main burner that can autoignite the secondary stage, and the shortest
secondary stage residence time that allows sufficient CO oxidation. Sensitivities of these
minimum NOx levels to operational, geometric and computational parameters are identi-
fied and discussed. The minimum NOx levels were found to be insensitive to combustor
firing temperature and overall residence time. Furthermore, a fixed combustor design was
found to achieve low NOx entitlement levels across a range of firing temperatures while
maintaining low part-load emissions.
Recognizing that a turbulent flow field affects NOx chemistry primarily through mixing,
xxiv
the second contribution presents finite-rate entrainment effects on NOx. The studies were
conducted using a generic CRN model that consists of two pure fluid streams and a homo-
geneous entrained region in which reactants from the two streams are well-mixed. Char-
acteristic entrainment time scales were introduced to compare entrainment characteristics
based on the fundamental physical time scales, which decoupled and allowed independent
specification of inlet flow rates and entrainment rates. The results are in agreement with
the literature — finite-rate entrainment does indeed have a significant influence on NOx,
with some cases producing NOx levels more than 300× above theoretical limits. These
trends were found to be governed by temperature overshoots in the entrained region due to
burning equivalence ratios closer to stoichiometric, as well as the high dwell time at those
temperatures. Further, it was found these temperature overshoots and residence time at
high temperatures are heavily influenced by the autoignition delay time, τign. This is again
in agreement with previous experimental work [1, 2] that found an inverse relationship
between the lift-off height and NOx emissions in reacting jets in crossflow.
The effect of fuel-air staging under finite-rate entrainment scenarios was explored as
a method by which the potentially debilitating effects of finite-rate entrainment could be
mitigated. For cases where the secondary stream entrains faster than the main burner stream
(which is the typical scenario in practical devices), NO was in general found to decrease
monotonically with the secondary equivalence ratio ϕsec across all entrainment rates. It
was found that a ϕsec < 2 was sufficient to maintain NOx levels below 10 ppm across all
entrainment rates explored. The primary mechanism through which ϕsec affects NOx was
determined to be the ignition delay, τign. As more air is introduced through the secondary
stage, the entrained region starts at lower initial temperatures, thus increasing τign. This
increase in τign again influences the temperature overshoots and residence time spent at
high temperatures such that NOx emissions are reduced. Thus the main takeaway from
this study is that air injection in the secondary stage, as well as other methods of delaying
secondary stage autoignition, are of crucial importance when designing staged combustors.
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The finite-entrainment work culminated in a constrained optimization study for a prescribed
main and secondary entrainment rate, in which the minimum NO level was found to be ∼3
ppm. These results are promising for the staged combustion architecture because it shows
that even under finite-rate entrainment limitations, the design space still allows for NOx
levels that are lower than even the theoretical NOx limits for the LPM architecture.
The consensus is that better JICF mixing leads to lower NOx emissions, but little work
has been done to characterize the effects of large-scale entrainment and small-scale mix-
ing on NOx in isolation. The third contribution of this thesis presents the development
of a reduced-order Lagrangian model — the Limited Mixing and Entrainment (LiME) re-
actor — that is designed to accurate represent the evolution of a batch of reactants in a
combustor under finite-rate mixing and entrainment. The LiME reactor is essentially a
non-uniform collection of small, homogeneous reacting particles whose interaction based
on a set of rules emulates small-scale mixing. It is a performance-oriented model, and is
capable of leveraging parallel computing architectures to integrate the network of particles
simultaneously. Molecular mixing is simulated based on the Interaction by Exchange with
the Mean (IEM) model through interacting Lagrangian particles. Preliminary validation
studies were performed to verify that the implemented IEM model enforces the conserva-
tion equations and converges each particle’s thermodynamic state to the mean system state
according to the prescribed mixing time scale τmix. Studies performed under the assump-
tion of infinitely fast entrainment showed little influence of the mixing time scale τmix on
NOx levels. However, a study performed to characterize the combined effects of finite-rate
mixing and entrainment demonstrated that mixing can be a significant determining factor
under finite-rate entrainment scenarios. This is especially true when the secondary stream
entrains much faster than the main burner stream, where the slowest mixing case increased
NOx by more than 2x compared to the infinite mixing case. However, slower small-scale
mixing was found to be beneficial in entrainment-limited scenarios where overshoot tem-
peratures were high and high-temperature dwell times are long. Therefore, a key takeaway
xxvi
from this study is the importance of capturing the combined effect of finite-rate large-scale





Between now and 2040, the burgeoning global population and a growing global economy
will lead to a projected rise in energy use of 30%. This is equivalent to adding another
China and India to today’s global demand [3]. Despite the rapid growth of and heavy
investment into renewables and energy storage, natural gas continues to play an essential
role in the electricity generation mix for the foreseeable future [4]. In addition to playing
a base load role where renewables are unavailable, natural gas-fired turbines also take on
peaking duties where the generated power is tuned to meet local peak electricity usage [5].
In terms of natural gas-fired plants, the current workhorse is the gas-turbine based com-
bined cycle plant, providing around 20% of all electric energy worldwide [6]. For a typical
gas-turbine engine (Brayton) cycle with a cycle efficiency of around 40%,1 the main source
of inefficiency is the remaining thermal energy from the combustor exhaust that cannot be
converted into mechanical energy by the turbine. A combined cycle plant provides drasti-
cally improved cycle efficiencies by using the otherwise wasted heat from the gas turbine
to generate steam and drive a steam (Rankine) cycle.
Thermodynamic cycle analysis shows that while combined cycle efficiency is a func-
tion of both the gas turbine efficiency ηgt and steam turbine efficiency ηst, i.e. ηcc =
Power out
Heat energy in = ηgt + ηst − ηgtηst [6], the efficiency is primarily dependent on the turbine
inlet temperature (TIT) — the temperature of the combustor exhaust provided there is no
cooling or dilution between the combustor exit and the turbine [7]. As such, the main driver
behind improved power generation efficiencies from combined cycle plants has been the
1ηgt = Turbine power output/Heat input rate
1
steady increase in firing temperatures throughout the past three decades [8]. This positive
relationship between turbine inlet temperature and thermal efficiency is shown in Figure
1.1. Today, the best combined cycle plants have efficiencies of roughly 63%, which is a
great improvement compared to the 47% levels when the technology was just being adopted
in 1985. These impressive efficiency values are enabled in part by lean premixed (LPM)
combustors that produce low NOx emissions even without post-combustion scrubbing. The
long-standing industry-wide goal of 65% efficiency and above can be attained by further
pushing turbine inlet temperatures to 1975 K and beyond [9]. The foregoing statement has
been referred to as a “brute-force” approach to improve cycle efficiencies with two major
hurdles [10]:
1. Materials limitations — superalloys currently in use require too much cooling at
elevated temperatures
2. Excessive NOx emissions limits — at these elevated temperatures, the thermal path-
way for NOx becomes active and results in such excessive NOx emissions that even
the theoretical minimum NOx levels for LPM combustors fails to meet today’s NOx
requirements, which can be as low as 2 ppm in developed countries [8]. This will be
discussed in the next section.
Advances in materials technology and developments in high-temperature materials such
as ceramic matrix composites show great promise in helping overcome the first hurdle. This
work, on the other hand, focuses on the second hurdle — NOx. It is therefore appropriate
at this point in the discussion to provide a background on NOx and offer some justification
for the second hurdle to higher turbine inlet temperatures.
1.2 Literature Review
1.2.1 Oxides of Nitrogen: A Brief Introduction
In the mid 1940s, the effects of photochemical air pollution were first encountered in the
Los Angeles area [12]. It was not until the 1950s when the culprit behind the Los Angeles
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Figure 1.1: Plot that illustrates the positive relationship between turbine inlet tempera-
ture and thermal efficiency. The temperature corresponding to 65% efficiency is 1700 ◦C
(roughly 1975 K). Figure reproduced from [11].
photochemical smog was determined to be unburned hydrocarbons and nitrogen oxides
emitted from automobiles [13]. Emissions legislation on state and federal levels, such as
the Clean Air Act, were initiated in the mid-1950s and subsequently amended over the years
with more stringent requirements and more specific areas of emphasis [14]. Today, NOx
emissions are almost entirely attributable to the production of energy, and energy-related
NOx emissions are still increasing on a global scale due to the higher rate of increase in
emissions from developing countries compared to the volumetric decrease seen in certain
developed countries [15].
Nitrogen oxide (NO, IUPAC: nitrogen monoxide), nitrogen dioxide (NO2), and nitrous
oxide (N2O) are the primary oxides of nitrogen in the atmosphere [16]. The first two
species are collectively referred to as NOx, and are primary pollutants that are emitted
into the atmosphere typically as products of high-temperature combustion. In addition to
NO2 being produced through combustion processes, it is also formed in the atmosphere
photochemically from NO [12].
NO2 is a toxic gas and can contribute to the production of particulate matter (nitrate
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aerosols) and ozone, both of which contribute to air pollution — the source of around
3,000,000 deaths around the world each year [17]. Furthermore, NOx also contributes to
acid rain, while N2O is a greenhouse gas which contributes to global warming and climate
change [16].
Reaction Mechanisms
A brief summary is now presented regarding the chemistry behind nitrogen oxides, with
substantial references from Bowman [16], Glassman [12], and Turns [18].
The main sources of NO in hydrocarbon fuel combustion processes are [19]:
1. Oxidation of atmospheric nitrogen (N2) via the thermal NO (Zeldovich) mechanism
2. “Early” production of NO via the prompt/Fenimore mechanism
3. The N2O-intermediate mechanism which is most important in fuel-lean, low-temperature
conditions
4. The NNH mechanism, which is most important in fuel-rich flames [20]
Post-flame NOx
NO formation from atmospheric nitrogen in the high-temperature post-flame zone is gen-
erally attributed to the thermal NO pathway. The elementary chain reactions that constitute
the kinetic route of thermal NO formation were first proposed by Zeldovich to be the fol-
lowing:
O+N2 −−⇀↽ − NO+N (1.1)
N+O2 −−⇀↽ − NO+O (1.2)
Today, this mechanism is frequently extended with the reaction
N+OH −−⇀↽ − NO+H (1.3)
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to form the extended Zeldovich mechanism. [18]
The rate-limiting step for the Zeldovich mechanism is the breakdown of atmospheric
nitrogen in Reaction 1.1. This is because a significant amount of energy is required to
break the triple bond found in N2, and because the supply of N required by Reaction 1.2 is
dependent on Reaction 1.1. Thus, the production of NO by the Zeldovich mechanism can
only progress as fast as N2 can be broken down into NO and N. Due to the relatively large
activation energy of Reaction 1.1, this reaction has a strong temperature dependence, and a
generally accepted rule of thumb in the industry is to consider the Zeldovich mechanism at
temperatures above 1800 K [18].2
An approximate formula that shows the relationship between thermal NO, tempera-
ture, oxygen concentration and residence time can be derived from [16] using reaction rate
constants presented by Hanson and Salimian in [21]. This relation, given in Equation 1.4,
provides key insights into the NOx-abatement methods available for thermal-NOx-limited
systems and will thus be called upon in later sections.
[NO] ∝ [O][N2]e−38,379/T τres (1.4)
Flame/Prompt NOx
A fascinating narrative of historical research in “flame” NOx, differing interpretations of
“prompt” NOx, and the various proposed reactions to explain in-flame NOx formation can
be found in Glassman [12]. While initially defined by Fenimore in 1970 to be the non-zero
NOx value at a burner surface,3 prompt NO is today mainly attributed with the elementary
reaction
HCN+O −−⇀↽ − NCO+H (1.5)
2Recall that thermal NOx is a key motivator of this work, as the temperatures required to meet cycle
efficiency targets are well above 1800 K.
3The measured axial profile of NOx along the burner centerline that was extrapolated back to the burner
surface [22]
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whose products NCO and H subsequently react and lead to the formation of NO through
atomic nitrogen N. The sources of the non-zero NOx value at the burner surface can be
attributed to:
1. nonequilibrium O and OH concentrations in the reaction zone and burned gas which
accelerate Reaction 1.1 and in turn the thermal NO mechanism;4
2. a series of reactions initiated by the reactions of N2 with hydrocarbon radicals present
in and near the reaction zone culminating in Reaction 1.5 (Fenimore mechanism);
and
3. the reaction of O atoms with N2 to form N2O which in turn reacts with other O atoms
to form NO.
In a relatively recent discovery in the field of NOx chemistry, researchers at Emory
University showed that the NCN + H reaction is a major pathway to prompt NO [24].
The (very) detailed Konnov mechanism [25] implements this pathway as part of its NOx
submechanism.
1.2.2 NOx Reduction Techniques
Steam Dilution
At one time, most gas turbine combustors typically operated in a non-premixed flame mode
where fuel and air were injected separately because of their reliability, operational flexibil-
ity, and simplicity [26]. Up until the late 1980s, water or steam injection into the combus-
tion zone was the “best available control technology” (BACT) for achieving NOx levels on
the order of 25 ppm [27]. Steam injection reduces (thermal) NOx formation by reducing
[O] through the reaction H2O + O −−→ 2 OH. In addition, the reduction in temperature
(i.e., the cooling effect) due to steam injection also serves to inhibit Reaction 1.1 which is
highly temperature-dependent.
4Miller and Bowman [23] report that this is not a very important source of prompt NO in flames
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Selective Catalytic Reduction (SCR)
For cases where in-situ control of NOx is inadequate, cleanup of the exhaust gas using
post-combustion control techniques such as selective catalytic reduction (SCR) is used. In
addition to decreasing plant efficiency (which leads to increased fuel usage and carbon
emissions) and increasing fine particulates from ammonia leakage (or “slip”), SCR also
incurs additional maintenance costs and causes a solid waste problem [16]. Moreover, the
range of operating conditions for which SCR is effective is limited [28] and its use requires
the incorporation of additional control systems which further increase costs [27].
Lean Premixed Technology and Exhaust Gas Recirculation
The effort to meet increasingly stringent NOx emissions standards culminated in the de-
velopment of lean-premixed (LPM) gas turbine combustor technology [29]. Combustors
implementing LPM technology, often referred to as Dry Low NOx (DLN) combustors, are
widely employed in combined cycle plants. In the LPM approach, heat release occurs at
lean conditions5 to lower flame temperatures, thereby curtailing thermal NOx production
through the Zeldovich mechanism. Furthermore, operating at a lean condition greatly re-
duces the concentration of hydrocarbon radicals that can contribute to the production of
prompt NO [28]. This approach also employs significant premixing of fuel and air before
combustion occurs in order to eliminate local hot spots where temperatures are high and
thermal NO production is elevated. For example, Leonard and Stegmaier’s [30] experimen-
tal results for GE’s LM6000 DLN combustor demonstrated an exponential dependence of
NOx emissions on flame temperature. Furthermore, NOx production was found to be in-
dependent of residence time at flame temperatures below 1900 K, demonstrating that NOx
emissions below this temperature were essentially limited by the NOx produced in the flame
5In combustion, a common measure of the ratio of fuel to air in a combustion process is the equivalence
ratio, ϕ ≡ (f/fstoich. ϕ is the ratio between the fuel-to-air ratio of a given mixture f and the stoichiometric
fuel-to-air mixture fstoich. When fuel and air react at stoichiometric proportions, ϕ = 1. Fuel-lean conditions
are conditions where f < fstoich, i.e. when the amount of fuel in the mixture is less than that required for a
stoichiometric reaction. Therefore, ϕ < 1 under lean conditions. Similarly, ϕ > 1 for (fuel-)rich conditions.
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zone instead of post-flame thermal NOx.
A sample calculation of the dependence of the NOx emissions upon temperature for the
LPM architecture is shown by the solid line in Figure 1.2 [31], calculated using a chem-
ical reactor network (CRN) consisting of a premixed flame and a constant-pressure batch
reactor (the definitions of which will be described in later sections). This calculation pro-
vides the theoretical minimum, referred to as “entitlement NOx”, that can be achieved using
this approach because it assumes perfect mixing between fuel and air before the reaction
zone/flame. It should be noted that Figure 1.2 gives the minimum NO achievable by an
LPM combustor of a given geometry, mainly one with a global residence time τglobal (anal-
ogous to the length of the combustor) of 25 ms. This is a consequence of the assumption
of perfect premixing, and is not the resulting solution of an optimization problem. On the
other hand, determination of the absolute minimum NO for the LPM architecture would, in
addition to requiring the same perfect premixing assumption, be an optimization problem
where τglobal is a design parameter.
Figure 1.2: Variation in predicted minimum NO emissions from a lean premixed and EGR-
type combustor with adiabatic flame temperature at 25 atm for a residence time of 25 ms,
following [31].
The dashed line shown in Figure 1.2 shows predicted NO emissions against flame tem-
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perature for a modified form of the LPM architecture, with exhaust gas recirculation (EGR).
The EGR architecture recirculates products of combustion into the main reaction zone such
that they are mixed with fresh reactants. Compared with a typical LPM combustor at the
same temperature, EGR enables lower NOx emissions due to the reduced amount of ex-
cess O2 in the reactants which in turn reduces the O radical concentration. Together with
secondary kinetic effects triggered by the increased levels of H2O and CO2, this change in
the O radical concentration retards the rate-limiting step of thermal NOx formation: N2 +
O −−→ NO + N, thus lowering overall NOx.
Now, recall that in order to achieve 65% combined cycle efficiency, turbine inlet tem-
peratures would need to be pushed to 1975 K and beyond. In Figure 1.2, we see that the
predicted NO emissions for the EGR architecture increase exponentially with firing tem-
perature and consequently exhibit poor temperature scaling characteristics, particularly at
these desired temperatures close to 2000 K. This exponential variation of NO with firing
temperature suggests that the main source of NO from LPM and EGR architectures is ther-
mal NO (the approximate rate of production of which is given in Equation 1.4), and that it
is the main culprit behind the second hurdle mentioned in Section 1.1.
1.2.3 Staged Combustion: A Promising Architecture for Low-NOx Combustors
Staged combustion, specifically axial or longitudinal staging, is a variant on the LPM con-
cept that enables NO abatement through the reduction of all but one parameter ([N2]) in
Eq. 1.4. A simplified schematic of GE’s Axial Fuel-Staged combustor is shown in Figure
1.3a. Combustors with this architecture inject secondary reactants at potentially multiple
locations downstream of a primary, low-temperature LPM-type combustor. This allows
for:
• control over residence times τres at which [NO] is governed by Eq. 1.4 (i.e. at which
T is high);
• tailoring of the radical pool to minimize [O] at high temperatures;
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(a) GE’s prototype AFS combustor, taken from
[32]
(b) Pratt & Whitney axially-staged combustor
[27, p. 397]
Figure 1.3: Examples of axial staged combustors by GE and Pratt & Whitney
Even as early as the 1970s, the potential for emissions reduction of staged combustion
concepts were already being studied as part of NASA’s Experimental Clean Combustor Pro-
gram in the context of aircraft [33]. However, this technology never took off because the
required control technology for the staged injectors did not yet exist [34]. With the advent
of Full Authority Digital Engine Control (FADEC), increased regulatory pressures on NOx
emissions, and the continuing march toward ever higher cycle efficiencies, staged combus-
tors are now seeing widespread research, development, and adoption. Indeed, the staged
combustion architecture has been implemented commercially and patented by OEMs [32,
35, 36]. This architecture shows promise in the high combined cycle efficiency regime (i.e.
high-temperatures) due to its enhanced emissions performance6 and operational flexibility
[37].
1.2.4 Mixing and Entrainment
It is widely recognized that the mixing between main burner fluid and secondary reactants
is a key parameter that “makes or breaks” the staged combustor technology. Indeed, based
on their experimental and numerical work in reacting jets in crossflow, Ahrens et al. state
in [38] that mixing “is of crucial importance for low NOx emissions” and is “favorable
6Certain combustor design requirements need to be met in order for improved performance, as will be
shown in later sections.
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in terms of NOx reductions”. The significance of mixing is evident in a 2018 patent by
Siemens Energy Inc. [39] that describes the invention of a dual outlet nozzle with a cir-
cumferential layer of air shielding the secondary fuel. The inventors claim that this nozzle
design enhances circumferential mixing of the secondary reactants so as to lower the peak
temperature in the secondary stage, which results in reduced NOx emissions.
This work adopts a perspective on mixing based on [40], which is the notion that at high
Reynolds numbers, interactions between two streams of fluid (e.g., the transverse jet and
axial crossflow in a JICF system) begin with the “large-scale intertwining of the two fluid
streams” that transport packets of one fluid into the vicinity of the other. These coherent
structures then break down into smaller structures, eventually resulting in fine structures at
the Kolmogorov scale λo. At the Kolmogorov scale, molecular diffusion takes over from
turbulent transport and brings the volume to a homogeneous, “well-mixed” state whereby
reactions can occur. This distinction between large-scale entrainment and fine-scale mix-
ing is a fundamental paradigm that leads to the development of the models described in
Chapters 4 and 5.
For instance, consider a shear layer formed by the parallel flow of two fluids at dif-
ferent velocities such as that shown in Figure 1.4. The interface between the two fluids is
unstable and is said to exhibit the Kelvin-Helmholtz (KH) instability. In this photograph by
Broadwell and Breidenthal [40], the upper stream (dark) carries reactant A and the lower
stream (light) carries reactant B, both of which participate in an irreversible reaction and
form product C immediately upon mixing. Large scale coherent structures in the form
of KH vortices transport reactant A from the upper stream into the vicinity of reactant B
on the other side of the shear layer before any significant molecular mixing occurs at the
Batchelor scale.
This is an example of an entrainment-limited flow, where by the acid-base reaction is
faster than the rate at which the reactants are transported by the coherent structures. As
we will see in later sections, the relationships between the mixing, entrainment, NOx and
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ignition time scales play an essential part in governing staged combustor NOx emissions.
Figure 1.4: Water layer photograph of a turbulent shear layer. Before molecular mixing
due to diffusion can take place, coherent structures transport the alkaline solution from the
upper stream into the vicinity of the acidic solution in the lower stream and vice versa.
Taken from Broadwell and Breidenthal [40].
1.2.5 Jets In Cross Flow (JICF)
The jet in cross flow (JICF) problem is intimately related with the staged combustion ar-
chitecture given that transverse jets are the straightforward method by which secondary
reactants are introduced into the combustor. In fact, many of the patented axial staged com-
bustor designs utilize some form of JICF that injects secondary reactants into a crossflow
of vitiated main burner products. As such, research on staged combustion often revolves
around the interaction between JICF fluid dynamics and combustion processes. An exam-
ple of a natural jet in crossflow phenomenon is a volcano erupting into strong winds, shown
in Figure 1.5a. On the other hand, an example of man-made JICF is the emission of smoke
and steam from cooling towers and smoke stacks into the atmosphere, as shown in Figure
1.5b.
Figure 1.6 shows the time-averaged flow field of an incompressible JICF and its formidable
complexity. Extensive computational and experimental work has been performed to char-
acterize the jet’s trajectory [41, 42], structure [43–46], hydrodynamic stability [47–49],
mixing properties [43, 45, 50, 51], etc.
Compared to the vast body of literature on non-reacting JICF, relatively little work
has been performed to study reacting jets in crossflow especially in the context of staged
combustors. These reacting flow studies mainly focus on how chemical reactions affect
the JICF flow field and vice versa, specifically with regards to flame stabilization, the NOx
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(a) Volcano plume interacting with the wind
— a naturally-occurring JICF.
(b) Emissions from cooling towers and smoke
stacks into the atmosphere — a man-made JICF.
Figure 1.5: Examples of naturally occurring and man-made JICF phenomena.
abatement potential of staged combustors, and NOx formation in premixed jets [37, 38,
50, 53–56]. Because very few reacting JICF studies are performed with staged combustors
in mind, very few elevated-pressure results applicable to real, high-pressure combustion
environments are available.
With regards to mixing, important findings by Sirignano et al. [2] and Sullivan et al.
[42]) indicate that the secondary flame’s lift-off height impacts emissions by influencing
the extent to which the main and secondary streams mix before ignition.
1.3 Research Questions
Despite extensive research in staged combustors and the JICF problem, there is little pub-
lished research in the way of the design of staged combustors from an emissions perspec-
tive. The expensive computational methods used in a majority of the foregoing work (e.g.:
large-eddy simulation (LES) and direct numerical simulation (DNS)) preclude the incorpo-
ration of the detailed hydrocarbon oxidation mechanisms and NOx formation pathways re-
quired for accurate NOx prediction. Moreover, these computational models were only used
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Figure 1.6: Time-averaged flow field of a typical (incompressible) JICF taken from Mahesh
[52]. Contours of vertical velocity are shown, with blue indicating regions of high vertical
velocity and red indicating regions of low velocity.
in conjunction with experimental methods and measurements in a “post-dictive” manner
for deeper explorations into various aspects of the JICF problem. The same can be said
about the reduced-order models that have been used [37, 53, 56] to substantiate experimen-
tal and high-fidelity CFD studies — they were used to study specific sub-problems, tailored
to match the results and flow field from a particular test rig of simple geometry.
Consequently, there is a lack of published work that examines and quantifies the min-
imum NOx achievable by the staged combustion architecture. In other words, Figure 1.2
presents the theoretical minimum for an LPM combustor of 25 ms residence time as men-
tioned before, but the question of how much staging can lower theoretical limits remains
unanswered.
An understanding of these fundamental limits is important for both OEMs and aca-
demic researchers to focus and allocate resources towards staged combustor R&D efforts.
This is analogous to how the efficiency of various ideal thermodynamic cycles (e.g., the
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Brayton cycle) can help engineers determine whether or not an engine design is efficient,
and how much more effort should be put into further optimizing the design. These mini-
mum NOx levels will also provide regulators with guidance regarding emissions standards.
For example, if slightly higher NO levels are required to allow OEMs to design higher
temperature systems that do not require SCRs, then avoiding the reduced efficiencies asso-
ciated with SCR could bring about a greater net decrease in CO2 emissions. Furthermore,
identification of the combustor configuration that enables minimum NOx will inform var-
ious design choices that influence the chemical kinetics and fluid mechanics within the
combustor. The first research question of this work is hence defined.
Research Question 1
For a given firing temperature and residence time, what are the minimum theoretical
NOx limits for the staged combustion architecture? How much lower is this fundamen-
tal limit than that of current architectures?
Research Subquestion 1
What is the configuration that enables a staged combustor to achieve these theoretical
minimums? What are the underlying physical processes enabling this configuration to
achieve these values?
With advanced manufacturing and control technologies, the concept of staged combus-
tion can be further extended to more complex geometries in contrast to those found in the
literature. For example, continuous/multi-point axial injection of fuel, air, and other re-
actants along the length of the combustor vastly expands the design space (i.e. provides
more “knobs” which an engineer can turn to meet certain objectives) and further pushes
the boundaries of NO reduction through Equation 1.4. Because of the cost associated with
building and simulating such complex systems, herein lies a novel, unexplored frontier of
which conventional methods prevent efficient exploration. That being said, a new method-
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ology is in order to efficiently study the concept of a continuous axial staged combustor
from an emissions and operability perspective — one that can explore the emissions per-
formance of conceptual designs without being tied down by the need for specific geometries
or flow fields.
The possibility of such a method has been established in [57] albeit for NOx emissions
in aircraft engine design. In this approach, a chemical reactor network7 (CRN) is developed
to match a prescribed flow field and used to perform the detailed chemical calculations re-
quired for NOx prediction. While chemical reactor network models are typically used to
study combustion phenomena and predict yield in a chemical process, the novelty in [57]
lies in the fact that CRN models are used in a hybrid fashion to overcome the computa-
tional cost limitations preventing CFD calculations of reacting flows from being used in
design space exploration. This opens up a multitude of multidisciplinary design optimiza-
tion methods such as large parametric variations and the creation of generalizable emissions
models. With this in mind, we arrive at two further research questions.
Research Question 2
Can a chemical reactor network (CRN) model of an axial multi-staged combustor be
developed which allows for efficient parameter space exploration, sensitivity studies,
and design optimization? Can such a model achieve this enabling performance while
still providing reasonable fidelity and prediction accuracy for the chemical time scales
governing NOx production?
Research Subquestion 2
What is an appropriate and computationally efficient way to capture the impact of
real-world effects such as turbulent mixing and entrainment on NOx chemistry? What
is chemical reactor network’s topology in the absence of a prescribed flow field?
7The CRN approach will be further described in Chapter 2.1.
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Research Question 3
How do the minimum NOx emissions enabled by staged combustors depend on the
real-world effects of finite-rate mixing and entrainment? How does the optimal staged
combustor configuration change as a result of these effects?
In addition to the novel reduced-order model developed for use in the conceptual de-
sign of staged combustors, this thesis aims to arm the combustion and power generation
communities with knowledge about the impact of mixing and entrainment on staged com-
bustor NOx emissions, which will hopefully result in a more efficient and focused design
process. In addition, the optimization studies presented herein will provide engineers with
an example on tractable methods by which to parameterize the otherwise formidable staged
combustor design space.
1.4 Thesis Organization
The remaining portions of this thesis are organized as follows. Chapter 2 introduces the
cornerstone upon which this thesis is built — chemical reactor network (CRN) modeling.
It provides a background on the fundamental equations behind the chemical reactors used
in this study, and introduces the software toolkit used to numerically solve these funda-
mental equations — Cantera. Descriptions of a generic CRN staged combustor model are
given, with special emphasis placed on the main burner model that will remain unchanged
throughout this thesis.
Chapter 3 presents answers to the first research question of fundamental minimum NOx
levels enabled by the staged combustor architecture. First, the key assumptions for this
work are presented. Using a chemical reactor network model based on these assumptions,
the potential for NOx reduction in a staged combustor is illustrated through preliminary
parameter sweeps. Then, the minimum NOx results obtained by wrapping a commercial
optimization toolkit around the aforementioned CRN model are presented. The sensitivities
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of these minimum NOx levels to operational, geometric, and computational parameters are
discussed.
Chapter 4 describes the effects of finite-rate entrainment of the main and secondary
streams on NOx emissions from a staged combustor. Once entrained, the main and sec-
ondary streams are assumed to be instantly mixed at a molecularly level. In this chapter,
the main burner model remains the same, but a different model for the secondary stage
is adopted to relax the infinite mixing assumption and allow for entrainment rates to be
specified independently of the inlet flow rates. Entrainment time scales are introduced as
a method of specifying entrainment characteristics, and the effect of varying entrainment
time scales on NOx emissions is characterized. NOx emissions results from a parameter
study across the secondary equivalence ratio are also presented. Finally, minimum NOx
results from an optimization problem under entrainment constraints are shown in Chapter
4.
Chapter 5 presents a further relaxation of the infinite-rate molecular mixing assumption.
That is, a novel model that incorporates both the effects of finite-rate convective entrain-
ment and finite-rate diffusive (molecular) mixing is presented. Chapter 5 first discusses the
motivation behind this model, before delving into the details behind its implementation.
The implementation considerations for computational efficiency of this model as well as
potential for parallelization is discussed. Finally, preliminary results obtained using this
model illustrate the combined effects of finite-rate entrainment and mixing on NOx emis-
sions in a staged combustor.
Chapter 6 summarizes the key findings of this thesis, discusses the contributions of this





2.1 Elements of Chemical Reactor Network (CRN) Modeling
In many cases, the inclusion of detailed chemical kinetics in conventional CFD methods is
too computationally expensive to be practical, thereby requiring reduced-order approaches
to simplify complex problems into tractable ones. Consequently, CRN models are widely
employed to model combustion processes, with some example uses being to investigate
chemical kinetic rates, predict combustor emissions, and analyze combustor performance
[19, 57–64]. These are situations where the problems being studied are highly dependent
on chemical processes and thus require the calculation of detailed, finite-rate chemical
kinetics.
The present work dealing with staged combustor NOx emissions is one such instance
where two chemical time scales need to be modeled with utmost accuracy in order to cap-
ture the correct trends. Unsurprisingly, the first chemical time scale is related to the rate at
which NOx is produced — τNOx . Because CRN simulations make use of detailed chem-
ical mechanisms, one would expect NOx production rates to be more accurate than that
of reduced chemical mechanisms, which exclude unused reactions in order to reduce run
times in reacting CFD simulations. Secondly, the results from [2] and [42] indicate that
the ignition time scale, τign is a significant factor that influences emissions in staged com-
bustors that employ JICF. It has been shown that CRN simulations are good indicators of
the dominant combustion regime in the secondary stage of staged combustors under var-
ious operating conditions [65], which includes autoignition, flame propagation and flame
propagation assisted by autoignition. This is in part due to the use of detailed finite-rate
chemical mechanisms, which accurately represent radical formation rates that play a key
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role in autoignition.
In the CRN approach, the flow field being considered is simplified into several zones
which are approximated by one or several zero/one-dimensional chemical reactors — math-
ematical representations of corresponding laboratory reactors that are frequently used to
study chemical kinetics [66]. Although this simplification immensely reduces the compu-
tational cost associated with solving a coupled flow and chemical model, it introduces un-
known model parameters to describe flow rates between the various zones. Indeed, Fogler
[67, p. 871] describes this approach as requiring “a certain amount of art”, and Yousefian
[68] emphasizes that CRN construction is based on an engineer’s skill and experience in
partitioning the flow field. An example of a CRN developed from a combustion flow field
is shown in Figure 2.1. In this case, chemical reactors are situated in a flow field obtained
a non-reacting CFD simulation for the given geometry.
Figure 2.1: Example CRN composed of Perfectly-Stirred Reactors (PSRs) and Plug-Flow
Reactors (PFRs) developed using a prescribed combustor flow field. (Taken from Mavris
[57])
The primary reactor to be used in this work is based on a constant-pressure batch re-
actor. Traditionally, a batch reactor, as its name implies, models the reactions taking place
within a batch of homogeneous reactants inside a reactor without any inflow or outflow.
Because it is a closed system, the batch reactor is characterized by a fixed amount of mass.
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Therefore, the conservation of mass is
dmk
dt
= ω̇k Wk V (2.1)
where mk is the mass of the kth species (kg), ω̇k is the molar production rate (or chemical
source term) due to chemical reactions (mol m−3 s−1), Wk is the molecular weight of the
kth species (kg mol−1), and V is the volume of the reactor (m3). A more convenient form
of the conservation of mass uses the mass fraction of each species, Yk = mk/mtotal, which







where ρ = mtotal/V is the density of the system.
The energy conservation equation is used to calculate the temperature of the batch
reactor at each time step. For a constant pressure system, it is written in terms of the














































where hk is the enthalpy per unit mass of the k-th species. Substituting dYk/dt with the









































where cp,k is the constant-pressure specific heat of the k-th species per unit mass. Rear-








where cp is the mass-averaged constant-pressure specific heat of the batch reactor. For a
state vector
ϕ = {T, Y1, Y2, ...YNsp−1}T , (2.9)



















The transient simulation of a batch reactor is performed by numerically integrating
Equation. 2.10, using data regarding the possible reactions for a given set of chemical
species and their corresponding reaction rates to calculate ω̇k. Here, the simulation is
performed with the open-source Cantera software package [69], which in turn uses the
CVODE solver from the Sundials library [70] to integrate the system of (stiff) ODEs.
It is important to note that while the batch reactor is normally defined to be a closed
system, Cantera’s implementation of the generic constant pressure reactor allows for inlets
and outlets to be added to the reactor. In addition to enabling these reactors to function as
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perfectly-stirred reactors (PSRs) with a prescribed residence time, these inlets and outlets
allow for reactants to be added (or products to be removed) at any given time. The mass
flow rates, heat loss rates, and volume change can also be varied as functions of time as
well.Although a batch reactor with inlets/outlets is known as a semibatch reactor in the
chemical reaction engineering community [71], it will be referred to as a batch reactor or
constant pressure reactor in this thesis to maintain consistency with the Cantera implemen-
tation.
2.2 Staged Combustor Reactor Network Model
The reduced-order chemical reactor network (CRN) approach described in Section 2.1 is
used to predict NOx in this thesis. At the highest level, a staged combustor CRN model is
partitioned into two sections — a main burner stage and a secondary stage. This section
details the implementation of the main burner stage in Cantera and describes a generic
version of the secondary stage.
2.2.1 Main Burner Stage
The nominal main burner in the staged combustor represents a state-of-the-art lean pre-
mixed combustor — a configuration typical of staged combustors currently in operation
[32]. This combustor is in turn modeled as a one-dimensional premixed laminar flame fol-
lowed by a constant pressure batch reactor. NOx chemistry in premixed flames has been
found to be dominated by temperature effects and is therefore relatively insensitive to tur-
bulence effects [26]. While in-flame NOx formation rates increase with turbulence level,
this effect is negated by the decrease in flame length (i.e., residence time) as turbulence in-
creases [72]. In addition to this justification for the use of a laminar (instead of a turbulent)
flame regime at the main burner head end, the laminar flame model increases fidelity in the
simulation of NOx chemistry within a flame, which is affected by the diffusion of reactants
and products into the reaction zone.
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A one-dimensional laminar flame reactor, including the one implemented in Cantera,
solves the conservation equations for mass, momentum, species, and energy on a given
domain to obtain a steady-state solution along a single spatial coordinate, x. In particu-
lar, Cantera discretizes the flow equations in a finite-difference scheme and uses a hybrid
Newton/time-stepping algorithm to solve the resulting nonlinear algebraic equations for a
steady-state solution. Adaptive grid refinement is performed to resolve flame profiles, while
adaptive grid coarsening can remove unnecessary grid points to improve performance. The
spatial coordinates on which the flame is located are cast into temporal coordinates for the
purposes of calculating residence times.
The flame solver specifies the flame location through an estimate of the temperature
profile. Consequently, flames of different conditions (equivalence ratio, preheat temper-
ature, etc.) are situated at roughly the same region in the spatial domain. The temporal
locations of flames of different equivalence ratios, however, differ due to the difference in
flame speeds, leading to situations whereby lean flames have unreasonably long ignition
times while near-stoichiometric flames ignite almost instantaneously. A definition of the
point in the spatial domain that represents the initial time τ0 should therefore maintain con-
sistency across various equivalence ratios and enable the accurate representation of flame
physics on a temporal basis. The point of peak formaldehyde (CH2O) concentration is
a good indicator of the beginning of the preheat zone in methane-air flames of different
equivalence ratios, which allows the entire flame to be captured in the time domain. As
such, defining τ0 to be the point of peak CH2O ensures that all cases with burning solutions
ignite before the end of the main burner, i.e., within the total residence time of the main
stage (τmain).
Because the domain used in the laminar flame calculation may be too small and may
thus end at a residence time less than τmain, a constant pressure batch reactor is used to
allow the main burner to achieve the required main stage residence time. In this case, the
batch reactor is initialized with the state of the flame at the end of the domain τend before
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being allowed to react for the difference in residence times, i.e. τmain − τend. Another
situation where the batch reactor is used following a laminar flame is when the grid points
in the laminar flame solution are too coarse to obtain the desired τmain even though τend >
τmain. The batch reactor is thus initialized with the laminar flame solution at the residence
time smaller than but closest to τmain and allowed to react for τmain − τclosest.
2.2.2 Secondary Stage
In all the reactor network models described in this thesis, the fundamental building block
of the secondary stage is the generic constant-pressure batch reactor. In the ideal case
discussed in Chapter 3, the secondary stage is a true batch reactor with specified initial
conditions. In the limited entrainment model of Chapter 4, the secondary stage consists
of multiple parallel reactors with inflows and/or outflows, one reactor for the main stage
fluid and another to represent an entrained region. Finally, the finite-rate mixing model of
Chapter 5 uses a large network of parallel reactors that are allowed to interact based on
prescribed micromixing rules.
2.2.3 Chemical Mechanism
The default chemical reaction mechanism used to provide chemical kinetic, thermody-
namic, and transport data in the simulations is GRI-Mech 3.0 [73]. This mechanism has
been optimized for natural gas combustion modeling, and includes detailed chemistry on
NO formation and reburn, for instance. Because of its relatively small size (53 species
and 325 elementary reactions) and its inclusion with many major combustion modeling
software packages such as CHEMKIN and Cantera, this mechanism has found widespread
adoption in the combustion community, particularly in industry. Indeed, Yousefian et al.
[68] found that nearly 45% of the literature they studied in their review of CRN modeling
employed the GRI-Mech 3.0. In Section 3.6, other chemical mechanisms (Konnov 0.6 [25]




With one of the major objectives of this work being to determine the minimum NOx achiev-





subject to gi(x) ≤ bi, i = 1, . . . ,m.
(2.11)
where f(x) is the CRN simulation used to obtain NOx emissions, x is the vector of design
variables, and gi represents the i-th constraint.
It is important to discuss the constraint function g(x). Section 3.3 illustrates an inverse
relationship between NO and CO emissions, which necessitates the discussion of minimum
NO for a given constraint on CO. This allowable level of CO manifests as a constraint g(x)
in the NO optimization problem posed above, and directly affects the minimum NOx levels
identified by the optimization algorithm.
In this thesis, the default constraint on CO is for CO emissions to not exceed 125%
of the equilibrium CO levels, COeq, based on the overall combustor equivalence ratio. In
Chapters 4 and 5, this constraint is used as a consistent basis from which NO levels are
reported. The premise behind allowing 25% more CO at the combustor exit is to anticipate
further CO burnout beyond the combustor (e.g., in the engine turbine or nozzle).
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CHAPTER 3
THEORETICAL MINIMUM STAGED COMBUSTOR NOX LEVELS
As stated in Chapter 1, axially fuel-staged (AFS) combustors have been implemented com-
mercially and patented by OEMS, and studies have analyzed their performance from both
emissions and operability standpoints. However, there is a lack of published work that
quantifies the minimum NOx entitlement for staged combustors and characterizes its sensi-
tivity. As such, this chapter answers the first research question of this thesis — for a given
firing temperature, what are the minimum theoretical NOx limits for the staged combustion
architecture — and in doing so accomplishes Thesis Objective 1.
We first look at the key assumptions required to identify theoretical minimum NOx val-
ues and proceed to discuss the secondary stage CRN model used to predict emissions under
these key assumptions. The necessity of a constraint on CO in order to reasonably define
a minimum is shown through the inverse relationship between NO and CO. Minimum NO
values obtained using this model, as well as their sensitivities to geometric and operational
parameters are then presented. An upper bound is placed on the NO values by modeling
the worst-case scenario where all the secondary fluid reacts stoichiometrically with all the
main burner products.
3.1 Ideal Secondary Stage Model
Two key assumptions that are required for a staged combustor to achieve the absolutely
lowest NOx levels are that:
1. The main burner stage itself has to be producing the minimum levels of NOx. This is
achieved by assuming that the main burner is an ideal version of the state-of-the-art
lean premixed combustor in which fuel and air are completely premixed before any
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reactions occur.
2. In the secondary stage, products from the main burner and fresh reactants from the
secondary inlet are completely mixed before any reactions occur.
The secondary stage of an ideal staged combustor model that assumes infinite mixing be-
tween secondary reactants and main burner products can be separated into two parts:
1. A non-reacting mixer between the products of the first stage and the reactants injected
at the second stage.
2. A constant-pressure batch reactor in which the mixture is allowed to react but does
not experience further entrainment of vitiated products from the main burner and
secondary (injected) reactants.
Figure 3.1: Simplified diagram of an axial fuel-staged combustor and the chemical reactors
used to model it.
By perfectly mixing the main burner products and the secondary reactants, NOx emis-
sions can be minimized because there are no regions in the reaction zone where combustion
occurs at near-stoichiometric equivalence ratios (i.e., at high temperatures). This is a sim-
ilar approach to the LPM technology used to minimize NOx in the main burner, with the
only difference being that one of the “reactants” is now a stream of vitiated products of
lean combustion instead of air. Indeed, the premixed combustion approach is stated by
Sattelmayer [75] to ensure spatial homogeneity in the temperature distribution within the
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reaction zone, thus reducing local high-temperature regions where NOx production rates
are high. As such, while one may question the practicality of such an idealized model,
it is in fact important to isolate chemical kinetic effects from aerodynamic effects when
studying the minimum NOx entitled by chemistry alone for a given combustion regime. In
other words, this approach is justified because the objective of this chapter is to predict
theoretical minimum NOx levels rather than to model a given embodiment of the staged
combustion approach.
Figure 3.2: Block diagram of ideal staged combustor CRN model showing various com-
bustor design parameters used in the optimization problem.
Figure 3.2 shows the list of design parameters that can be varied at the main burner
stage and each secondary stage using the model described in Section 3.1. In the current
chapter, for a given ϕglobal and τglobal, the parameters are chosen such that the only design
variables are τsec and ϕmain. That is, the vector x in Equation 2.11 is a vector of size 2.
Only AFS combustors with two stages are simulated herein, i.e., the only reactant being
injected in the sole secondary stage is pure fuel. Nominal gas turbine operating conditions
are used in the model, thereby fixing the values of the various combustor design parameters
(see Figure 3.2 for parameter list). Unless stated otherwise, the values of these parameters
are shown in Table 3.1.
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Table 3.1: Constant parameters used to simulate gas turbine operating conditions.
Parameter Value
Number of secondary reactors, n 1
Fuel CH4 (Natural Gas)
Pressure, P (atm) 25
Fuel temperature, Tfuel (K) 300
Air preheat temperature, Tair (K) 650
Nominal global residence time, τglobal (ms) 20
3.2 NOx Reduction Potential of Staged Combustion
To emphasize the primary reason for the potential for NOx reduction in AFS combustors,
Figures 3.3a and 3.3b show comparisons between a typical LPM combustor and four differ-
ent staging configurations, all with the same final temperature of 1975 K. The four config-
urations include two main burner equivalence ratios ϕmain (0.5 and 0.6) and two secondary
reactor residence times τsec (5 ms and 2 ms).
The results shown in Figure 3.3 demonstrate that the axial fuel-staged architecture can
achieve varying levels of NO reduction depending on the choice of ϕmain and τsec. Specif-
ically, these results indicate, as might be expected, that a staged combustor with a leaner
main burner (i.e., lower ϕmain) and later injection of secondary fuel (i..e, lower τsec is ben-
eficial to the reduction of NO.
As a reminder, this lowering of NOx emissions is obtained under the assumption that
any additional fuel rerouted from the main burner to the secondary stage for a fixed ϕglobal is
mixed with vitiated products from the first stage before any new reactions can occur. As can
be seen in Figure 3.3b, the thermal NO formation rates (i.e., dNO/dt) remain essentially
constant across each configuration, so long as the equivalence ratio (and temperatures)
of the post-combustion zones are the same. The small dip in temperature and NO at the
injection point is due to an increase in the mass of the system resulting from the addition
of (relatively cold) fuel at the secondary injector.
30
(a) Temperature time trace
(b) NO Time Trace
Figure 3.3: Temperature and NO time traces calculated using axial fuel-staged combustor
model at 1975 K exit temperature. Solid lines represent cases where τsec = 5 ms while
dotted lines represent cases where τsec = 2 ms.
3.3 Parametric Studies
This section describes parameter sweeps across the two design variables ϕmain and τsec that
are performed to determine the minimum achievable NO for the axial fuel-staged combus-
tion architecture and the corresponding configuration.
Results are only shown for NO because NO has been found to be the largest constituent
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in the predicted NOx values. For reference, N2O/NO ratios are approximately 0.5 and 0.07
for configurations where NO levels are 1 ppm and 10 ppm, respectively, while NO2 levels
are negligible (NO2 < 0.01 ppm) for all conditions tested. Emissions results are corrected
to reference conditions (15% O2, 0% H2O, i.e. dry) as per regulatory emissions standards











where χO2,air = 20.9%.
3.3.1 Fuel Split Sweep
Figure 3.4 shows the dependence of NO and CO emissions as the fuel split is varied. NO
production is reduced when more fuel is diverted from the main burner to the secondary
stage. This reduction in NO production rate is due to the reduction in the main burner
temperature, as stated in Equation 1.4 and evidenced in Figure 3.3a. For a fixed Texit
(again set to the baseline value of 1975 K) and τsec, the main burner equivalence ratio was
varied from 0.4 (close to the lean flammability limit) to 0.65 (the limiting LPM case where
all fuel is injected at the main burner).
Thus, a very lean main burner is indeed a desirable configuration for the NO mini-
mization at high temperatures. An NO improvement is achieved across the entire range of
main burner equivalence ratios, although lower ϕmain values produce diminished returns.
Furthermore, the CO emissions remain at equilibrium levels across the fuel-split range for
the studied τsec, indicating that CO relaxation at 1975 K is completed in less than 1 ms.
It should be noted, however, that this analysis does not take into account stability (static
1The purpose of this correction is twofold — to enable a baseline condition at which to compare different
sets of experimental data, and also to indicate that less NOx production is expected from combustors which
burn less fuel [27].
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and dynamic) issues that can arise when operating highly lean combustors and which could
thus limit the achievable main burner equivalence ratio.
Figure 3.4: Variation of NO and CO emissions with ϕmain for Texit = 1975K and τsec =
0.5 ms .
3.3.2 Secondary Stage Residence Time Sweep
In addition to a dependence on ϕmain, Figure 3.3b also reveals that NO production in an
axial staged combustor is dependent on the residence time of the secondary stage, τsec. For
a fixed global residence time, varying τsec implies earlier or later injection of the secondary
fuel. Figures 3.5 and 3.6 shows the results of a parameter sweep on this post-injection res-
idence time τsec at a fixed ϕmain of 0.42, which enables identification of the minimum NO
configuration for a given firing temperature. As expected, the results in Figure 3.5 indicate
reduced NO emissions for shorter post-injection residence time. Down to τsec ≈ 100 µs,
NO emissions decrease linearly with residence time; below 100 µs, the NO produced in
the secondary stage is so low that thermal NO is no longer the dominant contributor. In
contrast to the NO behavior, the CO levels at the combustor exit remain constant until τsec
is less than roughly 0.2 ms, below which CO emissions rapidly rise. While complete mix-
ing of fuel with the hot main burner products enables rapid combustion, at a short enough
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residence time, the secondary reactor does not achieve complete CO oxidation.
Figure 3.5: Variation of NO and CO emissions with τsec for Texit = 1975K and ϕmain =
0.42.
Figure 3.5 shows the familiar trade-off between NO and CO emissions performance,
which is more clearly presented in Figure 3.6 where NO emissions are plotted against CO
emissions for a range of secondary stage residence times. A single objective NO mini-
mization problem is invalid without suitable constraints on CO and also the combustor exit
temperature because certain configurations will give trivial, non-igniting results with low
NO and low CO. Thus, one must enforce some constraint that ensures satisfactory combus-
tion performance in order to find a minimum NO configuration. One constraint that will be
explored is to require that the CO emissions are no more than 125% of the equilibrium CO
levels, COeq, based on the overall combustor equivalence ratio ϕglobal (and equivalently the
associated adiabatic combustor exit temperature). The other constraint is for the combustor
exit temperature to be within 2% of the adiabatic flame temperature, thus ensuring that only
non-trivial solutions are obtained. The equilibrium CO level (corrected) and 125% COeq
constraint are indicated in Figure 3.6 with vertical dashed lines.
Of course, the more CO one is willing to allow at the combustor exit, the lower the
achievable NO emissions. Therefore, should this problem be framed as a multi-objective
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optimization to minimize both NO and CO, the bend in Figure 3.6 before CO starts to
increase can be interpreted as a Pareto frontier where no combination of ϕmain and τsec
“dominates” or is necessarily “better” than the other. That is, NO cannot be reduced without
increasing CO and vice versa. In this case, the preceding NO minimization problem with a
CO constraint is simply the epsilon constraint method where the Pareto Frontier is mapped
out by changing the CO constraint (i.e. shifting the dashed red line in Figure 3.6 left and
right).
Figure 3.6: Variation of NO emissions versus CO emissions at various τsec values for
Texit = 1975K and ϕmain = 0.43.
3.4 Minimum NO
3.4.1 Optimization Algorithm
As noted in Chapter 2, the minimum theoretical NOx is a strong function of the constraint
function gi(x), in particular with regards to CO emissions, as they interact strongly in terms
of residence time and temperature. A set of different constraints on allowable CO can arise
in lieu of part load operability, and the resulting design changes are discussed in Section
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where x = {ϕglobal, ϕmain, τglobal, τsec, Tfuel, Tair, P}, with ϕglobal specified and constant
parameters given in Table 3.1. Due to the non-linear nature of the objective function NO(x),
discrete design variables such as the number of injectors and the main burner equivalence
ratio ϕmain 2 and the relatively quick run time of the CRN model, a genetic algorithm (GA)
is used to solve this minimization problem. Specifically, the Darwin algorithm included
ModelCenter calls the staged combustor CRN simulation as its objective function to mini-
mize NOx subject to CO and combustor exit temperature constraints.
3.4.2 Fundamental NOx Limits
Using the Darwin Algorithm in ModelCenter with the 125% CO constraint, a set of funda-
mental NOx limits are predicted across a range of firing temperatures for τglobal = 20 ms.
Optimization is performed independently for each temperature, so each result represents
a single-point optimized configuration of ϕmain and τsec. The resulting NOx entitlement
curve is shown in Figure 3.7 alongside curves for the theoretical minimum NOx entitled by
an ideal LPM combustor with residence time of 10 ms. Figure 3.7 shows that the minimum
achievable NOx for an axial fuel-staged combustor is less than 1 ppm for firing tempera-
tures below 1975 K, and on the order of 1 ppm at temperatures of 1975 K - 2000 K. The
significance of this result should be emphasized; it demonstrates that there is no funda-
mental reason that prevents very low NO emissions from being achieved for elevated flame
2Because laminar flame calculations are expensive, flame libraries are first generated for a finite range of
ϕmain which are then used to initialize the batch reactor in the main burner simulation.
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Figure 3.7: Predicted minimum NO and corresponding CO levels at different firing temper-
atures for the AFS architecture (blue solid line), subject to 125% CO constraint, alongside
predictions for a conventional LPM combustor (dashed line).
temperature devices. Indeed, given that the most stringent NO emissions today are on the
order of 3 ppm @ 15%O2, this result indicates that the staging approach has significant
potential to enable both increased efficiencies and reduced NO emissions.
Figure 3.8 shows the corresponding configurations for the minimum NO results shown
in Figure 3.7. As discussed in Section 3.3, the optimum main burner equivalence ratio
is one that minimizes NO production in the main burner yet maintains operability. The
optimum ϕmain results in Figure 3.8 show that the optimal main burner in a staged combus-
tor would be operated as lean as possible without sacrificing stability and secondary stage
functionality. The optimal secondary stage, on the other hand, is one with the minimum
amount of residence time required for sufficient CO oxidation. This is shown in Figure 3.8,
where the optimum τsec increases with decreasing firing temperature because CO oxidation
is slower at lower temperatures and thus requires more residence time.
A trade-off between main burner NO, secondary stage NO, and secondary stage op-
erability can be seen in Figure 3.8. At high temperatures, the lower τsec and higher ϕmain
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Figure 3.8: Configurations corresponding to minimum NO results for axial fuel-staged
architecture.
values curtail the more dominant NO levels produced in the secondary stage (at the expense
of slightly more NO from the main burner), whereas the lower ϕmain and higher τsec values
minimize the higher main burner NO levels and enable secondary stage autoignition at low
temperatures.
3.5 Global Residence Time Sensitivity
The results presented in the previous section were for a single global residence time. The
sensitivity to τglobal of the NOx entitlement for staged combustion was examined by per-
forming optimization studies for five global residence times, ranging from 5 to 25 ms. The
shortest residence time studied here is comparable to minimum values obtainable in cur-
rent engines. All the cases are for the target 1975 K firing temperature. As seen in Figure
3.9, the minimum obtainable NO for the AFS paradigm is essentially independent of the
overall combustor residence time at the high operating temperatures required for 65% effi-
ciency. While a conventional LPM combustor needs to be shortened to reduce NO at high
firing temperatures, the AFS combustor can meet the 125% CO constraint while main-
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Figure 3.9: Minimum NO achievable and corresponding main burner equivalence ratio for
the 1975 K AFS combustor at multiple residence times.
taining roughly the same low NO emissions without requiring residence times that may
be unobtainable in practical devices. As the global residence time of the staged combus-
tor decreases, the optimum configuration for a shorter staged combustor changes slightly,
favoring a higher ϕmain and lower τsec for rapid CO oxidation.
The above calculations demonstrate theoretical minimums for a single axial stage.
A natural follow-on question is the extent to which further emissions improvements are
achievable with multiple stages or even continuously distributed fuel injection. In the ideal
case with infinitely fast mixing, configurations with multiple injection locations were tested
but showed marginal benefit compared to the single injection configuration. For example,
we repeated this process for two discrete axial injection points, whereby the optimum con-
figuration resulted in an injection system where i) most of the fuel is injected in the second
injector (i.e. the third stage), and ii) the second injector is placed very close to the end of
the combustor, similar to the single injector configuration. The lack of improvement for
multiple injection locations is likely limited to the case of fast mixing, as will be discussed
in Section 3.9.
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3.6 Sensitivity to Kinetic Mechanisms
A further question that must be addressed is the sensitivity of the results presented so far
(both the trends and quantitative NO limits) to the reaction mechanism used, as recent
studies have reported uncertainties surrounding the elementary NO reaction rates used in
several widely-used reaction mechanisms [76]. This section presents calculations for sev-
eral reaction mechanisms and shows that these key outcomes do not change. As a means
of understanding the uncertainties in the current results based on the chosen GRI-Mech
3.0 mechanism, the same optimization routine used to obtain the minimum NO values
presented in Section 4.3 was used to predict the fundamental NO limits for the AFS ar-
chitecture for two other mechanisms: Konnov 0.6 [25] and UCSD [74]. Note that for
each mechanism, the minimum NO results can be associated with slightly different staging
configurations; the key trends in how the optimum configuration changes with operating
conditions remain the same.
Figure 3.10: Fundamental NO limits for the staged combustor architecture at various firing
temperatures calculated using three different reaction mechanisms. A conventional LPM
combustor fundamental limit is shown for comparison.
As seen in Figure 3.10, the choice of reaction mechanism does influence the predicted
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minimum NO levels in relative terms. The differences in absolute values, however, are
small. All the optimized NO results are on the order of 1 ppm at 1975 K, regardless of
the reaction mechanism. This is well below the value (∼60 ppm) for the LPM configu-
ration obtained using the GRI mechanism. It is also interesting to note that the GRI and
Konnov mechanisms show more similar trends with firing temperature, though the Konnov
prediction is roughly 2.5 times higher than that for the GRI mechanism. The minimum NO
predicted by the UCSD mechanism is slightly higher than the Konnov result at 1975 K and
shows a reduced sensitivity to firing temperature.
Figure 3.11 shows predicted NO values from the lean premixed laminar flame model
used to simulate the main burner at three equivalence ratios (from 0.42-0.45), with pre-
dictions from the same three chemical mechanisms. These results correlate well with the
trend shown in Figure 3.10; the UCSD mechanism predicts the highest NO emissions from
the main burner, while the GRI-Mech 3.0 mechanism produces the lowest. Therefore, a
significant portion of the differences observed in the minimum NO levels of Figure 3.10
are due to the differences in the predicted main burner NO emissions. As the baseline LPM
NO limits shown in Figure 3.10 were predicted using the GRI mechanism, they should be
considered a lower bound because the other mechanisms would produce a higher LPM NO
level.
To isolate mechanism effects associated with the secondary stage (fuel injection), cases
were also studied using a common data set for the main burner based on the GRI 3.0
simulations, but with different mechanisms to model the post-injection reactions. These
results are presented in Figure 3.12, where the injection occurs at t = 20 ms. Analysis of the
detailed results indicates that the prompt and N2O pathways in the heat release zone of the
secondary stage are the largest contributors to the differences in the predicted NO values.
This is consistent with differences seen in the initial rise in NO that occurs during fuel
consumption and primary heat release. By comparison, the slower rate of NO increase at
later times, primarily associated here with thermal NOx, is similar for all three mechanisms.
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Figure 3.11: Predicted NO values for lean premixed 1-D laminar flames at various equiva-
lence ratios using different reaction mechanisms.
The Konnov mechanism predicts the highest post-injection NO production (for the
same pre-injection conditions) for two reasons: 1) it has the most rapid autoignition of
the injected fuel, and thereby has the longest post-combustion residence time (which in-
creases the thermal NOx contribution) and 2) it has the greatest prompt NO production
during the initial heat release after injection. The UCSD mechanism produced the highest
overall minimum NO levels in the earlier case (Figure 3.10) primarily because it predicts
the highest main burner NO.
In summary, the choice of mechanism does influence the ideal minimum NO levels for
staged combustion, but the differences in absolute levels are small compared to the corre-
sponding ideal minimum levels obtainable with a traditional LPM architecture, especially
at high firing temperatures.
3.7 Multi-Point Design with CO Constraint at Part Load (1650 K)
While the foregoing results present the fundamental minimum NO levels achievable by
staged combustors at various conditions such as operating temperatures and residence
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Figure 3.12: Predicted NO in the secondary stage demonstrating differences in overall NO
due to variations across mechanisms of the amount of prompt NO produced at early times.
times, the optimal configurations were determined for single-point operating conditions.
For instance, if one were to operate the optimal 1975 K combustor with the 125% CO
constraint (i.e., maximum allowable CO of 31.8 ppm) at part-load by reducing the sec-
ondary fuel, the CO emissions could become excessive due to the lack of residence time
for sufficient oxidation as illustrated in Figure 3.13.
This section explores the minimum achievable NO emissions for systems that must
meet multi-point design constraints. We first explore a two-point staged combustor design
by applying the same maximum CO determined by the 125% CO constraint at full load
(1975 K) at a chosen part load condition (1650 K). An optimization study is performed
with the objective being to minimize NO at full load, subject to the new CO constraint.
In contrast to the single-point design, the optimal staged combustor design under this con-
straint has a higher ϕmain of 0.449 and a shorter τsec of 0.158 ms. This design increases
NO by 0.1 ppm at 1975 K and decreases CO emissions at 1650 K to 31 ppm compared to
the 600 ppm levels seen in Figure 3.13.
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Figure 3.13: Variation in NO and CO emissions across various firing temperatures for an
ideal 20 ms staged combustor optimized for the 1975 K operating condition (ϕmain = 0.37,
τsec = 0.28 ms).
In this configuration, the staged combustor routes almost all the fuel through the main
burner at part load; ϕglobal = 0.45 gives an exit temperature of 1650 K, so a ϕmain of 0.449
indicates that only 0.01% of the fuel is injected into the secondary burner to provide a
temperature increase of only 2 K. While this solution does in fact give the minimum NO
emissions under the two-point CO constraint, the improvement is insignificant compared
to operation of the main burner at ϕglobal. Consequently, we can take the optimum ϕmain to
be 0.45 in which case the staged combustor would operate in LPM mode at part load (i.e.,
with the second stage disabled), producing only 0.8 ppm of CO at 1650 K, rather than 31
ppm.
As such, an optimized staged combustor based on the two-point CO constraint would
run the main burner at the global equivalence ratio for part load and minimize the residence
time of the secondary burner such that there is sufficient time for autoignition and CO
oxidation at full load.
The solid lines in Figure 3.14 shows the variation in NO and CO as this newly opti-
mized staged combustor is lowered from full load to part load. Although CO levels are
44
Figure 3.14: Variation in NO and CO emissions across various firing temperatures for a 20
ms AFS combustor optimized to minimize NO at full load and maintain 32 ppm CO at part
load (ϕmain = 0.449, τsec = 0.16 ms). The dashed lines show the variation in NO and CO
across the same range of temperatures for a staged combustor optimized for minimum NO
at 1760 K.
indeed below 32 ppm at both target operating points, CO levels increase to ∼200 ppm at
intermediate operating temperatures between 1700 K and 1975 K because the lower tem-
peratures in the secondary burner result in slower CO oxidation rates. In other words, while
a design with a high ϕmain (equal to the part load ϕglobal) and a very short τsec (only just
long enough to enable CO oxidation to the full load 125% CO constraint) does indeed min-
imize NO at full load under the two-point CO constraint, the short τsec combined with the
slower CO oxidation results in excessive CO emissions at intermediate temperatures.
Thus, we also consider the minimum achievable NO emissions at full load for a de-
sign that must meet CO constraints across a wide range of part load conditions. Although
one could perform an optimization study to address this, a faster approach can be taken
by noting in 3.8 that as the design temperature decreases, the optimum τsec increases to
account for the slower CO oxidation. A single-point staged combustor design optimized
for an intermediate temperature (e.g., between the full and minimum load conditions con-
sidered here, 1650 and 1975 K) can be identified with a τsec sufficiently long for acceptable
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CO oxidation at all operating conditions. This design would then enable CO levels at or
below the full load 125% limit for all intermediate temperatures at the expense of slightly
increased full load NO emissions.
Interpolation of the results from Figures 3.7 and 3.8 shows that an AFS combustor
designed for the 1760 K operating temperature (ϕmain=0.35,τsec=0.69 ms) produces 32
ppm of CO at part load and less than 2 ppm of NO at 1975 K. Plotted as dashed lines in
Figure 3.14, the results from this approach show that for an approximately 1 ppm penalty
in NO at full load, NO emissions at intermediate temperatures can be kept in the 1 ppm
range while CO levels are maintained below 32 ppm at all operating conditions. Therefore,
these results demonstrate that the staged combustor architecture can achieve essentially the
same fundamental minimum NO limits of an optimized single-operating point condition
under multi-operating point design constraints.
3.8 Summary of Minimum NO Results
Simulation results based on a chemical reactor network were presented that explore the
fundamental NOx limits achievable by an axially fuel-staged combustor architecture. A
combustor operating at 25 atm was simulated in order to represent a nominal ground power
gas turbine, with a maximum CO emissions constraint of 125% of equilibrium for the
corresponding full-load condition. Under ideal conditions, NO emissions near 1 ppm are
theoretically achievable with staged combustors for a wide range of global residence times
(5-25 ms) and firing temperatures (1650-2000 K). This range includes firing temperatures
required for combined cycle efficiencies exceeding 65%. Based on a total residence time
of 20 ms and a firing temperature of 1975 K, this represents a potential NOx reduction of
nearly 50 times compared to the ideal performance of conventional low-NOx architectures.
While three widely used chemical kinetic mechanisms for modeling natural gas combus-
tion predict slightly different NO levels, the differences in the predictions at high firing
temperatures are small compared to the large reduction in minimum theoretical emissions
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for AFS combustors.
The single-point design configuration that minimizes NO at full-load varies with the
firing temperature and global residence time, but in general the optimal architecture is
one with the minimum main burner equivalence ratio that enables rapid secondary stage
autoignition and the minimum secondary zone residence time required to meet the CO
burnout constraint. Similar NO levels were also shown to be achievable by the staged
combustion architecture for multi-point designs with emissions constraints extending from
part-load to full-load operation, with the main burner equivalence ratio and secondary stage
residence time chosen based on optimal results from an appropriate intermediate load con-
dition. The optimization results presented here were for a single (secondary) injection
location; more complex schemes, such as multiple discrete locations provided little benefit
under the infinite mixing assumption. For finite-rate mixing between the staged injection
fluid and the main burner products, however, the optimum injection scheme could poten-
tially involve multiple discrete or continuous injection configurations.
3.9 Finite-Rate Mixing Effects
The above results constitute theoretical minima that are achievable with a single injection
point. An important question is the sensitivity of these results to mixing rates, which is the
key challenge associated with reducing this concept to practice. As discussed in Section
3.1, the model used to obtain the results thus far has assumed infinitely fast mixing and
entrainment of vitiated main burner products and secondary reactants before reaction in
the secondary stage. Furthermore, the products of reaction in the current secondary reactor
never mix back with upstream reactants; they simply evolve forward in time. However,
it is clear (e.g., see Ahrens et al. [53]) that mixing limitations can reduce the benefits
of axial fuel-staging in terms of NO emissions. This is due to the formation of localized
pockets in which reactants meet in near-stoichiometric proportions, forming hot-spots with
temperatures that promote thermal NO production. As such, this section aims to provide
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an estimate of the upper bound for the NOx emissions of AFS combustors.
3.9.1 Secondary Stage: Worst-Case Model
As one may surmise from the foregoing results that demonstrate time and again the bene-
fit of low temperatures on NOx emissions, the inverse situation where combustion occurs
everywhere at the highest temperatures should drastically elevate NOx emissions from a
system whose NO production is dominated by the thermal-NO pathway. A staged combus-
tor for which reaction zone temperature is the highest is thus modeled as one where:
1. There is only partial mixing between with the incoming secondary reactants; and
2. The portion of the main burner products that mixes with the incoming secondary
reactants is such that the resulting reaction between these two streams occurs at sto-
ichiometric conditions, thus producing near-maximum reaction zone temperatures.
Such a model is shown in Figure 3.15 where the main burner products enter a gas
splitter instead of a non-reacting mixer. This splitter then passes the stoichiometric amount
of main burner products into the secondary reactor where locally stoichiometric reaction
occurs while the remaining main burner products simply continue reacting (while most of
the heat release reactions will be complete by this point, i.e. temperature is constant, NOx
production will persist as per the discussion in Section 1). At the end of the combustor,
τend, the two streams are mixed in a non-reacting mixer to obtain the final mass-averaged
mixture of the stoichiometric products and remaining main burner products.
Figure 3.15: Block diagram depicting reactor network model used to study worst-case finite
mixing rate effects on minimum NOx.
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3.9.2 Worst-Case NOx Emissions
To better illustrate the worst-case reactor model, Figure 3.16 compares the time evolution
of temperature between this model, the conventional LPM model, and the ideal staged
combustor model with a τsec of 5 ms. The stoichiometric reactor burns at a higher tempera-
ture and thus produces more NO compared to the ideal secondary reactor. This worst-case
model essentially simulates a localized stoichiometric region that persists throughout the
combustor.
Figure 3.16: Temperature evolution of the worst-case staged combustor model with a sec-
ondary residence time of 5 ms demonstrates the high temperature at which all the fuel
injected in the secondary stage burns, thereby causing excessive NOx emissions.
Figure 3.17 shows a comparison of the NO emissions between the ideal and worst-case
models using the optimized configuration found in the preceding sections. These results
show that the worst-case scenario in a 1975K-optimized AFS combustor increases NO
emissions by around 11 ppm. Even with this increase in NO production due to the high-
temperature secondary reaction zone, the worst-case result still represents a NO benefit
compared to the baseline architecture because of the short τsec. The predicted CO emissions
levels, however, are around 300 ppm. This is because the CO formed in the stoichiometric
reaction zone cannot oxidize further to form CO2. As noted in the earlier section, in the
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Figure 3.17: Time traces of local NO concentration for an LPM combustor (labeled “Base-
line”), an ideal (at 1975 K) AFS combustor, and a worst-case stage combustor show that
the worst-case staged combustor produces roughly 10x more NO than an ideal staged com-
bustor.
infinitely fast mixing limit, a single axial-stage yields essentially optimum NOx emissions
results; essentially no benefit is achieved from multiple or continuously distributed fuel
injection from a kinetics standpoint.
With finite-rate mixing, important interactions between mixing and NOx chemistry arise
that necessitate design changes in the staged combustor’s geometric and operational param-
eters — both of which serve to define the overall chemical trajectory within the combustor.
The negative impact of finite-rate mixing demonstrated in the foregoing results motivates
the relaxation of the ideal mixing assumptions used in this chapter. As such, the next chap-




In Chapter 3, optimization studies were performed using the a staged combustor CRN
model to identify minimum NOx levels enabled by the staged combustion architecture. To
that end, the model assumed that the main burner vitiated products and secondary fuel
mixed infinitely fast prior to chemical reactions. The relaxation of this assumption is the
key focus of this chapter. A similar approach to Chapter 3 is taken, except the reactor model
network is modified to account for finite rates of entrainment of the main, premixed stage
and secondary stage fluids. This section provides a physical basis for the model, as well as
the details of its implementation.
4.1 Approach
4.1.1 Generic Flow Field
As a generic example of the flow field features that exist between a staged combustor’s
main and secondary streams, consider the flow of a secondary jet into coflowing main
burner products, as illustrated in Figure 4.1. In such a flow, large-scale coherent structures
of high vorticity convectively transport main burner products and jet fluid into an entrained
region. As the large-scale structures break down into smaller structures due to dissipation,
eventually molecular diffusion dominates and brings the entrained fluid into a molecularly
mixed state where reactions can occur. Thus Figure 4.1 shows a possible separation of
the generic flow field into three regions: two with pure fluid (main or secondary) and the
third being the entrained region containing both fluids, where small scale turbulence and
molecular diffusion act to mix the fluids. It is important to note that the entrained region
can in general contain pure fluid packets in addition to molecularly mixed packets, i.e., the
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Figure 4.1: Fuel jet emitting into coflowing vitiated products and the associated entrain-
ment of both streams. Three regions are identified in the flow field — pure jet fluid, pure
vitiated products, and an entrained region.
Existing literature has shown that emissions in typical staged combustion systems are
limited by large-scale entrainment rather than small-scale mixing [38], thus the present
model seeks to incorporate the effects of finite-rate entrainment by large-scale structures
while retaining the assumption that small-scale mixing is much faster than all other time-
scales. The model used in this chapter is designed as a generic framework that allows one to
simulate reaction kinetics based on physical time scales that are directly related to physical
parameters.
4.1.2 Physical Parameters
The equivalence ratio at which a combustor is operated, ϕglobal, is given in Equation 4.1 as






For a staged combustor, ϕglobal can be expressed in terms of the fuel and air flow rates at
the main and secondary stages — ṁfuel,main, ṁair,main, ṁfuel,sec, ṁair,sec. These four inlet
flow rates are parameters that can either be specified directly or through variables such as
ϕglobal, ϕmain, ϕsec, and total mass flow rate.
It is important to distinguish between these flow rates and the mass entrainment rates,
i.e., the rates at which the two fluid streams are transported into the entrained region. In
general, entrainment rates are dependent on the inlet flow rate of each stream, as well as
other parameters. For example, entrainment rates in typical jet-in-crossflow (JICF) config-
urations used in several staged-combustion devices also depend on additional parameters
such as Reynolds number and momentum flux ratio. Due to finite entrainment rates, the
pure fluid regions in Figure 4.1 exist for a finite distance before disappearing. The extent
to which a pure fluid region persists in the flow field is a key physical parameter that will
be taken in this work to indicate entrainment characteristics.
This distinction between inlet and entrainment rates means that the entire fluid in the
entrained region can be characterized by an equivalence ratio, ϕentrain, which is different
than ϕglobal, though it approaches ϕglobal as all the pure fluid is entrained. Thus, a proper
model of a staged combustor must include parameters that properly capture the inlet flow
rates and entrainment rates for both main and secondary stages, or alternately ϕglobal, ϕmain,
ϕsec and ϕentrain. Furthermore, we wish to study the effects of entrainment rate in isolation
while keeping all other parameters (on which entrainment rate may be dependent) fixed,
especially those parameters that directly impact NO production.
4.1.3 Secondary Stage Model
For the secondary reaction zone with finite-rate entrainment, we adopt a simple model of
the flow field that enables fluid mechanics and chemical kinetics to be treated separately
by casting the spatial distribution of a steady-state/time-averaged flow field into a temporal
distribution. This is a Lagrangian representation of an Eulerian flow field, where we follow
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a control volume as it evolves downstream. As described in Section 4.1.1, the flow field in
the secondary stage is partitioned into regions of pure and entrained fluid. Here, the open
system shown in Figure 4.1 is modeled as a control volume, hence the inlet mass flow rates
for the pure main and pure secondary streams are represented as masses of reactants instead
of mass flow rates. The ratios of these masses are matched to the ratio of inlet flow rates
such that ϕglobal is maintained, whereas the total amount of reactants (representative of the
total mass flow rate) is a free parameter. The total mass defines the extensive size of the
system while the mass ratio governs the kinetic effects being studied.
Figure 4.2 presents a chemical reactor network implemented in Cantera to simulate
the secondary stage model described above. The network contains an element for each
partition in the flow field — a pure main burner stream, a pure secondary stream, and the
entrained region. In the network, incoming streams of pure fluid are modeled as either
non-reacting reservoirs or constant-pressure batch reactors, both being adiabatic. The main
burner stream is modeled as a batch reactor in order to capture NOx production within
the main fluid in the secondary stage before it is entrained, while the low-temperature
secondary stream is stored in a non-reacting reservoir. The inlet flow rates of main and
secondary streams are represented as Mmain and Msec.
The entrained region is modeled as an adiabatic, homogeneous constant-pressure batch
reactor with multiple inlets (this model is also equivalent to a perfectly-stirred reactor with
multiple inlets and no outlet). This allows for control over the finite entrainment ratios
while simulating an infinite mixing rate. These inlets, implemented using Cantera mass
flow controllers, are connected to the main burner and secondary streams with prescribed
mass flow rates ṁent,main and ṁent,sec. As noted previously, the inlet flow rates and mass
entrainment rates would likely be coupled in a practical system. However by allowing for
independent specification of the Mi and ṁent,i, this model of the secondary stage enables
decoupling of entrainment rate effects from the division of fuel and air between the stages.
In general, the entrainment rates ṁent,main(t) and ṁent,sec(t) could vary with time (or
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downstream distance). At later times when pure stream i has disappeared, ṁent,i = 0. In
this study, the main and secondary entrainment rates are held constant until the respec-
tive stream disappears, i.e., until all that fluid has been entrained. While the most direct
approach to control entrainment rate is to specify ṁent,i, we instead prescribe entrainment
rates through entrainment time scales τent,i, defined as the total time required for a reservoir
of amount Mi to be convected into the entrained region. In physical terms, τent,i represents
the spatial distance along which a pure fluid stream i exists in the time-averaged flow field,
or equivalently the distance along the flow field where some pure fluid i remains unen-
trained.
Mathematically, it is defined such that
∫ τent,i
t=0
ṁent,i(t) dt = Mi (4.2)
In the present case of constant ṁent,i (e.g., by taking it to be the average entrainment









A key motivation behind the use of entrainment time scales is to compare cases that
have similar entrainment characteristics although the overall inlet flow rates are different.
When modeling a JICF setup for instance, this allows τent,main and τent,sec to be indepen-
dently specified so that ϕmain and ϕsec can be varied without affecting the jet’s penetration
distance into the crossflow. The use of τent,main and τent,sec is illustrated in Fig. 4.2 through
the different points in time at which the streams stop entraining into the entrained region.
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Figure 4.2: Reactor network used to model the secondary stage of a staged combustor
under finite-entrainment of main and secondary streams. In this work, the entrained region
is assumed to be a region where diffusive mixing is instantaneous. The model for the main
burner is the same as the one described in Section 2.2.1 and used in Chapter 3.
4.1.4 Model Parameters
As noted above, the four mass parameters: Mfuel,main, Mair,main, Mfuel,sec and Mair,sec can
be more conveniently, and perhaps more meaningfully, specified using the main burner, sec-
ondary and overall combustor equivalence ratios, ϕmain, ϕsec, and ϕglobal. Since there are
four unknowns, the specification of these three equivalence ratios along with one other vari-
able serves to fully constrain the problem. If the fourth variable is chosen to be Mtotal, one
can determine Mmain = Mfuel,main +Mair,main and Msec = Mfuel,sec +Mair,sec according
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The variation in Mmain and Msec across normalized secondary equivalence ratio is
shown in Figure 4.3 for a methane-air system with specified main and global equivalence
ratios.
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Figure 4.3: Variation in main and secondary inlet mass flow rates with secondary equiva-
lence ratio as governed by Equation 4.5. Results shown for Mtotal = 100, ϕmain = 0.37,
ϕglobal = 0.64, fs = 0.058 (CH4-air).
In addition to the three equivalence ratios and the (arbitrary) total mass, the staged
combustor model requires parameters related to the combustor geometry: the main burner
residence time τmain (from the flame to the start of the secondary stage) and the secondary
stage residence time τsec (from the start of the secondary stage to the end of the combustor).
The full list of model parameters is given in Table 4.1. In addition, the results presented
here utilize the GRI-3.0 mechanism to model the methane and NO chemical kinetics.
4.1.5 Design Optimization
This reactor network model can be used to perform both parametric studies and optimiza-
tion studies, e.g., for preliminary combustor design. This chapter presents an optimization
study conducted by wrapping the Dakota framework [77] around the staged combustor
model. The objective is to minimize NO emissions for a firing temperature of 1975 K and
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Table 4.1: List of parameters required by the finite-entrainment staged combustor model.
Parameter Description
Tfuel Fuel preheat temperature
Tair Air preheat temperature
P Pressure
τmain Main burner residence time
τsec Secondary burner residence time
ϕglobal Global equivalence ratio
ϕmain Main burner equivalence ratio
ϕsec Secondary inlet equivalence ratio
Mtotal Total inlet (main + secondary) flow rate
τent,main Main burner entrainment time scale
τent,sec Secondary burner entrainment time scale
a given set of entrainment time scales, subject to constraints on Msec/Mtotal and COeq.
We use an asynchronous parallel pattern search solver implemented in the HOPSPACK
framework [78] which is bundled into Dakota. Leveraging HOPSPACK’s parallel MPI
implementation and Dakota’s multilevel parallelism paradigm, optimization steps involv-
ing this otherwise serial model can be performed in an embarrassingly parallel fashion,
thus allowing for large parameter spaces to be searched using high-performance comput-
ing clusters. The current work employed Georgia Techs PACE cluster [79].
Parametric studies were performed by varying the main burner and secondary stage
entrainment time scales, τent,main and τent,sec. The ratio of these two parameters, rτ , is





It is helpful to keep in mind the inverse relationship between the entrainment time scales
and the entrainment rates, as both will be called upon interchangeably in this work; longer
entrainment time scales correspond to lower entrainment rates and vice versa. Furthermore,
substituting Equation 4.4 into Equation 4.7 gives the following expression that relates the
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The parameters shown in Table 4.2 are held constant throughout the current simulations
to simulate a relevant engine condition, with one exception. In most of the results, the main
burner is operated at the optimum equivalence ratio identified in a previous work — 0.372.
This value for ϕmain was identified to be the leanest fuel-air mixture within the flammability
limit of a methane-air system that enabled autoignition of the secondary stage. For the
optimization study, the main burner equivalence ratio is a free parameter, allowed to vary
in order to achieve the minimum NO emissions.








Similar to Section 3.3, emissions values are corrected to 15% O2 on a volumetric dry
basis. Unless stated otherwise, these corrected NO values are reported from the point in a
staged combustor when final CO burnout reaches 125% of equilibrium CO. As opposed to
reporting NO at a fixed point in time, this approach provides a consistent basis on which to
compare different entrainment regimes. 1 The premise behind allowing 25% more CO at
the combustor exit is to anticipate further CO burnout beyond the combustor (e.g., in the
1For instance, recall from the definition of entrainment time scales in Section 4.1.3 that a larger τent,main
means that vitiated main burner products stay pure for longer before being completely entrained. This ne-
cessitates longer residence times to allow for CO burnout, which leads to higher NO levels than that of
combustors with faster entrainment.
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engine turbine or nozzle).
Thus it is important to remember that the total residence time in the combustor (τres,main+
τres,sec) is not fixed in this chapter, as longer entrainment time scales can require longer res-
idence times to allow for CO burnout and vice versa. For an exit temperature of 1975 K
(ϕglobal = 0.635), 125% of equilibrium CO (corrected) is roughly 33 ppm. In other words,
the following solutions all have the same CO level of 33 ppm.
4.2 Finite Entrainment Effects: Pure Fuel Secondary Stage
Figure 4.4: Corrected NO at 125% COeq constraint across different main burner entrain-
ment time scales τent,main and entrainment ratios rτ ≡ τent,main/τent,sec.
Figure 4.4 shows NO values from the staged combustor model for various entrainment
rates of main and secondary fluids. At low τent,main, near 0.1 ms, NO emissions approach
the minimum levels identified in Section 3.4. This shows that entrainment time scales on
the order of 0.1 ms can be considered “infinitely fast”. As demonstrated in the previous
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chapter, fast entrainment of both streams allows for quicker CO burnout, leading to shorter
overall residence times and thus less time for NO production. Indeed, the optimum sec-
ondary stage residence time identified in Section 3.4 was around 0.2 ms, which is on the
same order of magnitude as the “fast” limit identified in this finite entrainment scenario.
For a given ratio of main-to-secondary entrainment time scales rτ , τent,sec increases with
τent,main, thus increasing the total residence time of the secondary stage. Consequently, NO
increases monotonically with τent,main as a result of the linear dependence of thermal NO on
residence time. The degree of dependence, however, is a function of rτ . Cases with rτ ≤ 1
maintain relatively low levels of NO (below 10 ppm) even at high τent,main, while cases
with rτ approaching unity and beyond strongly depend on τent,main (and thus residence
time) and exhibit higher NO levels. NO increases monotonically with rτ between 0.6 and
1.2. NO sensitivity to rτ also increases with τent,main; at τent,main = 1 ms, doubling rτ from
0.6 to 1.2 increases NO by 5 ppm (roughly 4×), whereas at τent,main = 5 ms, doubling
rτ increases NO by 21 ppm (roughly 6×). This increase in sensitivity is more clearly
illustrated in Figure 4.5, which shows increasing NO–rτ gradients between the different
τent,main cases.
Time traces of temperature and NO in the secondary stage are presented in Figure 4.6
to aid in understanding the foregoing observations — namely that NO increases mono-
tonically with τent,main and rτ , and that NO sensitivity to entrainment ratio (dNO/drτ )
increases with τent,main. The temperature is that of the entrained region, while the cor-
rected NO mole fractions are averaged over the complete system, that is to say, the average
NO taking into account fluid both inside and outside the entrained region.
In the rτ = 0.6 case (solid lines), vitiated products from the main burner finish entrain-
ing earlier than the secondary fuel. The entrained region burns at a constant ϕ (< ϕglobal)
while both streams are entraining and burns at increasingly higher ϕ (eventually reach-
ing ϕglobal) with continued secondary fuel entrainment after the completion of main burner
entrainment at 5 ms. Once all the reactants are completely entrained, the burned gas tem-
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Figure 4.5: Variation of corrected NO (at 125% COeq constraint) with entrainment ratio rτ
varying from 0.6 to 8.0 across main burner entrainment time scales τent,main = 1.0 ms, 2.0
ms and 5.0 ms.
perature reaches the target 1975 K value (ϕglobal ≈ 0.635).
At this point, it is helpful to recall Equation 4.8 and note that an increase in rτ un-
der constant Mmain/Msec results in a higher secondary-to-main entrainment rate ratio,
ṁent,sec/ṁent,main. The dashed temperature trace in Figure 4.6 shows that when rτ = 1.0,
ṁent,sec/ṁent,main is equal to Msec/Mmain, which corresponds to the fuel-air ratio pre-
scribed by ϕglobal and ϕmain as given by Equation 4.5. The entrained region thus burns
at the final temperature and the corresponding NO production rate until there is complete
entrainment of both reactant streams and sufficient oxidation of CO. This results in higher
overall NO production than the rτ = 0.6 case, which only attains 1975 K (and the corre-
sponding NO production rate) toward the end of the entrained region. The rτ = 1.0 case
and the infinite mixing and entrainment time traces shown in Figure 3.3a exhibit an interest-
ing similarity—both models burn at the target equivalence ratio throughout the secondary
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stage, with the main difference being the increased residence time for the finite entrainment
rate case.
As seen in Figure 4.4, the rτ = 1.2 case exhibits the highest NO level. This is most
clearly understood through the evolution of the local temperature in the entrained region.
Here, secondary fuel entrains faster than vitiated main burner products and consequently
finishes entraining earlier than the main burner fluid stream. As such, the entrained region
burns at a higher ϕ compared to when rτ = 0.6 and 1.0, reaching local temperatures be-
yond the final temperature. This temperature overshoot results in significantly higher NO
production rates as evidenced by the NO traces shown in Figure 4.6, where the rτ = 1.2
case has the steepest NO slope among all three cases. The higher temperature also leads to
the increased sensitivity of NO to τent,main observed in Figure 4.4.
Figure 4.6: Time evolution of entrained region temperature and system averaged NO for
τent,main = 5 ms and rτ = 0.6, 1.0 and 1.2. System averaged NO accounts for unentrained
reactants when calculating the corrected value. For rτ = 0.6 and 1.0, the time evolution of
the system is shown until system average CO reaches the 125% COeq constraint.
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To reiterate, these results show that even for finite-rate entrainment in the secondary
stage, NO emission levels can be reasonably low, e.g., below 10 ppm, as long as the main
burner product entrainment is not too slow (e.g., τent,main below 5 ms) and the entrainment
ratio is less than 1-1.2. While this is above the NO value (∼1 ppm) predicted for infinite
entrainment rates, it is well below the minimum NO of an ideal LPM combustor with a 20
ms residence time under similar operating conditions, i.e., 25 ppm. However, completely
entraining the main product stream more quickly than the much lower mass flow rate fuel
stream would be difficult. In practice, this would require initial placement of the fuel
in close contact with nearly all the main stream, or intense stirring of the two streams.
Given the high temperature of the product stream, distributing fuel injectors throughout the
hot flow would be problematic. Furthermore, typical staged combustor configurations, for
example those employing conventional transverse jets in crossflow do not provide sufficient
penetration of the injected fuel into the main burner exhaust, leaving a significant portion
of the latter unentrained for long times. Due to the excess main burner products that remain
pure, ignition and NO formation reactions occur in a mixture much richer than the global
stoichiometry. In other words, rτ in such conventional configurations is typically greater
than unity and represents situations where the secondary mixture ignites before all the
crossflow fluid has entrained with the jet fluid.
Figure 4.5 includes results for cases where rτ > 1. For τent,main slower than a few
ms, NO levels are near 100 ppm or more — significantly beyond that of current emissions
regulations. Compared to the cases where rτ ≤ 1, NO levels in these cases exhibit a higher
dependence on τent,main, which limits the secondary stage residence time. For the range of
τent,main tested, a region of high NO exists around 1.8 ≤ rτ ≤ 2.3 as shown by the peaks
in Figure 4.5. In this region, slight variations in rτ can significantly change the amount of
NO produced, as do slight perturbations in τent,main. In other words, the entrainment rates
of both main and secondary streams are very crucial to NO production when the secondary
stream entrains roughly twice as fast as the main burner. Beyond the peaks around rτ ≈ 2.3,
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NO decreases monotonically with rτ and achieves lower levels (albeit still above regulatory
limits), and are less sensitive to increases in rτ .
Of particular interest is the ability of the τent,main = 1.0 ms case to maintain NO levels
below 30 ppm across the entire range of rτ , indicating that so long as the main burner is
fully entrained in approximately 1.0 ms, a designer can allow the secondary fuel stream to
entrain faster or slower than the main burner stream. This is another result of the linear
dependence of NO on residence time — if the overall residence time is capped at 1 ms, NO
levels will be relatively low regardless of the rate at which the secondary fuel entrains.
Figure 4.7: Time evolution of entrained region temperature and system averaged NO for
τent,main = 5 ms and rτ = 2.0, 2.3, and 6.0. System averaged NO accounts for unentrained
reactants when calculating the corrected value. The time evolution of the system is shown
until system average CO reaches the 125% COeq constraint.
As previously noted, the rτ = 1.2 case produces a temperature overshoot because the
entrained region begins burning when its equivalence ratio is above ϕglobal. As rτ increases
further, the entrained region burns at increasingly higher equivalence ratios, leading to a
significantly larger overshoot temperature that drives the sharp rise in NO when rτ in-
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creases from 1.2 to around 2.3. This trend is shown in Figure 4.7, where the overshoot
temperature increases monotonically with rτ and peaks near the stoichiometric adiabatic
flame temperature (∼2460 K for a methane-air system with the initial conditions used in
this study). In fact, due to the fast secondary entrainment rate when rτ = 6.0, the entrained
region actually ignites rich and passes through ϕ = 1 before eventually reaching ϕglobal.
However, it should be observed that NO production is not governed by overshoot tem-
perature alone. Indeed, the case with the highest overshoot temperature (rτ = 6.0) does not
result in the highest NO emissions as one might expect; rather, this occurs at the rτ = 2.3
case, which has a longer dwell time at a slightly lower peak temperature. The significant
difference in time spent at the overshoot temperature can be attributed to the shorter igni-
tion delay after entrainment begins for the rτ = 2.3 case (0.5 ms) compared to the rτ =
6.0 case (1.6 ms). This difference in ignition delay is in turn driven by the difference in
initial temperature of the entrained region, which depends on the temperatures and entrain-
ment rates of both streams. For example, increasing the entrainment rate of secondary fuel
(which is colder than the main burner products) leads to a lower initial temperature and thus
increases ignition delay. Likewise, lowering the temperature of the secondary fuel stream
while maintaining constant entrainment rates also increases ignition delay.
Recall that thermal NO production in high-temperature combustion environments de-
pends on temperature and residence time. In an axial fuel-staged combustor with finite
entrainment rates, these two parameters manifest themselves as the maximum temperature
in the combustor and the time spent at those temperatures. We have seen that cases with
Tmax ≤ Tfinal produce the lowest NO levels — these cases burn at equivalence ratios below
ϕglobal and eventually “work” their way up to the final equivalence ratio, thereby reducing
time spent at the maximum temperature. For cases where Tmax > Tfinal, time spent at
the maximum temperature can be reduced primarily by entraining the main burner stream
faster and to a lesser extent by delaying autoignition.
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4.3 Finite Entrainment Effects: Fuel-Air Secondary Stage
The results of the preceding section demonstrate that NOx emissions from an axial fuel-
staged system with finite-entrainment rates will have difficulty achieving NO emissions
well below those of a single-stage LPM combustor unless the fuel can be entrained with
enough main burner products before ignition occurs such that near stoichiometric condi-
tions are avoided. Achieving this in a practical implementation is likely prohibitive. Fur-
thermore, the NO exhaust levels can be quite sensitive to the relative entrainment rates of
the fuel and main burner streams, so a system designed to achieve low NO emissions would
produce much higher emissions for even moderately small changes in the entrainment con-
ditions.
This section explores how staging both fuel and air can relax the entrainment require-
ments. The effect of a variable secondary injection equivalence ratio ϕsec on NO is eluci-
dated by examining the governing physical parameters affected by ϕsec — namely entrained
region temperature and residence time. In addition, the sensitivities of NO to entrainment
rates and secondary equivalence ratios are also characterized to provide readers with a sense
of the design landscape.
4.3.1 Varying ϕsec Under Constant rτ
We first consider variations in ϕsec while ϕglobal and ϕmain are held constant. We specify
these three equivalence ratios and the total mass flow rate (Mtotal) to determine the flow
rates of fuel and air at the main and secondary inlets — Mfuel,main, Mair,main, Mfuel,sec,
Mair,sec, given by Equation 4.5. In this parametric study, we present results using both the
standard and normalized (symmetric) versions of the equivalence ratio. The latter, ϕsec,norm






The highest ϕsec examined can be considered to reasonably represent the limiting pure
fuel case, whereas the lowest value represents the minimum ϕsec for which the secondary
mixture is able to reach Tfinal within 15 ms. The values of ϕsec and ϕsec,norm studied are
illustrated in Figure 4.8; they are uniformly distributed in the normalized space, but more
concentrated toward less rich mixtures in standard ϕ. ϕmain and ϕglobal are held constant at
the same values that were used in the pure fuel-staging study in order to isolate the effect
of secondary equivalence ratio on NO production.
Figure 4.8: Distribution of secondary equivalence ratio used in the present study.
The effect of incorporating air-staging on the NO-rτ relationship is presented in Figure
4.9 for the same three τent,main values used in the pure fuel study. As expected, the results
for the richest secondary case, ϕsec of 21.2, are essentially the same as the pure fuel results
presented in Figure 4.5. In addition, the non-monotonic dependence of NO on rτ , i.e.,
the NO peak, is retained across the complete range of ϕsec examined, with the peaks for
corresponding τent,main cases migrating to lower rτ values as ϕsec is decreased. Perhaps
the most striking observation is that NO emissions below 10 ppm can be achieved across
the full range of rτ values if the secondary stage injection is close to stoichiometric, though
it can remain somewhat rich, e.g., 1.5. It should be noted, however, that producing ϕsec
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between 1 and 1.5 requires injection of ∼ 25-45% of the overall flow in the secondary
stage for the chosen ϕglobal and ϕmain (see Figure 4.3).
Figure 4.9: Corrected NO at 125% COeq constraint across entrainment ratio rτ for various
ϕsec and τent,main combinations.
When secondary entrainment completes before the main stream entrainment, (rτ > 1),
we observe a decrease in NO for fixed rτ as air is shifted to the secondary stage; for rτ <
1, the opposite trend occurs. The remainder of this section explores these behaviors, begin-
ning with slower main entrainment.
Figure 4.10 presents the same NO results as Figure 4.9, but now as a function of sec-
ondary stream equivalence ratio at rτ = 2.2 and 7.8. Clearly, NO increases monotonically
with ϕsec, with a pure fuel secondary stream producing the highest NO. The reduction in
NO with decreasing ϕsec can be attributed to the previously identified parameters, specif-
ically lower peak temperatures and shorter high-temperature dwell times resulting from
longer ignition delay, τign. Indeed, the maximum local (entrained region) temperature for





























Figure 4.10: Corrected NO at 125% COeq constraint across different secondary equivalence
ratios ϕsec for different main burner entrainment time scales τent,main and entrainment ratios
rτ .
NO produced. For a fixed main entrainment time, the higher rτ case (i.e., where secondary
entrainment finishes earlier) produces less NO and generally has a lower maximum tem-
perature. The exception is for long entrainment times and relatively rich mixtures, e.g.,
τent,main = 5 ms and ϕsec,norm > 0.85, where the faster secondary entrainment (rτ = 7.8)
case still produces less NO but now has a higher maximum temperature than the rτ = 2.2
case.
As in the pure fuel results, entraining the secondary fluid more quickly for a fixed
main entrainment time results in lower initial temperatures within the entrained region.
Consequently, increasing rτ generally tends to significantly lengthen the ignition delay,
resulting in a lower equivalence ratio in the entrained region when it ignites compared



































Figure 4.11: Maximum local temperature achieved in the entrained region across differ-
ent secondary equivalence ratios ϕsec for different main burner entrainment time scales
τent,main and entrainment ratios rτ .
stream — while decreasing ϕsec increases the temperature of the secondary stream, which is
formed from cold (300 K) fuel but preheated (650 K) air, it also adds mass to the secondary
stream under our constraint of fixed ϕmain. Moreover, almost all of the cases presented in
Figure 4.11 produce maximum temperatures well below the stoichiometric adiabatic flame
temperature of 2460 K. Thus, increasing the fraction of air in the secondary stream (i.e.,
reducing ϕsec) further delays ignition such that the entrained region ignites only when its
local equivalence ratio is lean.
For τent,main = 5 ms, ϕsec,norm > 0.85 and rτ = 7.8, the amount of air added to the
secondary stream is small, so the entrained region ignites closer to stoichiometric in the
rτ = 7.8 case compared to the rτ = 2.2 case, which leads to higher local temperatures in
the former. However, as illustrated by the time traces in Figure 4.12, τign is considerably
shorter for the rτ = 2.2 case — the high-ϕsec,norm cases ignite in less than 1 ms, well be-
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fore secondary entrainment is complete (2.3 ms). Therefore, although the entrained region
ignites closer to stoichiometric in the rτ = 7.8 case, the reduced high-temperature dwell
time due to longer τign results in lower NO production.
Figure 4.12: Time traces of entrained region temperature, entrained region equivalence
ratio and corrected system NO for various ϕsec at τent,main = 5 ms and rτ = 2.2 and 7.8.
Returning to the NO results shown in Figure 4.10, we can identify three distinct regions
as ϕsec changes. In the first region, where the secondary stream is only moderately rich, NO
emissions stay roughly constant, near the theoretical minimum value for fast entrainment (<
1 ppm), and are essentially independent of τent,sec for rτ > 1. These are cases with ignition
delay times (τign) longer than the entrainment time scales, such that the entrained region
burns only after nearly all the main and secondary fluids have been entrained. In other
words, low-ϕsec cases that only burn when ϕentrain = ϕglobal do not experience temperature
overshoots and exhibit NO levels equivalent to that of the infinite entrainment case. More-
over, the range of ϕsec for which this holds decreases as the main entrainment time drops.
In this region, we can say that NO emissions are low because entrainment is sufficiently
fast to increase the relevant chemical time scale (τign) beyond the slowest entrainment time.
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The second region exhibits a high slope, dlog(NO)/dϕsec,norm, occupying ϕsec ranges
where τign is longer than the smaller of the two entrainment time scales, i.e., where the
entrained region ignites after the secondary stream has fully entrained but while the main
stream is still entraining. In this region, increases in τign afforded by lower ϕsec allows
more main burner fluid to be entrained before ignition, which leads to lower ϕign and Tmax
because more (lean) main burner products are being mixed with (all) the secondary fluid,
thus creating a leaner mixture at ignition.
Finally the third region exhibits a reduced dlog(NO)/dϕsec,norm and occupies the upper
ϕsec range. For the conditions of Figure 4.10, this region only exists for the slower entrain-
ment cases, e.g., τent,main = 2.5 and 5 ms, and rτ = 2.2 (the 5 ms case is the one discussed
previously). Here, large temperature overshoots (above Tfinal) persist for long periods of
time, as seen in Figure 4.12 as well as the previous pure fuel results. Ignition occurs while
the secondary fluid is still entraining. In other words, the chemical time in this region is
faster than the entrainment time scales.
Next, we consider the sensitivity of the NO produced to changes in entrainment times
(since entrainment rates will have significant fluctuations and variations in a practical sys-
tem). The results shown in Figure 4.10 reveal that dNO/dτent is reasonably small for ϕsec
below roughly 1.5-2. For example, varying τent,main from 2.5 to 5 ms and rτ from 2.2 to
7.8 at ϕsec = 1.7 results in NO ranging from approximately 1-8 ppm.
At this point, we return to the unusual behavior observed for rτ < 1 in Figure 4.9, i.e.,
an increase in NO as more air is diverted to the secondary stage. Under these conditions, the
entrained region is lean initially since the main burner stream entrains more quickly than the
secondary stream. According to Eq. 4.8, increasing ϕsec,norm leads to a larger entrainment
rate of secondary fluid ṁent,sec relative to main burner fluid (to maintain the same rτ ).
Because the system is limited by the slower secondary stream entrainment rate when rτ <
1, an increase in ṁent,sec results in a higher initial equivalence ratio and consequently a
higher ϕign (closer to ϕglobal). This is illustrated in the equivalence ratio time traces shown
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in Figure 4.13, where lower ϕsec in fact results in higher ϕign 2. Thus the low ϕsec cases that
ignite at higher equivalence ratios burn hotter than the high ϕsec cases, leading to higher NO
production rate. The temperature traces in Figure 4.13 show that for rτ < 1, the reduction
in “high-temperature” dwell time from the longer τign exerts a smaller influence on NO
compared to the increase in temperature because the thermal NO pathway is temperature-
limited at these low-temperature (< 1800 K) initial conditions. Regardless, the NO levels
for rτ < 1 are relatively low (< 10 ppm) for all the cases examined, and while conceptually
interesting, this region is less likely to be observed for the same reasons outlined in Section
4.2.
Figure 4.13: Time traces of entrained region temperature, entrained region equivalence
ratio and corrected system NO for various ϕsec at τent,main = 5 ms and rτ = 0.33. The
horizontal time axis is plotted on a logarithmic scale to magnify pre-ignition features in
the temperature and equivalence ratio plots. The ignition equivalence ratio of the entrained
region, ϕign, is indicated with round markers on top of the equivalence ratio subplot.
4.3.2 Varying ϕsec Under Constant Entrainment Rates
In the previous analysis, results were presented for fixed rτ . For this to occur, however,
Eq. 4.8 indicates that the mass entrainment ratio ṁent,sec/ṁent,main must also increase as a
result of adding air to the secondary stage, i.e., lowering Mmain/Msec. While increasing the
mass injected in the secondary stream would likely increase the mass entrainment rates in
many practical injection configurations, there is no reason to believe that the changes would
2Note that for the rτ ≥ 1 cases shown in Figure 4.12, ϕign increases with ϕsec.
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necessarily scale as required above. For example in a typical single JICF configuration,
increasing the jet mass flow rate would tend to increase somewhat the time required to
entrain all the jet fluid. Thus the previous analysis may be considered to be optimistic
regarding the dependence of the entrainment times on ϕsec.
A more conservative assumption would be that the ratio of the mass entrainment rates
is constant as we lower ϕsec, thus requiring rτ to decrease. The constant rτ results can be
resampled to create a data set where the mass entrainment ratio is held constant for a fixed
main stream entrainment time of 5 ms. These results are presented in Figure 4.14 for three
mass entrainment ratios: 0.2, 0.5, and 2.0.





Figure 4.14: Variation of NO with ϕsec,norm for three constant values of entrainment rate
ratios. The variation of rτ with ϕsec,norm for the three entrainment rate ratios (as governed
by Equation 4.8) are shown in blue.
The overall trend is a reduction in NO as the secondary fuel is diluted with air for all
three mass entrainment ratios. Once again, reducing ϕsec tends to lower the peak temper-
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ature of the entrained region and reduce the high-temperature residence time by delaying
ignition of the secondary mixture. A lower ϕsec can also reduce NO by enabling the sec-
ondary stream to stay pure for longer periods (recall that low rτ allows the mixture to burn
at leaner equivalence ratios before increasing to the final temperature as more secondary
fuel is entrained). On the other hand, these results also show that insufficiently decreas-
ing ϕsec for the lowest mass entrainment ratio leads to NO levels that are actually higher
than when injecting pure fuel. This occurs because the lowest mass entrainment ratio (0.2)
data set has a lower rτ than the other cases at a fixed ϕsec. Thus when a small amount
of air is added to the secondary stream rτ drops to 2-3, which is the maximum NO con-
dition in Figure 4.9. As ϕsec is reduced further, NO drops as rτ decreases to 1 and then
increases slightly below rτ = 1. This behavior, though less pronounced, is also seen in the
0.5 mass entrainment ratio case, but not the 2.0 case because it approaches rτ = 2 only as
the secondary stream becomes stoichiometric, where there is little sensitivity to rτ .
Comparing these fixed mass entrainment ratio results to those for fixed entrainment
time ratio (Figures 4.9 and 4.10), we see the minimum obtainable NO levels for near sto-
ichiometric secondary injection are indeed higher, though not by much, with this more
conservative entrainment assumption. The minimum NO varies from 1-6 ppm for the cases
studied, and the optimum ϕsec ranges from 1.1 to 1.6.
4.3.3 Connection with Experimental Findings
The results presented thus far demonstrate that for practical finite-rate entrainment cases
where rτ > 1, a leaner secondary injection leads to lower NO. These findings are in agree-
ment with experimental and computational findings by Sirignano [80] and Ahrens et al.
[38] on NOx emissions in typical JICF-based staged combustion systems. They found that
decreasing secondary equivalence ratios led to lower NOx levels, which was attributed to
enhanced pre-flame mixing enabled by flame liftoff. Recognizing the non-linear impact of
lifting on NOx, Sirignano characterizes these ϕsec effects based on liftoff, classifying the
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secondary flame behavior into three regimes — lee-stabilized (i.e., attached flame), lean
lifted and rich lifted. These regimes are illustrated in Figure 4.15 (compiled from [80]).
Figure 4.15: Experimental results of normalized NOx levels and liftoff height as a function
of normalized jet equivalence ratio, as well as normalized NOx levels as a function of liftoff
height. Red markers indicate results obtained at ϕmain = 0.50 and blue markers indicate
results obtained at ϕmain = 0.45. Crossflow conditions were held constant and J ≤ 20 for
all cases [80].
Comparing the first plot in Figure 4.15 to the NO results presented in Figure 4.10, we
see that the regions labeled as “Low NOx”, “Variable NOx” and “High NOx” are indeed
aligned between the modeling results and experimental results, with roughly the same ϕsec
range covered. Moreover, the agreement is quite remarkable for the τent,main = 5 ms, rτ =
2.2 case, which clearly exhibits three distinct regions.
From the three regions of distinct ϕsec sensitivity identified in Figure 4.10, it can be
observed that the low ϕsec region is similar to the lean lifted cases identified by Sirignano.
Both the previous experimental and current numerical results show that this region enables
very low NOx emissions that are essentially constant with ϕsec. The low experimental NOx
measurements in [80] suggest that ϕign is lean due to larger observed liftoff heights, which
increase the amount of available time (or equivalently, space) for the jet and crossflow to
mix. This hypothesis is supported by the temperature and equivalence ratio time traces
shown in Figure 4.12, which indicate that the lean lifted cases at low ϕsec only ignite when
ϕign = ϕglobal due to the additional time for entrainment. In other words, the lean lifted
case is a scenario where max(τent,main, τent,sec) ≤ τign.
The intermediate region of high dNO/dϕsec is similar to Sirignano’s lee-stabilized
regime at intermediate ϕsec values, which produces moderate levels of NOx that increase
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monotonically with ϕsec. In the experiments, this region is characterized by a secondary
flame that is lifted on the windward side and attached on the lee side, and NOx levels that
vary across a wide range depending on ϕsec. Experimental results indicate that the change
in dNO/dϕsec from the lean lifted to the lee-stabilized regime lies in the distinct flame
stabilization behaviors, as shown in the middle chart in Figure 4.15. The time traces in Fig-
ure 4.12 further illustrate that dNO/dϕsec is high because changes in ϕsec directly impact
ϕign, which in turn impacts the overshoot temperature. In terms of time scales, this region
can be characterized as min(τent,main, τent,sec) < τign < max(τent,main, τent,sec) where the
secondary mixture ignites before the slower of the two streams has completely entrained,
which in the case of rτ > 1 allows for some main burner fluid entrainment before igniting
at ϕign > ϕglobal. Ignition delay is also less sensitive to ϕsec in this region compared to the
lean lifted case due to the higher initial temperatures.
Finally, the region of high NOx and low ϕsec sensitivity at high ϕsec approaching pure
fuel staging can be compared to the the “rich lifted” regime in [80]. Both these high-ϕsec
regions produce high levels of NOx and are relatively insensitive to further increases in ϕsec.
In the experiments, the secondary flame was observed to be fully lifted. However, in the
present autoignition-based, flameless model, increasing ϕsec leads to a very short τign as
explained in Section 4.3. That is, τign ≪ min(τent,main, τent,sec). The short ignition times
under fast secondary entrainment (i.e., rτ > 1) lead to high NOx levels due to the high
temperature overshoots that persist for long periods.
At this point, it should be noted that while the comparisons made between the three
regions identified in this work with Sirignano’s three regimes corroborate in terms of liftoff
height/ignition delay as well as NOx levels, the classifications based on ϕsec,norm are differ-
ent. Sirignano observed that secondary flames within the intermediate range of ϕsec,norm
between 0.6 and 0.75 are lifted on the windward side and attached on the lee-side of the
jet. However, the reactor model predicts that the intermediate ϕsec,norm in between 0.6 and
0.8 actually exhibit significant levels of ignition delay (see Figure 4.12 in Section 4.3 and
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Figure A.2 in Appendix A.1). On the other hand, the high ϕsec cases in the experimental re-
sults were classified as rich lifted whereas the modeling results showed very short ignition
delay for cases approaching the limit of pure fuel secondary injection.
The key discrepancy lies in the prediction of ignition delay — the reactor model pre-
dicts that a higher ϕsec approaching pure fuel results in lower τign because of the higher
initial temperature in the entrained region, while the experimental results show that liftoff
height increase with ϕsec. The discrepancy in ignition delay may in turn be caused by differ-
ences in the specified parameters between the experimental and computational work. For
example, in changing the secondary equivalence ratio ϕsec, the present simulations hold
Texit fixed while allowing Mmain and Msec to vary as described in Section 4.1, whereas
the experimental work holds the relative contributions roughly constant (ṁjet/ṁtotal ≤ 5%
across all experiments) while allowing the exit temperature to vary3. Namely, the finite-rate
entrainment model reduces Msec as ϕsec,norm is increased towards pure fuel. For a given
jet diameter, this reduction in Msec 4 can be linked to a reduction in the jet density and/or
jet velocity. The lower jet velocity results in a lower J , thus reducing liftoff height as seen
in the experimental study by Kolb et al. in [1]. Indeed, the τign-ϕsec trends predicted by
the present model are in agreement with experimental observations of liftoff height with jet
equivalence ratio by Kolb et al. The variation of τign with ϕsec is included in Figure A.2
in Appendix A.1. Under the context of autoignition, the temperature time traces shown in
Figure 4.12 illustrate that the main reason for the decrease in liftoff height is the higher
initial temperatures due to the lower secondary contribution to total mass.
In summary, this comparison shows that although it is not designed to simulate a jet-in-
crossflow, the current finite-rate entrainment model is capable of predicting trends based on
entrainment characteristics and physical parameters that are in agreement with experimen-
tal findings, so long as the prevailing jet ignition mechanism can be reasonably determined
3The normalization of the NOx results shown in Figure 4.15 are to account for the difference in exit
temperatures or “∆T ” imparted by the secondary stage.
4Recall that because the finite-rate entrainment model is a closed system, the inlet mass flow rates are
represented as amounts.
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to be driven by autoignition. It is also important to remember that the preceding discus-
sions were focused mainly on JICF experiments with limited sample sizes, while the model
is more abstract and can be used to represent non-JICF architectures such as the multiple,
high mass-ratio jets employed in [81].
4.4 Minimum NO Configuration
In all the results presented up to this point, the main stage equivalence ratio was fixed
at ϕmain = 0.372. In order to examine the minimum obtainable NO level at the same
overall fuel-air ratio (with Tfinal = 1975 K), an optimization study was conducted for fixed
entrainment characteristics, specifically τent,sec and τent,main, using the methods described
in the Section 4.1.5. We choose a relatively short secondary entrainment time of 1 ms and
long main entrainment time of 5 ms, that is, a scenario where main burner finish entraining
later than the jet fluid.
In the optimization, the free design variables were ϕmain, Msec/Mtotal, and the sec-
ondary stage residence time, τres,sec. The Msec/Mtotal was used in place of ϕsec to more
easily permit the specification of constrains on the allowable fraction of mass injected at
the secondary stage. ϕsec can be found from this value through Equations 4.5. The three
design variables along with their associated bounds are summarized in Table 4.3 below.
Table 4.3: Design parameters and the associated bounds used by the optimization algorithm
to find minimum NO levels.
Parameter Lower Bound Upper Bound
ϕmain 0.35 0.63
Msec/Mtotal 0.01 0.20
τres,sec 5 ms 15 ms
In addition to the bounds on the design parameters in Table 4.3, which are specified as
linear inequality constraints in Dakota, the same 125% COeq constraint used in Sections
4.2 and 4.3 is applied here. This constraint means that solutions can only have CO levels
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of at most 25% higher than the equilibrium levels.




s.t. τent,main = 5ms (4.11)
τent,sec = 1ms (4.12)
Msec/Mtotal ≤ 20% (4.13)




For the above operating conditions, entrainment limits, design parameters and con-
straints, the optimum solution identified a minimum NO of 3.2 ppm (corrected). The
optimal design parameters for this solution are ϕmain = 0.351, Msec/Mtotal = 20% (the
corresponding ϕsec = 1.86), and τres,sec = 5 ms. The result for the secondary mass ratio
is at the upper bound of the allowed range, while the optimal τres,sec and ϕmain are essen-
tially at the lower bounds for those parameters. Given that the optimal solution has a ϕmain
close to the value examined in the previous sections, the result for ϕsec is also consistent
with the previous findings. The optimal value for τres,sec matches τent,main for this case;
no additional residence time is required once the main stream is fully entrained as the CO
constraint is already met.
Table 4.4: Optimum solution determined from the finite-rate entrainment model.
Optimal Result/Parameter Value




5Based on the notation introduced in 2.11
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While these results indicate the optimal design requires a very lean main burner, it is
useful to examine the NO levels over the parameter space covered in the optimization study
(Figure 4.16). While NO is a stronger function of ϕsec than ϕmain, there is a region where
ϕmainapproaches ϕglobal where NO levels begin to drop again, although not to the levels
achieved at the lower end of the ϕmain range. By making ϕmain approach ϕglobal, we are in
fact recovering the LPM NOx limit.
Figure 4.16: Variation in NO over ϕmain and Msec/Mtotal for ϕglobal = 0.635, τent,main = 5
ms and τent,sec = 1 ms.
4.5 Chapter Summary
In this chapter, simulation results based on a reduced-order model of a staged combustor
that captures finite-rate entrainment between the main burner stream and the secondary
reactants stream were presented. The generic staged combustor flow field was partitioned
into three regions, two with pure fluid (main or secondary) and one being the entrained
region containing both fluids. The entrained region is assumed to have infinitely-fast small-
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scale mixing, meaning that it is homogeneous at all times.
The effect of finite-rate entrainment on NOx emissions in a fuel-staged (i.e., pure fuel
secondary injection) combustor was characterized using the finite-entrainment model. The
simulation results indicate that entrainment is indeed a key parameter that can result in sig-
nificant variations in NOx emissions — by two orders of magnitude compared to the fun-
damental minimum limits in some cases. NOx levels increase monotonically with τent,main,
but the rate of increase is more heavily influenced by the ratio between the main and sec-
ondary entrainment time scales, rτ . More specifically, a value of rτ exists for each τent,main
where NO reaches its peak, and exhibits very high sensitivity to τent,main. The fundamental
mechanisms behind this trend were elucidated in this chapter. Time traces obtained us-
ing the finite-entrainment model indicate that the NO peaks correspond to combinations of
τent,main and τent,sec that result in a combination of high overshoot temperatures and long
dwell times at those temperatures. The ignition delay τign was found to directly influence
the residence times; later ignition delays lead to shorter times spent at the final temperature.
τign also affects the magnitude of the temperature overshoot by influencing the equivalence
ratio at which the mixture ignites, ϕign, though ϕign is also influenced by the relative en-
trainment rates of both streams as well as the main burner equivalence ratio. A region of
low NOx (below 10 ppm) was found in the region where τent,main < 5 ms and rτ ≤ 1.2.
Investigations into the effect of fuel and air staging showed that in general, a decrease
in ϕsec leads to reduced NOx. However, depending on the entrainment time scales, NOx
reduction benefits may be small before ϕsec is sufficiently decreased. For a τent,main of 5
ms, a ϕsec of below 2 is sufficient to main NOx levels below 10 ppm. This ϕsec value cor-
responds to roughly a 20% contribution from the jet to the overall system mass, which is
on the upper end of what can reasonably be achieved in JICF-based systems. The funda-
mental parameter enabling fuel-air staging to reduce NOx is again the ignition delay τign.
As ϕsec is decreased, the contribution of the jet to the total system mass increases, thus
the entrained region starts colder. The lower initial temperature leads to increased ignition
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delay which, as mentioned in the previous paragraph, decreases dwell time at high temper-
atures and potentially decreases the equivalence ratio at which the entrained region burns,
thus reducing the magnitude of the temperature overshoot. Results obtained under fixed
entrainment rates (as opposed to entrainment time scales) also indicate that a lower ϕsec
leads to lower NOx levels. The trends identified in this section match those of Sirignano
et al. [2], where NOx emissions are found to decrease with increasing lift-off height of the
reacting jet in crossflow.
Finally, a constrained optimization study is conducted for the τent,main = 5 ms, τent,sec
= 1 ms case to determine the minimum NOx achievable under these finite entrainment con-
straints. The minimum NO level was found to be ∼3 ppm, and the enabling configuration
was one of a very lean main burner with as lean a jet as the constraints would allow. The op-
timal secondary residence time was one that allowed for sufficient CO oxidation under the
limitations of finite-rate entrainment. As such, 5 ms was required to achieve the 3 ppm NO
levels, as opposed to the optimal 0.2 ms secondary residence times determined in Section
3.4. These results are promising for the staged combustion architecture because it shows
that even under finite-rate entrainment limitations, the design space still allows for NOx




The previous chapter explored the effects of finite-rate entrainment on NO production in
an axially staged combustor. This chapter describes the development of an original reactor
network model to investigate finite-rate mixing, and application of the model to examine
finite-rate mixing on NOx in axially staged combustors with infinite-rate and finite-rate
entrainment.
5.1 Limitations in Current Finite-Rate Mixing Models
5.1.1 PaSR Background
Previous work on the effects of finite-rate mixing on chemistry have employed Partially-
Stirred Reactors (PaSRs) [82–84] that provide some control over the rate of turbulent mix-
ing. The PaSR is a probability density function (PDF) method that is frequently used to
solve the closure problems that arise in CFD-based modeling of turbulent reacting flows,
as well as to compare the performance of different molecular mixing models and numerical
algorithms [85]. It is a Lagrangian approach in that multiple particles are represented in an
ensemble that approximates the joint composition PDF.
The typical PaSR configuration is similar to a PSR. Multiple inlet streams enter a
constant-pressure reactor at prescribed mass flow rates and remain in the reactor for a given
residence time τres = ρV/ṁ. Fluid at the mean thermochemical state exits the reactor at
a rate equal to the sum of the inlet mass flow rates. [85]. The main difference between
PaSRs and PSRs lies in the former’s inclusion of finite-rate molecular mixing, which is
characterized by a mixing time scale τmix. This characteristic mixing time is often con-
sidered to be proportional to the turbulent eddy turnover time, i.e., roughly the time taken
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for turbulent kinetic energy to dissipate at the smallest scales [86]. The ratios between τres
or τmix and τchem give a measure of control over whether or not a given scenario is chem-
ical rate-limited. Furthermore, if τres/τmix >> 1, mixing occurs on a shorter time scale
than the residence time so fluid exits the reactor in a homogeneous state. This is the limit
corresponding to a PSR. On the other hand, if τres/τmix << 1, the fluid stream entering
the reactor does not mix with fluid already in the reactor, so the reactor is inhomogeneous.
This is the limiting case corresponding to a plug-flow reactor.
The ANSYS CHEMKIN software package implements the PaSR model developed by
Correa [86]. As mentioned above, the joint composition PDF is approximated by La-
grangian particles, which are in turn described by a system of (Ns + 1) × Np first-order
time-dependent ODEs where Ns ≡ the number of species and Np ≡ the number of particles
in the ensemble. In CHEMKIN, the PaSR simulation is broken into three steps [84]:
1. Through-flow/entrainment: the states of a certain number of particles in the ensemble
(i.e., set of equations) are replaced with those of incoming mixtures
2. Molecular mixing: Particles in the ensemble are allowed to interact based on a pre-
scribed mixing rule. Examples of scalar mixing models include the Curl mixing
model [87], the IEM (Interaction-by-Exchange-with-the-Mean) model [88–90] and
the EMST (Euclidean Minimum Spanning Tree) model [91]. The PaSR is modeling
transport of the joint-composition PDF due to turbulent mixing, meaning that the
enthalpy and composition vector participates in this mixing step.
3. Chemical reactions: The (stiff) system of ODEs and the underlying chemical kinetics
are integrated numerically by a time step ∆t.
5.1.2 CHEMKIN PaSR Validation and Limitations
A study using the PaSR model implemented in ANSYS CHEMKIN was performed to
validate the CHEMKIN implementation against published results in [82]. In his study,
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Correa used a 50% CO and 50% H2 (by volume) syngas fuel mixture, which was then
premixed with air at a stoichiometry such that the equilibrium temperature rose by 1000
K (from an initial mixture temperature of 1000 K). This temperature rise corresponds to
ϕ = 0.37. The residence time of the reactor was 5 ms, simulations used between 100
and 300 particles, and mixing times analyzed were 0.1 ms, 0.316 ms, 1.0 ms and 10 ms.
This mixing time scales span “the inertial sub-range of turbulence expected in practical
devices.”[82]
In order to replicate the above conditions in Chemkin as closely as possible, the 18
species and 43 reaction mechanism for CO/H2 combustion used by Correa is imported
into Chemkin, with thermodynamic and transport properties sourced from GRI-Mech 3.0.
Figures 5.1 and 5.2 compare the time-evolution of ensemble averaged temperature and NO
mass fraction for Correa’s implementation and CHEMKIN’s implementation of the PaSR.
Because the deterministic IEM model is used by Correa and in the current validation study,
the stochastic fluctuations in these time traces are caused only by the random nature of the
through-flow. If a stochastic mixing model such as the Curl model were used, then the
mixing step would be an additional source of stochasticity.
The results presented in Figures 5.1 and 5.2 show reasonable agreement between the
CHEMKIN PaSR and Correa’s results. The stochastic steady-state temperature agrees well
when τmix = 0.1 ms, but is roughly 5% lower for the cases with slower mixing (τmix = 1.0
ms and 10 ms). NO results for the two implementations are within 5 ppm of each other at
the steady-state converged solution.
However, preliminary staged combustor simulations, presented below, indicate that the
PaSR is not a suitable model for the purposes of NOx prediction in staged combustors. This
is because the PSR-like implementation of a PaSR (i.e., its implementation as a flowing
system), along with its quasi-steady state nature, do not accurately represent the evolu-
tion of a fluid packet as it moves downstream in a combustor. Rather, the results must be
seen as a steady-state snapshot of the statistical distribution in a non-homogeneous region
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Figure 5.1: Comparison between ensemble average temperatures (i.e., average tempera-
tures across all particles in the reactor) for Correa’s PaSR (top) and CHEMKIN’s imple-
mentation.
that represents the secondary stage, wherein the contents have on average been in the re-
gion for τres. In retrospect, this is the perspective under which the PaSR was designed,
especially considering that its primary application today is to determine the evolution of
a joint velocity-composition PDF in a given CFD grid cell as a closure to the subgrid/-
subfilter scale terms. This paradigm is fundamentally different from the approach that has
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Figure 5.2: Comparison between ensemble average mass fraction of NO for Correa’s PaSR
(top) and CHEMKIN’s implementation (bottom).
been taken thus far in this thesis, namely that each of the secondary stage models hitherto
described simulate a set of reactants as it travels along the combustor.
Aside from the conceptual dissimilarity, these studies demonstrated that the CHEMKIN
PaSR does not allow for exact specification of entrainment rates due to its stochastic
particle-replacement approach. Instead, a proxy for the entrainment rates is specified —
the number of particles replaced at each through-flow step. This number, NREP, is then
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allocated to each stream based on the ratio of the flow rates, thus resulting in additional
sensitivity to the number of particles used in the PaSR, NPAR.
Figure 5.3: NO and CO prediction time histories from the CHEMKIN PaSR model of
an axial fuel-staged combustor for ϕglobal = 0.64, ϕmain = 0.37 and τmix = 0.05ms
for different NPAR-NREP combinations. Note that both variables are equally scaled by
multiples of 3, 5 and 9 from the base case of NPAR = 1000 and NREP = 6.
Figure 5.3 shows an example of the sensitivity to NREP and NPAR through results
obtained from four fuel-staged combustor PaSR simulations. In these four cases, the reactor
residence time τres as well as all inlet flow rates were held constant. The mixing time τmix
was fixed across all four cases at 0.05 ms1. These results show that, despite holding constant
what one would consider to be the key parameters in a staged combustor, NO still varies by
around 50%.
1Recall that τmix represents the time taken for turbulent eddies to dissipate.
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5.2 Limited Mixing and Entrainment (LiME) Reactor
5.2.1 Conceptual Description
The above limitations of the PaSR model, paired with the slowness of the CHEMKIN
implementation, make it unsuitable as a reactor for staged combustor emissions prediction
that incorporates both finite-rate large-scale entrainment and small-scale mixing models.
Thus a new, compatible reactor model is required to implement small-scale mixing
This new approach, the Limited Mixing and Entrainment (LiME) reactor, is similar to
the CHEMKIN PaSR in that it is also a Lagrangian method that can be used to derive PDFs
of a given region, but it is conceptually closer to batch reactors than PSRs. In fact, batch
reactors are used as the underlying Lagrangian particles. Figure 5.4 illustrates the time
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Figure 5.4: Illustration of the time evolution of a batch of reactants within LiME (Limited
Mixing and Entrainment) Reactor
As described in Section 1.2.4, mixing is composed of two different regimes — fine-
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scale mixing and large-scale entrainment. In this paradigm, small-scale mixing in the
LiME reactor can be seen as the limiting step before diffusion drives a local region to a
homogeneous, molecularly mixed state. By including both these aspects of entrainment
and mixing, it can be used to examine their relative importance on NOx chemistry in staged
combustors.
The effect of macromixing is captured by limiting/tailoring the entrainment rate of reac-
tants into the reactor because particles cannot be mixed until they are first brought together
by large-scale structures. One of the main advantages of the LiME reactor compared to the
CHEMKIN PaSR implementation is that it allows direct control over the entrainment rate.
By prescribing different entrainment rates, one essentially looks at a different section or
magnification of a flow field. For instance, a constant entrainment rate of secondary reac-
tants into main burner products could represent an axial multi-staged combustor whereby
each secondary injector has the same mass flow rate, while an entrainment of main burner
products into secondary reactants whose rate increases in time could represent the wind-
ward side of a JICF. In Chapter 4, the entrainment rates of both the main burner and the
secondary streams into the reactor were varied to examine their effects on NOx emissions.
The LiME reactor takes inspiration from the PaSR in its treatment of micromixing,
whereby prescribed models govern the interaction between particles. Taken from [92, p.
265], Table 5.1 lists the constraints (I-III’) and desirable properties (i - vi) of micromixing
models.
Despite the effort that has gone into improving existing mixing schemes, it is unlikely
that a model will be developed which completely satisfies all of the desirable properties
listed in Table 5.1 [92]. In light of the ongoing developments and the various mixing
models in literature which have their own pros and cons, the LiME reactor is developed in
such a way as to accommodate various molecular mixing models, as we will discuss below.
2i.e., scalar variances should decay at the correct rate
3Reynolds Number = Ratio of inertial forces to viscous forces
4Schmidt Number = Momentum diffusivity/Mass diffusivity
5Dahmkohler Number = Chemical timescale/Mixing timescale
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Table 5.1: Constraints and desirable properties of micromixing models taken from [92].
Note that not all constraints and properties are essential for the present use case where the
system does not have an exit.
(I) Model must leave the scalar mean unchanged
(II) Model must yield the correct joint scalar dissipation rate2
(III) Model must be uncorrelated with the velocity at high Reynolds numbers
(III’) Model must yield the correct local scalar isotropy
(i) The inert scalar PDF should relax to Gaussian form for any initial condition
(ii)
All scalars must remain in the allowable region
as determined by mixing and chemistry
(iii) Any conserved linear combination of scalars must be maintained
(iv) Scalar mixing should be local in composition space
(v)
The evolution of the scalar PDF should depend on
the length-scale distribution of the scalar field
(vi)
Any known Re,3 Sc,4 or Da5 dependence should be included
in the model parameters
For the implementation in this thesis, the LiME reactor uses the IEM mixing model.
The IEM model is a linear, deterministic mixing process that has been widely implemented









where ϕi is the state vector of the i-th particle, which typically comprises the enthalpy and
composition, τmix is the mixing time6, Cϕ is the mixing-model coefficient [85] and ⟨ϕ⟩ is
the mean thermodynamic state of the reactor, also known as the ensemble average when
an ensemble of particles are concerned. It is important to note that τmix is also typically
taken to be the inverse of the mean turbulence frequency, ω [93]. Setting Cϕ to its typical
value of 2.07, a simple discretization of Equation 5.1 allows for its use in a time-marching
numerical simulation.
6τmix = κ/ϵ, where ϵ is the turbulent kinetic energy and κ is the viscous dissipation rate

















One can show that the IEM model readily satisfies constraint (I) and partially satisfies
constraint (II) in Table 5.1, and because the LiME reactor is a closed system with no concept
of velocity, constraint (III) is not considered. In terms of the desirable properties, the IEM
model is a deterministic model and therefore does not exhibit property (i). It does, however,
satisfy (ii) and (iii) because of its linear form. In the IEM model, the scalar variables
(elements in the state vector ϕi) of all particles interact with every other particle (i.e. with
the mean of all particles ⟨ϕ⟩), thereby posing the possibility of “jump conditions” where
the scalar variables see a drastic change in value should the time step be too large. Since the
actual process of turbulent mixing is continuous in space and time, these jump conditions
are inherently non-physical.
5.2.2 Model Implementation
This section details the software implementation of the LiME Reactor. It includes descrip-
tions about the core classes required by the reactor model and the various dependencies
between the classes.
Particle Class
Because the finite-rate mixing and entrainment model takes its roots in the Lagrangian par-
ticle PDF method (namely the PaSR), it is not surprising that Particles are the centerpiece
of this model. Rather than implement the particles as individual ODEs in a larger system
of equations, this model represents particles in a more literal sense by extending Cantera’s
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Solution objects.
The Cantera Solution class is used to represent a particle’s thermodynamic and chem-
ical state as well as its transport properties. Rather than include a copy of a Solution object
in each particle instance, the particle itself is made a subclass of Cantera’s Solution class.
A particle therefore inherits all properties as well as methods of a Cantera Solution ob-
ject because it is itself a Cantera Solution object. In addition to these methods, each
particle has its own ConstPressureReactor and ReactorNet objects to which it is
linked. This allows for a method react to be implemented that enables integration of a
single particle’s system of ODEs given in Equation 2.10. Particles can also keep track of
their own time histories either in Numpy arrays or Pandas DataFrames.
To facilitate mixing, each particle possesses a property Particle.HY that represents
the thermochemical state of that particle. This is an array of length Ns + 1 where Ns rep-
resents the number of species in a given chemical mechanism. The first entry of this array
is the mass-specific enthalpy of the particle while the remaining entries are mass fractions.
During a mixing step, this vector is used in the mixing model. In the IEM model, for in-
stance, ϕi(t) in Equation 5.1 would be replaced with the vector HY from the i-th particle.
While the mass of individual particles may differ, the mass of any given particle typically
stays constant throughout a simulation run unless particle coalescing occurs, which will be
described in a following section.
ParticleFlowController Class
As discussed in Chapter 2, entrainment in this case implies the convective transport of
reactants through large-scale coherent structures. Finite-rate entrainment is modeled in
Chapter 4 through the use of Cantera MassFlowController objects. Mathematically,
these objects are linked to a reactor’s mass flux terms in the transport equations. Thus
whenever the react method is called, the flux terms in the transport equation are set to the
amount given by the MassFlowController’s flow rates.
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When dealing with discrete particles as opposed to a single continuous region, it is
difficult to achieve as elegant a solution as was done in Chapter 4. Correa’s implementation
of the PaSR uses a stochastic approach to entrainment/through-flow by replacing particles
that are in the ensemble. The number of particles replaced is based on the entrainment rate.
Based on evaluations of this method of entrainment in CHEMKIN, it results in a lack of
smoothness and an unnecessarily large dependence on the number of particles in order to
ensure proper resolution of the entrainment rate.
Entrainment in the LiME reactor is therefore handled through Particle Flow Controller
(PFC) objects. PFC objects are charged with a prescribed amount of upstream reactant and
linked downstream to the secondary stage LiME reactor. These are particle “factories” that
create and inject Particle objects of a certain mass into the LiME reactor. In addition
to the mass of the injected particles, the entrainment rate can also be controlled by how
frequently the PFCs introduce particles into the downstream reactor. Furthermore, PFCs are
linked to their own copy of Cantera ConstPressureReactor and ReactorNet objects,
and thus can be charged with intermediate/vitiated products of combustion that continue
reacting as they are entrained into a downstream reactor.
LiME Reactor Class
Finally, the core component that binds the particles and PFCs together is the LiME class.
The LiME class serves the following purposes:
1. Store and manage cleanup of Particle objects
2. Handle chemical reaction steps of each particle
3. Manage mixing of particles based on prescribed micromixing rules
4. Maintain a time history of the system’s average state, that is, the so-called ensemble
average used in Correa and Chen’s implementation of the PaSR.
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The LiME class serves the first purpose by maintaining pointers to Particle objects in
a Python list data structure. In other words, this reactor is essentially a growing collection
of Particle objects. Chemical reaction for each particle in the LiME reactor’s particle
list is handled by manually invoking each particle’s react function, followed by a mass-
averaging of the post-reaction particle states (enthalpies and mass fractions) to arrive at an
updated LiME reactor state.
To model small-scale mixing, the LiME class has a method mix that accepts a mixing
time scale τmix. This method can accommodate in a plug-and-play fashion any micromix-
ing model that prescribes rules for particles to interact and exchange mass. Due to its
simplicity and satisfactory performance for the situations considered in this thesis, only the
IEM model is implemented so far. However, the code is designed such that implementation
of other micromixing models is convenient.
The discretized IEM model given in Equation 5.3 can be implemented as follows for a
LiME reactor with N particles and k species. For the mass fraction of species α in particle
i,
Y αi (t+∆t) = Y
α
i (t) + ∆Y
α
i (t)
= Y αi (t)−
Cϕ
2τmix
(Y αi − ⟨Y α⟩)∆t (5.4)








total mass of α
total system mass
(5.5)
Similarly, the enthalpy at the next time step can be evaluated as,




(hi − ⟨h⟩)∆t (5.6)
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total enthalpy of particle i
total system enthalpy
(5.7)
In lieu of its fourth function, the LiME class is made a subclass of the Particle class.
Conceptually, this means that the LiME Reactor is a particle that contains other particles,
whose state represents the mass-averaged states of those particles. The LiME class provides
an interface function called insert for PFC objects to introduce new particles.
A key performance-oriented feature of the LiME class is the gobble function, which
enables particles with similar states to be combined into one larger particle. At the end
of every reaction step, a looping pairwise comparison is performed across all particles to
identify particles that can be coalesced. If the L2 norm of the vector of differences in
mass fractions and the normalized specific enthalpy squared is below a specified tolerance,
the particles are combined and the individual particle is removed from the LiME reactor’s
particle list. The number of particles is no doubt an essential parameter to ensure statistical
significance when stochastic mixing models are employed. However, a deterministic, mass-
based mixing model such as the IEM model used in this study has been observed to be
relatively insensitive to the number of particles. Nonetheless, the gobble function is an
optional one, and can be deactivated by setting the argument coalesce = False when
calling the reactor’s react method. Performance has been shown to improve by around
40% with coalescing enabled.
5.2.3 Model Validation
IEM Validation
This section describes preliminary studies performed to validate the mixing functionality of
the LiME reactor. The main goals are to ensure the LiME reactor’s implementation of the
IEM model conserves mass and energy, as well as meets constraints I and II in Table 5.1.
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A LiME reactor with three particles are used for this validation study. The initial state of
each particle is shown in Figure 5.5. Because this is a study to validate the mixing model,
the particles are non-reacting. The mix function of the LiME reactor is called with a τmix
of 0.1 ms to simulate finite-rate small-scale mixing.
Figure 5.5: Illustration of a LiME reactor with three non-reacting particles used to validate
the IEM mixing model.
System time traces of mass and temperature are shown in Figure 5.6. These time traces
demonstrate that the IEM mixing model does in fact conserve mass and energy among all
three particles despite transporting species and energy between them. There is a small, 1 J
rise in system enthalpy, which is a small number potentially due to numerical inaccuracies
when the ∆t used in Equation 5.3 is finite. Figure 5.7 shows time traces of species mass
fraction and temperature in the particles themselves, demonstrating that the IEM model
does indeed bring all the particles to a mean thermodynamic state.
5.3 Finite-Rate Mixing Effects with Infinitely Fast Entrainment
The next study is intended to isolate the effects of finite-rate mixing on NOx emissions in
a fuel-staged combustor; it is performed with the LiME reactor under the assumption of
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Figure 5.6: Enthalpy and mass time traces for the non-reacting three-particle LiME reactor
illustrating that the mixing step conserves mass of each species although they are being
transported across different particles. Total system enthalpy is also conserved to within 1
J, which is thought to be a numerical artifact.
infinitely-fast entrainment. The reactor is initialized with two Particle objects — a main
burner products particle, and a secondary fuel particle.8
The overall mixture uses the same baseline global equivalence ratio (0.635) and cor-
responding final temperature (1975 K) studied in the previous chapters. With a ϕmain of
0.37, this results in the main burner contributing 98% of the total system mass while sec-
ondary fuel accounts for the remaining 2%, as shown in Figure 4.3. A 2 ms residence time
8The fact that the particles are only prevented from forming a homogeneous mixture by fine-scale mixing
(and not large-scale entrainment) means that it is well-macromixed.
101
Figure 5.7: Time traces of particle temperatures and mass fractions demonstrate relaxation
to the mean achieved by the IEM model.
secondary stage is simulated under four different mixing times τmix = 0.01, 0.10, 0.20, and
0.30 ms.
From the time traces shown in Figure 5.8, the τmix = 0.01 ms case closely matches
that of Figure 3.3, i.e., infinitely fast mixing and entrainment between the main burner
products and secondary fuel before reactions occur. As τmix is increased, the model ac-
curately captures the formation of temporary high-temperature hot spots in the secondary
fuel particle (solid yellow line). Unsurprisingly, NOx production rates are high in such high-
temperature conditions. Compared to the finite-rate entrainment case where the tempera-
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Figure 5.8: Comparison between four different micromixing times of the NO (blue) and
CO (orange) histories obtained from the partially-stirred batch reactor model with infinitely
fast macromixing. Dashed lines for NO and CO represent the two different particles being
used in the reactor, while solid lines for NO and CO represent the mass-averaged values.
The temperature histories of each case are overlaid in yellow. Although no scales are
shown, the final temperature value at 20 ms for all cases is 1975 K; the emphasis is on the
temperature overshoot under finite-rate mixing conditions. The yellow solid line represents
the temperature of the secondary fuel particle while the yellow dashed line represents the
main burner products particle.
ture overshoot occurs throughout the entire secondary stage, the temperature overshoots in
the finite-mixing scenario are limited to specific particles.
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(a) Variation of corrected NO at the 125% COeq
constraint.
(b) Variation of corrected CO at the 125% COeq
constraint.
(c) Time taken to reach 125% COeq constraint
Figure 5.9: Variation in NO and CO at the 125% COeq constraint with τmix. Notice that all
CO levels are around 32 ppm corrected, which corresponds to the 125% equilibrium CO
level for a 1975 K methane-air flame. Time taken to reach the CO constraint is also shown.
Figure 5.9 summarizes the NO results of this finite-rate mixing study with an additional
τmix = 0.001 ms case to simulate the fast-mixing limit. Figure 5.9a shows that compared
to finite-rate entrainment effects shown in Chapter 4, NO levels remain relatively low and
only increase from 1 to 3 ppm as τmix slows to 0.5 ms. When τmix = 0.001 ms, we recover
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the fundamental minimum NO limit presented in Section 3.4 under the assumptions of
infinitely fast mixing and entrainment. It is important to note that, similar to τent,main and
τent,sec in the finite-rate entrainment case, the time required for CO to oxidize does still
increase with τmix, albeit to a smaller extent due to the smaller magnitude of the mixing
time scale.
5.4 Finite Mixing and Entrainment Effects on NOx
Figure 5.10: Variation of NO with the mixing time scale τmix for four sets of entrainment
time scale ratios, rτ and τent,main = 2.0 ms.
Using the LiME reactor model, a series of parametric studies were performed to exam-
ine the effects of finite-rate mixing under finite-rate entrainment on an axially fuel-staged
combustor. Results are presented for a τent,main = 2.0 ms case under four entrainment time
scale ratios rτ = 1, 2, 4, 10, and three mixing time scales τmix = 0.01, 0.1 and 0.3 ms. Note
the mixing time scales were chosen to be much shorter than the main stream entrainment
time, as this would be true in virtually all practical configurations. The exit temperature
is kept at 1975 K and a fixed main burner ϕmain = 0.3719 is used. Being a fuel-staged
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combustor study, pure fuel (CH4) at 300 K is used at the secondary stream.
NO results, reported from the time where CO reaches the 125% of equilibrium con-
straint, are shown in Figure 5.10. At rτ = 1, NO levels are low and only a weak function
of τmix, increasing slightly with τmix. For the infinite mixing, but finite-rate entrainment
conditions discussed in Section 4.2, the rτ = 1 case produces relatively low NO because the
entrainment ratios between the main and secondary streams correspond to ϕglobal, which
prevents any temperature overshoot regions. In fact, a comparison with Figure 4.4 shows
that the NO levels achieved by the fastest mixing case (∼ 5 ppm) are very close to that of
the infinite mixing, finite-rate entrainment case. The small increase in NO as the mixing
rate is reduced (so τmix increased) can be partially impacted by increased non-homogeneity
in the entrained region. However, as seen in the previous results for infinite-rate entrain-
ment (Figure 5.9c), slowing the mixing also requires increasing residence times for CO
oxidation, which would also tend to increase NO.
For the rτ = 4 and 10 cases, NO increases with τmix by a factor of 2-2.5 from the fast
(τmix = 0.01 ms) to slow (τmix = 0.3 ms) mixing cases. Here, the characteristic mixing times
approach the secondary stream entrainment times (0.5 ms for rτ = 4 and 0.2 ms for rτ =
10). This is preliminary evidence that, in addition to large-scale entrainment rates, finite-
rate mixing can play an important and detrimental role in staged combustor NO emissions.
Conversely in the rτ = 2 case (τent,sec = 1 ms), NO exhibits an inverse relationship
with τmix. Faster mixing in this case encourages higher NO, which may seem a rather
surprising result. To further examine this trend, Figure 5.11 shows results plotted against
rτ for fixed values of τmix. In addition, it includes results from the previous chapter with
infinite mixing. We see that rτ = 2 roughly corresponds to the NO peak caused by a
combination of high peak temperatures and residence time at those high temperatures as
discussed in Section 4.2. Thus it would appear that in this high-temperature, high residence
time regime, a slower mixing rate would help to reduce the peak temperature and/or reduce
the residence time spent at those temperatures.
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Figure 5.11: Variation of corrected NO (at 125% COeq constraint) with entrainment ratio
rτ for τent,main = 2.0 ms under different mixing rates. The variation of NO with rτ for the
infinite mixing, finite-entrainment case from Chapter 4 is included as a reference.
The temperature histories of the entrained region (where most, if not all of the NOx
in the secondary stage is produced) shown in Figure 5.12 demonstrate that both of these
effects are at play when moving from τmix = 0.1 ms to τmix = 0.3 ms. In this case, the slower
mixing allows the secondary particles (i.e., fluids packets entrained from the fuel stream)
to ignite later; at the same time, slower mixing also allows the main burner particles to burn
at leaner conditions, thus reducing peak temperatures and time spent at those temperatures.
Notice, however, that the secondary fuel particles pass through the same peak temperature
in both cases. This indicates that the fuel particles ignite while they are still rich, regardless
whether the mixing is fast or slow. Furthermore, this demonstrates the advantage of fuel-
air staging previously seen in Section 4.3. By diluting the secondary stream with air the
secondary particles remain cooler when they mix partially with hot fluid exchanged from
the main burner particles; thus ignition may be delayed until the secondary particles are
lean.
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(a) τmix = 0.1 ms (b) τmix = 0.3 ms
Figure 5.12: Temperature histories of each particle in the LiME reactor (entrained region).
The average temperature of the entrained region and the entire system (taking into account
unentrained reactants) is plotted in black dashed and solid lines, respectively.
5.5 Chapter Summary
This chapter detailed the motivation behind the development of a Limited Mixing and En-
trainment (LiME) reactor to simulate NOx formation in a staged combustor under finite-rate
entrainment and mixing. The LiME reactor is a non-uniform collection of small, homoge-
neous reacting particles that can interact with each other to simulate small-scale mixing. It
was developed with parallel computing in mind, and is capable of integrating the network
of particles simultaneously.
The Interaction by Exchange with the Mean (IEM) mixing model was implemented
in the LiME reactor and validated using non-reacting particles to ensure conservation of
mass and energy, as well as uniform decay to the system average mass fractions, enthalpy
and temperature. The reactor was developed to accommodate different mixing models in a
“plug and play” fashion. In particular, the use of stochastic mixing models would enable the
LiME reactor to approximate the joint composition PDF within a given non-homogeneous
region.
Further validation studies were performed under the assumptions of infinite-rate en-
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trainment but finite-rate mixing. In these studies, the LiME reactor was charged with a
main burner products particle and a secondary fuel particle. As the mixing time scale τmix
was reduced, the fundamental minimum NOx levels identified in Chapter 3 were recovered.
These studies also enabled the effect of small-scale mixing to be investigated in isolation,
demonstrating that small-scale mixing plays a relatively small role in NOx emissions under
the assumption of infinitely fast entrainment.
Simulations were performed using the LiME model to study the combined effects of
finite-rate mixing and entrainment. It was found that τmix exerts greater influence over NOx
levels when entrainment rates are finite, especially when the secondary stream entrains
much faster than the main burner stream (i.e., rτ > 1). While NOx increases with τmix for
most values of rτ , it was found that slower small-scale mixing can actually be beneficial
when rτ is at such a level that overshoot temperatures are high and dwell times at those
temperatures are long. For these situations, slower small scale mixing helps to delay τign,
which provides more time for reactants to entrain so that the particles can reach leaner
conditions upon ignition. These results demonstrate that finite-rate entrainment and mixing
should be treated simultaneously when designing staged combustors, so as to capture the




The work presented herein was primarily motivated by the demand for novel high-temperature,
low-NOx combustor architectures necessitated by the industry-wide push towards com-
bined cycle plant efficiencies of 65% and beyond. The prohibitive cost of building proto-
types relegates full-scale in-situ testing to the final stages of the combustor design cycle,
while accurate models with turbulence and detailed chemistry cannot be used to efficiently
cover the vast design space. This motivated the utilization of reduced-order models, specif-
ically chemical reactor networks (CRN), to efficiently study a broad range of staged com-
bustor architectures. This chapter reiterates major accomplishments and contributions of
this thesis. It also summarizes the results that were obtained using different reduced-order
models and provides recommendations for future work based on those results.
6.1 Thesis Contributions
6.1.1 Fundamental Minimum NOx Limits
Using an ideal CRN model of a staged combustor that assumed infinitely fast mixing and
entrainment between the main burner and secondary streams, the NOx reduction potential
of the staged combustion architecture was assessed. This ideal CRN model, in conjunction
with a constrained optimization package, enabled the determination of minimum NOx lev-
els achievable by the staged combustor architecture at different firing temperatures. The
importance of these theoretical minimum NOx values should be emphasized. Similar to
how the efficiency limits on ideal thermodynamic cycles can be used to gauge the effi-
ciency of a given design, emissions limits based on ideal staged combustors also provide
a benchmark so as to better determine the appropriate resource allocation towards staged
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combustor R&D efforts.
Compared to the theoretical minimum emissions of standard lean premixed (LPM) ap-
proaches, the staged combustor architecture was found to be capable of achieving dramat-
ically lower NOx levels, e.g., ∼1 ppm corrected to 15% excess oxygen at all temperatures
below 2000 K, with greater relative NOx reductions at high temperatures. The single-point
minimum NOx levels were found to be relatively insensitive to the global residence time
of the combustor as well as the chemical mechanism used. Moreover, design studies to
optimize the axial fuel-staged combustor for multiple operating conditions demonstrated
that similar NO levels could be achieved without sacrificing part-load emissions. The need
for a constraint on CO in order to define the minimum NO was also introduced.
A major accomplishment in this study is the elucidation of the fundamental parameters
governing these emissions limits as they pertain to axial fuel-staged combustor. Specifi-
cally, under the assumptions of infinite mixing and entrainment between the main burner
and secondary streams, the optimal staged combustor architecture is one with the minimum
main burner equivalence ratio that enables rapid secondary stage autoignition and the min-
imum secondary zone residence time required to meet the CO burnout constraint. Thus the
connection between the staged combustor parameters ϕmain and τsec and the fundamental
parameters governing thermal NO production, T and τres, was established.
6.1.2 Characterization of Finite-Rate Entrainment Effects
Recognizing the practical limitations of the infinitely-fast mixing assumptions used to de-
termine the theoretical minimum NOx levels, the influence of finite-rate large-scale entrain-
ment on staged combustor NOx emissions was characterized using a different CRN model.
Entrainment time scales were introduced to represent the time taken for a pure fluid stream
to disappear in an entrained region.
The time taken for the main burner stream to completely entrain, τent,main is found to
be a strong scaling parameter in NOx production; regardless of the secondary entrainment
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rate, NO increases monotonically with τent,main. The ratio between the main and the sec-
ondary entrainment time scales, rτ , exerts an even greater influence on NOx. The lowest
emissions are generally obtained when rτ < 1, i.e., when the main stream finishes entrain-
ing before the secondary fuel stream. The combination of the longest τent,main and an rτ of
2.3 produces NOx levels more than 300x above the theoretical, infinite-entrainment/mixing
limit. These trends in NO were found to be governed by temperature overshoots in the
entrained region due to combustion at equivalence ratios closer to stoichiometric (com-
pared to the overall equivalence ratio of the staged combustor) as well as the dwell time
at high temperatures, both of which are heavily influenced by the autoignition delay time
τign. If ignition occurs under rich conditions, the entrained region must eventually pass the
near-stoichiometric, peak flame temperature condition as the region dilutes toward the lean
global equivalence ratio of the system. If it ignites only after reaching a lean condition, the
maximum temperature experienced is reduced.
The effect of fuel-air staging (i.e., addition of air to the secondary fuel stream) under
finite-entrainment rate scenarios was also characterized. For rτ > 1, which is the likely
scenario in practical devices due to the greater mass/extent of the main stage stream, NO
decreases monotonically with the secondary equivalence ratio, ϕsec, across all entrainment
rates. The fundamental parameter enabling this NOx benefit is the autoignition delay time,
which increases with decreasing ϕsec due to the lower initial temperature in the entrained
region1, thus delaying ignition. The higher τign in turn provides more time for fluid to
entrain and thus bring the mixture closer to the target equivalence ratio ϕglobal before com-
bustion. This elucidation of the mechanism by which ϕsec affects τign verifies that addition
of air to the secondary jet in [80] primarily improves NOx by delaying ignition (liftoff in
their case)
In this study, NOx levels below 10 ppm were obtained with ϕsec < 2 for all entrainment
rates explored, indicating that including air injection in the secondary stage, or some other
1The decrease in the entrained region’s initial temperature is in turn caused by the higher contribution of
relatively lower-temperature secondary mass.
112
method of delaying ignition of the secondary stage, is of crucial importance in staged com-
bustor design. While this finding is not completely unexpected, as a similar behavior occurs
in RQL (rich-burn, quick-quench, lean burn) combustors, the present work provides insight
into the sensitivity of NO emissions to variations in the staged combustor conditions.
This characterization of finite-rate entrainment effects culminated in a constrained op-
timization study to determine the staged combustor configuration that minimizes emissions
under finite entrainment rates (τent,main = 5.0 ms and τent,sec = 1.0 ms). Perhaps unsur-
prisingly, the combustor design that minimized NOx was one that contributed as much
secondary mass as the constraints would allow (i.e., the lowest ϕsec allowed), as lean a
main burner as possible, and just enough residence time in the secondary stage to ensure
sufficient CO burnout. The minimum NO value was found to be ∼3 ppm corrected, which
is roughly 3x the fundamental limits but well within modern emissions standards.
6.1.3 Limited Mixing and Entrainment (LiME) Reactor Model
Further generalization of the reduced-order model necessitated inclusion of finite-rate (small-
scale) mixing effects. Preliminary studies involving the standard approach employed in
Partially-Stirred Reactors (PaSR), such as those implemented in ANSYS CHEMKIN, demon-
strated the need to develop a custom reactor model in order to accurately represent the
evolution of reactants in a combustor under finite-rate mixing and entrainment. Thus a dif-
ferent type of Lagrangian model was developed in this thesis — the Limited Mixing and
Entrainment (LiME) reactor.
The LiME reactor is essentially a non-uniform collection of small, homogeneous react-
ing particles that are allowed to interact with each other to simulate small-scale mixing. It
was developed with parallel computing in mind and is capable of integrating the network of
particles in parallel. Perhaps more importantly, it uses a novel, semi-continuous approach
to fluid entrainment in which particles of given mass are introduced into the LiME reactor
as an approximation of the mass flux terms in the governing equations. Precise control over
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the entrainment rate is not available with the existing PaSR implementation. The LiME re-
actor is capable of combining particles of similar thermodynamic states in order to reduce
computational cost.
In this thesis, the Interaction by Exchange with the Mean (IEM) method was imple-
mented in the LiME reactor to model the effects of finite-rate small-scale mixing, but the
reactor was developed such that other mixing models can be implemented with ease. In par-
ticular, the use of stochastic mixing models would enable the LiME reactor to approximate
the joint composition PDF within a given region. Non-reacting validation studies were con-
ducted that demonstrated the current implementation enforces the conservation equations
and converges each particle’s thermodynamic state to the mean system state according to
the desired mixing time scale τmix.
Reacting validation studies using infinite-rate entrainment, but finite-rate mixing fur-
ther validated the LiME reactor; the fundamental minimum NO values obtained in the
earlier infinite-mixing and entrainment study were recovered as the mixing time scale was
reduced. For the conditions examined, a τmix of 0.01 ms is sufficient to achieve this fast
mixing. Furthermore, these studies showed that under the assumption of infinite-rate en-
trainment, small-scale mixing plays a relatively small role in NOx reduction. That is, fast
entrainment is sufficient to achieve low NOx even with slow-mixing in a fuel-staged com-
bustor.
Finally, a study was performed to study the combined effects of finite-rate mixing and
entrainment on NOx emissions. The mixing time scale τmix was found to influence NOx
significantly when entrainment rates are finite. This is especially true when the secondary
stream entrains much faster than the main burner stream (i.e., rτ > 1), where the slow-
est τmix case of 0.3 ms increased NOx by more than 2x compared to the infinite mixing
case. In entrainment-limited situations, however, where overshoot temperatures are high
and high-temperature dwell times are long, slower small-scale mixing is a mechanism by
which τign can be increased, thereby allowing more time for reactants to entrain before
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combustion occurs. Therefore, properties governing small-scale mixing such as the mass
and thermal diffusivities of the secondary stream should be considered when designing
staged combustors.
6.2 Recommendations for Future Work
6.2.1 Further Design Space Exploration
As a testament to this generalized reduced-order approach, more than 30,000 design points
were explored across the various mixing and entrainment cases with many more edge cases
explored automatically by the optimization algorithms, and no CAD models were required
in the process. A study at this scale is difficult even with relatively “cheap” RANS simu-
lations employing analytically-reduced chemical mechanisms, let alone the detailed mech-
anisms used in this work. In stark contrast, the extensive experimental characterization
performed by Sirignano et al. spans 144 interrogation points.
Even so, we have but covered a small portion of the design space; the studies presented
in this thesis were mainly for the same exit temperature of 1975 K at an elevated pressure
of 25 atm. Further explorations should be performed at various other firing temperatures
and pressures to determine if the trends with entrainment and mixing time scales presented
in this thesis scale with temperature and pressure.
The finite-rate entrainment study showed cases of up to τent,main = 5 ms, which is
presumably shorter than that of an actual staged combustor — one does not expect pure
main burner fluid in a typical staged combustor to disappear before the fluid stream leaves
the combustor and enters the turbine. Thus the model can be used with more realistic
time scales that are either calculated using CFD or measured experimentally in order to
determine the best parameters to minimize NOx in those regimes.
While the current work demonstrated the importance of ignition delay in secondary-
stage NOx reduction, Sirignano suggests isolating the impact of ignition delay through the
use of additives that affect the chemical time scales [80]. Such a study would be possi-
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ble with any of the models used in this work, with the added advantage of the improved
accuracy in autoignition delay prediction due to the detailed chemical mechanisms used
herein.
6.2.2 LiME Reactor Performance Characterization and Optimization
It is said that premature optimization is the root of all evil [94]. In lieu of this advice,
considerable effort has been taken to validate the LiME reactor model as well as the IEM
mixing model to ensure physically valid results, as opposed to refactoring and profiling the
code to try and optimize performance. Figure 6.1 shows the performance of a serial version
of the LiME reactor. The time required to run a 3 ms secondary stage scales roughly
linearly with the average number of particles. That said, it is believed that due to the
independent nature of the particles everywhere except the mixing step, the reactor should
exhibit favorable scaling characteristics when parallelized. As such, this can potentially be
an avenue of future development for the LiME reactor should it see additional users in the
future.
Figure 6.1: Variation in computational walltime with average number of particles in the
LiME reactor.
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As discussed above, the LiME reactor can accommodate multiple different mixing
models, including stochastic ones. The implementation and validation of these models
is therefore a task to be undertaken should the need arise for modeling the joint composi-
tion PDF. One particular validation study in the case of stochastic models is the number of
particles required for statistical convergence. Since the gobble function exists to reduce
the number of particles, rules need to be in place that prevent the number of particles from
dropping below a certain level.
Furthermore, additional development work is required to integrate the LiME reactor
into full engine simulations used to predict emissions, such as the hybrid approach de-
scribed in [60]. Analysis of the LiME model’s algorithmic performance and scalability is
essential to help engineers in deciding the appropriate models to use in a given task. In ad-
dition, assumptions used in the development of the LiME reactor may have to be reassessed
when the model is used in unison with other models, e.g., the constant pressure assumption
may adversely impact accuracy when simulating an aircraft engine with bleed air and line
losses.
6.2.3 Reinforcement Learning Design Optimization Framework
The application of neural networks and reinforcement learning to control chemical pro-
cesses has been considered long before the modern concept of deep reinforcement learning
enabled by recent breakthroughs in deep neural networks [95]. Leveraging reinforcement
learning to provide an alternative loss function, Hoskins and Himmelblau train neural net-
works to control nonlinear chemical processes in continuously-stirred tank reactors (CSTR)
where no model of the objective function existed. Their neural network compared favor-
ably to the then state-of-the-art (tuned) PID controllers, but were ultimately hindered by the
lack of massively-parallel computing architectures required to efficiently train the network.
More recently, Zhou et al. [96] developed a deep reinforcement learning model that identi-
fies experimental conditions to optimize synthesis reaction outcomes. Their model proved
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to be more efficient than state-of-the-art blackbox optimization algorithms, and was suc-
cessfully pre-trained on microdroplet (simulation) reactions before being applied to batch
reactions.
The above examples leverage the predictive capability of neural networks to control
chemical processes so as to maximize yield. In the case of combustor design, however, the
goal is to manipulate the time-evolution of chemical reactions so as to minimize the yield of
NOx while meeting constraints on CO and exit temperature. Using the finite-entrainment
model from Chapter 4, an OpenAI gym [97] environment has been developed, in which
a reinforcement learning agent can be trained to learn the parameters that govern NOx
chemistry. However, an agent that was trained using the Proximal Policy Optimization
(PPO2) [98] algorithm learned that the best way to minimize NOx was to not burn any
fuel at all. It is thought that this issue may be caused by an ill-posed reward function,
and thus investigations can be performed into the development of this novel combustor
design methodology. For the interested reader, the source code for the Gym simulation







Figure A.1: Variation in system NO at the 125% COeq constraint with τign based on the
maximum change in temperature gradient.
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