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This paper presents variational principles for equations L# = f(#), where 
f is a complex function of the complex vector J, and L is a linear operator. 
1. INTRODUCTION 
Many problems in mathematical physics give rise to equations which 
involve complex functions and operators. For instance, such equations occur 
in quantum theory [see 31 and in electrical circuit theory [see 41. A large 
number of these equations take the form 
w =fcf% (1.1) 
where f is a complex function of the complex vector # and L is a real linear 
operator. 
In this paper we present some variational principles for equations of this 
type. Our approach is to rewrite (1.1) as a pair of real equations which in 
suitable cases can be identified as canonical Euler-Hamilton equations, 
thereby leading to a variational formulation. 
2. CLASS OF EQUATIONS 
Let Q be a real linear vector space of functions defined in a region of En. 
This space is formed into a real inner product space H by adding the inner 
product (,). Also, let L: H-t H be a real linear self-adjoint operator so that 
(4 , h?) = (Lh 3 h,) for all h, , h, E H. (2.1) 
Then we consider the class of equations 
-w =f(vQ (2.2) 
where # is a complex vector with components in H and f is some given com- 
plex function of 4. 
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3. CANONICAL FORMULATION 
Before we discuss variational principles it is convenient to rewrite (2.2) 
in canonical form. To do this we set 
+ =jJ fk (3.1) 
and 
fM> = wdu, 4) 4 h(% $1, (3.2) 
where 4, u, wi and wa are real vectors in H. Then (2.2) splits into two equa- 
tions 
w = wdu, 5% (3.3) 
Lu = w&, 4). (3.4) 
These are canonical equations, involving the canonical variables u and 4, if 
there is a Hamilton functional W(u, 4) such that 
44 4) = awau, (3.5) 
44 4 = ww, (3.6) 
where partial derivatives denote abstract derivatives. Applying Vainberg’s 
theorem on potentials, we find that the functional W can be found if and 
only if [see 21 
aw, * ae0, i-1 aw, * aw, au =a?lT a+ =3ily 0 i 1 % * aw, a4 =w (3.7) 
where * denotes the adjoint operator. When these hold, the functional W is 
given by 
(3.8) 
where 
(3.9) 
Here ua and $,, are arbitrary functions in H. The solution of (3.3) and (3.4) 
will be denoted by (u, $) E H x H. It is unique when 
W is convex in U, concave in 4, 
and at least one of these is definite. 
(3.10) 
This result also holds with convex and concave interchanged. 
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Variational principles for systems like (3.3)-(3.6) namely 
Lc#l .--z ;iybl, (4.1) 
Lu = w/a+, (4.2) 
. 
can be found from the action functional or potential 
From this we have 
I(% 4) = (% w - W(% 4) (4.3) 
= (L% 4) - W(u, C). (4.4) 
arjau = Lc+5 - awjau, (45) 
aIla+ = 124 - awja+, (4.6) 
and hence I(u, 4) is stationary at the solution (u, C#J) of the problem in (4. I) 
and (4.2). 
Now we define two subspaces of H x H by 
and 
Hl = {(u, 4) E H x H: L$ = aW/au}, (4.7) 
H, = {(u, +) E H x H: Lu = 8 W/a+}. (4.8) 
These two subspaces intersect at the solution (u, 4) of (4.1) and (4.2). 
Using (4.3) and (4.4) and these two subspaces, we can now define func- 
tionals F and G by setting 
F(@,) = I( Lrl , Q1) via (4.3) with (CT1 > @d E HI > (4.9) 
and 
G(U,) = I(U, , @.J via (4.4), with (U,,@,)EH~. (4.10) 
It follows from these definitions that F(@r) is stationary at 4, and G( U,) is 
stationary at u. Further we find that (see [l]) 
I-y@,) -F(4) = W(u, @I) - W(U, , @I) - (u - u, > aWw,) 
- [w(u, q - ~~24 ) - v=h - 4, awhm 
and 
(4.11) 
G(u) - G( U,) = W( U, ,4) - W(u, 4) - (U, - u, a W/au) 
- rw(u, 4) - w(u,, a - (4 - Q2, awwu. 
(4.12) 
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If conditions (3.10) hold, we have from (4.11) and (4.12) the complementary 
extremum principles 
G( U,) < G(u) - I(u, 4) = F(4) < F(@,), 
equality holding when @, = (b and U, = u. 
(4.13) 
5. LINEAR EQUATIONS 
We now consider linear equations for which 
f(3) = (a + 8) 4 + R. (5.1) 
Here 01, /3 and g are real functions. Using I,/J = 4 + iu, we obtain 
fW = (4 - Pu + g) + w + 4, (5.2) 
and so by (3.2) we have 
Wl(U, 4) = y+ - Bu + g, (5.3) 
%(% +> = Bd + ~~. (5.4) 
Since conditions (3.7) are satisfied by (5.3) and (5.4), we can write the linear 
equation 
Llcr = (m t 8) * + g (5.5) 
in canonical form 
L+ = wl(~, 4) = a+ - flu + g = awjafd, 
Lu = w2(u, 4) = p$ + ffu = awja+. 
A suitable W(u, +) is 
(5.6) 
(5.7) 
The corresponding action is 
46 $) = (u, W) - W(% +>I (5.9) 
= (Jk $1 - W(u, 4), (5.10) 
which is stationary at the solution (u, 4) of (5.6) and (5.7). If we now define 
functionals F and G as in (4.9) and (4.10) we find that 
F(Q) = - &(@, /3@) - $((L - a) @ -g, /V[(L - a) @ -g]), (5.11) 
and 
G(U) = $(U, /IV) + &((L - cc) U, /I-l(L - a) U). (5.12) 
740 ANDERSON AND ARTHURS 
Also the exact action is 
I(u, 4) = F(4) = G(u) = - &(+, PC+) -- &(u, j3u). (5.13) 
From (5.11) and (5.12) we see that if p < 0 the complementary extremum 
principles 
G(U) < I@, 6) < F(Q) (5.14) 
hold, while if /I > 0 the inequalities in (5.14) are reversed. 
Equation (5.14) provides the simplest complementary principles for linear 
equations (5.5). In the special case when /3 is a real constant we see that, 
provided /3 is nonzero, complementary principles are guaranteed. 
When 01 and /3 are both constant, alternative results have been derived for 
use in atomic structure calculations [3]. 
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