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Abstract We present exponential finite-sample nonasymptotic deviation in-
equalities for the SAA estimator’s near-optimal solution set over the class of
stochastic optimization problems with heavy-tailed random convex functions
in the objective and constraints. Such setting is better suited for problems
where a sub-Gaussian data generating distribution is less expected, e.g., in
stochastic portfolio optimization. One of our contributions is to exploit con-
vexity of the perturbed objective and the perturbed constraints as a property
which entails localized deviation inequalities for joint feasibility and optimal-
ity guarantees. This means that our bounds are significantly tighter in terms
of diameter and metric entropy since they depend only on the near-optimal
solution set but not on the whole feasible set. As a result, we obtain a much
sharper sample complexity estimate when compared to a general nonconvex
problem. In our analysis, we derive some localized deterministic perturbation
error bounds for convex optimization problems which are of independent inter-
est. To obtain our results, we only assume a metric regular convex feasible set,
possibly not satisfying the Slater condition and not having a metric regular
solution set. In this general setting, joint near feasibility and near optimal-
ity are guaranteed. If in addition the set satisfies the Slater condition, we
obtain finite-sample simultaneous exact feasibility and near optimality guar-
antees (for a sufficiently small tolerance). Another contribution of our work
is to present, as a proof of concept of our localized techniques, a persistent
result for a variant of the LASSO estimator under very weak assumptions on
the data generating distribution.
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1 Introduction
Consider the following set-up.
Set-up 1 (The exact problem) We are given the optimization problem
f∗ := min
x∈Y
f0(x)
s.t. fi(x) ≤ 0, ∀i ∈ I, (1)
with a nonempty feasible set
X := {x ∈ Y : fi(x) ≤ 0, ∀i ∈ I} , (2)
a solution set X∗ and, for ǫ > 0, a ǫ-near solution set
X∗ǫ := {x ∈ X : f(x) ≤ f∗ + ǫ} . (3)
In above, the hard constraint Y ⊂ Rd is a (possibly unbounded) closed set and
either I = ∅ or I := {1, . . . ,m} is a finite set of indexes (possibly very large).
We shall also set I0 := {0} ∪ I and f := f0 for future convenience.
The central question of this work is:
Problem 1 (The approximate problem) With respect to the Set-up 1,
suppose that {fi}i∈I0 is directly inaccessible, but we do have access to “ran-
domly perturbed” real-valued continuous versions {F̂i}i∈I0 of {fi}i∈I0 . Pre-
cisely, let P be a distribution over a sample space Ξ and suppose that the
functions {fi}i∈I0 in Set-up 1 are given by
fi(x) = PFi(x, ·) :=
∫
Ξ
Fi(x, ξ) dP(ξ), (i ∈ I0, x ∈ Y ),
where Fi : Y ×Ξ → R is an integrable function. We assume the decision maker
can evaluate {Fi}i∈I0 over an independent identically distributed (i.i.d.) size-
N sample ξN := {ξj}Nj=1 of P. Within this framework, we assume
F̂i(x) := P̂Fi(·, x) = 1
N
N∑
j=1
Fi(ξj , x), (i ∈ I0, x ∈ Y ),
where P̂ := 1N
∑N
j=1 δξj denotes the empirical distribution and δξ is the Dirac
measure at ξ ∈ Ξ.
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Based on this information, we choose ǫˆ ∈ R and consider the problem
F̂ ∗ := min
x∈Y
F̂0(x)
s.t. F̂i(x) ≤ ǫˆ, ∀i ∈ I, (4)
with feasible set
X̂ :=
{
x ∈ Y : F̂i(x) ≤ ǫˆ, ∀i ∈ I
}
, (5)
a solution set X̂∗ and, for ǫ > 0, a ǫ-near solution set
X̂∗ǫ :=
{
x ∈ X̂ : F̂ (x) ≤ F̂ ∗ + ǫ
}
. (6)
We shall also use the notation F̂ := F̂0. We further consider the following
assumption:
Assumption 1 (Convex problem) Y is closed and convex and the func-
tions fi and F̂i are continuous and convex on Y for all i ∈ I0.
In the above framework, we consider the following questions:
(i) For some constant C > 1, how do we ensure that near-optimal solutions in
X̂∗ǫ of the accessible problem (4) belongs to the near-optimal solution set
X∗Cǫ of the inaccessible problem (1)?
(ii) Related to the above questions, one of our main concerns in this paper will
be of localization: under convexity, “where in space” it is enough for the
perturbations to be controlled?
In above, (i) is a typical question in Stochastic Optimization [16]. To the best
of our knowledge, question (ii) seems to be less studied in such literature.
Another possible question is to bound f∗ in terms of F̂ ∗. We note that ǫˆ
is an inevitable constraint relaxation allowed by the user due to constraint
perturbation.1 It will depend on problem parameters and should tend to zero
as N grows.
In the rest of the paper, (Ω,F ,P) is a probability space and ξ : Ω → Ξ
is a random variable with distribution P, i.e., P(A) = P(ξ ∈ A) for any A in
the σ-algebra of Ξ and Pg = E[g(ξ)] for any measurable g : Ξ → R. As usual,
given a, b ∈ R, we write a = O(b) if there is constant C > 0 such that a ≤ Cb.
Problem 1 is a relevant topic in Stochastic Optimization [16] but is also re-
lated toM -estimation and Empirical Risk Minimization [11], although stochas-
tic constraints are not typical in this setting. In this work, we are concerned
with a exponential nonasymptotic analysis of the SAA estimator: to estimate
N in terms of a tolerance ǫ > 0 and problem parameters for which question
(i) holds. For some account on previous work we refer, e.g., to [16,12] and ref-
erences therein. In [12], the authors address the nonasymptotic analysis of the
SAA methodology for general SO problems, possibly nonconvex, with respect
to two main concerns:
1 For simplicity, we do not consider different relaxations ǫˆi for each constraint i ∈ I. Our
results can be translated to this setting replacing ǫˆ by sup
i∈I ǫˆi.
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(1) The presence of a heavy-tailed data generating distribution,
(2) The presence of random perturbations in the constraints.
The concern (1) is mainly motivated by the fact that most of the previous
literature in SO assumes a light-tailed distribution (e.g. generating bounded
or sub-Gaussian data), an assumption which is unrealistic in some problem
instances. A relevant example is risk-averse stochastic portfolio optimization.
From now on we will assume the following standard condition in SO [16].
Assumption 2 (Heavy-tailed Lipschitz continuity) Let ‖ · ‖ be a norm
on Rd. For all i ∈ I0, there exist random variable Li : Ξ → R+ with PLi(·)2 <
∞, such that a.e. ξ ∈ Ξ and for all x, y ∈ Y , |Fi(x, ξ) − Fi(y, ξ)| ≤ Li(ξ)‖x −
y‖.
In [12], the authors consider the Ho¨lder continuous version of Assumption 2 for
general nonconvex problems. They show that Assumption 2 is enough in order
to obtain exponential nonasymptotic bounds for the SAA problem without the
classical sub-Gaussian assumption [16]. The random variables {Li(·)}i∈I0 can
be interpreted as heavy-tailed multiplicative noise. A price to pay in imposing
this significantly weaker assumption is that the bounds are data dependent.
With respect to (2), the authors derive in [12], in the nonconvex setting,
new nonasymptotic results which ensure, with high-probability, simultaneous
feasibility and optimality guarantees under weaker assumptions. Precisely,
they consider just a metric regular (MR) feasible set without, necessarily,
metric regularity of the solution set.2 In the following, [a]+ := max{0, a} for
any a ∈ R and d(·, X) := inf{‖ · −x‖ : x ∈ X}, where ‖ · ‖ is the norm in
Assumption 2.
Assumption 3 (Metric regular feasible set) Assumption 1 holds and the
feasible set X 6= ∅ is metric regular: there exists c > 0 such that, for all y ∈ Y ,
d(x,X) ≤ cmax
i∈I
[fi(x)]+.
A MR feasible set is a fairly general property used in the analysis of pertur-
bation and algorithms for problems in Optimization and Variational Analysis
[14,2,7].
A special instance of MR of X is when it is compact and it satisfies the
following Slater condition (SCQ) [15].
Assumption 4 (Slater constraint qualification) Assumption 1 holds and
there exist x¯ ∈ Y such that
ǫ˚(x¯) := min
i∈I
[−fi(x¯)] > 0.
Note that Assumption 4 holds in particular if X is convex and there exists
an interior solution. As we shall see, this is satisfied by a variant of the Lasso
estimator [17,3] studied in this work. In that case, tighter bounds can be
2 Metric regularity of the solution set often imposes stronger assumptions of the objective
functions such as, e.g., strong-convexity.
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achieved. Nevertheless, the weaker Assumption 3 holds also for convex sets
which are not strictly feasible. One example is a polyhedron, a result due
to Hoffmann [6]. Our analysis could be also carried out for Ho¨lderian metric
regular sets: d(·, X) ≤ cmaxi∈I [fi(·)]β+ for some β > 0 (see Section 4.2 in [14]).
Our results could then be translated to this setting almost immediately with
the additional condition number β. In this general setting, another example
of convex problems which may not satisfy Assumption 4 are convex sets with
polynomial constraints, such as, e.g., convex quadratic constraints, a result
related to Lojasiewicz’s inequality [9,14].
1.1 Related work and contributions
In the following we resume our main contributions.
(i) Localized finite-sample inequalities for stochastic convex problems : In
[12], the authors consider items (1)-(2) above for general (possibly nonconvex)
SO problems. Although it includes a broader class of problems, the price to
be paid with such generality is that one must consider the whole feasible set
X in order to state nonasymptotic deviation inequalities for the SAA solution
set. More precisely, for the concentration of measure property to hold, the
variance-type error induced by sample average approximation depends on the
diameter and metric entropy of the whole feasible set (see Section 3.2 for
a precise statement). For example, if the {fi}i∈I0 are Lipschitz continuous,
L(·) is an (random) upper bound on supi∈I0 Li(·) and Assumptions 2-3 or
Assumptions 2-4 hold, the bounds stated in [12] ensure joint feasibility and
optimality guarantees with probability at least 1 − p as long as the sample
size N ≥ Cσˆ2ǫ−2 ln(m/p) for some constant C > 0. Here, σˆ2 := D(X)Q(X)Lˆ,
D(X) is the diameter of X , Lˆ := [P̂L(·)2 +PL(·)]1/2 and Q(X) is a quantity
related to the metric entropy of X3 (see Definition 1 in Section 2 of this paper
and Section 4.1 in [12]).
In this work, one of our main contributions is to improve the analysis
of [12] by focusing on convex problems with the aim of obtaining sharper
results. Under convexity, we obtain significantly tighter and localized bounds
for the statistical error of the SAA estimator with respect to joint feasibility
and optimality guarantees: essentially, we show that it is enough that N ≥
Cσˆ2ǫ−2 ln(m/p) for some constant C > 0, where the variance σˆ2 depends
only on the diameter and metric entropy of the ǫ-near-optimal solution set
X∗ǫ (or explicit Hausdorff-distance approximations of X
∗
ǫ if the constraints
are perturbed and the set is not strictly feasible). In fact, it is enough to
consider even proper subsets of X∗ǫ in which the optimality gap f(·)− f∗ and
the constraints {fi}i∈I are O(ǫ)-active (that is, equal to O(ǫ)). We refer to
Section 3.2, Theorems 3-5 and Corollary 4 for more details. This is a significant
improvement on sample complexity since the diameter and metric entropy of
X∗ǫ (and of its proper active subsets) are typically much smaller than the
3 In our setting, this is typically of the order of d.
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correspondent quantities of X .4 As a simple example, consider F (x, ξ) :=
L(ξ)‖x‖2 and X = {x ∈ Rd : ‖x‖2 ≤ 1} where ‖ · ‖2 is the ℓ2-norm. Then our
bounds show that σˆ = O(ǫ)
√
Lˆd and a sample size of N ≥ O(1)Lˆd ln(m/p) is
enough to obtain O(ǫ)-near optimality guarantees, without the typical O(ǫ−2)
dependence.
We remark that our analysis only requires MR convex feasible sets, possi-
bly not satisfying the SCQ and without a MR solution set. In such case, our
bounds imply near feasibility guarantees. Nevertheless, our results in Theorems
4-5 and Corollary 4 of Section 3.2 also give an interesting finite-sample “tran-
sition regime” for feasible sets satisfying the SCQ. For any sample size N ≥
σˆ21O(ǫ−2) ln(m/p), it is guaranteed a O(cǫ)-near feasibility and O(ǫ)-near opti-
mality. For larger sample sizes satisfyingN ≥ σˆ22O(max{ǫ−2, ǫ˚(x¯)−2}) ln(m/p),
exact feasibility and O(ǫ)+gap(O(ǫ))-near optimality is guaranteed with high-
probability, where gap(·) is an error associated to set approximation (see Sec-
tion 3.1 for details).5 Moreover, if the problem admits an interior solution,
gap(O(ǫ)) is removed. See also Proposition 1 in [12].
Our analysis follows essentially from two consecutive steps. First, we derive
localized deterministic error bounds for perturbed convex problems in terms of
deviations of the objective and constraint functions (Theorems 1-2 in Section
3.1). We believe these bounds are of independent interest. Secondly, we use
concentration inequalities in order to control such deviations over prescribed
sets with high-probability.
We finish by mentioning a recent result in [4] concerning nonasymptotic
bounds for convex problems with stochastic constraints (see Propositions 1
and 4 in this work). Their analysis still assume a sub-Gaussian tail while our
work aims at heavier ones. Also, they give bounds for the optimal value which
depend on the diameter of X assuming the SCQ. In our work, we focus on
localized bounds for solutions which depend only on the diameter and metric
entropy of the near-optimal solution set X∗ǫ . Moreover, we include MR sets
without the SCQ and obtain exact feasibility for those with the SCQ. For sim-
plicity, we do not present optimal value bounds. However, we remark that our
localization techniques could be adapted so that, in presence of random con-
straints, optimal value guarantees can be achieved which improve the ones in
[4] also with respect to the deterministic error associated to set approximation
(see Remark 2 in the end of Section 3.2).
(ii) A persistent result for the LASSO estimator under weak moment as-
sumptions : A second contribution of this work is to present an application of
our previous analysis to least-squares estimators with LASSO-type constraints
[17,3]. These are fundamental problems in Mathematical Statistics which have
been analyzed in many works. The main goal of our application to these classes
of problems is to highlight two points. On the one hand, our methodology gives
4 The extreme case of this is when there exists an unique solution x∗ and X∗
ǫ
is a small
region concentrated around x∗. This is the case, e.g., of well-conditioned strongly convex
problems.
5 Here, σˆ1 and σˆ2 change but are still given in terms of X∗ǫ .
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optimal persistent results (in the sense of Problem 1(i)) for these type of esti-
mators under weak assumptions on the data generating distribution. On the
other hand, our proofs will clarify, as a “proof of concept”, the different roles
of the conditions of our deterministic perturbation Theorem 2. We refer to
Section 3.3 and Theorem 6 for more details.
The paper is organized as follows. Section 2 presents most of the definitions
needed. In Section 3 we present and discuss our main results mentioned above
in separated Subsections 3.1-3.3. The proofs are presented in Section 4. Some
needed concentration inequalities are presented in the Appendix.
2 Notation and definitions
For future reference, we shall concentrate most of the needed notation in this
section. These will be needed to formalize our results presented in Section
3. Some additional notation regarding function perturbations is postponed to
Subsection 3.1 in (27)-(34). We first recall some notation used in our assump-
tions. Unless otherwise stated, ‖ · ‖ will always denote the norm in Assump-
tion 2. Moreover, c > 0, x¯ ∈ Y and ǫ˚(x¯) > 0 will be always fixed as stated
in Assumptions 3-4. Given a set Z ⊂ Rd, intZ and ∂Z will denote, respec-
tively, its topological interior and frontier. In accordance to Assumptions 2-3,
d(·, Z) := infz∈Z ‖ · −z‖ and D(Z) will denote the diameter of Z with respect
to ‖ · ‖.
We next recall definitions of {fi}i∈I0 , {Fi}i∈I0 , {F̂i}i∈I0 , f∗, F̂ ∗, X∗, X̂∗,
X∗ǫ and X̂
∗
ǫ in Set-up 1 and Problem 1. Given Z ⊂ Y for which minZ f :=
minz∈Z f(z) is attained, ǫ ≥ 0 and γ ∈ R, it will be convenient to define the
following sets:
Z∗ǫ :=
{
x ∈ Z : f(x) ≤ min
Z
f + ǫ
}
, (7)
Xγ := {x ∈ Y : fj(x) ≤ γ, ∀j ∈ I} , (8)
Xγ := (X + γB) ∩ Y, (9)
where + denotes the Minkowski’s sum and B is the unit ball with respect to
‖ · ‖. We also set Z∗ := Z∗0 . For γ > 0, X−γ may be seen as an “interior
approximation” of the feasible set X . Correspondingly, we will consider the
following optimality error:
gap(γ) := min
X−γ
f − f∗ ≥ 0. (10)
Analogously, one may see Xγ as an “exterior approximation” of the feasible
set X with respect to ‖ · ‖.
As mentioned in the introduction, this work presents localized bounds. For
this purpose we shall need some set definitions. Given γ > 0, we define the
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sets
X∗0,γ := {x ∈ X : f(x) = f∗ + γ}, (11)
X∗i,γ := {x ∈ X : f(x) ≤ f∗ + γ, fi(x) = 0}, (i ∈ I), (12)
X∗0,γ := {x ∈ Xcγ : f(x) = f∗ + γ}, (13)
X∗i,γ := {x ∈ Xcγ : f(x) ≤ f∗ + γ, fi(x) = γ}, (i ∈ I), (14)
X∗0,γ := {x ∈ X : f(x) = f∗ + γ + gap(γ)}, (15)
X∗i,γ := {x ∈ X : f(x) ≤ f∗ + γ + gap(γ), fi(x) = 0}, (i ∈ I). (16)
We make some comments regarding the above definitions. Recall that X∗γ
denotes the γ-near optimal solution set. Clearly, X∗0,γ ⊂ X∗γ (often with an
proper inclusion). In the sense of (11), X∗0,γ is the γ-active level set of the
optimality gap. For i ∈ I, if we denote by Xi,γ := {x ∈ X : fi(x) = γ} the
γ-active level set of the ith constraint, then X∗i,γ = X
∗
γ ∩Xi,0. Note that X∗0,γ
“approximates” X∗0,γ up to the feasibility error d(x,X) ≤ cγ. Analogously,
for i ∈ I, the set X∗i,γ “approximates” X∗γ ∩ Xi,γ up to the feasibility error
d(x,X) ≤ cγ. Up to the optimality error gap(γ), the set X∗0,γ approximates
X∗0,γ and, for i ∈ I, X∗i,γ approximates the set X∗i,γ = X∗γ ∩Xi,0.
The deviation bounds presented in Section 3.2 will need the definitions of
some “variance-type” quantities associated to a specific “location in space”.
Given points x, y ∈ Y and i ∈ I, we define
σ2i (x) := P [Fi(x, ·)− fi(x)]2 , (17)
σ̂2i (x) := P̂ [Fi(x, ·)− fi(x)]2 , (18)
v20(y, x) :=
[
P+ P̂
]
[F0(y, ·)− F0(x, ·)− (f0(y)− f0(x))]2 (19)
v2I(x) := sup
i∈I
{
σ̂2i (x) + σ
2
i (x)
}
. (20)
In order to state analogous quantities for sets we shall need the following
definition which quantifies, in some sense, the “complexity” of a metric space.
Definition 1 (Metric entropy) Let (M, d) be a totally bounded metric
space with metric d. Given θ > 0, a θ-net for M is a finite set Mθ ⊂ M of
maximal cardinality N(θ,M) such that for all s, t ∈ Mθ with s 6= t, one has
d(s, t) > θ. The θ-entropy number is H(θ,M) := lnN(θ,M). The function
H(·,M) is called the metric entropy of M.
It will be useful to define a quantity which “integrates” H(·,M) over a chain
of finer nets of M. Let’s denote by D(M) the diameter of M with respect to
metric d. For every i ∈ N, let
Bi(M) :=
[
H
(D(M)
2i
,M
)
+ H
(D(M)
2i−1
,M
)
+ ln[i(i+ 1)]
] 1
2
.
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We then define the quantity
A1(M) :=
∞∑
i=1
3D(M)
2i
[Bi(M) + 1] . (21)
Recall definitions of {Li}i∈I0 in Assumption 2. We define the following
Lipschitz moduli:
L2i := PL
2
i (·), L̂2i := P̂L2i (·), (i ∈ I0). (22)
Given Z ⊂ Y and γ ∈ R, we also define
σ̂0(Z) := A1(Z)
√
L̂20 + L
2
0, (23)
σ̂I,γ(X) := sup
i∈I
{
A1
(
X∗i,γ
)√
L̂2i + L
2
i
}
, (24)
σ̂I,γ(X) := sup
i∈I
{
A1
(
X∗i,γ
)√
L̂2i + L
2
i
}
, (25)
σ̂I,γ(X) := sup
i∈I
{
A1
(
X∗i,γ
)√
L̂2i + L
2
i
}
. (26)
We emphasize that, with respect to the quantities (17)-(20) and (23)-(26), the
index 0 refers to the objective while I refers to the constraints.
Finally, we shall denote by B[x, r] the closed ball of radius r > 0 and
center x with respect to ‖ · ‖. Given x ∈ Rd, ‖x‖p will denote its ℓp-norm
and ‖x‖0 will denote the number of nonzero entries of x. Unless otherwise
stated, the entries of a matrix A and a vector x will be denoted by A[i, j]
and x[i] respectively. Given a set S, we denote its cardinality by |S| and its
complement by Sc. The maximum number between numbers x1, . . . , xm will
be denote by x1 ∨ . . . ∨ xm. In particular, we set x+ := x ∨ 0. For m ∈ N,
we denote [m] := {1, . . . ,m}. Given random variables {ηj}nj=1, σ(η1, . . . , ηn)
denotes the σ-algebra generated by {ηj}nj=1. Given σ-algebra F of subsets of
Ω, E[·|F ] is the conditional expectation with respect to F . We will write RHS
for “right hand side”.
3 Statement of main results
In Section 3.1 we present deterministic localized perturbation results for convex
optimization problems in terms of (approximations of) the original solution
set. These are later applied in order to obtain exponential nonasymptotic
deviation inequalities presented in Section 3.2. In Section 3.3, we present our
application to the LASSO.
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3.1 Localized perturbation of convex problems
In this section we state deterministic results with the following content: feasi-
bility and optimality deviations are derived in terms of bounds on {±[fi(·) −
F̂i(·)]}i∈I0 over localized sets : under convexity of the problem, one does not
need to control such perturbations over the whole feasible set but just over its
near-optimal solution set (in a precise way stated in the following). In fact,
even smaller subsets determined by active regions of the optimality gap and
constraints are enough.
We first consider the case the constraints are fixed (I = ∅). Recall Set-up
1, Problem 1 and definitions given in Section 2.
Theorem 1 (Localized optimality deviation with fixed constraints)
Consider Set-up 1 and Problem 1 with fixed constraints (I = ∅). Recall defi-
nitions of Section 2. Suppose that
(i) (Convex problem) Assumption 1 holds.
(ii) (Existence of solutions) There exists x∗ ∈ X∗.
Let t > 0 and define
∆ˆ(x∗|t) := 0 ∨ sup
{
t−
[
F̂ (x) − F̂ (x∗)
]
: x ∈ X∗0,t
}
. (27)
Let t1 ≥ 0 and suppose further that the following condition holds:
(C0) t1 ≤ t− ∆ˆ(x∗|t).
Then X̂∗t1 ⊂ X∗t .
Theorem 1 establishes a localized perturbation result for convex problems with
fixed constraints in the sense that it is enough to control f(·)− F̂ (·) over X∗0,t
instead of the whole feasible set X .
We now consider the case the constraints are also perturbed (I 6= ∅). Recall
Set-up 1, Problem 1 and definitions given Section 2. Given x, y ∈ Y , i ∈ I, we
define the following function deviations:
δˆ(y, x) := 0 ∨
[
F̂ (y)− F̂ (x) − (f(y)− f(x))
]
, (28)
∆ˆ(y, x) := 0 ∨
[
f(y)− f(x)−
(
F̂ (y)− F̂ (x)
)]
, (29)
δˆi(x) := 0 ∨
[
F̂i(x)− fi(x)
]
, (30)
∆ˆi(x) := 0 ∨
[
fi(x)− F̂i(x)
]
. (31)
It will be also useful to define the following quantities. Recall that, according to
definitions of Section 2, x ∈ (Xγ)∗ǫ means that x ∈ Xγ and f(x) ≤ minXγ f+ǫ.
Given x, y ∈ Y , t1, ǫ, γ ≥ 0 and i ∈ I, we define
X̂yt1 :=
{
z ∈ X̂ : F̂ (z) ≤ F̂ (y) + t1
}
, (32)
∆ˆ0,γ(x|ǫ, y, t1) := sup
{
∆ˆ(z, x) : z ∈ (Xγ)∗ǫ ∩ X̂yt1 , f(z)−minXγ f = ǫ
}
,(33)
∆ˆi,γ(ǫ, y, t1) := 0 ∨ sup
{
γ − F̂i(z) : z ∈ (Xγ)∗ǫ ∩ X̂yt1 , fi(z) = γ
}
. (34)
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Theorem 2 (Localized optimality deviation with perturbed constraints)
Consider Set-up 1 and Problem 1 with I 6= ∅. Recall definitions in Section 2
and in (28)-(34). Suppose that6
(i) (Convex problem) Assumption 1 holds.
(ii) (Interior near-solution of the relaxed problem) Let t0, t2 ≥ 0, t1 > 0, t ≥ t0
and γ ≥ 0. Suppose there exist x∗ ∈ (Xγ)∗t2 and y∗ ∈ Xγ such that f(y∗) ≤
f(x∗) + t0 and fi(y∗) < ǫˆ for all i ∈ I.
Suppose further that the following conditions hold:
(C1) t1 ≤ t− t0 − δˆ(y∗, x∗)− ∆ˆ0,γ(x∗|t+ t2, y∗, t1).
(C2) ∀i ∈ I, ∆ˆi,γ(t+ t2, y∗, t1) ≤ γ − ǫˆ.
(C3) ∀i ∈ I, δˆi(y∗) < ǫˆ− fi(y∗).
Then X̂∗t1 ⊂ Xγ and f(x̂) ≤ minXγ f + t + t2, ∀x̂ ∈ X̂∗t1 . In other words:
X̂∗t1 ⊂ (Xγ)∗t+t2 .
Theorem 2 establishes, in a somewhat general form, a localized perturbation
result for convex problems with perturbed constraints : it is enough to control
{±[f(·)− F̂ (·)]}i∈I0 over points and approximations of the near-optimal solu-
tion set X∗O(ǫ) given tolerance ǫ > 0 (or even “tighter” associated active-level
sets).
We will use the following particular case of Theorem 2 in the proof of
Theorem 4 in Section 3.2.
Corollary 1 (Exterior approximation under MR) Consider Set-up 1
and Problem 1 with I 6= ∅. Recall definitions in Section 2 and in (28)-(34).
Suppose that:
(i’) Assumptions 1 and 3 hold.
(ii’) There exists x∗ ∈ X∗.
Then, if ǫˆ > 0, the following implication holds:

supx∈X∗0,3ǫˆ ∆ˆ(x, x∗) ≤ 2ǫˆ,
supx∈X∗i,3ǫˆ ∆ˆi(x) ≤ 2ǫˆ, ∀i ∈ I
δˆi(x∗) < ǫˆ, ∀i ∈ I
=⇒
{
X̂∗ǫˆ ⊂ X + 3cǫˆB,
f(x̂) ≤ f∗ + 3ǫˆ, ∀x̂ ∈ X̂∗ǫˆ .
Proof The proof will follow readily from definitions and Theorem 2 with the
following set-up: y∗ := x∗, γ := t := 3ǫˆ, t2 := f(x∗) − minX3ǫˆ f , t0 := 0 and
t1 := ǫˆ. Note that (ii) holds since f(x∗) = f∗ and fi(x∗) ≤ 0 < ǫˆ for all i ∈ I.
Also, minX3ǫˆ f + t2 + t = f
∗ + 3ǫˆ.
6 Theorem 2 remains valid if in Problem 1 we consider a different relaxation for every
constraint. That is, if we replace, for every i ∈ I, ǫˆ by some ǫˆi.
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By definitions (33) and (13), it is immediate that
∆ˆ0,3ǫˆ(x∗|t2 + t, x∗, ǫˆ) = sup
{
∆ˆ(z, x∗) : z ∈ (X3ǫˆ)∗t+t2 ∩Xx∗ǫˆ , f(z)−minX3ǫˆ f = t2 + t
}
= sup
{
∆ˆ(z, x∗) : z ∈ X3ǫˆ ∩Xx∗ǫˆ , f(z) = f∗ + 3ǫˆ
}
≤ sup
x∈X∗0,3ǫˆ
∆ˆ(x, x∗), (35)
where, in last inequality, we used that X3ǫˆ ⊂ X3cǫˆ by Assumption 3 and ǫˆ ≥ 0.
By similar considerations, using definitions (34) and (14), we also have
∆ˆi,3ǫˆ(t2 + t, x∗, ǫˆ) ≤ sup
x∈X∗
i,3ǫˆ
∆ˆi(x), (i ∈ I). (36)
Finally, since x∗ ∈ X we have that, for all i ∈ I, ǫˆ− fi(x∗) ≥ ǫˆ. From this fact
and (35)-(36), the stated implication follows from Theorem 2 and X3ǫˆ ⊂ X3cǫˆ.
⊓⊔
We will use the following particular case of Theorem 2 in the proof of
Theorem 5 in Section 3.2.
Corollary 2 (Interior approximation under SCQ) Consider Set-up 1
and Problem 1 with I 6= ∅. Recall definitions in Section 2 and in (28)-(34).
Suppose that:
(i’) Assumptions 1 and 4 hold.
(ii’) There exists x∗ ∈ X∗ and, for some ǫ ∈ (0, ǫ˚(x¯)/2], there exists y∗ ∈
(X−2ǫ)∗.
Then, if ǫˆ ≥ −ǫ, the following implication holds:
δˆ(y∗, x∗) + supx∈X∗0,2ǫ ∆ˆ(x, x∗) ≤ ǫ,
supx∈X∗i,2ǫ ∆ˆi(x) ≤ −ǫˆ, ∀i ∈ I,
δˆi(y∗) < ǫ, ∀i ∈ I
=⇒ X̂∗ǫ ⊂ X∗2ǫ+gap(2ǫ).
Proof The proof will follow readily from definitions and Theorem 2 with the
following set-up: t := 2ǫ+gap(2ǫ), t2 := γ := 0, t0 := gap(2ǫ) and t1 := ǫ. Note
that (ii) holds. Indeed, since x∗ ∈ X∗ and y∗ minimizes f overX−2ǫ, we have by
definition (10) that f(y∗) = f(x∗)+gap(2ǫ). Moreover, fi(y∗) ≤ −2ǫ < −ǫ ≤ ǫˆ
for all i ∈ I.
By definitions (33) and (15), it is immediate that
∆ˆ0,0(x∗|t2 + t, y∗, ǫ) = sup
{
∆ˆ(z, x∗) : z ∈ X ∩Xy∗ǫ , f(z) = f∗ + t
}
≤ sup
x∈X∗0,2ǫ
∆ˆ(x, x∗). (37)
By similar considerations, using definitions (34) and (16), we also have
∆ˆi,0(t2 + t, y∗, ǫ) ≤ sup
x∈X∗i,2ǫ
∆ˆi(x), (i ∈ I). (38)
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Finally, since y∗ ∈ X−2ǫ and ǫˆ ≥ −ǫ we have that, for all i ∈ I, ǫˆ − fi(y∗) ≥
−ǫ+ 2ǫ = ǫ. From this fact and (37)-(38), the stated implication follows from
Theorem 2. ⊓⊔
Finally, the proof of Corollary 4 in Section 3.2 uses the following particular
case of Theorem 2.
Corollary 3 (Interior approximation with interior solution) Consider
Set-up 1 and Problem 1 with I 6= ∅. Recall definitions in Section 2 and in
(28)-(34). Suppose that:
(i’) Assumption 1 holds.
(ii’) There exists y∗ ∈ X∗ such that ǫ˚(y∗) := mini∈I{−fi(y∗)} > 0.
Then, given ǫ ∈ (0, ǫ˚(y∗)/2], if ǫˆ ≥ −ǫ, the following implication holds:
supx∈X∗0,2ǫ ∆ˆ(x, y∗) ≤ ǫ,
supx∈X∗i,2ǫ ∆ˆi(x) ≤ −ǫˆ, ∀i ∈ I,
δˆi(y∗) < ǫ, ∀i ∈ I
=⇒ X̂∗ǫ ⊂ X∗2ǫ.
Proof The proof will follow readily from definitions and Theorem 2 with the
following set-up: x∗ := y∗, t := 2ǫ, t2 := γ := t0 := 0 and t1 := ǫ. Note that
(ii) holds since, y∗ ∈ X , f(y∗) = f∗ and fi(y∗) < −ǫ˚(y∗) ≤ −ǫ ≤ ǫˆ for all
i ∈ I.
The rest of the proof is very similar to the proof of Corollary 2 using
definitions (11)-(12) instead of (15)-(16). For brevity, we skip the details. ⊓⊔
3.2 Localized nonasymptotic deviation inequalities for stochastic convex
problems
The following exponential nonasymptotic deviation inequalities quantify the
order of N so that X̂∗ǫ is close to X
∗
O(ǫ) in some sense for given tolerance
ǫ > 0. N will depend on ǫ > 0, the confidence level ρ ∈ (0, 1) and some
data-dependent variance σ̂2. This will depend on intrinsic condition numbers
of the problem: the Lipschitz moduli and the diameter and metric entropies
of the sets {X∗i,O(ǫ)}i∈I0 , {X∗i,O(ǫ)}i∈I0 or {X∗i,O(ǫ)}i∈I0 defined in Section 2.
As discussed, these sets approximate X∗O(ǫ). The assumptions of the problem
determine which classes of these sets appear in our deviation inequalities.
Regarding Section 2, we pay particular attention to the set definitions (7)-
(16) and the variance-type quantities defined in (17)-(26).
We first state the case there are no stochastic constraints (I = ∅).
Theorem 3 (Fixed feasible set) Consider the Set-up 1 and Problem 1 un-
der Assumptions 1-2. Recall definitions in Section 2. Suppose X∗ 6= ∅ and
I = ∅.
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Given ρ ∈ (0, 1], suppose
P
ǫˆ ≥ 2 σ̂0
(
X∗0,2ǫˆ
)
√
N
√
1 + ln(3/ρ)
 ≥ 1− ρ3 . (39)
Then, with probability ≥ 1− ρ:
X̂∗ǫˆ ⊂ X∗2ǫˆ.
Hence, for fixed sets, the minimum sample size N is proportional to the vari-
ance σ̂20(X
∗
0,2ǫˆ) over the localized set X
∗
0,2ǫˆ. This is the variance associated to
the SAA of the objective of a convex problem.
Remark 1 (Probability guarantee in (39)) A discussion regarding sufficient
conditions which ensure (39) is in order. A similar discussion, presented in
the following, is valid for Theorems 4-5 and Corollary 4.
Recall (11) and (21)-(23). Given q ≥ 1, |H|q := {PHq}1/q will denote the
qth moment of a random variable H : Ξ → R. In the following, we suppose
a slightly stronger version of Assumption 2: there exists q > 1, such that∣∣L20∣∣q <∞. We now claim that, given ρ ∈ (0, 1] and tolerance ǫ > 0, condition
(39) holds, if we choose ǫˆ := ǫ and
N ≥ max
{(
3ρ−1
) 1
q−1 ,
4Cq
[
1 + ln
(
3ρ−1
)]
ǫ2
}
, (40)
where Cq :=
[
L20 + cq
∣∣L20 − L20∣∣q]A1(X∗0,2ǫ)2 and cq is a constant depending
only on q.
Before showing the above claim is true, we make some observations regard-
ing (40). Condition (40) is not a sub-Gaussian type condition of the form
N ≥ O(1)L
2
0A1(X
∗
0,2ǫ)
2 ln(ρ−1)
ǫ2
, (41)
which ensures, with probability ≥ 1− ρ, an error tolerance ǫ > 0 in case L0 is
sub-Gaussian. Indeed, it is required in (40) that N ≥ (3ρ−1) 1q−1 , a condition
which is not logarithmic in ρ−1. Nevertheless, the first term in (40) is indepen-
dent of ǫ, |L0|q and X . As a consequence, even when L0 hasn’t an exponential
tail, a condition of the form (41) may still be sufficient to achieve an error
tolerance ǫ over a prescribed range for ρ. Precisely, by this we mean:
(i) With respect to ǫ, (40) has the Central Limit rate N−1/2.
(ii) For a chosen confidence level 1 − ρ0 and error tolerance ǫ, if either L0 has
a qth moment with q big enough or Cq/ǫ
2 is large, then the second term
in (40) dominates (3/ρ0)
1
q−1 . In that case, (3/ρ0)
1
q−1 is essentially a small
“constant” for all ρ ∈ (ρ0, 1].
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As an example, if L20 has finite 10th moment then, for all ρ ∈ (10−10, 1],
condition (40) reads as: N ≥ 3 ∨ 4C10[1+ln(3/ρ)]ǫ2 .
The claim that (40) with ǫˆ := ǫ implies (39) is a simple consequence
of Markov’s inequality. For completeness, we present the arguments. From
L̂20 :=
∑N
j=1 L
2
0(ξj)/N and Burkholder-Davis-Gundy’s inequality [], there ex-
ists explicit constant cq > 0 (depending only on q), such that
E
[
L̂20 − L20
]
≤ cqq
N∑
j=1
∣∣L20 − L20∣∣qq
N q
=
cqq
∣∣L20 − L20∣∣qq
N q−1
.
The above relation and Markov’s inequality imply, for any t ≥ 0,
P
{
L̂20 − L20 ≥
cq
∣∣L20 − L20∣∣q
N1−1/q
t
}
≤ t−q. (42)
In particular, if (40) holds, we have that, with probability ≥ 1− ρ/3,
L̂20 ≤ L20 +
cq
∣∣L20 − L20∣∣q
N1−1/q
(3/ρ)1/q ≤ L20 + cq
∣∣L20 − L20∣∣q.
The above property and the additional condition N ≥ 4Cq [1+ln(3ρ−1)]ǫ2 prove
the claim.
We now consider the case the soft constraints are perturbed (I 6= ∅). Under
Assumption 3 and an exterior set approximation we have the following result.
Theorem 4 (SAA with exterior approximation of a metric regular
feasible set) Consider the Set-up 1 and Problem 1 under Assumptions 1-2.
Recall definitions in Section 2. Suppose X satisfies Assumption 3, X∗ 6= ∅ and
I = [m] for some m ∈ N. Let x∗ ∈ X∗ and z ∈ Y .
Given ρ ∈ (0, 1], suppose
P
{
ǫˆ ≥ 2 σˆ√
N
√
1 + ln(9m/ρ)
}
≥ 1− ρ
9
, (43)
with σˆ := σ̂0(X∗0,3ǫˆ)∨ σ̂I,3ǫˆ(X)∨ vI(z)∨ vI(x∗). Then, with probability ≥ 1− ρ:{
X̂∗ǫˆ ⊂ X + 3cǫˆB,
∀x̂ ∈ X̂∗ǫˆ , f(x̂) ≤ f∗ + 3ǫˆ.
Hence, for convex problems with a MR feasible set and randomly perturbed
contraints, the minimum sample size N which guarantees a O(cǫˆ)-near feasi-
bility and O(ǫˆ)-optimality is proportional to the maximum variance associated
to the localized sets {X∗i,3ǫˆ}i∈I0 .
We now consider the case the stronger Assumption 4 holds and an interior
set approximation is used.
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Theorem 5 (SAA with interior approximation of a strictly feasible
set) Consider the Set-up 1 and Problem 1 under Assumptions 1-2. Recall
definitions in Section 2. Suppose X satisfies Assumption 4, (X−2ǫ)∗ 6= ∅ for
all ǫ ∈ (0, ǫ˚(x¯)/2] and I = [m] for some m ∈ N. Let z ∈ Y and x∗ ∈ X∗.
Given ρ ∈ (0, 1], ǫ ∈ (0, ǫ˚(x¯)/2] and y∗ ∈ (X−2ǫ)∗, suppose that
P
{
4
σˆ√
N
√
1 + ln(Cm/ρ) ≤ −ǫˆ ≤ ǫ
}
≥ 1− ρ
C
, (44)
with C := 11 and σˆ := σ̂0(X
∗
0,2ǫ)∨ σ̂I,2ǫ(X)∨ vI(z)∨ vI(y∗)∨ v0(y∗, x∗). Then,
with probability ≥ 1− ρ,
X̂∗ǫ ⊂ X∗2ǫ+gap(2ǫ).
Hence, for strictly feasible convex problems with perturbed contraints, a sam-
ple size N larger than O(˚ǫ(x¯)−2) guarantees exact feasibility and a O(ǫ) +
gap(O(ǫ))-near optimality if N is proportional to the maximum variance as-
sociated to the localized sets {X∗i,2ǫ}i∈I0 .
If, additionally, the constraints of the convex problem are perturbed but
an interior solution exists, we have the following tighter result.
Corollary 4 (SAA with interior set approximation and interior so-
lution) Consider the Set-up 1 and Problem 1 under Assumptions 1-2. Recall
definitions in Section 2. Suppose that Assumption 4 holds for some y∗ ∈ X∗
with ǫ˚(y∗) := mini∈I [−fi(y∗)] > 0.
Given ρ ∈ (0, 1] and ǫ ∈ (0, ǫ˚(y∗)/2], suppose that (44) holds with C := 9
and σˆ := σ̂0(X
∗
0,2ǫ)∨ σ̂I,2ǫ(X)∨ vI(z)∨ vI(y∗). Then, with probability ≥ 1− ρ,
X̂∗ǫ ⊂ X∗2ǫ.
If there exists an interior solution, Corollary 4 states a tighter bound in com-
parison to Theorem 5: the error gap(2ǫ) is removed from the optimality guar-
antee and from the localized sets appearing in the variance-type quantities.
Remark 2 (Optimal value) For simplicity, we do not present optimal value
bounds. Our localization techniques could be adapted so that, in presence of
random constraints, optimal value guarantees can be achieved which improve
the ones given in [4]. Precisely, besides considering light-tails and strictly fea-
sible sets (i.e. Assumption 4 is satisfied), the deterministic error associated to
set approximation in the bounds given in [4] is of order Er :=
supx∈X f(x)−f∗
ǫ˚(x¯) ǫ.
This can be as big as L0D(X)ǫ˚(x¯) ǫ (see Remark 1 and Lemma 1 in [4]). On the other
hand, the deterministic error in our bounds is of order Er∗ := gap(O(ǫ)) .
LǫD(X)
ǫ˚(x¯) ǫ, where Lǫ is the local Lipschitz modulus of f around a solution (see
Proposition 1 in [12]). Hence, our bounds are much tighter since, typically,
Er∗ ≪ Er. If the problem admits interior solutions, then a tighter localization
property holds: Er∗ = 0 for sufficiently small ǫ.
Sample average approximation with heavier tails II 17
3.3 An application to high-dimensional least squares with LASSO-type
constraints
In this section we discuss an application of Theorem 2 to least squares-type
problems with random samples. These are fundamental problems in Mathe-
matical Statistics and much has been said about them. The main goal of this
section is to observe two points. On the one hand, our methodology gives opti-
mal results for these problems under weak assumptions on the data generating
distribution. On the other hand, our proofs will clarify, as a “proof of concept”,
the different roles of the assumptions and conditions of the deterministic The-
orem 2. Our application will rely on a variant of the LASSO method for least
squares in very high dimensions.
The sample space considered is Ξ := Rd × R and a point ξ ∈ Ξ will be
decomposed as ξ = (x(ξ), y(ξ)) where x(ξ) ∈ Rd and y(ξ) ∈ R. We consider
the Set-up 1 and Problem 1 with respect to the loss function
F (x, ξ) := [y(ξ)− 〈x(ξ), x〉]2 (x ∈ Rd),
where 〈·, ·〉 denotes the standard inner product. As described in the intro-
duction, we define the risk f(x) := PF (x, ·) and the empirical risk F̂ (x) :=
P̂F (x, ·), where P̂ is the empirical distribution with respect to a size-N i.i.d.
sample ξN of P. Finally, we let Y ⊂ Rd denote a closed convex set and con-
sider minimizing f over (a subset of) Y via estimators x̂ := x̂(ξN ). We define
the population and empirical design matrices, Σ ∈ Rd×d and Σ̂ ∈ Rd×d, re-
spectively, by
∀v ∈ Rd, Σv := P〈v,x(·)〉x(·), (45)
Σ̂v := P̂〈v,x(·)〉x(·). (46)
Recall that the usual ordinary least squares method minimizes F̂ . When
N ≫ d, this method typically produces a good approximation of the minimizer
of f . This is not true in the N ≪ d setting, where the least squares estimator is
not consistent. For this setting, Tibshirani [17] proposed minimizing F̂ subject
to a constraint on the ℓ1 norm ‖x‖1 of x: for some R > 0,
x̂Rlasso,0 := argmin
{
F̂ (x) : x ∈ Rd, ‖x‖1 ≤ R
}
.
Since then there has been an explosion of theoretical and practical work on
the LASSO. Most of the current literature considers a penalized variant of this
estimator. Let’s denote the ℓ-th coordinate of x(ξ) as x(ξ)[ℓ] and the diagonal
matrix in Rd×d with entries a1, . . . , ap as diag(aℓ)dℓ=1. Given q ∈ [1,∞), we
define the following diagonal matrices in Rd×d:
D̂q := diag
(
q
√
P̂ |x(·)[ℓ]|q
)d
ℓ=1
, Dq := diag
(
q
√
P |x(·)[ℓ]|q
)d
ℓ=1
. (47)
It is instructive to remark that the diagonal elements of the matrices in (45)-
(47) are related by Σ[ℓ, ℓ] = D2[ℓ, ℓ]
2 and Σ̂[ℓ, ℓ] = D̂2[ℓ, ℓ]
2. Bickel, Ritov
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and Tsybakov [3] analyze the following penalized estimator in the fixed design
setting: for some λ > 0,
x̂λ
lasso,1 := argmin
{
F̂ (x) + λ‖D̂2x‖1 : x ∈ Rd
}
.
Their main result is that this estimator satisfies so-called oracle inequalities un-
der strong distribution assumptions on y(ξ) (e.g. sub-Gaussian “noise” terms)
and additional assumptions on the design matrix. There have been many other
results on this problem, many of which require conditions on the design matrix
that ensure that small subsets of rows are “well conditioned”.
In what follows we discuss a different kind of result on the persistency
of the LASSO estimator in the sense of Problem 1(i): as stated in the next
Theorem 6, with high-probability and with N logarithmic on the dimension d,
a variant of the LASSO estimator minimizing the constrained empirical risk is
guaranteed to solve the original constrained risk minimization problem given
in terms of the unknown distribution P. The main attraction of this result is
that it requires only very weak assumptions on the data generating distribution
P. Related results have been proven e.g. in [1]. Our main purpose here is to
show that similar (and in some ways improved) results are consequences of
our framework discussed in Sections 3.1-3.2.
Theorem 6 (A persistent result for LASSO-type constraints with
heavier tails) Assume (x(ξ), y(ξ)) ∈ Rd × R is a random vector with finite
qth moments, q ≥ 9. Considering definition (45), we assume that there exist
numbers C, u > 0 and p ∈ (0, 1] such that
∀v ∈ Rd, P
{
ξ ∈ Ξ : |〈v,x(ξ)〉| > u
√
〈v,Σv〉
}
≥ p, (48)
∀1 ≤ ℓ ≤ d, q
√
P|x(·)[ℓ]|q ≤ C 3
√
P|x(·)[ℓ]|3. (49)
Let P̂ be the empirical distribution corresponding to a size-N i.i.d. sample
{ξj}j∈[N ] of P. Choose R > 0 and define:
x̂lasso := argmin
x∈Rd
{
F̂ (x) : ‖D̂3x‖1 ≤ R
}
.
Choose also the confidence level δ ∈ (0, 1).
Then there exists C0 > 0 depending only on C, q, u and p such that the
following holds. Suppose that the sample size is large enough so that N ≥
(1/δ)
1
(q/6)−1 and
α := C0
√
ln(d/δ)
N
≤ 1
2
.
We define the “true solution”
x∗ := argmin
x∈Rd
{f(x) : ‖D3x‖1 ≤ (1 + α)R} ,
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and the “noise” ǫ(ξ) := y(ξ) − 〈x∗,x(ξ)〉. Then with probability ≥ 1 − δ, the
following exact feasibility and near-optimality hold for the SAA solution x̂lasso:
‖D3x̂lasso‖1 ≤ (1 + α)R, (50)
f(x̂lasso)− f(x∗) ≤ C1
{[
(P+ P̂)ǫ(·)6
] 1
6
R
√
ln(d/δ)
N
+R2
ln(d/δ)
N
}
, (51)
where C1 > 0 is a constant that only depends on C and q.
4 Proofs
4.1 Proof of Theorems 1-2
Proof (of Theorem 1) We shall prove the statement by contradiction. Suppose
there exists x ∈ X̂∗t1 \ X∗t . Hence, f(x) > f(x∗) + t. By continuity of f and
the intermediate value theorem, there exists x˜ := ux + (1 − u)x∗, for some
u ∈ (0, 1), such that f(x˜) = f(x∗) + t. Since x, x∗ ∈ X and X is convex, we
have x˜ ∈ X . In conclusion, we have that x˜ ∈ X∗t with f(x˜) = f∗ + t.
By convexity of F̂ , we also have
F̂ (x˜) ≤ uF̂ (x) + (1 − u)F̂ (x∗)
(by F̂ (x) ≤ F̂ (x∗) + t1) ≤ F̂ (x∗) + ut1
(by 0 < u < 1) < F̂ (x∗) + t1.
Using the previous inequality, the definition of ∆ˆ(x∗|t) and the fact that x˜ ∈
X∗t with f(x˜) = f
∗ + t, we have
∆ˆ(x∗|t) ≥ t− [F̂ (x˜)− F̂ (x∗)] > t− t1,
which contradicts C0. ⊓⊔
We now present the proof of Theorem 2. It will require first the following
two lemmas. The first states that the interior solution y∗ is feasible for the
noisy optimization problem.
Lemma 1 Under the assumptions and conditions of Theorem 2, we have y∗ ∈
(Xγ)
∗
t0+t2 ∩ X̂y∗t1 . In fact, F̂i(y∗) < ǫˆ for all i ∈ I.
Proof By assumptions on x∗ and y∗ in item (ii) of Theorem 2, it is clear that
y∗ ∈ (Xγ)∗t0+t2 . In particular, y∗ ∈ Y . Condition C3 implies that
∀i ∈ I : F̂i(y∗) ≤ fi(y∗) + δˆi(y∗) < ǫˆ.
Hence, y∗ ∈ X̂ . That y∗ ∈ X̂y∗t1 is now immediate from the definition of the
latter set and the fact that t1 ≥ 0. ⊓⊔
The second lemma ensures that all points x ∈ (Xγ)∗t+t2∩X̂y∗t1 such that f(x) =
minXγ f + t+ t2 are not too close of minimizing F̂ .
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Lemma 2 Under the assumptions and conditions of Theorem 2, if a point
x ∈ (Xγ)∗t+t2 ∩ X̂y∗t1 satisfies f(x) = minXγ f + t+ t2, then F̂ (x) = F̂ (y∗)+ t1.
Proof Let x ∈ (Xγ)∗t+t2 ∩ X̂y∗t1 such that f(x) = minXγ f + t + t2. This and
x∗ ∈ (Xγ)∗t2 imply that t¯ := f(x) − f(x∗) ≥ t. Using this fact and denoting
∆ := ∆ˆ0,γ(x∗|t+ t2, y∗, t1), as defined in (33), we have
F̂ (x) = F̂ (x∗) + t¯− [t¯− (F̂ (x)− F̂ (x∗))]
(by definitions of x and ∆ in (33)) ≥ F̂ (x∗) + t¯−∆
(by t¯ ≥ t) ≥ F̂ (y∗) + t−∆− [F̂ (y∗)− F̂ (x∗)]
(by definition of δˆ(y∗, x∗) in (28)) ≥ F̂ (y∗) + t−∆− [f(y∗)− f(x∗)]
−δˆ(y∗, x∗)
(by f(y∗) ≤ f(x∗) + t0) ≥ F̂ (y∗) + t−∆− t0 − δˆ(y∗, x∗)
(by condition C1) ≥ F̂ (y∗) + t1.
Since x ∈ X̂y∗t1 satisfies F̂ (x) ≤ F̂ (y∗) + t1, we obtain F̂ (x) = F̂ (y∗) + t1. ⊓⊔
Proof (of Theorem 2) We recall Lemma 1, which guarantees y∗ ∈ X̂ . This
implies that F̂ ∗ ≤ F̂ (y∗). Therefore, X̂∗t1 ⊂ X̂y∗t1 , and it suffices to show that
X̂y∗t1 ⊂ (Xγ)∗t+t2 .
We prove this by contradiction. Assume there exists x ∈ X̂y∗t1 \ (Xγ)∗t+t2 .
We know that y∗ ∈ (Xγ)∗t+t2 ∩ X̂y∗t1 by Lemma 1 and t0 ≤ t. From y∗, x ∈ X̂y∗t1
and convexity of X̂y∗t1 , we conclude that the line segment [y∗, x] = {(1−u)uy∗+
ux : u ∈ [0, 1]} is fully contained in X̂y∗t1 . On the other hand, y∗ ∈ (Xγ)∗t+t2 ,
x /∈ (Xγ)∗t+t2 and closedness of (Xγ)∗t+t2 imply that there exists x˜ ∈ ∂(Xγ)∗t+t2
lying in the line segment [y∗, x) = {(1−u)uy∗+ux : u ∈ [0, 1)}. Since (Xγ)∗t+t2
is closed and convex, we also have that [y∗, x˜] ⊂ (Xγ)∗t+t2 . In conclusion,
[y∗, x˜] ⊂ (Xγ)∗t+t2 ∩ X̂y∗t1 with x˜ ∈ ∂(Xγ)∗t+t2 . From x˜ ∈ (Xγ)∗t+t2 ∩ X̂y∗t1 ,
Assumption 1, the fact that
(Xγ)
∗
t+t2 = {z ∈ Y : f(z) ≤ minXγ f + t+ t2, fi(z) ≤ γ, ∀i ∈ I},
and x˜ ∈ ∂(Xγ)∗t+t2 , we conclude from Proposition 1.3.3. in Chapter VI of [5]
that one the following conditions hold:
(a) x˜ ∈ (Xγ)∗t+t2 ∩ X̂y∗t1 and f(x˜) = minXγ f + t+ t2.
(b) x˜ ∈ (Xγ)∗t+t2 ∩ X̂y∗t1 and fi(x˜) = γ for some i ∈ I.
To finish, we argue that both alternatives lead to contradictions. We start
with (b). This and condition C2 imply that F̂i(x˜) ≥ ǫˆ. On the other hand, we
have F̂i(y∗) < ǫˆ by Lemma 1. Hence, we conclude that F̂i(x˜) > F̂i(y∗). Since
F̂i is convex and x˜ ∈ [y, x), we must also have that F̂i(x) > F̂i(x˜) ≥ ǫˆ. This
implies x /∈ X̂, a contradiction.
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It remains to consider (a). This and Lemma 2 imply that F̂ (x˜) = F̂ (y∗)+t1.
Since t1 > 0, we have in particular F̂ (x˜) > F̂ (y∗). This, convexity of F̂ and
x˜ ∈ [y, x) imply that F̂ (x) > F̂ (x˜) = F̂ (y∗) + t1. This implies that x /∈ X̂y∗t1 , a
contradiction. ⊓⊔
4.2 Proofs of Theorems 3-5
Proof (of Theorem 3) We define the event
E :=
ǫˆ ≥ 2 σ̂0
(
X∗0,2ǫˆ
)
√
N
√
1 + ln(3/ρ)
 .
Recall definitions (11), (27) and (29). Let x∗ ∈ X∗. Condition (C0) of Theorem
1 with t := 2ǫˆ and t1 := ǫˆ implies:
X̂∗ǫˆ * X
∗
2ǫˆ =⇒ sup
x∈X∗
0,2ǫˆ
∆ˆ(x, x∗) = ∆ˆ(x∗|2ǫˆ) > ǫˆ.
From this fact and the union bound, we get
P
{
X̂∗ǫˆ * X
∗
2ǫˆ
}
≤ P{Ec}+ P
{[
sup
x∈X∗0,ǫˆ
∆ˆ(x, x∗) > ǫˆ
]
∩ E
}
≤ ρ
3
+ P
 supx∈X∗
0,2ǫˆ
∆ˆ(x, x∗) > 2A1
(
X∗0,2ǫˆ
)√ (1 + ln(3/ρ))(L̂20 + L20)
N

≤ ρ
3
+ 2
ρ
3
= ρ,
where, in second inequality we used that P{E} ≥ 1 − ρ/3 and definitions of
E and σ̂0(X
∗
0,2ǫˆ) in (23) and, in last inequality, we used Theorem 8 to bound
supx∈X∗0,2ǫˆ ∆ˆ(x, x∗). ⊓⊔
Proof (of Theorem 4) We define the events
E :=
{
ǫˆ ≥ 2 σˆ√
N
√
1 + ln(9m/ρ)
}
,
E1 :=
{
X̂∗ǫˆ ⊂ X + 3cǫˆB
}
∩
{
f(x̂) ≤ f∗ + 3ǫˆ, ∀x̂ ∈ X̂∗ǫˆ
}
,
with σˆ := σ̂0(X∗0,3ǫˆ) ∨ σ̂I,3ǫˆ(X) ∨ vI(z) ∨ vI(x∗). From Corollary 1, the impli-
cation, for given i ∈ I,
sup
x∈X∗i,3ǫˆ
∆ˆi(x) > 2ǫˆ⇒ sup
x∈X∗i,3ǫˆ
∆ˆi(x, z) > ǫˆ or ∆ˆi(z) > ǫˆ
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and the union bound, we get
P{Ec1} ≤ P{Ec}+ P
{[
sup
x∈X∗0,3ǫˆ
∆ˆ(x, x∗) > 2ǫˆ
]
∩ E
}
+
m∑
i=1
P
{[
sup
x∈X∗i,3ǫˆ
∆ˆi(x, z) > ǫˆ
]
∩ E
}
+
m∑
i=1
P
{
∆ˆi(z) > ǫˆ
}
+
m∑
i=1
P
{
δˆi(x∗) ≥ ǫˆ
}
≤ ρ
9
+ P
 supx∈X∗0,3ǫˆ ∆ˆ(x, x∗) > 2A1(X∗0,3ǫˆ)
√
(1 + ln(9/ρ))(L̂20 + L
2
0)
N

+
m∑
i=1
P
 supx∈X∗i,3ǫˆ ∆ˆi(x, z) > 2A1(X∗i,3ǫˆ)
√
(1 + ln(9m/ρ))(L̂2i + L
2
i )
N

+
m∑
i=1
P
{
∆ˆi(z) ≥ 2
√
(1 + ln(9m/ρ))(σ̂i(z)2 + σi(z)2)
N
}
+
m∑
i=1
P
{
δˆi(x∗) ≥ 2
√
(1 + ln(9m/ρ))(σ̂i(x∗)2 + σi(x∗)2)
N
}
≤ ρ
9
+ 2
ρ
9
+m2
ρ
9m
+m2
ρ
9m
+m2
ρ
9m
= ρ,
where, in the second inequality, we used P{E} ≥ 1− ρ/9, definitions of E, σˆ,
σ̂0(X∗0,3ǫˆ) in (23), σ̂I,3ǫˆ(X) in (24), vI(z) and vI(x∗) in (20) and ln(9m/ρ) ≥
ln(9/ρ) and, in the third inequality, we used Theorem 8 to bound supx∈X∗0,3ǫˆ ∆ˆ(x, x∗)
and supx∈X∗i,3ǫˆ ∆ˆi(x, z) and Lemma 9 to bound ∆ˆi(z) and δˆi(x∗). ⊓⊔
Proof (of Theorem 5) We define the events
E :=
{
4
σˆ√
N
√
1 + ln(11m/ρ) ≤ −ǫˆ ≤ ǫ
}
,
E1 :=
{
X̂∗ǫ ⊂ X∗2ǫ+gap(2ǫ)
}
,
with σˆ := σ̂0(X
∗
0,2ǫ)∨ σ̂I,2ǫ(X)∨ vI(z)∨ vI(y∗)∨ v0(y∗, x∗). From Corollary 2,
the following implications (for given i ∈ I)
δˆ(y∗, x∗) + sup
x∈X∗0,2ǫ
∆ˆ(x, x∗) > ǫ =⇒ δˆ(y∗, x∗) > ǫ
2
or sup
x∈X∗0,2ǫ
∆ˆ(x, x∗) >
ǫ
2
sup
x∈X∗i,2ǫ
∆ˆi(x) > −ǫˆ =⇒ sup
x∈X∗i,2ǫ
∆ˆi(x, z) >
−ǫˆ
2
or ∆ˆi(z) >
−ǫˆ
2
,
Sample average approximation with heavier tails II 23
and the union bound, we get
P{Ec1} ≤ P{Ec}+ P
{[
δˆ(y∗, x∗) >
ǫ
2
]
∩ E
}
+ P
{[
sup
x∈X∗0,2ǫ
∆ˆ(x, x∗) >
ǫ
2
]
∩ E
}
+
m∑
i=1
P
{[
sup
x∈X∗i,2ǫ
∆ˆi(x, z) >
−ǫˆ
2
]
∩ E
}
+
m∑
i=1
P
{
∆ˆi(z) >
−ǫˆ
2
}
+
m∑
i=1
P
{
δˆi(y∗) ≥ ǫ
}
≤ ρ
11
+ P
{
δˆ(y∗, x∗) > 2
√
(1 + ln(11/ρ))v20(y∗, x∗)
N
}
+ P
 supx∈X∗0,2ǫ ∆ˆ(x, x∗) > 2A1
(
X∗0,2ǫ
)√ (1 + ln(11/ρ))(L̂20 + L20)
N

+
m∑
i=1
P
 supx∈X∗i,2ǫ ∆ˆi(x, z) > 2A1
(
X∗i,2ǫ
)√ (1 + ln(11m/ρ))(L̂2i + L2i )
N

+
m∑
i=1
P
{
∆ˆi(z) ≥ 2
√
(1 + ln(11m/ρ))(σ̂i(z)2 + σi(z)2)
N
}
+
m∑
i=1
P
{
δˆi(y∗) ≥ 2
√
(1 + ln(11m/ρ))(σ̂i(y∗)2 + σi(y∗)2)
N
}
≤ ρ
11
+ 2
ρ
11
+ 2
ρ
11
+m2
ρ
11m
+m2
ρ
11m
+m2
ρ
11m
= ρ.
In the second inequality above, we used P{E} ≥ 1 − ρ/11, definitions of E,
σˆ, v0(y∗, x∗) in (19), σ̂0(X∗0,2ǫ) in (23), σ̂I,2ǫ(X) in (25), vI(z) and vI(y∗)
in (20) and ln(11m/ρ) ≥ ln(11/ρ). In the third inequality above, we used
Theorem 8 to bound supx∈X∗0,2ǫ ∆ˆ(x, x∗) and supx∈X∗i,2ǫ ∆ˆi(x, z), Lemma 9 with
g(·) := F0(y∗, ·) − F0(x∗, ·) to bound δˆ(y∗, x∗), Lemma 9 with g(·) := Fi(z, ·)
to bound ∆ˆi(z) and Lemma 9 with g(·) := Fi(y∗, ·) to bound δˆi(y∗). ⊓⊔
The proof of Corollary 4 follows very similar lines of the proof of Theorem
5 using Corollary 3 instead of Corollary 2 and definitions (11)-(12) and (26).
For brevity, we skip the proof.
4.3 Proof of Theorem 6
The proof of Theorem 6 will be derived as a consequence of the following
four probabilistic Lemmas 3-6 and the verification that these lemmas imply,
with high-probability, the conditions of Theorem 2 with an interior solution
(γ := 0) under a proper choice of x∗ ∈ X∗, y∗, γ := t2 := 0 and a negative ǫˆ.
The proofs of such lemmas are postponed to Subsection 4.3.1.
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Lemma 3 Let α as in Theorem 6 with C0 only depending on C. Then the
event
Norm := {‖D̂3x∗‖1 ≤ (1 + α)2R},
has probability P(Norm) ≥ 1− δ4 .
Lemma 4 Let α ∈ (0, 12 ] be defined as in Theorem 6. Then, by enlarging C0
(as a function only of C), the event
Diag :=
d⋂
ℓ=1
{
P̂|x(·)[ℓ]|3 ≥ 1
(1 + α)3
P|x(·)[ℓ]|3
}
,
has probability P(Diag) ≥ 1− δ4 .
Lemma 5 By enlarging C0 (as a function only of C as stated in Theorem 6),
there exists a constant C2 > 0, depending only on C, such that the event
Grad :=
{∥∥∥D̂−13 (P− P̂)ǫ(·)x(·)∥∥∥∞ ≤ C2
√
ln(d/δ)
N
6
√
(P+ P̂)ǫ(·)6
}
,
has probability P(Grad) ≥ 1− δ4 .
Lemma 6 By enlarging C0 (as a function of C, u and p as stated in Theorem
6), there exists constants C3 > 0 and φ ∈ (0, 1), depending only on C, u and
p, such that the event
Quad :=
{
∀v ∈ Rd, 〈v, Σ̂v〉 ≥ φ〈v,Σv〉 − C3 ln(d/δ)
N
‖D̂3v‖1
}
,
has probability P(Quad) ≥ 1− δ4 .
Granting the above lemmas, our proof strategy is to prove the following
claim:
Claim: Whenever the events Norm, Diag, Quad and Grad all take place,
the inequalities (50)-(51) are valid.
From this point on we will assume that Norm∩Diag∩Quad∩Grad takes place
with the constants C0, C1 and chosen R, α, N and δ as stated in Theorem 6
(leaving their proof to Subsection 4.3.1). Our goal is then to prove the Claim
since it implies that
P {(50) and (51) hold} ≥ P {Norm ∩ Diag ∩ Quad ∩ Grad} ≥ 1− δ,
which in turn implies Theorem 6. We will prove Claim by verifying the con-
ditions of the Theorem 2, which is an deterministic perturbation result.
In our case we take Y := Rd and let
f(x) := P(y(·)− 〈x(·), x〉)2 ,
f1(x) := ‖D3x‖1 − (1 + α)R, (x ∈ Rd)
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be, respectively, the objective and the unique soft constraint. We thus have
X := {x ∈ Rd : ‖D3x‖1 ≤ (1 + α)R}. Our noisy objective and constraint are,
respectively,
F̂ (x) := P̂(y(·)− 〈x(·), x〉)2 ,
F̂1(x) := ‖D̂3x‖1 − (1 + α)R, (x ∈ Rd),
with the tuning parameter ǫˆ := −αR, so that
X̂ := {x ∈ Rd : ‖D̂3x‖1 ≤ αR}.
To continue, we state the following formulae obtained from the first-order
condition of problem minX f .
Lemma 7 The following identities hold:
f(x)− f(x∗) = 〈(x − x∗),Σ(x− x∗)〉 − 2〈Pǫ(·)x(·), x − x∗〉,
F̂ (x) − F̂ (x∗) = 〈(x − x∗), Σ̂(x− x∗)〉 − 2〈P̂ǫ(·)x(·), x − x∗〉.
Moreover, for all x ∈ X,
〈Pǫ(·)x(·), x − x∗〉 ≤ 0, 〈(x − x∗),Σ(x − x∗)〉 ≤ f(x)− f(x∗).
Proof To prove the first identity, just note that, by definition of ǫ(ξ), we have
that f(x) − f(x∗) = P(ǫ(·) + 〈x(·), x∗ − x〉)2 − Pǫ(·)2. To finish, just expand
such relation and use that 〈v,Σv〉 = P〈x(·), v〉2 for any v ∈ Rd. The proof is
analogous for the second identity replacing the measure P by P̂. We omit the
details.
From the first identity in the statement, we conclude that the first-order
condition of problem minX f is:
〈2Σ(x− x∗)− 2Pǫ(·)x(·), x − x∗〉 ≥ 0, ∀x ∈ X.
The above relation and, again, the first identity in the statement prove the
inequalities stated in the lemma. ⊓⊔
It will be useful to bound the quantities in the previous lemma in terms
of norms of D3x and D̂3x for given x ∈ Rd. This is the content of the next
lemma.
Lemma 8 For all x ∈ Rd,
〈x,Σx〉 ≤ ‖D3x‖21,
〈x, Σ̂x〉 ≤ ‖D̂3x‖21,
〈Pǫ(·)x(·), x〉 ≤ 6
√
Pǫ(·)6 · ‖D3x‖1.
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Proof In order to prove the first inequality, we let z := D3x and note that
〈x,Σx〉 = 〈z,D−13 ΣD−13 z〉 =
d∑
ℓ,k=1
z[ℓ]z[k]
{
P(x(·)[ℓ]x(·)[k])
3
√
P|x(·)[ℓ]|3 · 3√P|x(·)[k]|3
}
,
where we have used that D−13 is diagonal with i-th entry (P|x(·)[i]|3)−
1
3 and
Σ[ℓ, k] = P(x(·)[ℓ]x(·)[k]). We claim that the terms in curly brackets above
are less than 1. To prove this, we just need to apply the Cauchy-Schwarz and
Jensen inequalities:
P(x(·)[ℓ]x(·)[k]) ≤ [P|x(·)[ℓ]|2] 12 [P|x(·)[k]|2] 12 ≤ [P|x(·)[ℓ]|3] 13 [P|x(·)[k]|3] 13 .
We deduce that
〈x,Σx〉 ≤
d∑
ℓ,k=1
z[ℓ]z[k] = ‖z‖21 = ‖D3x‖1,
as claimed. The proof of the second inequality stated in the lemma is analo-
gous.
For the last inequality stated in the lemma, we use a similar reasoning. We
have
〈Pǫ(·)x(·), x〉 = 〈D−13 Pǫ(·)x(·), z〉
≤
d∑
ℓ=1
|z[ℓ]| |P(ǫ(·)x(·)[ℓ])|
[P|x(·)[ℓ]|3] 13
(by Ho¨lder’s inequality) ≤
d∑
ℓ=1
|z[ℓ]|[P|ǫ(·)[ℓ]| 23 ] 32
(by Jensen’s inequality) ≤ ‖z‖1[P|ǫ(·)|6] 16 = ‖D3x‖1[P|ǫ(·)|6] 16 .
We have thus finished the proof. ⊓⊔
We now prepare the ground for applying Theorem 2. Clearly, Theorem 2(i)
holds. We set γ := t2 := 0. Theorem 2(ii) means we must find a t0 > 0 and
y∗ ∈ X such that
f(y∗)− f(x∗) ≤ t0, f1(y∗) < −αR. (52)
We set
y∗ :=
1− α
1 + α
x∗. (53)
We first note that y∗ ∈ X and the second condition in (52) are satisfied since
‖D3y∗‖1−(1+α)R = 1−α1+α‖D3x∗‖1−(1+α)R ≤ (1−α)R−(1+α)R = −2αR.
If Norm holds and α ≤ 12 (under the conditions of Theorem 6), then we
also have the following useful inequality
‖D3(y∗ − x∗)‖1
∨
‖D̂3(y∗ − x∗)‖1 ≤ 3αR. (54)
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Indeed, ‖D3(y∗ − x∗)‖1 = 2α1+α‖D3x∗‖1 ≤ 2αR, since x∗ ∈ X and ‖D̂3(y∗ −
x∗)‖1 = 2α1+α‖D̂3x∗‖1 ≤ 2α(1 + α)R ≤ 3αR, since Norm holds and α ≤ 12 .
From Lemmas 7-8 and (54), we get
f(y∗)− f(x∗) ≤ ‖D3(y∗ − x∗)‖21 + 2‖D3(y∗ − x∗)‖1 6
√
Pǫ(·)6
. α2R2 + αR‖1 6
√
Pǫ(·)6
≤ C4
(
ln(d/δ)
N
R2 +
√
ln(d/δ)
N
R 6
√
Pǫ(·)6
)
, (55)
for some constant C4 depending on C0 and on an upper bound of Ĉ. From the
above, it is sufficient to take t0 larger than the RHS of (55) in order to obtain
the first relation in (52).
We will now check conditions C1-C3 of Theorem 2 for suitable t, t1 and
t0 (satisfying also (52)). We start with C3: it is enough to obtain F̂1(y∗) < ǫˆ.
Indeed, we have
F̂1(y∗) = ‖D̂3y∗‖1 − (1 + α)R
=
1− α
1 + α
‖D̂3x∗‖1 − (1 + α)R
(Norm holds) ≤ (1 − α)(1 + α)R − (1 + α)R
= −α(1 + α)R < −αR = ǫˆ.
We now check C2. In our setting with γ = t2 = 0, this condition means
that
∆ˆ1,0(t, y∗, t1) := 0 ∨ sup
{
−F̂1(x) : x ∈ X∗t ∩ X̂y∗t1 , f1(x) = 0
}
≤ αR =: −ǫˆ.
For the above relation to hold, it is enough to prove the stronger bound
supx∈Rd{−F̂1(x) : f1(x) = 0} ≤ αR. With our definition of F̂1 and f1, this is
tantamount to proving that for all x ∈ Rd with ‖D3x‖1 = (1 + α)R, we have
‖D̂3x‖1 ≥ R. Indeed, such property holds in the event Diag which implies the
property:
∀x ∈ Rd, ‖D̂3x‖1 ≥ ‖D3x‖1
(1 + α)
.
Condition C2 is checked.
To finish the proof, we must also check C1. In our setting with γ = t2 = 0,
this condition means that δˆ(y∗, x∗) + ∆ˆ0,0(x∗|t, y∗, t1) ≤ t − t0 with proper
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t1 > 0. We start by bounding δˆ(y∗, x∗). We have
δˆ(y∗, x∗) ≤ F̂ (y∗)− F̂ (x∗)− (f(y∗)− f(x∗))
(by Lemma 7) = 〈(y∗ − x∗), (Σ̂−Σ)(y∗ − x∗)〉 − 2〈(P̂−P)ǫ(·)x(·), y∗ − x∗〉
(by Lemma 8) ≤ ‖D̂3(y∗ − x∗)‖21 + ‖D3(y∗ − x∗)‖21
+2‖D̂−13 (P̂−P)ǫ(·)x(·)‖∞‖D̂3(y∗ − x∗)‖1
(by (54)) . α2R2 + αR‖D̂−13 (P̂−P)ǫ(·)x(·)‖∞
(Grad holds) . α2R2 + C2αR
√
ln(d/δ)
N
6
√
(P+ P̂)ǫ(·)6
≤ C5
{
ln(d/δ)
N
R2 +
ln(d/δ)
N
R
6
√
(P+ P̂)ǫ(·)6
}
, (56)
for some constant C5 depending on C0 and on an upper bound of Ĉ (since
(54) holds on the event Norm).
Now we bound ∆ˆ0,0(x∗|t, y∗, t1). For that purpose, it is actually sufficient
to bound the larger quantity sup{∆ˆ(x, x∗) : x ∈ X ∩ X̂, f(x)− f(x∗) = t}. For
all x ∈ X ∩ X̂ with f(x)− f(x∗) = t, we have
∆ˆ(x, x∗) ≤ t− (F̂ (x)− F̂ (x∗))
(by Lemma 7) = 〈(x − x∗), (Σ− Σ̂)(x − x∗)〉 − 2〈(P− P̂)ǫ(·)x(·), x − x∗〉
≤ sup
{
〈h, (Σ− Σ̂)h〉 : 〈h,Σh〉 ≤ t, ‖D̂3h‖1 ≤ 5R
}
+ 2 sup
{
〈h, (P− P̂)ǫ(·)x(·)〉 : ‖D̂3h‖1 ≤ 5R
}
=: I1 + I2,
(57)
where in last inequality we used the relation 〈x−x∗,Σ(x−x∗)〉 ≤ f(x)−f(x∗)
of Lemma 7 and the fact that ‖D̂3(x−x∗)‖1 ≤ ‖D̂3x‖1+ ‖D̂3x∗‖1 ≤ R+(1+
α)2R ≤ 5R since x ∈ X̂, the event Norm holds and 0 ≤ α ≤ 1.
The first term I1 in (57) may be bounded as
(by Quad) I1 ≤ sup
{
(1− φ)〈h,Σh〉+ C3 ln(d/δ)
N
‖D̂3h‖1 : 〈h,Σh〉 ≤ t, ‖D̂3h‖1 ≤ 5R
}
≤ (1− φ)t+ 5C3R ln(d/δ)
N
. (58)
The second term I2 in (57) may be bounded as
I2 ≤ 2 sup
{
‖D̂3h‖1 · ‖D̂−13 (P− P̂)ǫ(·)x(·)‖∞ : ‖D̂3h‖1 ≤ 5R
}
(by Grad) ≤ 10C2R
√
ln(d/δ)
N
6
√
(P+ P̂)ǫ(·)6. (59)
Hence, from (57)-(59) we finally get
∆ˆ0,0(x∗|t, y∗, t1) ≤ (1− φ)t + 5C3R ln(d/δ)
N
+ 10C2R
√
ln(d/δ)
N
6
√
(P+ P̂)ǫ(·)6.
(60)
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To finalize, let I3 := (R∨R2) ln(d/δ)N +R
√
ln(d/δ)
N
6
√
(P+ P̂)ǫ(·)6. We observe
from (55) (which defines t0), (56) and (60), that we obtain the desired relation
δˆ(y∗, x∗)+∆ˆ0,0(x∗|t, y∗, t1) ≤ t−t0 by choosing t1 := t0 := O(I3) large enough
so to satisfy (55) and, then set t := O(I3) large enough so that −φt+O(I3) ≤
−(t0 + t1). Condition C1 is checked.
From Theorem 2, we conclude that X̂∗t1 ⊂ X∗t . This means that x̂lasso sat-
isfies conditions (50)-(51) of the Claim under the conditions of α, N , R and
δ of Theorem 6. The Claim is proved.
4.3.1 Proofs of probabilistic lemmas
As mentioned in the previous section, we need to prove Lemmas 3-6 in order
to complete the proof of Theorem 6. This is carried out in this section.
Proof (of Lemma 3) Without loss on generality, we may assume D3x∗ 6= 0.
Since ‖D3x∗‖1 ≤ (1 + α)R, it is sufficient to prove
P
{
‖D̂3x∗‖1
‖D3x∗‖1 ≥ 1 + α
}
≤ P

(
‖D̂3x∗‖1
‖D3x∗‖1
)3
≥ 1 + α
 ≤ δ4 , (61)
the first inequality above being trivial.
Set z := D3x∗‖D3x∗‖1 so that ‖z‖1 = 1. By the definition of z, convexity and
(47),
(
‖D̂3x∗‖1
‖D3x∗‖1
)3
− 1 =
 d∑
ℓ=1
3
√
P̂|x(·)[ℓ]|3 · |x∗[ℓ]|
‖D3x∗‖1
3 − 1
=
 d∑
ℓ=1
|z[ℓ]| 3
√
P̂|x(·)[ℓ]|3
3
√
P|x(·)[ℓ]|3
3 − 1
≤
(
d∑
ℓ=1
|z[ℓ]|P̂|x(·)[ℓ]|3
P|x(·)[ℓ]|3
)
− 1
=
d∑
ℓ=1
|z[ℓ]| P̂|x(·)[ℓ]|
3 −P|x(·)[ℓ]|3
P|x(·)[ℓ]|3 = P̂g(·), (62)
where we have defined the function
ξ 7→ g(ξ) :=
d∑
ℓ=1
|z[ℓ]| |x(ξ)[ℓ]|
3 −P|x(·)[ℓ]|3
P|x(·)[ℓ]|3 .
Note that E[g(ξ)] = 0.
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We next estimate the variances Pg(·)2 and P̂g(·)2. We have
Pg(·)2 = E
( d∑
ℓ=1
|z[ℓ]| |x(ξ)[ℓ]|
3 −P|x(·)[ℓ]|3
P|x(·)[ℓ]|3
)2
(by convexity) ≤
d∑
ℓ=1
|z[ℓ]|E
[( |x(ξ)[ℓ]|3 −P|x(·)[ℓ]|3
P|x(·)[ℓ]|3
)2]
≤ ‖z‖1max
ℓ∈[d]
P|x(·)[ℓ]|6
(P|x(·)[ℓ]|3)2 ≤ c0, (63)
for some constant c0 depending only on C, where we have used that
6
√
P|x(·)[ℓ]|6 ≤
q
√
P|x(·)[ℓ]|q and (49).
Following the same guideline above, we get
P̂g(·)2 ≤ max
ℓ∈[d]
P̂(|x(·)[ℓ]|3 −P|x(·)[ℓ]|3)2
(P|x(·)[ℓ]|3)2
= max
ℓ∈[d]
P̂|x(·)[ℓ]|6 + (P|x(·)[ℓ]|3)2 − 2P̂|x(·)[ℓ]|3 ·P|x(·)[ℓ]|3
(P|x(·)[ℓ]|3)2
≤ max
ℓ∈[d]
P̂|x(·)[ℓ]|6
(P|x(·)[ℓ]|3)2 + 1. (64)
Following the same guideline to establish (42) for the random variable Z :=
|x(·)[ℓ]|6 with q replaced by p := q/6, we obtain that
P
{
P̂Z ≤ PZ + cp
|Z −PZ|p
N1−
1
p
(8/δ)
1
p
}
≥ 1− δ
8
, (65)
where cp is a constant that only depends on p. From (64)-(65) and N ≥
(δ−1)1/(p−1), we obtain that, with probability ≥ 1− δ8 ,
P̂g(·)2 ≤ max
ℓ∈[d]
{
(1 + 81/pcp)P|x(·)[ℓ]|6
(P|x(·)[ℓ]|3)2 + 8
1/pcp
(P|x(·)[ℓ]|q) 6q
(P|x(·)[ℓ]|3)2
}
+ 1
≤ Cp, (66)
for some constant Cp depending only on C and p = q/6, where we have used
that 6
√
P|x(·)[ℓ]|6 ≤ q√P|x(·)[ℓ]|q and (49).
First, from (63) and (66), we obtain that, with probability ≥ 1 − δ/8,
the bound σˆ2 := (P̂ + P)g(·)2 ≤ Cp + c0 holds. Secondly, the upper tail in
Lemma 9 in the Appendix with t := ln(16/δ) < ln(O(1)d/δ), implies that,
with probability ≥ 1 − δ/8, P̂g(·) ≤
√
2(1+ln(16/δ))
N σˆ
2. From the two previous
facts, the union bound and proper definitions of C0 and α stated in Theorem
6 in terms of c0 and Cp above, we get that
P
{
P̂g(·) ≥ α
}
≤ δ
4
. (67)
Relations (62) and (67) prove the second inequality in (61) as desired. ⊓⊔
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Proof (of Lemma 4) For each ℓ ∈ [d], we will apply Lemma 10 in the Ap-
pendix with Z1 := |x(ξ1)[ℓ]|3 and a := 2. In our case, from (49) we have
P|x(·)[ℓ]|6 ≤ {P|x(·)[ℓ]|7} 67 ≤ C6{P|x(·)[ℓ]|3} 63 , that is, E[Z21 ](E[Z1])2 ≤ C6. From
this fact, Lemma 10 and the union bound over ℓ ∈ [d] we obtain
P
 ⋂
ℓ∈[d]
(
P̂|x(·)[ℓ]|3 ≥ (1− ǫ)P|x(·)[ℓ]|3
) ≥ 1− d exp
{
−
√
ǫ
2C6
N
}
.
From the above relation, we observe that, in order to obtain the desired
claim P(Diag) ≥ 1 − δ4 with α defined in Theorem 6, it is enough find a
(deterministic) ǫ > 0 such that
√
ǫ ≥ 2C6N ln(4d/δ) and 1 − ǫ ≥ 1(1+α)3 ⇔
ǫ ≤ α3+α2+α(1+α)3 . By increasing C0 (as a function of C) in the definition of α
in Theorem 6, such property is satisfied if we can find a ǫ such that α4 <
ǫ ≤ α3+α2+α(1+α)3 . Since 0 < α ≤ 12 for large enough N , we obtain α4(1 + α)3 <
α3 + α2 + α and, hence, such ǫ > 0 exists. The claim is proved. ⊓⊔
Proof (of Lemma 5) As a first step, for every ℓ ∈ [d], we will apply Lemma 9
in the Appendix to the random variable g(ξ) := ǫ(ξ)x(ξ)[ℓ] with t := ln(32dδ )
(considering the upper and lower tails inequalities). From the obtained tail
inequalities, the union bound and the fact that, for all ℓ ∈ [d],
(P̂+P) {ǫ(·)x(·)[ℓ]−Pǫ(·)x(·)[ℓ]}2 ≤ 2(P̂+P){ǫ(·)2x(·)[ℓ]2 +Pǫ(·)2x(·)[ℓ]2}
= 2P̂ǫ(·)2x(·)[ℓ]2 + 3Pǫ(·)2x(·)[ℓ]2
≤ 3(P̂+P){ǫ(·)2x(·)[ℓ]2} ,
we conclude that, with probability ≥ 1− δ8 , the following holds: for all ℓ ∈ [d],
|(P̂−P)ǫ(·)x(·)[ℓ]| ≤
√
6(1 + ln(32d/δ))
N
(P̂+P) {ǫ(·)2x(·)[ℓ]2}. (68)
We also note that Ho¨lder’s inequality guarantees that√
(P̂+P) {ǫ(·)2x(·)[ℓ]2} ≤ [(P̂+P)ǫ(·)6] 16 [(P̂+P)x(·)[ℓ]3] 13 . (69)
For each ℓ ∈ [d], we will now apply Lemma 10 in the Appendix with
Z1 := |x(ξ1)[ℓ]|3, a := 2 and ǫ := 12 . As observed in the proof of Lemma 4, we
obtain
E[Z21 ]
(E[Z1])2
≤ C6 from the condition (49). From this fact, Lemma 10 and the
union bound over ℓ ∈ [d] we obtain that, with probability≥ 1−d exp{− N
2
√
2C6
},
the following holds:
∀ℓ ∈ [d], P|x(·)[ℓ]|3 ≤ 2P̂|x(·)[ℓ]|3. (70)
Hence, by enlarging the constant C0 as a function of C in the definition of α
in Theorem 6, we obtain that (70) holds with probability ≥ 1− δ8 .
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Combining (68)-(70) with an union bound, we deduce that, with probabil-
ity ≥ δ4 , the following holds:
∀ℓ ∈ [d], |(P̂ −P)ǫ(·)x(·)[ℓ]| ≤ C2
√
ln(d/δ)
N
[(P̂+P)ǫ(·)6] 16 [P̂x(·)[ℓ]3] 13 ,
for some constant C2 > 0 depending just on C. The above relation is exactly
the property defining the event Grad since the ℓ-th diagonal entry of D̂3 is
[P̂x(·)[ℓ]3] 13 . We have thus proved that P(Grad) ≥ 1− δ4 . ⊓⊔
Proof (of Lemma 6) Recall that {ξj}Nj=1 is an i.i.d. sample from P so that
{x(ξj)}j∈[N ] are i.i.d. random vectors. Using definitions (45)-(46), we have,
for any h ∈ Rd,
〈h,Σh〉 = P〈x(·), h〉2, 〈h, Σ̂h〉 = P〈x(·), h〉2 = 1
N
N∑
j=1
〈x(ξj), h〉2.
Related to the above expressions, we will now invoke the “small-ball condition”
(48) and a related result of Lecue´ and Mendelson stated in Corollary 2.5,
item (2) of [8]. Such corollary implies that, under (48), there exist universal
constants c1, c2 > 0 such that, if s ∈ N \ {0}, N ≥ c1 s ln(ed/s)p2 and φ :=
1 ∧ (u2p/2), then7
P
{
∀h ∈ Rd, ‖h‖0 ≤ s⇒ 〈h, Σ̂h〉 ≥ φ〈h,Σh〉
}
≥ 1− e−c2p2N . (71)
Secondly, we will now invoke a result of Oliveira stated in Lemma 5.1 of
[10].8 That lemma shows that the property
∀h ∈ Rd, ‖h‖0 ≤ s⇒ 〈h, Σ̂h〉 ≥ φ〈h,Σh〉, (72)
stated in the event in (71) and restricted to s-sparse vectors, actually implies
the property
∀h ∈ Rd, 〈h, Σ̂h〉 ≥ φ〈h,Σh〉 − ‖D
1/2h‖1
s− 1 ,
extended to all vectors in Rd at a cost of an extra ℓ1 error in the lower bound,
where D is the diagonal matrix with entries D[ℓ, ℓ] := (Σ̂[ℓ, ℓ]−φΣ[ℓ, ℓ])+ and
D1/2 is the square-root of D. Since,
∀ℓ ∈ Rd, Σ̂[ℓ, ℓ]− φΣ[ℓ, ℓ] ≤ Σ̂[ℓ, ℓ] = D̂2[ℓ, ℓ]2 ≤ D̂3[ℓ, ℓ]2,
we obtain from the two previous inequalities that
∀h ∈ Rd, 〈h, Σ̂h〉 ≥ φ〈h,Σh〉 − ‖D̂3h‖1
s− 1 . (73)
7 Actually, the Corollary 2.5 in [8] cover only the case when Σ is the identity matrix, but
the arguments are based on VC dimension theory that are readily extendable to our setting.
We omit such details.
8 See also Corollary 2.5, item (2) of [8] for essentially the same statement. See also [11].
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From (71) and the fact that (72)⇒(73), we obtain
P
{
∀h ∈ Rd, 〈h, Σ̂h〉 ≥ φ〈h,Σh〉 − ‖D̂3h‖1
s− 1
}
≥ 1− e−c2p2N .
Using the above relation with s := 1+ NC3 ln(d/δ) for a sufficiently large constant
C3 > 0 and by enlarging C0 in the statement of Theorem 6 as functions of C,
u and p, we obtain that P(Quad) ≥ 1− δ4 as desired. ⊓⊔
Appendix: Some useful concentration inequalities
We shall need the following fundamental result due to Panchenko. It estab-
lishes a sub-Gaussian tail for the deviation of an heavy-tailed empirical process
around its mean after a proper self-normalization by a random quantity V̂ .
Theorem 7 (Panchenko’s inequality [13]) Let F be a finite family of
measurable functions g : Ξ → R such that Pg2(·) < ∞. Let also {ξj}Nj=1 and
{ηj}Nj=1 be both i.i.d. samples drawn from a distribution P over Ξ which are
independent of each other. Define
S := sup
g∈F
N∑
j=1
g(ξj), and V̂ := E
supg∈F
N∑
j=1
[g(ξj)− g(ηj)]2
∣∣∣∣∣σ(ξ1, . . . , ξN )
 .
Then, for all t > 0,
P
{
S− E[S] ≥
√
2(1 + t)
N
V̂
}∨
P
{
S− E[S] ≤ −
√
2(1 + t)
N
V̂
}
≤ 2e−t.
The following result is a direct consequence of Theorem 7 applied to the
unitary class F := {g}. It provides a sub-Gaussian tail for any random variable
with finite 2nd moment in terms its variance and empirical variance.
Lemma 9 (self-normalized sub-Gaussian tail) Suppose {ξj}Nj=1 is i.i.d.
sample of a distribution P over Ξ and denote by P̂ the correspondent empirical
distribution. Then for any measurable function g : Ξ → R satisfying Pg(·)2 <
∞ and, for any t > 0,
P
{
(P̂−P)g(·) ≥
√
2(1 + t)
N
(
P̂+P
)
[g(·)−Pg(·)]2
}
≤ 2e−t,
P
{
(P̂−P)g(·) ≤ −
√
2(1 + t)
N
(
P̂+P
)
[g(·)−Pg(·)]2
}
≤ 2e−t.
The following uniform concentration inequality for random functions is
proved in [12].
Theorem 8 ([12], Theorem 3.6 in Section 3.2) Suppose that
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(i) (M, d) is a totally bounded metric space with diameter D(M) and metric
d.
(ii) {ξj}Nj=1 is an i.i.d. sample of a distribution P over Ξ and P̂ denotes the
correspondent empirical distribution.
(iii) G : M× Ξ → R is a measurable function such that PG2(x0, ·) < ∞ for
some x0 ∈ M. Moreover, there exist α ∈ (0, 1] and non-negative random
variable L : Ξ → R with PL2(·) <∞ such that a.e. for all x, y ∈ M,
|G(x, ξ) −G(y, ξ)| ≤ L(ξ) d(x, y).
Recall definition of A1(M) in (21) and define L̂ := {P̂L2(·)}1/2. Then, for any
y ∈M and t > 0,
P
{
sup
x∈M
(P̂−P)[G(x, ·) −G(y, ·)] ≥ 2A1(M)
√
(1 + t)
N
[
L̂2 +PL2(·)
]}
≤ 2e−t,
P
{
sup
x∈M
(P− P̂)[G(x, ·) −G(y, ·)] ≥ 2A1(M)
√
(1 + t)
N
[
L̂2 +PL2(·)
]}
≤ 2e−t.
Finally, the next concentration inequalities will be used to establish the
result of Section 3.3.
Lemma 10 (sub-Gaussian lower tail for nonnegative random vari-
ables) Let {Zj}Nj=1 be i.i.d. nonnegative random variables. Assume a ∈ (1, 2]
and 0 < E[Za1 ] <∞. Then, for all ǫ > 0,
P
 1N
N∑
j=1
Zj ≤ (1− ǫ)E[Z1]
 ≤ exp
{
−
(
a− 1
a
)
ǫ
a−1
a
{
(E[Z1])a
E[Za1 ]
} 1
a−1
N
}
.
Proof Let θ, ǫ > 0. By the usual “Bernstein trick”, we get
P
 1N
N∑
j=1
Zj ≤ (1− ǫ)E[Z1]
 ≤ P

N∑
j=1
(E[Zi]− Zi) ≥ ǫE[Z1]N

≤ P
{
eθ
∑N
j=1(E[Zi]−Zi) ≥ eθǫE[Z1]N
}
≤ e−θǫE[Z1]NE
[
eθ
∑N
j=1(E[Zi]−Zi)
]
= e−θǫE[Z1]NE
[
eθ(E[Z1]−Z1)
]N
. (74)
It is a simple calculus exercise to show that ∀x ≥ 0, e−x ≤ 1 − x + xaa .
Applying this with x := θZ1, we obtain
E
[
eθ(E[Z1]−Z1)
]
≤ eθE[Z1]
(
1− E[θZ1] + E[(θZ1)
a]
a
)
≤ eθE[Z1]e−θE[Z1]+ E[(θZ1)
a]
a = e
E[(θZ1)
a]
a ,
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where the second inequality follows from the relation 1+ x ≤ ex for all x ∈ R.
We plug this back into (74) and get, for all θ > 0,
P
 1N
N∑
j=1
Zj ≤ (1− ǫ)E[Z1]
 ≤ e
(
−θǫE[Z1]+θa E[Z
a
1 ]
a
)
N
. (75)
Since a ∈ (1, 2], we may actually minimize the above bound over θ > 0. The
minimum is attained at θ∗ :=
(
ǫE[Z1]
E[Za1 ]
) 1
a−1
. To finish the proof, we plug this
in (75) and notice that
−θ∗ǫE[Z1] + θa∗
E[Za1 ]
a
=
(
−1 + 1
a
)
(ǫE[Z1])
a
a−1
E[Za1 ]
1
a−1
,
using that 1 + 1a−1 =
a
a−1 . ⊓⊔
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