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Introduccion 
Hay situaciones en las que al analizar su comportamiento se observa que en algunas 
propiedades del sistema han existido period os en los que la dispersion es mayor y otros 
periodos en los que la dispersion es menor, con 10 que se establece que en esas propiedades se 
presenta volatilidad. En esas situaciones es importante determinar cual es el comportamiento 
de la varianza de esas propiedades a 10 largo del tiempo. En terminos generales, puede decirse 
que la volatilidad es una estimaci6n de los cambios en una las propiedades de un sistema. 
Cuando la volatilidad no cambia a 10 largo del tiempo y si 10 hace es de forma conocida y 
cierta, se denomina volatilidad determinista. Si los cambios observados a 10 largo del tiempo 
son de forma desconocida 0 incierta nos enfrentamos a una volatilidad de tipo estocastica. 
En el caso determinista se utiliza como estimaci6n de la volatilidad Ia desviaci6n tfpica de 
la serie. En el caso estocastico para la estimaci6n se utilizan, entre otros, los modelos de 
heterocedasticidad condicional autorregresiva (modelos ARCH), Ia generalizacion de estos 
(modelos GARCH) o' alguna de sus variantes. En los modelos ARCH. la modelizaci6n de 
la volatilidad se caracteriza porque la varianza condicional depende de las observaciones 
pasadas de la serie. En los modelos GARCH la modelizacion de la volatilidad depende de 
sus propios valores pas ados. 
Sin embargo, cuando la volatilidad es estocastica nos enfrentamos en realidad al problema 
de tener una fuente de aleatoriedad que no puede ser eliminada fiicilmente. En un sentido 
amplio, en los modelos de volatilidad estocastica, por un lado. se desconoce su funci6n de 
verosimilitud, y por el otro, la volatilidad es no con stante, es no predecible y. es funcion de un 
proceso estocastico no observable. Esta no observabilidad del proceso estocastico generador 
Estimaci6n de Paramotros en Modelos de Volatilidad Est"e'!;tica Usando AlgOl'itmos Evolutivo; 
de la volatilidad es 10 que nos ha llevado a plantear la utilizacion de un metodo heurfstico 
que evolucione la estimacion de la distribucion, con el fin de establecer los parametros de los 
modelos de volatilidad estocastica. 
Existen diferentes formulaciones de modelos de volatilidad estocastica general. EI prop6si­
to esperado con la estimaci6n de tales modelos es encontrar el mas adecuado de manera que 
se disponga de la mayor capacidad predictiva en el comportamiento de la propiedad del sis­
tema que presenta volatilidad. Un caso destacado de volatilidad estocastica se presenta en las 
series temporales de rendimientos de activos financieros. Al analizar algunos rendimientos 
financieros se observa que en su comportamiento han existido periodos en los que la vola­
tilidad es mayor y otros periodos en los que la volatilidad es menor. En esas situaciones es 
importante determinar cual es el comportamiento de la volatilidad, ya que esta se constitu­
ye en la principal variable asociada al riesgo. La aplicadon de estos modelos de volatilidad 
estocastica general en los mercados financieros y cambiarios se hace para con tar con pre­
dicdones de la volatiJidad, con mediciones del riesgo, y con valoracion de opciones, entre 
otros. 
En este proyecto de investigacion se considera el problema de estimar un mode\o de vo­
latilidad estocastica ASVI usando Algoritmos Evolutivos para optimizar la fundon objetivo . 
que resulta al aplicar el Metodo de los Momentos Eficiente (EMM). Se plantea el problema 
de optimizaci6n y se hace enfasis en las dificultades practicas inherentes al EMM. Se aplican 
diferentes metodos de optimizacion convencionales y se comparan los resultados obtenidos, 
asf como tambien se aplica un nuevo algoritmo de optimizacion disefiado dentro del marco 
del proyecto de investigaci6n DIME 6549 titulado "Estimacion de Parametros en Modelos de 
Volatilidad Estocastica utilizando Algoritmos Evolutivos Probabilfsticos". 
Mas que presentar tecnicas para Ia estimaci6n de parametros en modelos de volatilidad 
estocastica, en este trabajo se desarroHa un enfoque para Hevar a cabo esta tarea. Para es­
to se aprovecha una reciente modalidad de metaheurfsticas conocida como Algoritmos de 
Estimacion de Ia Distribucion. 
Los Algoritmos de Estimacion de Ia Distribucion, EDA, por su acronimo en ingles (Esti­
mation of Distribution Algorithms), son una metaheurlstica estocastica basad a en poblacio­
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nes. Los EDA aparecieron en el ano 1996 y ultimamente se han convertido en un t6pieo de 
investigac}on de gran interes. En los EDA la poblaci6n esta compuesta por individuos que 
codifican posibles solu~iones al problema de optimizaci6n. Estas poblaciones de individuos 
evolucionan en generaciones sucesivas en una busqucda progrcsiva hacia la soluci6n. Puedc 
decirse que los EDA tienen mucho en comun con otra metaheurfstiea como los Algoritmos 
Evolutivos. Sin embargo, aunque los dos algoritmos se ubi can en el campo de la computacion 
evolutiva, en los EDA se ha declinado el uso de los operadores geneticos para generar las si­
guientes poblaciones. En lugar de usar los operadores de cruzamiento y mutaci6n tradiciona­
les de los Algoritmos Geneticos, en los EDA se aplica, para producir una nueva generaci6n, 
la estimacion de la distribucion de probabilidad de una muestra estocastica de individuos, 
previamente seleccionada, para inducir la busqueda. 
Los algoritmos evolutivos se han distinguido por su capacidad para solucionar problemas 
diffciles de optimizacion. Sin embargo, su desempefio se ha visto deslucido ante los llama­
dos problemas deceptivos y ante los sistemas con un comportamiento altamente dinamico. 
Ademas, si el investigador no tiene experiencia con algoritmos evolutivos la selecci6n de los 
parametros de control del algoritmo puede ser un problema de optimizacion por si mismo. 
Por estas razones se ha dado lugar a la formulacion de otras altemativas como los EDA. Dado 
que por la estructura estocastica que conforma los EDA se obvian los pan'imetros de control y 
se facilita predecir el movimiento de la poblacion en el espacio de busqueda, es natural tratar 
de apJicarlos para la estimacion de parametros en sistemas de alta dinamicidad, como son los 
modelos de volatilidad estocastica. Esta es la perspectiva que se desarrolla en este trabajo. 
En la secci6n 1 se presenta la definicion del modelo ASV 1 de volatilidad estoeastica con 
el cual se haeen las demostraciones correspondientes. EI Metodo de los Momentos Eficiente 
(EMM) se explica en Ia seccion 2. Diversos tipos de EDA y el algoritmo propuesto en este 
trabajo, EAMN (Evolutionary Algorithm based on the Multivariate Normal Distribution), se 
exponen en la secci6n 3. La secci6n 4 trata sobre la estimaci6n del modelo ASV I apJicando y 
comparando varios metodos y apJicando el EAMN. Por Ultimo, en el Apendiee se encuentran 
los codigos de computador con el fin de faciIitar allector la aplicacion practiea del EAMN 
en general, y en la estimacion EMM del modelo ASVI en particular. 
3 
Estimaci6n de Parametros en Modelo!i de Volatilidad Estocastica Usando Algoritmos Evolutivo:o 
Queremos agradecer a la Direccion de Investigaciones de la Universidad Nacional de 
Colombia, Sede Medellin, por su soporte al proyecto de investigacion DIME 6549 "Estima­
cion de Panimetros en Modelos de Volatilidad Estocastica utilizando Algoritmos Evolutivos 
Probabilistic os" , del cual este documento es uno de sus resultados parciales. 
Finalmente, expresamos nuestra gratitud al profesor Norman Diego Giraldo G6mez, de 
la Universidad Nacional de Colombia - Sede Medellin, por sus invaluables aportes en el 
desarrollo de dicho proyecto de investigaci6n. 
Jesus A Hernandez R. 
jaheman@unalmed.edu.co 
Juan D. Ospina A 
jdospina@unaimed.edu.co 
Grupo de Investigacion en Sistemas Complejos Naturales 
Facultad de Ciencias - Facultad de Minas 
Universidad Nacional de Colombia - Sede Medellfn 
MedeIHn 
Octubre de 2008 
Seccion 1 
El Modelo del 
ASVI 
En este capitulo se introd 
problema de estimaci6n utili) 
i 
YTauchen. Este metodo pert!! 
simulaci6n, ver Gourieroux y 
es deterrninar cu6.les problen 
i 
computacionalmente muy de 
I 
.. " d'11.• DefimelOn ~ 
EI modele de serie de til 
Iidad estocastica con asimel 
proceso estocastico Yt, t E 2 
Inl 
donde Zt, Et '" iid N(O, 1), I 
4 
Estimacibn de Parametres en Modelos de Volatilidad Estocastica Usando Algoritmos EvoIutivos 
Queremos agradecer a la Direccion de Investigaciones de la Universidad Nacional de 
Colombia, Sede Medellin, por su soporte al proyecto de investigacion DIME 6549 "Estima­
cion de Parametros en Modelos de Volatilidad Estocasticn IltiJizando Algoritmos Evolutivos 
- i 
Probabilfsticos", delcual eo'" r>- --'ps parciales. 
I . 
n Diego Giraldo Gomez, de 
"s invaluables aportes en el 
I 
Jesus A. Hernandez R. 
hheman@unalmed.edu.co 
Juan D. Ospina A. 
lospina@unalmed.edu.co 
Seccion 1 
El Modelo de Volatilidad Estocastica 
ASVI 
En este capitulo se introduce el modelo de volatilidad estocastica ASV lyse plantea el 
problema de estimacion utilizando el Metodo de los Momentos Eficiente (EMM) de Gallant 
y Tauchen. Este metodo pertenece a un grupo mas amplio, denominados metodos basados en 
simulaci6n, ver Gourieroux y Montfort, (Gourieroux y Montfort, 1996). EI objetivo principal 
es determinar cuales problemas pueden presentarse, dado que la funci6n objetivo resulta ser 
computacionalmente muy demand ante. 
1.1. Definicion del modelo ASV1 
El modele de serie de tiempo no lineal, denominado el modelo autorregresivo de volati­
lidad estocastica con asimetrfa, 6 , esta definido por las ecuaciones l.l, as!, se dice que un 
proceso estocastico Yt, t E Z, sigue un modelo ASV I si satisface: 
O.l)In(oD 
donde Zt, Et '" iid N(O, 1), independientes. 
5 
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Los para metros que especifican el modele son e = (w , (3, 0:, I)' E [-h , h] x (0,1) x 
[-h, h] x (0, h], para un valor h > °arbitrario. Cuando Ct = °se denomina modele simetrico 
y asimetrico si Ct < 0. En (Ghysels y Renault, (996) se da mas detalles sobre el modelo 
ASV I. La figura 1. 1 muestra las gnlficas del precio, rendimientos, histograma y asimetrfa de 
la volatilidad de una trayectoria simulada de un proceso ASV I. 
R.nctlmlenNu U ..fftnoiCOI ASV 1 
(b) Rendimientos 
II LIl I 
... ,­
i 
D!;-D-"",onc!.on .n;;-;--~'~n ---C'~D.;;;.-:m'ru;-","~.D,-7n!\OCO 
I 
(a) Precio 
R.ndlmkfttu d,1 ,rOt.ICI ASY I 
(e) Histograma 
D.' 
(d) Asimelna de la volatilidad 
Figura 1.1 : Precio, Rendimitmu. histogram" y asimelrla de la volatilidad para un modelo ASVI con CA.' = - 1.2, {3 = U.9, 0: = - 0.24 Y 
1 =0.18. 
La importancia de los modelos de volatilidad estocastica es que se ha demostrado que 
describen mejor las caracterfsticas empfricas de los rendimientos financieros como alta cur­
tosis, la sonrisa de la volatilidad, una reaccion mas fuerte a las malas noticias en los mercados, 
que los modelos (exponential general autoregressive conditional heteroskedastic), como se 
6 
Jc:-u~ Antonio HCrnjl lldez Ri vero... y Juan D~l\' iu O\pillJ Ara.. lgo 
muestra en (Ghysels y Renault, J996). Ambos , los modelos de volatilidad estocastica y los 
IIIodelos EGARCH, han sido pensados para modelar heterocedasticidad, pero el exilo de los 
segundos sabre los primeros es solo opacado por las dificllltades pnkticas en los procesos de 
estimaci6n. En (Broto y RlIiz , 2002) se explica pOl' que el metodo de maxima verosimilitlld 
convencional no se puede aplicar directamente al modelo definido en la eCllacion (1.1), pero 
para resumir puede decirse que la dificultad est:! en el hecho de que la volatilidad a} no es 
observable. Esto quiere decir que dada una observaci6n del proceso YI> t = 1,2, .. . , IV no es 
posible reconstruir la serie al, YI, t = 1,2, ... , IV, subyacente . 
Un apunte interesante sobre los modelos de volatilidad estocastica es que su principio 
- la modelacion de la volatilidad como un proceso autorregresivo - se ha incorporado en 
atros modelos . A manera de ejemplo se tiene el trabajo de (Rockinger y Semenova, 2005), 
donde se estima un modele de difusi6n con saltos para el cual la volatilidad es un procesa 
autorregresivo posiblemente con saltos. 
En (Broto y Ruiz, 2002) tambien se present a una completa revision de los metodos aplica­
dos a la estimaci6n de modelos de volatilidad estocastica. Los principales metodos descritos 
son: 
I. 	Metodos de momentos : se destacan los metodos MM y GMM (comentado en el capftu­
102). 
2. 	 Estimaci6n por maxima verosimilitud: basad a en procesos de simulacion numerica y 
metod os de Monte Carlo. 
3. 	Metodos que utilizan modelos aproximados: entre estos se destaca el metoda EMM, 
descrito en el capftulo 2, donde se utiliza un modele aproximado cuyos componentes 
sean observables. 
4. 	Cuasi Maxima Verosimilitud (QML): luego de linealizar la series se utiliza la estrate­
gia del filtro de Kalman para aproximar la densidad del proceso. Estos metodos son 
poco eficientes porque no estan basados en la verdadera funci6n de verosimilitud del 
proceso. 
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segundos sobre los primeros es solo opacado por las dificultades practicas en los procesos de 
estimaci6n. En (Broto y Ruiz, 2002) se explica por que el metodo de maxima verosimilitud 
convencional no se puede aplicar directamente al modelo definido en la ecuaci6n (1.1), pero 
para resumir puede decirse que la dificultad esta en el hecho de que la volatilidad no es 
observable. Esto quiere decir que dada una observaci6n del proceso Yt> t = 1,2, ... , N no es 
posible reconstruir la serie (Jr, Yt. t 1,2, ... , N, subyacente. 
Un apunte interesante sobre los modelos de volatilidad estoctistica es que su principio 
- la mode1aci6n de la volatilidad como un proceso autorregresivo - se ha incorporado en 
otros model os. A manerade ejemplo se tiene el trabajo de (Rockinger y Semenova, 2005). 
donde se estima un modelo de difusi6n con saltos para el cual la volatilidad es un proceso 
autorregresivoposiblemente con saltos. 
En (Broio y Ruiz, 2002) tambien se present a una completa revisi6n de los metodos aplica­
dos alaestimaci6n de model os de volatilidad estocastica. Los principales metod os descritos 
son: 
1. 	Metodos de momentos: se destacan los metodos MM y GMM (comentado en el capitu- . 
102), 
2. Estimaci6n pOf maxima verosimilitud: basad a en procesos de simulaci6n numerica y 
metod os de Monte Carlo. 
3. Metodos que utili zan mode1os aproximados: entre estos se destaca el metodo EMM, 
descrito en el capitulo 2, donde se utiliza un modelo aproximado cuyos componentes 
sean observables. 
4. Cuasi Maxima Verosimilitud (QML): luego de linealizar la series se utiliza la estrate­
gia del filtro de Kalman para aproximar la densidad del proceso. Estos metodos son 
poco eficientes porque no estan basados en la verdadera funci6n de verosimilitud del 
proceso. 
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EI problema de optimizacion a resolver en este trabajo surge al aplicar un metodo de 
estimacion conocido como Metodo Eficiente de Momentos al modelo (1.1). Este metodo se 
describe en el capItulo 2. Para un tratamiento detallado del metodo ver (Zivot y Wang. 2006), 
cap. 23. La funci6n objetivo tiene la forma 
donde () es el vector de parfimetros a estimar, 11.11 en este punto especffico es la norma eucli­
diana, hT(O) es una funcion que depende del metodo, WT es una matriz definida positiva que 
tambien depende del metodo y nTiP es la matfiz rafz cuadrada. Interesa observar que la fun­
cion objetivo es una forma cuadnitica 0 una norma euclidiana de una cierta funci6n vectorial 
altamente noli neal en los parfimetros de interes y definida POf un algoritmo. no por una ex~ 
presion anaHtica.Ademfis, es computacionalmente muy exigente porque el algoritmo inc\uye 
recursiones no lineales y simulaciones. Esto implica que no es posible obtener una expresion 
analftica del gradiente deQT«(}) y que el uso de derivada numerica aumentaria el tiempo de 
computacion de manera exagerada en algunas plataformas, como Matlab. ,Por tanto, no es 
practico usar los algoritmos con base en gradiente, al menos en Matlab. Adicionalmente, es 
un problema de optimizacion con restricciones sobre los parametros. Por ejemplo, f3 E (0,1) 
es unarestriccion necesaria y que en caso que ocurrieraf3 > 1 el algoritmo que define QT«(}) 
se torna inestable, como se muestra posteriormente. 
8 
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Seccion 2 
Metodo de los Momentos Eficiente 
EI Metodo de los Momen,tos Eficiente (EMM por sus siglas en ingles) es una metodologfa 
de estimacion derivada del Metodo de los Momentos Generalizado (GMM). Esta ultima ex­
plota el hecho de que los momentos muestrales 0 una funcion de los mismos deben parecerse 
en el sentido de una norma vectorial al correspondiente conjunto de momentos 0 funcion de 
momentos poblacionales del modelo que se desea estimar. La metodologfa EMM general­
mente se emplea cuando el modele de in teres, general mente dado en el espacio de estados, 
tiene involucra variables no observables. Para superar la dificultad que esto conlleva en los 
procesos de estimacion, la metodologfa EMM propone utilizar un modele aproximado que 
contenga cuyas variables 0 estados sean todos observables. Ambas metodologfas, EMM y 
GMM, producen resultados que asint6ticamente equivalen a los resultados que producirfa el 
metoda de maxima verosimilitud. No obstante, aunque no siempre a1canzan la eficiencia del 
metodo de maxima verosimilitud, las metodologfas GMM y en particular EMM son apJica­
blescuando esta no 10 es por alguna razon como la presencia de variables no observables. En 
este c'apfiuld se presenta brevemente las metodologfas GMM y EMM, asf como la implemen­
tacion de esta ultima para estimar el modelo de volatilidad estocastica ASVl. 
9' 
2.1. ,Generalidades de la Inetodologia GMM 
(' 
La metodologfa GMM. propuesta en por Hansen en (Hansen, 1982), utilizada para est i-
mar modelos estocasticos, explota las condiciones de ortogonalidad entre los diferentes com­
ponentes estocasticos del modelo. Dichas condiciones pueden plantearse en terminos de un 
sistema de ecuaciones que involucran los momentos 0 funciones de los momentos. De esta 
manera, si Y t. t = 1, 2, ..., es un proceso estocastico de dimensi6n k cuyo modelo se espe­
cifica completamente con el parametro 0 y ! : IRk -7 IRI es tal que se satisfaee la ecuacion 
(2.1) 
, (2.1) 
y se define 1como 
(2.2)1= E [~ ~!(Yt;O)] I 
puede mostrarse que bajo ciertos supuestos sobre! (Yt; 0) (como q~~ es una ~artingala en 
diferencias) INIconverge en distribucion a una Nt (0, 8), d'onde 8 es matriz de covan~zas 
asintotiea de 1. Cuando se desea explotar estos hechos para estimar el vector de para~etros 
oE IRP, se hace uso de las ecuaciones (2.I)y (2.2) paraderivar'las ecuaciones estimadoras. 
EI metodo 9MM propone co'mo estimador del panimetro 0' 
argmfn.f{; (0) lvlN (0), (2.3) _ 
OE9 
donde IN se define como en la eeuaci6n (2.4) 
1 N 

N I:! (YtiO) . (2.4) 

, t=;l 
y Wes una matriz definida positiva que posiblemente depende de los datos. Asf, el proble­
" . ' " 'j 
rna de estimacion en el metodo GMM se expresa co~o la minimizacion de la forma cuadrati­
ea de la ecuaci6n (2.5), 
10, 
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2.1. . Generalidades de la metodologia GMM 
La metodoIogfa GMM, propuesta en por Hansen en (Hansen, 1982), utilizada para esti­
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J (0) = r;; (0) ll'IN (0) . .. (2.5) 
La matriz de ponderaci6n TV esta relacionada con la eficiencia asintotica del estima­
dor i}~. En (Hansen, 1982) se prueba que .rN (iJNO) converge en distribucion a una 
Np (0, (lVTS-Il¥) -I) .En (Hall, 2005) se muestra que una elecci6n optima para lV, en el 
sentido de que minimiza Ia varianza asint6tica del estimador GMM, es la que se muestra en 
la ecuacion (2.6) 
(2.6) 
2.2. Metodo de los Momentos Eficiente 
EI metodo EMM, propuest~ por Gallant y Tauchen, (Gallant y Tauchen. 1996), e~ una' 
adaptaci6n del metodo GMM para enfrentar la presencia de variables no observables en el 
modelo. La estrategia para resolver esta dificultad es utilizar un modele aproximado al mo­
delo que se desea estimar cuyas variables sean todas observables. Este modele auxiliar tiene 
una densidad ga' condicionada a la historia de los datos, que esta determinada por un vector 
de panlmetros 17 que debe estimarse en la segunda etapa del metodo utilizando quasi maxima 
verosimilitud. Esto permite que el modelo auxiliar satisfaga las condiciones de primer orden 
de la ecuacion (2.7), expresadas para una serle observada de longitud N, 
~ ~l aga (Yt> if) = 0 (2.7)NL.....- n a ' 
1=1 1] 
donde if es el estimador de quasi maxima verosimilitud de 17. EI vector In ega5~''1) se 
den om ina funci6n score y es la clave para estimar el parametro 0 del modelo de interes. 
El concepto esmas 0 menos el siguiente: la funci6n score del modele aproximado debe 
satisfacer aproximadamente las condiciones de primer orden evaluadas en un conjunto de 
datos provenidnte del modele de interes. Es decir que un conjunto de datos generados por 
el modele de interes, que a su vez esta determinado por el parametro 0, al evaluarse en las 
11 
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condiciones de primer orden debe producir un resultado cercano a cero. Esta cercanfa se 
define en terminos de una distancia de IT!ahalanobis. AsC, si se escribe 
= ~~ I ega (fit (0), iii(0) (2.8)mT N~ n a ' 
t=1 TJ 
donde fit (0), t = 1,2, ... , T es una series simulada con el modelo de interes utilizando 
el vector de parametros candidato 0, se puede definir eLestimador EMM como 
argmfnm;;;' (0) \VmN (0). (2.9)
BEe ' 
Este planteamiento implica que el rnodelo generador, 0 de intert!s, debe permitir obtener 
simulaciones de sus posibles trayectorias para diferentes valores del vector de parametros O. 
En este metodo. las series simuladas'son'de longitud T > N, a fin de conseguir una buena 
aproximaci6n al estimador asint6tico. Este, como en ,el caso del metodo GMM. alcanza la 
maxima efidenci~ cuando la matriz lV es la de la ecuaci6n (2.10) 
(2.10) 
Los pasos delmetodo EMM pueden listarse como sigue: 
• Definir un modelo auxiliar. 
• Estimar el modelo auxiliar. 
• CaIcular la fund6n score del modelo auxiliar. 
• Plantear la funci6n objetivo EMM. 
• Minimizar la funcion objetivo EMM. 

Las siguientes subsecciones ilustran estos paS~s con el modelo ASV 1 aproximado a traves 

. " ,. . , \ 
de ~m EGARCH(l,l) conerrores SNP(4). 
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2.2.1. Seleccion del modelo auxiliar 
El primer paso en I,a metodologfa EMM es definir un modelo auxiliar que aproxime al 
modelo (1.1). La raz6n por la que debe definirse un modele auxiliar se encuentra en que en 
(Ll) la variable In(ol)'no es observable y tampoco es posible, reconstruirla a partir de los 
datos observados Yt. Por tanto, no es posible aplicar maxima verosimilitud. Esto se debe a la 
presencia de error aleatorio ft en (1.1). 
EI metoda propuesto utiliza un modelo auxiliar para el cual sf es posible aplicar maxima 
verosimilitud para estimar los parametros auxiliares. El modele auxiliar se escoge como un 
proceso EGARCH(l.l), definido por la siguiente ecuaci6n (2.11): 
(2.11) 
donde Zt iidN(O,l). Losparametros del modelo auxiliar son TJ = (w,{3,a,"YY Erv 
[-h, h] x[0,1] x [-h, h] x [0, h], h > 0 dado. Los vectores () y TJ tienen componentes . 
identicas pero no hay lugar a confusi6n, pues se trata de modelos diferentes. (l.l) Y (2.11); 
que se diferencian en los terminos correspondientes a los coeficientes "y. El proces~ ASVI. 
(1.1) tiene una densidad condicional normal dada porIa ecuaci6n (2.12) 
(2.12)1 
cxp (-::r)' 
donde Ot..,l= a{0-r_l' Zt-ll ft} es la sigma-algebra generada por las variables 0';_1' Zt-ll fto 
" 
y () = (w, {3,"Y, a), es el vector de parametros. La densidad condicional para el modelo 
EGARCH(l, 1) (2.11), f(yIO;_I, 'T7). ,esta dada por: 
(2.13)f(yIO;_v TJ) ~ v'2~a; cxp ( - ::r) , 
donde 0;_1 = a{atI' Zt-I} es la sigma-algebra generada por las variables 0';_1' Zt-l. 
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. 2.2.2. Estimacion del Modelo Auxiliar 
( 
Una condici6n para que la metodologia EMM funcione es que el modelo auxiliar (2.11) 
debe aproximar el modelo generador de los datos, (1.1), f(yln;_l' 1]) ::::: p(ylnt- 1, e). Para 
• I 
lograr que se cumpla esta aproximacion, en este trabajo se implemento la siguiente estra­
tegia original de (Gallant y Tauchen, 1996): utilizar en lugar de una densidad condicional 
normal (2.13) para el EGARCH(l,I) una densidad con parametrosadicionales de manera 
que la dimension del parametro 1] au mente, manteniendo la estructura heterocedastica del 
EGARCH(l, 1). La finalidad es que los parametros, adicionales ayuden a capturar caracteristi­
cas, como asimetria y leptocursis mejorando la aproximacion. Esto se logra mediante un tipo 
especial de densidades: la densidades Semi No Parametric as 0 SNP, introducidas por A. Ga­
llant (ver cap. 22 de (Zivot y Wang, 2006». La definicion de este tipo de densidades SNP se 
basa en los polinomios de Hermite. Las definiciones de polinomios de Hermite y de densidad 
SNP se comentan al final de este capitulo, ver (2.19) y (2.18). 
Denote por fSNP(x, d) una densidad unidimensional tipo SNP definida en x E ]R, con 
vector de parametros d E ]Rk Y denote por f.L(d) y (J2(d) la media y la varianza, resp~c­
tivamente, asociadas con tal densidad. Entonces la densidad f(x, d) = (J(d)fsNp(f.L(d) +
. 	 . 
(J(d)x) tiene media cero y varianza unidad. Por tanto, si se asume que Zt en el modelo 
EGARCH(I,I), (2.11) sigue esta distribucion f(x, d), la densidad condicional de Yt esta dada 
por f(Y/(J/) d)/(JI> Y remplaza la ecuaci6n (2.13) por (2:14): 
• f(Y/(Jt, d)/(Jt, 
In (J; w+,8ln(JL +O:Zt-l +,(IZt-ll-f.L*(d)), (2.14) 
donde f.L*(d) = lE(IZtl). As), se define el modelo (2.14) como, un EGARCH(1,I) con 
errores SNP(k), donde k es la dimension:del parametro d, y el vector de parametros es 
(1], d) E ]R4+k, estimado mediante el metodo de quasi-maxima verosimilitud (QML). En 
este trabajo se asumio k = 4. Una justificacion para esto es que una distribucion se puede 
i. 
caracterizar aproximadamente mediante los cuatro primeros momentos, media, varianza, asi­
metria y curtosis, al menos en la region central alrededor de la media. Por tanto, usar k; = 4 
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2.3. Vector de Scores 
Se define el vector de scores del r. I 
. 	 I 
gradiente en ]R4+k de derivadas parcial: 
\ i 
I 
oIn f(Ytln;-l' 1], d) 0 In(J(zt, d)j I 
0(;, d) = o(1],d).I' 

(_~ (Zd (z/)d) 1) oln(J;_l_il 
2 f(z/) d) + 01]' (J(d) 1: 
'III 
I! 
donde 1] = (w,,8, 0:, ,)', d E ]Rk Y ~ 
ecuaciones recursivas dado por I 
o (2) iow In (Jt 1 + VIa 
o 2 2 I0,8 In((Jt) In((Jt_l~ 
o· 	 I 
!) In((J;) Zt-I + ~ 

uO: 
 I 
o (2) I0, In (Jt IZt-l I ­
donde VI = ,8 - (O:Zt-l + ,IZt-11l 
colocando las derivadas parciales iguale 
medios calculados con los datos observ 
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es buscar una SNP que tenga estos cuatro momentos 10 mas cercanos a la distribucion de Zt. 
Una condicion para que la metodologfa EMM funcione es que el modele auxiliar (2.11) 
debe aproximar el modelo generador de los datos, (I.]), !(yln;_l' 1]) ~ p(ylnt-:l> 0). Para 
lograr que se cumpla esta aproximacion, en este. trabajo se implemento la siguiente estra­
que la dimension deL)"'-' 
" -
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Denotamos estos estimadores por (f}, d). EI problema de la estimaci6n QML en (2.14) no es 
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trivial yes unq d~ los intereses en este estudio. 
2.3. Vector de Scores 
Sedefine el vector de scores del modele EGARCH(I,I)-SNP(k), (2.14) como el vector 
gradiente en ]R4+k de derivadas parciaies dado en la ecuaci6n (2.15): 
8 In f(Ytl nt-1' 1], d) 8 In(J(zt, d)lo-t) = (81n(J(zh d)lo-t) . 8 In(J(zh d)IO-t») = 

8(1}, d) 8(1], d) 8l}' 8d 

(_~ (Zdl(Zb d) 1) 81no-; _1_80-(d) 1 f'(Zh d) (8P,(d)' 80-(d») lJ}P,+(d») 
2 f(zt, d) + a1]' o-(d) ad + o-(d) f(Zt, d) ad + Zt ad' + 2 ad 

. (2.15) 
donde 1] = (w, (3, 0:, ,)" dE]Rk y In(o-;) E ]R4 es un vector que satisface el sistema de 
ecuaciones recursivas dado por 
a (21 + Vi aw In o-t_1)' 
In(o-;_l) + Vi ~ In(o-L), 
. 8 . 
Zt-1 + Viao: In(o-;_l)' .' _ 
IZt-11- p,'(d) + Vi:' In(o-;_l)' t = 1, ... , T . 
donde Vi {3 - (O:Zt-1 + ,lzt-1!)/2. Las ecuaciones recursivas se inicializan en t=O 
colocando las derivadas parciales iguales a cero y los demas valores reemplazados por valores 
medios calculados con los datos observados. 
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2.4. Funcion Objetivo 
( 
Ademas de la fund6n hT{()) se requiere definir una matriz WT E II{pxp c~mo la inversa de 
la matriz devarianzas y covarianzas del vector de scores del modelo EGARCH(l, 1)-SNP(k), 
ecuadon (2.15), evaluados en los datos observados Yt. usando la formula de Newey-West 
la cua! garantiza que la matriz estimada sea definida positiva. La fund6n objetivo se define 
como la forma cuadnltica dada en la ecuadon (2.16) 
(2.16) 
donde x, es transpuesto de x y W;,/2 es la rafz cuadrada de WT definida positiva. La fund6n 
objetivo QT«()) es muy demandante computadonalmente. Para cada evaluad6n debe realizar 
1a generaci6n de N valores y(Uj, (}) Y calcular una recursion (4.2). En teorfa el metoda fun­
dona sin complicaciones, pero numericamente la recursion anterior es muy inestable,'lo que 
puede generar valores muy grandes de la funci6n objetivo. Finalmente se apJica un algoritmo ' 
,de optimizaci6n con restricciones simples, por ejemplo, un algoritmo genetico, para obtener 
el estimador EMM como el vector aT que minimiza QT: 
,(2.17) 
2.5. La densidad SNP 
A continuad6n se presenta la definicion basica de la densidad SNP. Esta densidad se 
. forma a partir de una sucesi6n de polinomios deH~rmite. La sucesion de polinomios de 
Hermite Hn{x), ~ = 0, 1~ ... , x E II{ se define recursivamente asf: 
Ho(x) =1 
l/t(x) =X (2.18) 
Hn(x) =(xHn-t(x) .../n - 1Hn- 2(x))/Fn. 
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De la definici6n se obtiene la propiedad de ortonormalidad de los polinomios de Hermite 
que se expresa como Jilt Htt(x)Hm(x)n(x)dx on,m, donde n(x) = cxp(-x2 /2)/J'iir es 
-----­
la funcion de densidad de 
primeros cuarro polinOl{l 
x(x2 3)/.../6, H4{X) =: 
Una funcion de densi Ii \ 
, , 
i i 
donde d (dt , •.. , dk)' Ei ! 
En este trabajo se tori 
I: 
densidad SNP puede vers: I 
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inclusive, elevado al cuad I 
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2.4. F':lncion Objetivo 
Ademas de la funci6n hT(O) se requiere definir una matriz WT~ JRPxp como la inirers~ de' 
la matriz de varianzas y covarianzas del vector de scores del modelo EGARCH(l,l)-SNP(k), 
ecuaci6n (2.15), evaluados en los datos observados Yi, usando la formula de Newey-West 
la cual garantiza que la matriz estimada sea definida positiva. La funci6n objetivo se define 
1L_---...sQJl1QJaJormn~Il"'Ar~.~-' \ 
\hT(O)W, (2.16) 
\WT definida positiva. La flmci6n 
1 
'ara cada evaluacion debe realizar 
b(4.2). En teorfa el metodo fun­
I 
~nterior es muy inestable,'Io que 
I 
\nalmente se aplica un algorit~o ,I .. . 
'lgOritmo genetico, para obtener 
I i 
I 
I \ .(2.17) 
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De la definicion se obtiene la propiedad de ortonormalidad de los poIinomios de Hermite 
que se expresa como Jut Hn(x)Hrn(x)n(x)dx !In,m, donde n(x) = cxp(-x2/2)/v'2ii es 
la funci6n de densidad de una Normal estfindar y !l",m es la funcion delta de Kronecker. Los 
primeros cuatro polinomios de Hermite son: H1(x) x, H2(x) = (x2 - 1)/..[2, H3(X) = 
x(x2 - 3)/..,(6, H4(X) = (x4 - 6x2 + 3)/(2..,(6). 
Una funcion de densidad unidimensional del tipo SNP(d) se define como 
(1 + EJ=l djHj(x)rn(x)fSNP(x,d) 
'l;:"'k 2 ' x E JR, (2.19) 
1 + L.JJ"",l dj 
donde d (db'" ,dk ), E IRk, k = 1,2, ..., es el vector de parfimetros. 
En este trabajo se tom a la dimension k 4. La eleccion k 4 se hace dado que la 
densidad SNP puede verse como un desarrollo Gram-Charlier truncado hasta el termino k 
inclusive, elevado al cuadrado y normalizado. En tales desarrollos se usan corrientemente 
hasta los k 4 primeros terminos. 
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Seccion 3 
Algoritmos Evolutivos 
3.1. Introducci6n 
En ciencias e ingenierfa es comun encontrarse con el problema de hallar el estado 6ptimo 
de una variable 0 con el problema de identificacion de parametros de un sistema. Para solucio­
nar estos desaffos, la pnictica mas comun es definir una funcion de costo que refleja que tan 
adecuado es un conjunto de parametros 0 de estados. Asumiendo que la funcion de costo l es 
de valor real y que los para metros 0 estados optimos estan contenidos en una regi6n D ~ IRk 
denominada el espaci? de busqueda, el problema se define formal mente como encontrar el 
vector X (Xl, X2,' .• , XI:) que, para el caso de minimizaci6n, satisface la ecuaci6n (3.1), 
donde por I se denota la transpuesta de una matriz. 
x= argmfllJ (x) (3.1)
xED 
Cuando no es facil obtener e1 gradiente. 0 cuando el conocimiento a priori de la solu­
ci6n es pobre, 0 mas attn, cuando la funcion J no tiene una expresi6nmatematica, se deben 
emplear m~todos altemativos a los estrictamente analfticos para obtener soluciones. En este 
trabajo se presenta un algoritmo que usa para explorar el espacio de busqueda la distribuci6n 
normal multivariada. inspirado por los' algoritmos evolutivos y sus posteriores modificacio­
nes. EI algoritmo presentado se ha denominado EAMN por el acr6nimo en ingl~s de sus 
19 
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caracteristicas de configuracion "Evolutionary Algorithm based on the Multivariate Normal 
distribution". EI EAMN se disefi6 para encontrar el optimo global de una funci6n de va­
lor real como la expresada en la ecuaci6n (3.1), pero su a1cance es mucho mas general. EI 
EAMN se trata de un algoritmo iterativo que explora el espacio de bUsqueda a traves de la 
generaci6n de mlmeros aleatorios y la mutaci6n deterministica de los individuos. Como en 
los algoritmos de estimacion de la distribucion y los algoritmos evolutivos basados en mo­
delos de probabilidad (Larrafiaga y Lozano, 200 I), el algoritmo EAMN propuesto utiliza 
funciones de probabilidad, pero en contraste con aquellos otros, no se ajusta propiamente a 
una distribucion basada en la informacion de los individuos para crear nuevos individuos. En 
este caso se usan numeros aleatorios que provienen de una distribuci6n normal por su propie­
dad de generar individuos con mayor intensidad alrededor de un pun to: aprovechando la gran 
cantidad de algoritmos disponibles para generar estos numeros y las conocidas propiedades 
matematicas de la distribucion normal que, eventualmente, podrian permitir desarrollos ma­
tematicos sobre convergencia del algoritmo. De esta manera, la media de la poblacion se usa 
, para ubi car la region dentro del espacio de bUsqueda en la cual la exploracion debe ser mas 
intensa y la matriz de dispersion (0 matriz de covarianza) se usa para controlar la intensidad' 
con la que esta region se explora y asf garantizar la convergencia. EI mecanismo de mutacion ' 
determinfstica busca nodescartar los individuos con el mayor potencial mientras que al tiem­
po los transforma para'hacerIos 'mas similares al mejor individuo en el sentido de una norma 
vectorial. 
En la primera parte de este capitulo, para motivar el algoritmo propuesto, se introducen 
los algoritmos evolutivos (EA), los algoritmos evolutivos probabilfsticos y los algoritmos de 
. , . "" - , 
estimacion de la distribucion (EDAs). Lu~go, se explica el algoritmo EAMN, disefiado en 
el marco de este proyecto de investigacion, y se demuestra su funcionamiento satisfactorio 
con seis funciones estandar de prueba. Finalmente, se exponen algunas concIusiones acerca 
" .'.
del desempefio del algoritmo EAMN, potenciales aplicaciones y posteriores extensiones a 
problemas no continuos. 
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3.2. Por que algoritmos evolutivos 
Los metodos de opti~izacion heurfsticos abarcan una amplia variedad de algoritmos. Una 
de esas variantes son los algoritmos bio-inspirados, entre los cuales uno de los mas conoci­
dos son los algoritmos geneticos. Los metodos heurfsticos estan regidos por dos objetivos 
mutuamente competitivos entre sf: Ia explotacion y la exploracion del espacio de busqueda. 
Con la exploracion se pretende que se inspeccione por comrlleto el espacio de bUsqueda con 
el fin de de obtener una estimacion confiable del optimo global. Mientras que la explotacion 
es un procesode refinamiento de una soluci6n conocida que con frecuencia conduce a una 
soluci6n mejor. En esta seccion se revisan algunas aplicaciones de la optimizaci6n heurfstica 
a problemas de estimaci6n en estadfstica y econometrla, con el fin de mostrar antecedentes 
de la investigaci6n presente. 
Un argumento que puede darse a favor de utilizar optimizaci6n heuristica es que existe 
actual mente una gama de metodos de estimacion con base en simulacion que utilizan a1go­
ritmos relativamente complejos', como el EMM, descrito en el capftulo 2. Ver (Gourieroux y 
Montfort, 1996) para una exposici6n completa sobre tales inetodos. En los casos en los cua­
les la funci6n objetivo se describe'mediante algoritmos Spall, (Spall, 2003), afirma que los 
algoritmos gen6ticos sOn mucho mas apropiados para la optimizaci6n que algoritmo's conven­
cionaies. Estos metodos se han desarrollado al tiempo que han aparecido modelos de series 
de tiempo continuos y discretos para diversas aplicaciones, como los modelos de volatilidad 
estoctistica para series de precios y tasas de interes. En Zivot y Wang, (Zivot y Wang, 2006), 
se desarrolla mas Ia aplicacion de estos metodos a estas clases de model os. 
Goffe et aI., (Goffe y Rogers, 1994), comparan el desempefio de un tipo de algoritmo 
heuristico, el temple simulado. en cuatro problemas econometricos y 10 comparan con tres 
aIgoritmos convencionales. Uno de los problemas es una red neuronal con 35parametros. 
usando un algoritmo de gradiente conjugado con derivada numerica, en supercomputadores 
Cray, programadosen Fortran 77. Encuentran que el t~mple simulado tiene mayor capacidad 
de encontrar el optimo local ytiene propiedades de robustez. Tambien pueden mencionarse 
los amilisis de Mayer, (Meyer. 2003) sobre aplicaciones estadisticas de un nuevo metodo tipo 
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de algoritmo heuristico multipoblacional. 
Pero tal vez el argumento que ha dado fama a los algoritmos heurfsticos es su capacidad 
de encontrar el optimo global en presencia de varios optimos locales. Este es un problema 
que se presenta en la estimaci6n estadfstica cuando existe multimodalidad de la funci6n ob- , 
jetivo, por ejemplo, la funci6n log-verosimilitud. La multimodalidad puede deberse a mala, 
especificaci6n del modelo, por ejemplo, pretender estimar un modelo ARMA(p,q) con 6rde­
nes bajos de p y q cuando el modelo real tiene ordenes altos. Puede deberse tambien a no 
identificabilidad del modelo, por ejemplo en modelos MA(q) no invertibles. A dificultades 
propias del modelo como el caso bien conocido de la estimaci6n en mezclas finitas de distri­
buciones. Se present a tambien en el caso de procesos tipo GARCH con variables dic6tomas 
en la volatilidad, ver Doomik y Ooms, (Ooomik y Ooms, 2003). En los modelos de regresi6~ 
aparentemente no relacionadas, 0 modele SUR de Zellner, para el cual Burton y Richard­
son, (Orton y Richardson, 2001), reportan que la distribuci6n de probab~lid~d del modelo 
presenta hast a cinco puntos estacionarios. La multimodalidad esta presente en muchos caso,s 
de estil!laci6n y Ia aplicaci6n de algoritmos evolutivos es una solucion recomendable para el 
proceso de optimizaci6n involucrado. 
,En particular, con respecto al modelo de volatilidad ~stoeastica, al utilizar la distribuci6n 
SNP paramejorar la aproximaci6n con eI modelo EGARCH(1,l), <?s,muy factible que esta 
estructura algebriiica genere multimodalidad en la funci6n objetivo definida para eI meto~ 
do EMM, dado que la SNP es una suma al cuadrado de polinomios de orde~ hasta k. En 
principio, este es otro argumento para justificar eI presente trabajo. 
3.3. Metodos heuristicos de optimizacion 
SegUn Gilli y Winker, (aiIli y Winker, 2007), los metodos de optimizaci6n heudstica se 
, , , , , < , ".'. .: 
pueden clasificar en dos clases: los metodos constructivos y los metodos de busqueda local. 
, ' , , , ' , ,. ; > • 
Estos ultimos son los de interes en este trabajo. Son similares a los metodos de optimizacion 
para funciones continuas denominados de descenso por gradiente (gradient descent), en el 
1 ~ \. ", • 
cualla soluci6n en Ia iteraci6n n, Xn satisface una ecuaci6n recursiva Xn+l = Xn +an 'ilg(Xn) 
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donde g(X) es la funcion de valor real a minimizar y \1g(x) es su gradiente. Los metodo;' de 
descenso por gradiente definen an de tal forma que siguen la direcci6n de descenso mas 
rapido hacia un minime global. Entre los algoritmos de descenso 'p~r gradiente se inclu­
yen: BFGS (Broyden-Fletcher-Goldfarb-Shanno), DFP (Davidon-Fletcher-Powell), Newton, 
Newton-Gauss, Steepest Descent, PRCG (Polak-Ribiere-type conjugate gradient), y BHHH 
(Bemdt-Hall-Hall-Hausman), ver Nocedal y Wright, (Nocedal y Wright, 1999). Cada uno 
define an de manera diferente, pero con base en la informacion sobre el gradiente y la matriz 
hessiana. Son algoritmos deterministas, sensibles a la inicializacion y pueden quedar atrapa­
dos en minim os locales 0, aun, terminar sin converger cuando lIegan a una region tipo meseta 
(plateau). En contraste conesto, los rilt!todos heurfsticos de busqueda local definen una yeo" 
cindad de Xn, Bo(xn) y escogen xn+l en esa vecindad, usualmente d~ manera aleatoria segtin 
un procedimiento algorftmico. Ademas definen criterios para aceptar el punto escogido como 
posible mejor soluci6n y cuando terrninar el proceso de iteraci6n. 
Los metodos heunsticos de busqueda local se dividen a su vez en metodos de trayectorias 
y metodos multi poblacionales, a los que pertenecen los algoritmos evolutivos, en los cuales 
no se genera un solo candidato Xn+l sino todo un vector (poblacion) de posibles candidatos, 
(X~l), • •• , x~), sobre los cuales se busca masivamente en paralelo Ia nueva solucion. La gran 
ventaja de los metodos multi poblacionales es que se afectan en menor grado por topologfas 
adversas de Ia fun cion objetivo como mUltiple mfnimos locales, rugosidades, mesetas planas 
(plateau), no convexidad."Y una caracterfstica particular que discutiremos en este trabajo: los' 
metodos multipoblacionales pueden generar penalizaciones a tales caracterfsticas indeseables 
asignando valores muy giandes ala fu'nci6n objetivo'g(x) en un pimto x que pertenezca a una 
region no deseable. Sin embargo, existe un precio. Los algoritmos convencionales son deter­
ministicos, y si estan d~das condiciones sobre el espacio parametral y la funcion objetivo, 
convergen al optimo global. Pero los algoritmos heunsticos son probabilisticos. Si no eswn 
dadaslas condiciones sobre 'e1 espacio de parametros y la funci6n objetivo, los algoritmos 
heurfsticos pueden converger al optimo global pero ~o se tiene la certeza que siempre con­
vergeran aloptimo global. Sin embargo, con muchas repeticiones del proceso los algoritmos 
heuristicos en promedio se acercaran a ese optimo global. 
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Entre los metodos de trayectoria se encuentran eI temple simulado (simulated annealing) 
y aC,eptacion con umbral (thresTlOld accepting). Entre los de la segunda clase estan los al­

goritmos geneticos, evolucion diferencial (differential eVa/II/ion), programacion evolutiva y 

. colonia de h~rmigas (ant colonies), ver Gilli y Winker, (Gilli y Winker,2007), y Spall, (Spall, .. 

2003), para una descripcion y referencias adicionales •. 
Una estrategia utilizada en varias soluciones consiste en algoritmos hfbridos, por ejemplo, 
BFGS con Neider-Mead, utilizado en,'R~Metrics para estimacion de modeIos tipo GARCH,. 
ver Wuertz et aI. (Wuertz, Chalabi, y Luksan, 2004), pag. 17, 0 algoritmos genetic os con 
restricciones y el metodoSQP (Sequential Quadratic PrograIl!ming), utilizado en Matlab. En 
el paquete de analisis de series de tiempo tsm se usa BFGS con la posibilidad de generar los 
val ores iniciales usando algoritmos evolutivos. 
3.4. Algoritmos evolutivos 
Los Algoritmos Evolutivos (AE) son,metodos de solucion de problemas que utilizan pro­
cesos ()perativos provenientes del paradigma Neo-Darwiniano de Ia evolucion biologic a (Ho­
lland. 1992). Procesos talescomo losoperadores geneticos de reproducci?n. mutaci6n, com­
petencia y la seleccion del mas ap~o. Los Algoritmos Evolutivos (EA)emulan el mecanismo 
de Ia seleccion natural y la herenciagenetica y se usan basicame~te para realizar.busqueda, 
cla~ificacion. exploracion y optimizacion en un espacio, de trabajo deterrninado. Los AE se 
han aplicado en casi todas las disciplinas (Fleming y Purshouse, 2002; Wang y Kwok, 1992). 
Lo~ AE, en general, comienzan con una poblacion de posibles soluciones a ensayar (no 
necesariamente correctas ni conocidas) para el problema en estudio. Luego se crea, aleato­
riamente, nuevas soluciones a probar, modificando las exist~ntes por medio de los operado­
res geneticos. Para conocer si una soluci?nensayada es aceptable, se usa un in~icador de 
desempefio Uamado Funci6nde Ap~itud, y a partir del "error" encontrado se selecciona las 
soluciones que se conservaran como padres para la siguiente generacion. 
En un AE la busqueda de la solucion se hacc masivam~nte en paralelo en elespacio 
completo de posibles soluciones al problema, di:igiendo Ia exploraci6ny la seleccion a un 
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subespacio cercano a la solucion esperada. La competencia y la seleccion son inevitables en 
poblaciones que se expanden en un entomo limitado. La evoluci6n se observa en las diferen­
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subespacio cercano a la soluci6n esperada. La competencia y la seleccion son inevitables en 
poblaciones que se expanden en un entomo limitado. La evoluci6n se observa en las diferen­
tes genemciones de una poblacion, y para el cambio de generaci6n es necesario el proceso de 
reproduccion. De generaeion en generacion es conveniente el rnantenimiento de la diversidad 
en la poblaci6n por medio de la mutaci6n u otras altemativas de generaci6n de potenciales 
soluciones. Un AE es un proceso iterativo que finaliza cuando se verifica una condici6n. Esta 
condici6n se satisface normalmente cuando se lIega a un resultado satisfactorio 0 se aIean­
za un criterio de terminaci6n. La idea basica consiste en usar un conjunto inicial, Go, de 
descripciones candid at as denominadas una poblaci6n y gradual mente mejorar la calidad de 
est a poblaci6n, constniyendo nuevas descripciones originadas desde las partes de las mejo­
res descripciones de la poblacion actual. Estas descripciones generadas forman la siguiente 
generacion, Gl> y' nuevamente las mejores descripciones son transformadas para formar la 
proxi~a generacion hasta que se encuentren descripeiones con la sufieiente calidad, en la 
generacion Gn • EI proceso tambien puede terminarse despues de que para ciertos criterios 
dados no se presente una mejora en los individuos, criterios tales como tiempo de procesa­
miento, estancamiento en 61 error, 0 un m1mero determinado de generaeiones. Las soluciones 
candidatas, tambien llamadas individuos, ernul an los componentes de una especie bio16gica. 
Solo pueden tener descendtmcia los individuos de una misma especie. Los individuos pue­
den ser cadenas (strings) de sfmbolos de un alfabeto en particular, vectores, matrices, arboles 
logicos 0 representaciones mixtas. Por 10 general, cada descripcion es codificada como una 
estructura de longitud fija. Cada individuo esta compuesto de subcadenas, S;, por cada atri­
buto, Ai, del problema a resolver, y en estas subcadenas cada posicion representa un valor 
en e1 dominio del problema para ese atributo. Las tecnicas cIasicas'de computacion evoluti­
va se desarrollaron porgrupos diferentes,'e inicialmente no relacionados, de investigadores. 
Solamente en los ultimos arios se acui'i6 el termino Computacion Evolutiva para referirse a 
todas las tecnicas y estilos de enfoques computacionales basados en la adaptaci6n evolutiva. 
Las diferencias entre las diversas tecnicas determinan los factores por los cuales un individuo 
puede diferir de otro y por tantola variacion genetica que se permite. Entre los enfoques 
tradicionales estan los Algoritmos Geneticos, las Estrategias de Evolucion y la Prograrriacion 
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Evolutiva. En las diferentes tecnieas de algoritmos evolutivos son mas las semejanzas que 
las diferendas, se reducen al tipo de estructuras de datos para representar los individuos, los 
modos de cambio en las soludones para crear los descendientes yen el procedimiento para 
seleccionar los nuevos padres (Hernandez, 1999). 
Algoritmos Geneticos Las estructuras en adaptaci6n usual mente son cadenas de caracteres 
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real. La medida de aptitud se determina ejecutando rutin as y algoritmos para cumplir una 
tarea, utilizando las variables objetivo comoparametros. La mutaci6n es el operador genetieo 
principal, y el modo como ella cambia cada una de las variables objetivo para producir nuevos 
individuos, es control ado por las variables de estrategia. Tambien se aprovecha la recombi­
nad6n tanto en las variables objetivo como en las variables de estrategia. La representaci6n 
de los individuos usual mente es un vector de val ores reales con los campos a considerar del, 
problema a solucionar. 
Programacion Evolutiva Se us an diferentes estructuras de represe!1tacion de los indivi­
duos en adaptaci6n, desde sencillas, como. cadenas de caracteres: hasta complejas, como 
maquinas de estado finito. Un rasgo comun en la representaci6n es la utilizacion de variables 
objeti~o con valoresdel mundoreal. La medida de aptitud se deterrnina ejecutando rutinas 
y algoritmos paracumplir una tarea, cuyos argumentos son variables objetivo del problema 
de interes. Aunque la mutaci6n es el unico operador genetico que se emplea, la estrategia de . 
solucion es computacionalmente adecuada .. 
Algunos autores consideran que los algoritrnos genetieos (GA) son un caso especial de 
los a1goritmos evolutivos (Whitley, 200 1,2002), puesto que usan una codificaci6n binaria en 
lugar de un alfabeto real para las posibles soluciones. La eficiencia computacional de los EA 
depende engran medida de la programaci6n y de la codificaci6n escogida. Un EA se carac- ' 
teriza por las lIamadas operaciones geneticas, una Funcion de Desempefio y un Mecanismo 
de Selecd6n. EI esquema general de un EA se muestra en el algoritmo I. 
Algoritmo 1 Algoritmo Evolutivo General 
1: Generaci6n de 1. Poblaci6n Inicial M (t). 
2: E,..~aci6n M(t).. 
3: repetir 
4: t :='t+ 1 
5: Selecti6n de individuo.' de M(t). 
6: Creacion dela nueva poblaci6n. M'(t). a partir de las operaciones geneticas. 
7: M(t)· M'(t) 
8: Evalue M(t). 
9: elitelio de fin.hudon. 
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3.4.1. . Opcracioncs gcneticas 
Rcplicacion .La replicacion 0 clonacion lleva a cabo una copia identica de los individuos 
mas aptos, aunque rio necesariamente estos son los unicos quesereproducen (Whitley, 
1994), pues algunos investigadores en el area sefialan como conveniente mantener la diver­
sidad de la poblacion en cada generacion. Por ejemplo, si la solucion de un problema se 
puede codificar como una cadena binaria de cinco bits la replicaci6n de los individuos 1l0l0 
y SNNNS (con Sly N = 0) actlia como sigue: R (Ii) = (Ii) ,es decir, que el individuo 
Ii presente en.la generacion k se copia a la generacion k + 1 sin sufrir cambios. As! que 
R(llOlO) '= (1l0l0) Y R(SNNNS) (SNNNS). Una mayor diversidad en la pobla­
cion significa una garantfa para una mejor exploraci6n del espacio de trabajo. Una forma de 
mantener Ia diversidad en la poblacion es conservar iridividuos ~o tan cercanos al mejor, de 
manera que una posible mutaci6n de ellos 0 el posible producto de su cruce con los mas aptos 
resulten potenciaImente ubicadosen un subespacio aun no explorado. Una mayor diversidad 
en la poblaci6n ayuda a evitar la convergencia a un optimo local, y de ahf la propuesta que la 
replicaci6n no necesariamente se limite a los individuos mas aptos. 
Cruzamiento. EI cruzamiento 0 recombinaci6n se asimila a la reproducci6n sexual, en don­
de dos individuos diferentes interactuan para generar un tercero que hara parte de la nueva· 
generacion, los padres no necesariamente tendran lugar en la poblacion emergente. En el 
Algoritmo Genetico la recombinacion estandar es el cruzamiento en un punto. Esto es, dos 
individuos se seleccionan aleatoriamente como padres, se determina tambien deforma alea­
toria el punto de cruce en las cadenas que representan a esos individuos y.se genera un 
.' '. " 
descendiente concatenando la subcadena izquierda de un padre con la subcadena derecha del 
otro padre. El operador recombinaci6n en el algoritmo genetico se aplica generalmente con 
un cierto valor de probabilidad. En Estrategias de Evoluci6n, la recombinaci6n es el opera­
dor genetico primario, se utiliza para generar todos los miembros de una nu~va poblaci6n. 
La recombinaci6n puede ser discreta 0 intermediaria. Discreta cuando se hacen selecciones 
aIeatorias de variables sencillas de los padres,'='comparableal cruzamiento uniforme en el 
AIgoritmo Genetico, Intermediaria, cuando se aplica un promedio aritmetico, 0 vin-iantes so­
28· 
~~I
i'I .  --=====--:::::
-------if 
fisticadas como el cruzamiento geometrico, En 
se usa la recombinaci6n de forma directa, sino 
cruzamiento es una operaci6n que combina d 
dos individuos en la generaci6n k + 1. En sti 
de cruzamiento induye la selecci6n de un J 
viduos se separaran. Por ~jemplo, el cruzai 
partir del ~ercer ~~n pue,de representarse c~ 
. En esta operaclOn es Importante tener d 
I 
punto de cruce, pues dentro de un esque 
. I 
de caracterlsticas, es decir, que si los prJ 
i 
compacta una caracterfstica 'de la soluc; 
tener necesariamente un efecto positivi 
La raz6n de cruzamiento es el pol
I 
zamiento, Esta raz6n esta relacionaq 
aumenta, el espacio de bUsqueda tal 
cantidad de tiempo de c6mputo exl 
del espacio de bUsqueda, I 
Mutaci6n La mutacion es un 
., I 
e1 manejo de lao rcpr.esentaCI6? 
la poblacion y cvitar asf caer 
ejecuta con base en una mu 
representaci6n de los indivd 
.. / 
mutaci6n se realiza ~dicionl 
. .. I 
aleatorio normal mente dis, 
de los individuos es en vaIr 
Estrategias de Evoluci6nl 
... '. I 
las maquinas de est ado 1 
/
L-.~ 
Estimaci6n de P.rametros en Modelos de Volalilidad Esto"astic. Usando Algoritmos Evolutivos 
3.4.1. Operaciones geneticas 
Rcplicacion La replicaci6n 0 clonacion lIeva a cabo una copia id6ntica de los individuos 
mas aptos, aunque rio necesariamente estos son los dnicos que sereproducen (Whitley, 
1994), pues al~ll.I1.?~}nyestjo",:J,,----'-~---1Ir como conveniente mantener la diver­
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fisticadas como el cruzamiento geometrico. En contraste, en la Programacion Evolutiva no 
se usa la recombinaci6n de forma directa, sino que se simula y exam ina su efecto funcional 
. . 
para interpretar una cadena de sfmbolos como una poblacion en reproducci6n. En general, el 
cruzamierito es una operaci6n que combina dos individuos de la generaci6n k para producir . 
dos individuos en la generaci6n k + 1. En su forma mas popular (cruce simple), Ia operacion 
de cruzamiento incluye la seleccion de un unico punto de la cadena en el cual ambos indi­
viduos se separanin. Por ejemplo,el cruzamiento entre los individuos 11010 y S N N N S a 
partir del tercer gen puede representarse como C (11010, SNN NS, 3) = (110NS, SNNlO) 
. En esta operacion es importante tener cuidado con la selecci6n del gen que determina el 
punto de cruce, pues dentro de un esquema de codificacion se debe respetar la agrupacion 
de caracterfsticas, es decir, que si los primeros tres genes de la cadena representan en forina 
compacta una caracterfstica 'de la solucion, separar la cadena en el segundo gen no Hene que 
tener necesariamente un efecto positivo en la creaci6n de mejores individuos. 
La razon de cruzamiento es el porcentaje de la poblaci6n a la cual se Ie aplicam el cru­
zamiento. Esta raz6n esta relacionada con el tamaiio del espacio de busqueda, dado que si 
aumenta, el espacio de bdsqueda tambien 10 hace, pero si es muy alta se puede perder gran 
cantidad de tiempo de computo explorando regiones no promisorias dentro y hasta por fuera 
del espacio de bUsqueda. 
Mutacion La mutaci6n es un operador de variacion que da ciertos grados de libcrtad en 
el manejo de la representaci6n de los individuos. Su prop6sito es mantener la diversidad en 
la poblacion y evitar asf caer en un 6ptimo local. A diferencia de los otros operadores se 
ejecuta con base en una muy pequeiia probabilidad. Como en Estrategias de Evoluci6n'la 
representacion de los individuos consiste en variables reales y panimetros de estrategia, Ia 
mutaci6n se realizaadicionandoindependientemente a cada elemento del vector, un valor 
aleat~ri~ normal mente distribuido. En Programaci6n Evolutiva, dado que la representaci6n 
de los individuos es en valores reales, la mutaci6n que se usa en la actuaJidad es similar a la de 
Estrategias de Evoluci6n. Originalmente consistfa en cambios aleatorios en la descripci6n de 
las maquinas de est ado finito, tornados de entre las siguientes opciones: cambio en la entrada, 
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cambio en la salida, cambio en la transicion, adicion de un estado, borrado de un estado. 
La mutacion es, una operacion que requiere de mucho cuidado pues en ella se realizan 
cambios generalmente aleatorios que pueden introducir ruido en la siguiente generacion.Por 
otro lado, es una operacion que contribuye en gran medida al sostenimiento de la diversidad 
en las futuras generaciones. En esta operacionse escoge uno 0 varios puntos deja cadena 
para mutar y, en el caso de los algoritmos geneticos (AG), la mutacion consiste en la inversi6n 
del bit. Porejemplo,la operaci6n de mutaci6n del individuo 11010 en la cuarta posici6n se 
escribe como M (11010) = (11000). En codificaciones diferentes a la binaria, la mutaci6n 
consiste en una operacion de variacion, aleatoria de uno 0 mas elementos de la cadena que 
conforma un individuo. 
La mutacion sirve para explorar genes que no estaban incIuidos en la poblaci6n inicial 0 
para recuperar genes perdidos en el proceso evolutivo con el fin de explorarlos en un nuevo 
contexto. 
3.4.2. La aptitud 
Un algoritmo evolutivo emula el proceso natural de evoluci6n adaptativa, en el cual un 
individuo de una poblaci6n es afectado por otros individuos de esa misma poblacion y por 
el entorno de esa poblacion. Los individuos que mejor se desempeii.en en esas circunstancias 
interna~ y extern as son los ,que tienen mayores oportunidades de una larga vida y mas pro- . 
babilidad de dejar descendientes. Los descendientes heredan la informaci6n genetica de los 
,. '., - '.
padres y con base en esta info~maci6n ellos seguiran interactuando para la creaci6n de nue­
va informaci6n gen~tica y su correspondiente evaluaci6n, seleccion y diseminacion. Con el 
transcurso del tiempo se van generando comp?rtamientos y estructuras capaces de enfrentar 
con exito ,diferentes situaciones, e iran desapareciendo aquellos individuos que pordiversos 
. " 
motivos no tienen la suficiente aptitud para lograr e1 desempeii.o adecuado. De los indi~i­
duos con mas alto desempeii.o - 0 con la mejor fun cion de aptitud, se seleccionan algunos 
para confor,?ar el conjunto competente de la p~blacion al,cual se Ie aplicaran los operado~ 
res geneticos. Ese conjunto de individuos selectosse transforma en una nueva generaci6n de 
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la poblacion. La forma en que cada individuo responde al problema se mide con la funcion 
de aptitud; Esto implica que la funf.jQn_de.JIotitud_n{H'_"nf'rp<"ri~",on'~ 10 .&••_-',,__'-'_._____ 
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cambi.o en la salida, cambiD en la transici6n, adici6n de un estad.o, b.orrad.o de un estad.o. 
La mutaci6n es una .operaci6n que requiere de much.o cuidad.o pues en ella se realizan 
cambi.os general mente aleat.ori.os ql1~,oueden introducir ruid.o en la siguiente generaci6n. P.or. 
.otr.o Iad.o, es u~.onpr--' .,-'--"- \--e en gran medida al s.ostenimient.o de Ia diversidad 
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la p.oblaci6n. La f.orma en que cada individu.o respDnde al pr.oblema se mide c.on la funci6n 
de aptitud; Est.o implica que la funcion de aptitud nD es necesariamente hi. funcion .objetivD 
(.0 problema Dbjetiv.o), sinD que puede ser un resultad.o derivadD de esta para prop6sit.os de 
la seleccion. L.osdDS met.odDs mas utilizadDS en la literatura para determinar la aptitud s.on 
el escalamientD y el .ordenami~ntD (scaling y ranking, en ingles, respectivamente). En el es­
calamientD se usa una funcion que mapea de alguna f.orma el valDr de la funcion DbjetivD 
para cada individu.o:' Su principal intencion es mitigar la disminucion de la varianza de IDS 
val.ores d'e la funci6n .objetivD para I.oS individu.os de cada generaci6n a medida que el prD­
ces.o ev.olutiv.o transcurre. 'EI ordenamient.o, en cambi.o, hace cas.o .omis.o de la disminuci6n 
de lavarianza antes menciDnada y Drganiza IDS individuDS de cada generaci6n de acuerdD a 
algun criteri.o, c.om.o puede ser .ordenar I.oS individu.os de may.or a men.or valor de la funci6n 
Dbjetiv.o. Generalmente nD asigna un val.or cuantitativ.o de aptitud a cada individu.o. 
EI ordenamient.o, en cambi~, hace cas.o amis.o de la disminucion de la variania antes men­
cionada y .organiza l.oS individu.os decada generaci6n de acuerd.o a algun criteri.o, CDm.o puede 
ser .organizar I.oS individuDS de mayor a men.or val.or de la fundon .objetiv.o. Generalmente nD 
asigna un valDr cuantitativD de aptitud a cada individu.o. 
3.4.3. La seleccion 
La selecci6n es el proces.o que dirige la bUsqueda est.ocastica y puede llevarse a cab.o de 
mucha~ maneras. La selecci6n de un individu.o se hace c.on base a la maximizacion .0 mi­
nimizaci6n de la magnitud de su fund6n de aptitud. La f.orma en que se lIeva' a cab.o este, 
p;.oces.o requiere un gran cuidad.o puest.o que una p.olftica de selecci6n que fav.orezca la per­
manencia de IDS individuDS mas apt.os y parecid.os entre sf puede llevar a una perdida de la 
diversidad y pDr cDnsiguiente a la c.onvergencia prematura a una sDluci6n n.o deseada, que 
es un.o de IDS problemas mas CDmunes en IDS alg.oritm.os de .optimizacion. En Alg.oritm.os 
Genetic.os, la selecci6n es un .operad.or probabilfstic.o que a partir de la aptitud relativa de un 
individu.o determina su probabilidad de selecci6n. Este Dperad.or puede estar s.oP.ortad.o ya 
sea, en unajerarqufa, d.onde I.oS individuDS se .ordenan segun su val.or de aptitud para calcular 
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la correspondiente probabilidad de selecci6n, 0 en una competencia. en donde se toma aleato­
riamente una muestra uniforme de n individuos, se seleccionan I?s,mejores de ell os para que 
sobrevivan enb nueva generaci6n, y se continua con el proceso hasta que secompl,ete toda 
la nueva poblaci6n. En las Estrategias de Evoluci6n la selecci6n es determinlstica, se crea, 
una cantidad n de hijos mayor que la de los padres '111. Por medio de la recombinaci6n y la 
mutaci6n ,se escogen determinfsticamente los '111 mejo~es ,descendientes para reemplazar los 
padres, conformandouna nuevageneraci6n. La Programaci6n Evolutiva utiliza una variante 
probabilfstica ('111 + n) del operador selecci6n utilizado en Estrategias de Evoluci6n. En este 
caso, cada soluci6n de padres e hijos se com para con un grupo de otras so\uciones, elegidas 
, ,<' • 
de forma aleatoria del conjunto de soluciones de padres e hijos. De.cada comparaci6n se 
toma el ganador, y. se repite el proceso hasta comp~etar los '111 individuos de la nueva genera­
ci6n. Los mecanismos de selecci6n mtisutilizados son: La ruleta y el tomeo. EI metodo de 
la ruleta consiste en asignarle a cada individuo una probabilidad de supervivencia, .Ia cual se 
calcula como el valor de la aptitud del individuo dividido entre Ia sumatoria de los valo,res 
de la aptitud de todos los individuos presentes en Ia poblaci6n. Luego de esto se genera un 
m1mero aleatorio, r, entre 0 y 1 y comienza a elegirse individuos aleatoriamente hasta que 
la suma de sus probabilidades de supervivencia sea mayor al numero r, el ultimo individuo 
elegido es el seleccionado. Este proceso se repite hasta completar la poblaci6n necesaria para 
aplicar las operaciones geneticas. Por otra parte, en el metodo del tomeo se' busca realizar 
competencias entre grupos de individuos (usualmente parejas) para elegir al individuo con 
mayor aptitud de cada grupo. En general, estos grupos se eligen de manera aleatoria, dandole 
asf posibilidad de ser tambien seleccionados a los individuos con bajos val ores de aptitud. 
" . 
EI elitismo es una polftica de selecci6n utilizada para garantizar que el individuo con mayor 
aptitud (superindividuo), o ,un grupo de elIos, de cada generaci6n sea copiado en la sigui~nte 
generaci6n, en (Villalobos, 2003) se presenta este concepto como una condici6n para garan- . 
tizar Ia convergencia de un AG. 
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3.4.4. Algoritmos Probabilisticos y de Estimacion de Ia Distribucion 
Algunas veces los AE no logran lIegar a Ia soluci6n. En estos casos, despues de verificar 
que se ha escogido una correcta estructura para los individuos, una adecuada funci6n de ap­
titud y un suficiente numero de generaciones para el proceso de evoluci6n. surge como causa 
de la no convergencia la perdida de diversidad. Ante las dificultades de los AE para solucio­
nar funciones deceptivas, no separables 0 con correlaci6n entre las variables se propusieron 
como una extensi6n los Algoritmos de Estimaci6n de la Distribuci6n (EDA). Los EDA son 
algoritmos de busqueda basados en poblaci6n que en lugar de utilizar los operadores geneti­
cos convencionales de cruzamiento y mutaci6n para producir los individuos de la siguiente 
generaci6n, aplican tecnicas estadfsticas de aprendizaje de maquina (Miihlenbein y Paass, 
1996). En ambos tipos de algoritmos, se selecciona un grupo de individuos con buen valor 
de aptitud, ya sea para aplicar el cruzamiento y Ia mutaci6n. 0 para estimar una distribuci6n 
de busqueda. Mas aun, los EDA se pueden entender y desarrollar sin su conexi6n original 
con los algoritmos geneticos. En lugar de usar cruzamiento y mutaci6n como 10 hacen los 
AG para generar la poblaci6n en Ia siguiente generaci6n. los EDA utili zan una funci6n de 
probabilidad obtenida de la funci6n objetivo 0 de los individuos mas prometedores. Los AE 
generan nuevos individuos desde la perspectiva de los genotipos y los EDA generan nuevos 
individuos desde Ia perspectiva de toda la poblaci6n. Mientras los AE modifican individuos, 
los EDA modifican distribuciones. De esta manera los problemas con fuerte presencia de 
epistasis (problemas donde se presenta una fuertecorrelaci6n entre las variables) son trata­
dos eficientemente porque la dependencia de informaci6n entre variables es materia prima 
para realizar la distribuci6n de probabilidad. EI muestreo y la estimaci6n de distribuciones se 
basan en una teona bien conocida y son un t6pico com partido por varias disciplinas. Aplican­
do tecnicas estadfsticas sepuede evaluar y factorizar la distribuci6n de probabilidad a partir 
de la estructura analftica de la funci6n de aptitud. y usando redes de aprendizaje se puede 
estimar la distribuci6n a partir de la correlaci6n entre los datos. 
Antes de entrar a d~t~llar las diferentes altemativas que se han intentado c'on los algorit.: 
mas evolutivos basados en modelos prob~bilfsticos. presentamos it continuaci6n, para efcctos 
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de comparaci6n. una descripci6n estocastica del algoritmo e'l0lutivo tradicional. 
Sea S el espacio de bUsqueda y F la funci6n de aptitud. 
Spuede ser muy grande pero es estrictamente finito y topol6gicamente compacto. EI 
proposito de un algoritmo evolutivo, AE, es encontrar un punto en el subespacio M en donde 
F cumpla cierta condici6n. M es el subespacio objetivo (donde se desea optimizar la fun~. 
cion objetivo). representado por M {x E SIP (x)}. esto es, el conjunto de lodos los x 
de S donde la funci6n de. aptitud, F (:i;), se cumple. La tarea es encontrar un punto objetivo 
{q E AIJF (x)}. SeaD una funci6n de distancia 0 metrica en lvI, que satisface las siguientes 
propiedades: 
1. Para todo x enM, D (x, x) O. 
2. Para todo x, y en lvI, D (x, y) = D (y, x). 
3. Para todo x. y, zen M. D (x, z) ::; D (x, y) + D (y, z) (desigualdad triangular). 
Normalmente e1 subespacio M satisface la condici6n de uniformidad, es decir,1I1 posee 
una medida de probabilidad uniforme, U, que se corresponde con Ia metrica D, de forma que 
a las partes congruentes de M se les asignan probabilidades identicas. La probabiJidad (uni­
forme) (Dembski. 1990) de escoger en el subespacio M un punto al azar y que coincida con 
el punto objetivo. q, es muy pequefia: Si la probabilidad de encontrar el objetivo no fuera tan 
pequefia, bastaba con una busqueda aleatoria y no era necesario construir un algoritmo evolu­
tivo. Un algoritmo evolutivo puede concebirse como un proceso estocastico que se mueve en . 
e1 espacio de bUsqueda S, y que no tiene permitido circular indefinidamente en este espacio. 
. Sea AE el algoritmo evolutivo. Para denominar AE un proceso estocastico sobre los mlmeros 
reales. AE debe ser Ulia funcion medible desde JR x P en S, donde P es el espacio de pro­
babilidades con alguna medida de probabilidad. p. EI algoritmo evolutivo comienza en algun 
punto, AE (0), en el espacio de busqueda"S,usualmente escogido de forma aleatoria. Luego 
se mueve a otro punto AE (1), pasa a otro AE (2), a AE (3), etc. En un numero computable 
de pasos. n, el algoritmo debe lIegar a una respuesta ade~uada de la funcion de aptitud, F. 
Es decir. AE es un proceso estocastico en JR. x P, donde P tiene una probabilidad p. Para 
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que AE lIegue a una respuesta adecuada de F con respecto a S, significa que en un numero 
computable de pasos n, el conjunto {AE (O,p), AE(I,p), AE(2,p), ... ,AE(n,p)} con­
tiene un punto q en M = {x E SIF (x)} con una alta probabiJidad para pEP. Esto 
es, para cada subconjuntode Borel en S, se induce una asignacion de probabilidad p* 
({p E P} I{AE(O,p) ,AE (l,P) I AE (2,p), ... ,AE(n,p)} n M), que es grande. 
Notese que en los EDA solo se requiere estimar el modelo probabilfstico, el cual puede 
especificarse completamente por unos pocos parametros. Todos los individuos de la siguiente 
generacion se glhieran por muestreo desde este modelo de alto nivel. Con este procedimiento 
especffico es posible predecir el proceso de evoluci6n detallada en cada generacian de los 
EDA (Harlk yGoldberg, 1997). En contraste, en los algoritmos evolutivos tradicionales los 
nuevos individuos se producen manipulando los individuos actuales por medio de operadores 
geneticos estocasticos. Esto hace que no sea posible contar con un detallado analisis tearico 
del proceso de evoluci6n. Los metodos de muestreo en los EDA son disefiados para generar 
individuos que cuenten intencionalmente con una alta probabilidad, p (x), en las regiones de' 
mayor aptitud, M, dentro del espacio de busqueda, S. 
La teorfa de los algoritmos geneticos se basa en los I1~mados B10ques de Construcci6n 
(building blocks), BC. Este concepto se extendi6 a todas las variantes de los algoritmos evo­
lutivos que manipulan un gran numero de individuos reproduciendo y mezclando los mejo­
res BC. Estos bloques de construcci6n son soluciones parciales del problema generadas a 
traves de las operaciones geneticas, que los cruzan, mutan y replican. Aunque las operacio­
nes geneticas son independientes del problema, esto no significa que en algunas ocasiones 
los algoritmos evolutivos terminen convergiendo en un optimo local por la ruptura de los BC. 
Con frecuencia, esta dificultad ocurre cuando existe dependencia entre variables 0 dependen­
cia entre los subjJroblemas en que se puede dividir el problema'principal. Esta situaci6n se 
conoce como linkage problem (Harik y Goldberg, 1997), enlazamiento 0 epfstasis. A nivel 
def sistema 0 al nivel de los individuos, la exploraci6n puede verse como una bUsqueda de 
alta e~tropfa mientras que Ia explotaci6n como un proceso de baja entropfa. En el nivel de 
sistema, a medida que la poblaci6n se acerca al6ptimo la entropfa de la exploraci6n se reduce 
porque los individuos se parecen cada vez mas entre sf. En cambio, en esta etapa, al nivel de 
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los indiv~duos comienza a tener gran importancia la informaci6n mutua como recurso para 
generar mejores individuos. 
Para evitar la ruptura de los BC se ha intentando varias opciones. Por ejemplo, en el mane­
jo de la representaci6n de los individuos se va conformando una plantiIIa con los componentes 
de los mejores BC, los individuos se crean complementandolos con datos de la plantilla. Esta 
plantilla se actualizacadacierto numero de generaciones apJicando los operadoresde selec­
ci6n y cruzamiento. Tambien se han manipulado los individuos al ,identificar las interacciones: 
en un problema (Kargupta, 1998). La evoluci6n de los operadores junto con la evoluci6n de 
las soluciones, que ya se hacia en las Estrategias de Evoluci6n, se implement6 en el algorit- , 
• ". j 
mo genetico de aprendizaje de enlazamiento (Harik, 1997). En este algoritmo se mapean las, 
variables del problema en un circulo y sus distancias mutuas se optimizan en la evolucion 
agrupandolas por fuertes interacciones, para evitar, que en la recombinacion se fragmenten 
los BC. Sin embargo, estasy otras altemativas basadas en el manejo del operador de recom­
binacion para evitar optimos locales no siempre han sido, halagliefias. La opcion que queda 
es buscar otras formas de generar nuevas poblaciones que sean diferentes a la repli~aci6n 
de los buenos BC y su recombinaci6n. La solucion ha sido extraer informaci6n del conjunto 
completo de soluciones prometedoras para generar nuevos mejores individuos. 
En general, hay tres clases de soluciones para encarar d linkage problem: la primera ba­
, '. ", . ' , 
sada en la manipulaci6n de la forma en que se representan los individuos (Bandyopadhyay, 
Kargupta, y Gang-Wang, 1998), la s~g~nda se basa en la evoluci6n simultanea de ambos, tan­
to los operadores como lassoluciones,(Harik, Lobo, y Goldberg, 1999), y la tercera. consiste, 
en extraer informaci6n de la poblacion para generar nuevos indi~iduos. Esta ultima opci6n 
se denomina algoritmos geneticos de construcci6n de modelos probabilfsticos (Probabilistic 
Model-Building Genetic Algorithms) 0, hoy miis,conocidos como, Algoritmos de Estimacion 
. , './ 
de la Distribucion (Estimation Distribution/ilgorithms). 
Los Algoritmos de Estimacion de la Distribuci6n (EDA) son una muy reciente metaheurfsti­
ca que ademiis viene ganado,amplio interes en la comunidad cientffica. Los EDA son algo­
ritmos basados en poblacion que para conforma~los nu~vos individuos de la siguiente gene­
racion hacen usa de una caracteristica de la poblacion actual, que relaciona las variables que 
'. , . 
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forman los individuos, esta es, ya sea, la estimaci6n, el aprendizaje 0 el muestro de la distri­
buci6n de prob~bilidad del conjunto de soluciones potenciales. En los EDA no existen como 
si es el caso en los algo~itmos evolutivos los tradicionaies operadores geneticos de replica­
cion, cruzamiento <> mutaci6n. En los EDA, par el uso de la distribuci6n de probabiIidad de la 
poblaci6n, las relaciones de dependencia-independencia entre los individuos quedan explfci­
tamente modeladas: No obstante, la estimacion de Ia distribucion no es una tarea facil y es 
necesario Hevar a cabo complejas tareas con alto costa computacionaL Para reconocer esas 
relaciones de dependencia-independencia se acostumbra a uti!izar como conjunto de prueba 
un grupo de individuos de la poblacion actual. La distribuci6n de probabilidad conjunta de to­
da la poblacion no es muy uti! aun en problemas pequefios, de forma que hay que aprender 0 
estimar,de Ia pobIaci6n un modelo mas sencillo. Entre mas complejo el modelo mejor sera el 
cuerpo de dependencias entre variables que 61 producira. Por supuesto, entre mas complejo 
sea el modelo mayor tiempo consumira su proceso de estimaci6n. Dependiendo de la comple­
jidad del modelo surgen las variantes de los EDA. Segun el numero de variables a considerar 
simultiineamente los modelos a aplicar pueden considerarse como Univariados si no se permi­
ten dependencias, Bivariados si se permiten dependencias entre parejas y N-variados cuando 
se permiten mUltiples dependencias. Los modelos N-variados son muy poderosos y pueden 
incluir varios tipos de distribuci6n, entre ellos las redes bayesianas. En los casos Univariados 
y Biv~ados se sacrifica riqueza en la informacion a cambio de una rapida estimacion del mo­
delo. Entre los modelos univariados se destacan el UMDA (Univariate Marginal Distribution 
Algorithm) y el PBIL (Population Based Incremental Leaming). Los modelos univariados no 
necesitan estructuras de aprendizaje pues solo requieren probabilidades marginales yasumen 
qu~ Ia distribuci6n de probabiJidad conjunta esta factorizada segun la ecuacion (3.2) 
n 
P(XI,X2, ... ,Xn ) = fIp(x;). (3.2) 
;=1 
En el alg'oritmo de aprendizaje incremental basado en poblaciones (PBIL), se lIeva a ca­
bo Ia estimacion dela distribucion asumiendo independenci~ entre las variables (Pelikan, 
Goldberg, y Cantu-Paz, 1998).Los nuevos individuos se generan manteniendo en un vector 
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de valores rea\es las frecuencias univariadas de las variables. Este vector se desplaza en di· 
recci6n ala mejor soluci6n potencial. EI algoritmo genetico compacto (cGA) y el algoritmo 
de distribuci6n marginal multivariada (UMDA) aplican la misma tecnica de estimaci6n de la 
distribuci6n (Mtihlenbein, 1997). Las probabilidades marginales de cada variable se estiman 
a partir de las frecuencias enc?ntradas en la poblaci6n muestreada. Con esta distribuci6n se 
obt~ene un comportamiento muy similar al de un AG simple. Adicionalmente, las soluciones 
parciales, BC, de orden mayor que uno continuan perturbadas., 
Los modelos bivariados si requieren una estructura y un aprendizaje parametrico ya que 
factorizan la distribuci6n de probabilidad conjunta n-dimensional como en la ecuaci6n (3.3), 
n 
p(Xl,X2, ..."Xn ) =p(xr ) II P (Xilpp (Xi», (3.3) 
en donde Xr es la variable ralz del modelo (Ia unica sin padres) y se asume que el resto de 
variables tienen un unico padre PP (Xi)' Los arboles de dependencia, las cadenas de distribu­
ci6n y las distribuciones bivariadas marginales han sido exitosamente aplicados para estimar 
la distribuci6n de BCs con interacciones por pares. Sin embargo, no todas las interacciones 
de orden mayor que .uno son pareadas. Las interacciones entre variables de orden superior 
permanecen sin una soluci6n efectiva. Cuando se conoce la descomposici6n estructural del 
problema y su factorizaci6n, se puede aplicar una distribuci6n factorizada. Este es el enfo­
que de los algoritmos de distribuci6n factorizada, FDA, (Mtihlenbein, Mahnig, y Rodriguez, 
1999), enfoque muy util en presencia de descomposici6n aditiva, pero si estas se desconocen 
se incurre en altos costos computacionales. Se ha demostrado te6ricamente y se ha observado. 
emplricamente que el desempefio de los EDA y los AE es muy similar (Pelikan, Goldberg, 
y Lobo, 2002). Sin embargo, los EDA gru:antizan una reproducci6n y mezc1a efectiva de los 
;' 
BC, por su habilidad para capturar con precision la estructura (BC) de un problema dado, 
superando a los AG en la soIuci6n de problemas deceptivos con desempefios lineales y cuasi­
cua~r~ticos'en terminos de~ nu~er~ de evaluaci:?'nes de la funcion de aptitud. En el algoritmo 
2 se muestra el esquema general de un algoritmo de estimaci6n de la distribuci6n. 
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Algoritmo 2 Algoritmos de Estimaci6n de Ia Distribuci6n 
1: Gencracion de Ia Poblacion Inidal !.I(x), x ::5 n. 
2: Evaluar M(t). 
3: repetir 
4: t+l 
5: SeIecd6n de S, ~ Ai individuos, bajo algun criterio. 
6: Estimar 10 distribuci6n de S, - D, 
7: Generar n individuos (muestras) de D,_ 
8: Evaluar AI(/) 
9: hasta que satisfacer un criterio de finalizacion. 
3.5. Elalgoritmo EAMN 
El algoritmo propuesto, denomlnado Al 
I 
mal Mu1tivaraida, (EAMN), comparte algI 
. I 
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Algoritmo 2 Algoritmos de Estimaci6n de la Distribuci6n 
1: Generacion de la Pobl.cion [nicial !II{x), x::; n. 
2: Evaillar M(t}. 
3: repetir 
4: t :=t+l 
5: Selecci6n de 5t ::; M individuos. bajo algun criterio, 
6: E,timar 1a distribuci6n de 5t ~ D t 
7: Generar it individuo, (muestr.s) de D" 
8: Evaillar M{t) 
9: hasta que satisfacer lln criterio de finalizacion. 
3.5. Elalgoritmo EAMN 
EI algoritmo propuesto, denominado Algoritmo Evolutivo Basado en la Distribuci6n Nor­
mal Multivaraida, (EAMN), comparte algunas de las caracterfsticas n'las distintivas con los 
, . 
Algoritmos Evolutivos (EA). Es un algoritmo que utiliza varios individuos para encontrar el 
optimo de una funci6n de valor real J : D <;;; JRk -t JR, que tambien hace uso de una c1ase de 
conceptos de selecci6n, elitismo y mutaci6n pero con consideraciones estadfsticas. 
Como los EDAs, el EAMN usa distribuciones de probabilidad, pero en contraste con estos 
no para ajustar un modelo a los mejores individuos sino para explorar el espacio de bUsqueda. 
Entre las posibiJidades para tener en cuenta la aptitud de cada individuo seleccionado durante 
el proceso de aprendizaje de los EDA se' consideran (Miquelez, Bengoetxea, y Larrafiaga, 
2006): 
I. Generar individuos mas aptos para influir en el aprendizaje del modele probabilfstica 
aI considerar su valor de aptitud. En este enfoque, de acuerdo con el respectivo valor 
de aptitud se asignan pesos a los individuos para que ejerzan mayor influencia en el 
proceso deaprendizaje del EDA. . 
2. Aplicar un metodo de selecci6n proporcional. 
3. 	 Considerar el valor de aptitud como un nodo adicional en el modelo probabilfstico. Al 
hlcluir este valor junto con los indivicluos se ejerce una influencia directa en los pasos 
de muestreo y aprendizllie del EDA. 
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4. Transformar el aprendizaje del modelo probabilistico en un problema de clasificacion 
supervisado. En este enfoque se inc\uyen en la bt1squeda los mejores y peores indivi­
duos, c1asificando todos los individu6s de Ia poblacion en diferentes c\ases y haciendo 
con ellos una red bayesiana. En los EAMN aplicamos el enfoque de la seleccion pro­
porcionaL 
Suponga que se desea encontrar un minimo. EI algoritmo comienza con la generacion de 
un conjunto de soluciones potenciales (individuos) tornados de una distribucion de probabili­
dad uniforme definida sobre el espacio de bt1squeda inicial D, denominada poblacion inicia!. 
Luego, cada individuo se evalua usando la funcion objetivo (0 una funci6n derivada de ella). 
EI conjunto de soluciones potenciales es dividido en dos grupos: eI grupo elite (aquellos con 
lo~ valores mas bajos de la funci6n objetivo) y los peores individuos. Despues de esta division 
viene un paso de transformacion. EI grupo elite tiene un tamano aproximado de Pel X 100 Y 
el grupo de los peores individuos tiene aproximadamente (1 - Pel) X 100 individuos. 
Al interior del grupo elite se selecciona el mejor individuo y el resto del grupo elite se 
mueve para acercarse a ,este. Este movimiento se lIeva a cabo con una transformaci6n h, Ia 
cual se trata con mas detalle posteriormente. EI conjunto con los individuos transformados 
y el mejor individuo pasa a la siguiente generacion. Los peores individuos se remplazan con 
,." , .. , "",; . , ­
individuos tornados de una distribuci6n normal con media igual al mejor individuo y matriz 
de dispersion igual a la matriz de dispersion estimada de toda la poblacion. De est a manera 
se crean los individuos de Ia siguiente generacion. 
EI algoritmo continua hasta que'se satisface algun criterio,que puede ser escogido como 
alcanzar un m1mero predeterminado de generaciones 0 un cambio relativo pequeno entre el 
mejor individuo de una generacion y Ia anterior 0 superar un umbra!. Si se define la solucion 
del algoritmo como el mejor individuo en cada generacion, esm garantizado que Ia soIuci6n 
nunca empeora y solo puede cambiar para mejorar. La forina de remplazar Io's individuos 
con las peores medidas de desempeno es similar a la manera en que se genera los nuevos 
" .' ~ , 
individuos en las estrategias evolutivas (Spall, 2003). Donde una vez seleccionado un padre 
, ' !.
XP' el retono 0 hijo a partir de ese padre se genera como en Ia ecuacion (3.4), donde D es una 
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matriz de dispersion que cambia en cada iteracion (y posiblemente con cada individuo) para 
contiolar Ia convergencia. Asi, 
.\ 
Xh~J 
\ 
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. \ 
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matriz de dispersion que cambia en cada iteraci6n (y posiblemente con cada individuo) para 
controlar la convergencia. ASI, 
(3.4) 
Este proceso de cIonaci6n+mutaci6n, como se menciono anteriormente, es el corazon de 
las estrategias evolutivas. En estas, sin embargo, una vez creados los hijos a partir de un con­
junto de padres, se lleva a cabo el proceso de selecci6n para tomar los mejores individuos del 
conjunto formado por los padres y los hijos para que se constituyan en la siguiente poblaci6n. 
En el algoritmo EAMN hay un unico padre para todos los hijos de la siguiente generaci6n: 
eI mejor individuo. Por esto, se puede pensar que los peores individuos en este caso son 
remplazados por individuos que a su vez son mutaciones del mejor individuo. 
La distribuci6n normal multivariada, escogida aquf por su simpJicidad para simular nume­
ros a1eatorios y el amplio conocimiento que se tiene de ella, es el mecanismo para explorar 
el espacio de bt.1squeda que utiliza el algoritmo, de manera que la exploraci6n es mas intensa 
en la vecindad del individuo con mejor valor de la funci6n objetivo . 
. La traslaci6n que sufre el grupo de los mejores individuos para acercarse mas al me­
jor individuo en la generaci6n j, xh, se puede ver como la mayor fuente de perdida de 
diversidad de la poblacion; pero tambien es la garantfa de que el algoritmo converge. Sea 
x1 (x{,l' X{2' . : . , x{,k) I eli-esimo individuo en la j-esima generacion y de la misma ma­
nera sea x-h el mejor individuo de la j-esima generaci6n. La traslaci6n es un desplazamiento 
que seefectua usandouna funci6n h : IRk x IRk -+ IRk. En esta primera aproximaci6n se 
considera h una transfmmaci6n lineal de x1 para hacer este individuo mas cercano a xh. La 
transformacion propuesta se muestra en la ecuaci6n (3.5) 
(3.5) 
donde KW es la matriz de covarianzas estimada de la poblaci6n en la generaci6n j y e es una 
constante pequefia. La matriz K(j} tiene el papel de controlar 0 pon'derar que tanto los individuos 
deben moverse en cada direcci6n del espacio IRk y e controla la velocidad a la que 10 hace. Para ver 
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como trabaja h. note que, bajo ciertas condiciones esta transformacion reduce la distancia entre uno de , 
los mejores individuos en la generacion j y el mejor individuo de dicha generacion para conservar el 
nuevo individuo en la siguiente generacion. como se muestra en la ecuacion (3.6). Adicionalmente. It 
garari~iza que el mejor individuo pasa sin cambios a la siguiente generacion (elitismo). 
II~ x{+111 = II~ -h (~)x{lc,K(j))11 (3.6) 
llxiB.-x{+ill = 11(1" ~cK(j)) (~-x{)") 
donde 11·11 representa una norm~ en ]Rk. Del amilisis real sesabe que 
(3.7) 
donde en el lade derecho! de la desigua\dad (3.7) 11·11 se usa indistintamente para indicar una' 
norma matricial 0 u'na norma vectorial, pero esto no debe prestarse a confusiones. Aunque las norm as 
matricial y vectorial empleadas aquf no se han especificado. una condie ion necesaria y suficiente 
para que x{+1 este mii.s cerca de xiB que x{ es que bajo cualesquiera normas matricial y vectorial 
especificada se satisfaga la ecuacion (3.8). 
. (3.8) 
Una vez que se defina el criterio de finalizacion el algoritmo es control ado por dos parametros 
I1nicamente: e YPel. A pesar de que e puede variar en cada generacion para satisfacer la condicion 
dada por la ecuacion (3.8). es suficienteescogerlo relativamente pequeno. La proporcion Pel de indi­
viduos que conforman el grupo elite es otro parii.metro importante. Si Pel es cercano a 1 se intensifica 
la exploracion alrededor del mejor individuo, la diversidad de la poblacion (0 dispersion) es baja Y la 
velocidad de, convergencia aumenta. En cambio, si Pel es cercano a 0 la exploracion alrededor del me­
jor individuo es menos intensa, la diversidad de la poblacion aumenta Y la velocidad de convergencia 
disminuye. 
El algoritmo 3 presenta e1 seudocodigo del algoritmo propuesto. 
, i 
3.5.1. Resultados 
Para evaluar el desempefio del algoritmo se emplearon seis funciones de prueba estandar. Estas 
funciones con usadas fr~uentemente para comparar y prob~r algoritmos de optimizacion, como se 
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Algoritmo 3 Seudoc6digo del EANM 
1: Generacion de I. poblaci6n inicial a partir de una distribuci6n uniforme sobre el .spacio de busqueda inicial. 
2: repetir 
3: Evaluarcada individuo con la fundon de ajuste~ =_==_'_,.-_--~---~----
4: SeJeccione aproximadamente p: 
transformaci6n adecuada. 
5: Gener. (1 - Ped x 100 % in\ 
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. I 
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Algoritmo 3 Seudocodigo del EANM 
1: Generacion de fa poblaci6n inicial a partir de una distribucion uniforme sobre el espacio de busqueda inicial. 
2: repetir 
3: Evaluar cada indiyiduo con la funciOn de ajuste. 
4: Seleccione .proximad,mente Pel X 100 % de los mejares individuos y muevalos en direcci6n del mejor indiyiduo usando la 
transformaci6n adecuada. 
5: Genere (1 - Pell X 100 % individuos de una distribuci6n normal multivariada con media en el mejor individuo y mattiz de 
covarianza, igual a I. matriz de covarianz., estirnada de I. poblaci6n 
6: hasla que salisfacer a\gun criterio de finalizaci6n. 
puede ver en (Ingber y Rosen, 1992). En cada caso se aIcanza el optimo global y para fines compa­
rativos se reporta el tiempo de CPU en una computadora con un procesador Athlon X2 de 2.5IGHz. 
2GB de memoria RAM, para 300 generaciones. En cada prueba realizada se escogio e: 0.00005 
y el espacio de busqueda era un hipercubo. Una caracter{stica interesante es que, a pesar de que el 
algoritmo no fue disefiado para manejar restricciones, para prop6sitos de evaluacion se Ie asign6 un 
valor muy alto a los individuos que violaban alguna restricci6n (del espacio de busqueda), obteniendo 
buenos resultados. Todas las pruebas se efectuaron sobre la plataforma Matlab R2008a 
La fnndon de Rosenbrock 
Conocida tambien como la funcion Sanana. Su definicion se presenta en la ecuacion (3.9) y se 
muestra esta superficie en la figura 3.1. 
k-l 
f (x) =2:)00 X (Xi+! - xl)2 + (1 - Xi)2 (3.9) 
;=1 
-2.048 ::; Xi ::; 2.048, i == 1,2, ... , k. 
La funcion de Rosenbrock tiene un mfnimo global f (x) = 0 en x = (1,1, ... , I)'. Los resultados 
para esta fundon se muestran en 1a tabla 3.1. El tiempo de CPU para 300 generaciones fue de 0.15 y 
eloptimo se aIcanz6 en la generaci6n 87. 
La figura 3.1 ilustra la evoluci6n de la poblacion en la optimizacion de la funcion de Rosenbrock. 
Fnncion de Rastrigin 
Esta funcion' esti compuesta de ondas COSeno moduladas a fin de tener muchos mfnimos (0 maxi­
mos) locales. La distribucion espacial de los mfnimos locales es regular. La fundon de Rastrigin se 
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Generaci6n Funci6n Objetivo Soluci6n 
value 
10 0.0381 (0.8140,0.6686) 
20 0.0074 (0.9901,0.9888) 
30 5.79 X 10-4 (0.9764.0.9529) 
40 5.44 X 10-4 (1.0233, 1.0470) 
50 1.12 X 10-' (0.9931,0.9855) 
Tabla 3.1: Resultados para la funeion de Rosenbrock. 
define en la ecuaci6n (3.10) y su minimo global se encuentra en f (x) :=:: 0, x (0, ... ,0, ). La 
funci6n se mue'stra en la figura 3~2. 
k 
f (x) = 10 x k +L: (xr - lOcos (2rrx;) . (3.10) 
;=1 
-5.12::; Xi::; 5.12,i = 1,2, ... ,k. 
Los resultados para la funci6n de Rastrigin se muestran en la tabla 3.2. EI tiempo de CPU para 
300 generaciones fue 0.35 segundos y el6ptimo se alcanw en la generaci6n 167. 
Generaci6n Funci6n objetivo Solution 
value 
10 2.3465 (1.0309, -1.0175) 
.20 0.1555 ( -0.0204, -0.0192) 
30 0.1555 (-0.0204, -0.0192) 
40 0.0897 (-0.0104, -0.0186) 
50 0.0217 (-0.0061,0.0085) 
Tabla 3.2: Resultados para la funcion de Rastrigin. 
En la figura 3.2 se puede apreciar algunos pasos intermedios en el proceso evolutivo de laoptimi­
zaci6n de la flinci6n de Rastrigin .. 
Funcion de Schwefel 
La funci6n de Schwefel tiene un mlnimo global bastante separado de un minimo local, esto hace' 
que los algoritmos de busqueda puedan converger en'la direcci~n equivocada. Esta funci6n se define 
como en la ecuaci6n (3.11) y se muestra en la figura 3.3. 
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k 
(3.11)f (X) = L:xi sin (JiXJ) 
.=1 
-500::; Xi ::; 500, i = 1,2, ... , k. 
La funci6n de Schwefel tiene un ~~l""~lAn_v -_d?O.9~~~1,=:,..L!2~_L~S resu~t.a~_o~___.__ 
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k 
f(x) = L:>i sin (JiXJ) 	 (3.11) 
;=1 
-500 ::; Xi ::; 500, i 1,2, ... , k. 
La fund6n de Schwefel tiene un mlnimo global en x 420.9687 x (1,1, ... , I)'. Los resultados 
para esta fundon se presentan en la tabla 3.3. EI tiempo de CPU para 300 generaciones fue de 0.32 
segundos y eloptimo se alcanzo en la generacion 115. 
Generaci6n Funci6n objetivo Soluci6n 
value 
10 -765.3079 (439.2929,436.6133) 
20 -831.8733 (421.0315,414.0626) 
30 -836.2015 (424.7065,420.9365) 
40 -837.8619 (420.4984,421.4748) 
50 -837.9648 (421.0368,421.0224) 
Tabla 3.3: Resultados para la funci6n de Schwefel. 
La figura 3.3 presenta algunos pasos intermedios en la evoludon de la pobladon durante la opti­
mizacion de la funcion de Schwefel. 
Funcion de Griewangk 
La funcion de Griewangk es similar al a funcion de Rastrigin. Tiene una gran cantidad de mlni­
mos locales distribuidos en todo su dominio. Sin embargo, las ubieaciones de los minimos locales es 
regular. La definici6n de esta funcion se presenta en la ecuacion (3.12) y su gnlfica se presenta en la 
figura 3.4. Su mlnimo global es f (x) = 0 en x (0,0, ... ,0)'. En este caso el tamano de poblaci6n 
usado fue de 200 y el mlmero necesario de generaeiones para alcanzar el6ptimo global fue 1993. El 
tiempo para 5000 generaciones fue 43.24 segundos. Los resultados se presentan en la tabla 3.4. Para 
esta [uncion, debido a que la optimizacion se Ilev6 a cabo en cuatro dimensiones. no se presenta las 
gnificas de la evolucion de la poblaci6n. 
~ X2 rrk (Xi) 	 (3.12)f (x) := t;{ 40~0 - i=1 cos . Vi + 1 
-600 ~ Xi::; 600,i = 1,2, . .. ,k. 
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Generaci6n Funci6n objelivo Soluci6n 
value 
100 7.50 X (3.2265, -0.1239, ... 
... , -11.1490,5.9533) 
1000 1.80 x 10-2 (3.1810, -4.2653, ... 
... , -0,0982, -0,0787) 
2000 7,73 X 10-3 ( -0.0684,0.0795, : . , 
, .. ,0.0619, -0.1390) 
3000 2.59 X 10-3 (0,0211,0.0823, ... 
... , -0.0284,0,0(56) 
3396 0 (2.24 x 10-9 ,-3.84 x 10-10, ... 
... ,1.16 X 10-8 ,1.51 X 10-9 ) 
Tabla 3.4: Resultados para la fimci6n de Griewangk. 
Funcion Goldstein-Price 
La funci6n Goldstein-Price es una funci6n f : D £; ]R2 --+ ]R de prueba definida como en la 
ecuaci6n (3.13) y su gnifica se muestra en la figura 3.5. La motivaci6n de esta funci6n puede hallarse 
en (Zhang. Ng, Li. Y Tian, 2004). Su mfnimo global es f (0, -1) = 3. El tiempo de CPU para 300 
generaciones fue 0.60 segundos y en la tabla 3.5 se presentan los resultados. 
f (x) = (1 + (Xl + X2 + 1)2 x 
(19 - 14x1 + 3xf - 14x2 + 6XIX2 +3xm x (3.13) 
(30 + (2Xl - 3X2)2 X 
(18 - 32xl + 12xI + 48x2 36xlX2 + 27x~)) 
-2::; Xi::; 2,i = 1,2.. 
Generad6n Funci6n objetivo Soluci6n 
value 
10 3.0505 (-0,0100, -0,9944) 
20 3,0030 (-0,0011, -1.0028) 
30 3,0008/ (-0.0014, -0.9994) 
40 3.0006 (0,0010, -1.0006) 
50 3.0000 
Tabla 3.5: Resultados para 1. funcion Goldstein:Price. 
~ 
En la figura 3.5 puede apreciarse' algunos de los pasos intermedios en la evoluci6n de la poblaci6n 
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durante la optimizacion de la funci6n de Goldstein-Price. 
,-~~==========~-:--
Funcion de las seis jorobas 
Esta funci6n se detalla en 
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durante la oplimizaci6n de la funcion de Goldstein-Price. 
FUllcioll de las seis jorobas de camello (Six-hump camel back) 
Esta fund6n se detalla en (Uu, 2001) y su definicion se presenta en Ja ecuad6n (3.14). Tiene seis 
mfnimos locales y dos de ellos son globales ademas en f (x) -1.0316, x:=: (-0.0898,0.7126) y 
.' , 
x (0.0898, -0.7126). El tiempo de CPU para 300 generadones fue de 0.15 segundos. Los resulta­
dos se presentan en la tabla 3.6. 
f (x) = (4 - 2.1xt +xi/3) xi (3.14) 
+X1X2 + (-4 + 4x~) x~ 
-3 ::; Xl ::; 3, -2 ::; X2 ::; 2. 
Generacion Funci6n objetivo Soluci6n 
value 
10 -0.9761 (-0.0245,0.6823) 
20 -1.0270 (-0.0910,0.6886) 
30 -1.0316 (-0.0900, 0.7101) 
40 -1.0316 (-0.0881,0.7121) 
50 -1.0316 
Tabla 3.6: Resultados para la funci6n de las seis jocobas de carnello. 
La figura 3.6 muestra la superficie y algunos de los pasos en el proceso evolutivo correspondiente 
ala optimizad6n de la fund6n de Goldstein-Price. 
3.6. Algunas conclusiones acerca del algoritmo EAMN 
EI algoritmo EAMN que se ha presentado es un algoritmo evolutivo probabilfstico para fundones 
de valor real. Las pruebas Ilevadas a cabo en todos los casos, fueron exitosas. El EAMN se desem­
pei'i6 satisfactoriamente manejando restricdones de desigualdades. 
Es destacable que aunque el EAMN es un metodo heurfstico que comparte muchas de las carac­
terfsticas con algoritmos evolutivos, no requiere tantos parametros como eslos. Los parametros que 
controlan cl EAMN son el tamano del grupo elite, la constanle E: para acelerar la convergenda y el 
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criterio de finalizacion. Como se esperaba, mientras mas alta la dimension del problema, el tamailo de Funcion de Rosembrock 
la poblacion tambien debe aumentarse a fin de obtener una buena solucion. 

Como temas de futuros trabajos esta el analisisde la perdida de diversidad en cada generacion. Este 

tema puede estudiarse a traves de la observacion de la evolucion de la matriz de covarianzas estima­

da de la poblacion. La extension del algoritmo EAMN a problemas de optimizacion combinatoria se 

puede Ilevar a cabo utili zan do distribuciones de probabiJidad discreta y sus versiones multivariadas, 

asf como lambien escogiendo la transformacion h apropiadamente (ver ecuacion (3.5». Otros topicos 

de exploracion podrian incluir aplicaciones a funciones contaminadas por ruido y el uso de otras fun­

ciones de probabilidad, asf como tambien otras estrategias de seleccion de individuos para la siguiente 

generacion. 
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criterio de finalizaci6n. Como se esperaba, Illientrus m;'s alia la dimensiun del problema, el tamano de 
la poblacion tambien debe <llImenlarse a fin de oblener una buena soluci6n. 
Como temas de futuros Iraba jos eSI,j el anali sis de la pcrdida d diversidad en cad a generacion. Este 
tema puede estudiarse a Iraves de la observo",: " Sn de la matriz de covarianzas estima­
da de la poblari"~ • as de optimizaci6n combinatoria se 
reta y sus vcrsioncs multivariadas, 
;Vcr ecuaci6n (3 .5)) . Otros t6picos 
lS por ruido y cillso de otras fun­
>n de individuos para la siguiente 
Jes tl., Antonio Ht rtt ilndez Ri\"e ro.~ y JU'1Il David O:..pina Ar.mgo 
Funci6n de Rosembrock 
x 
(a) Funci6n de Rosembrock 
Funcion de Rosembrock Generacion 1 Funcion de Rosembrock Generacion 10 
N 
M 
(b) Generueion 1 
Funcion de Rosembrock Generacion 20 
X, 
(e) Generaci6n 10 
Funclon de Rosembrock Generacion 50 
(d) Genemei6n 20 (e) Gcneraci6n 50 
Figur:..a 3. t: Evolution de la p(,blaci6n en Ja oplimizm.:ion de la funcidn de Rosenbrock. 
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Funci6n de Rastrigin 
(a) Funcion de Rastrigrin 
Funci6n de Rastrigin Generacion 1 
N 
" 
", 
(b) Gencracion I 
N 
" 
", 
(d) Gcneraci6n 50 
N 
" 
", 
(c) Gcneracion 10 
Funcion de Rastrigin Generacion 100 
N 
" 
(e) Gcneraci6n 100 
Figura 3.2: Evolu(i6n de la poblac i6n en la uptimiz,aci6n de la funci6n de R..lslrigin . 
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Jesu. Anfonio Hent.l.ndc'Z Rivcros y Juan David Ospina Arango 
Funci6n de Schwefel 
(a) Funei6n de Schwefel 
Funci6n de Schwefel Generaci6n 1 
..
Funci6n de Schwefel Gener3cl6n 10 
(b) Generaei6n 1 (e) Generacion 10 
Funcion de Schwefel Generaci6n 30 Funci6n de Schwefel Generacl6n 80 
x, 
(d) Generaci6n 30 
x, 
(e) Gcneraci6n 80 
x 
~ 
M 
~ 
Figura 3.3: Evoluci6n de la poblaci6n en la optimi1.BCi6n de la funci6n de Schwefcl. 
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Funci6n de Griewangk 
Figura 3.4: Funci6n de Griewangk . 
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Fund6n de I 
(l 
(d) 
Figura 
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Funcion de Goldstein-Price 
• 10 • 
., 
(a) Funci6n de Goldstein-Price 

Funci6n de Goldstein-Price Generaci6n 1 Funci6n de Goldstein-Price Generaci6n 10 

•
N 
X, 
(b) Generaci6n 1 
 (c) Generaci6n 10 
50Funci6n de Goldstein-Price Generaci6n 20 
 Funci6n de Goldstein-Price Generaci6n 
X, 
(d) Generaci6n 20 (e) Generaci6n 50 

Figura 3.5: Evoluci6n de la poblaci6n en la oplimiz.aci6n dela funci6n de Goldstein-Price. 
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Funci6n de las seis jorobas de camello 
(a) Funcion de las seis jorobas de camello 
I ft 
, ~ I , 
, I 
,I 
l
, I 
: ' J 
I 
(b) Gcncraeion I (e) Generacion 10 
FunCI6n de las sets Jorobas de cametlo GeneradOn 50 
(d) Generacion 20 (e) Generaei6n 50 
Figura 3.6: Evoluc il~n de la poblaci6n en Ja optimizaci6n de 13 fun~i6n de las seis jorobas de camello. 
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Seccion4 
Estimacion del modelo ASVI 
EI principal interes de este trabajo es detenninar si existe alguna ventaja al utilizar algoritmos 
evolutivos respecto a los algorilmos convencionales en el problema de minimizaci6n de la funci6n 
objetivo (2.16), correspondiente al metodo de estimaci6n EMM. El amllisis llevado a cabo consiste 
en la aplicaci6n y comparaci6n de los siguientes algoritmos de optimizaci6n. La programaci6n es en 
Mallab. R20008a, con el toolbox de Algoritmos Geneticos. 
I. SQP (Sequential Quadratic Programming). 
2. Algoritmos Geneticos hibridos con SQP. 
3. EAMN, propuesto en este trabajo. 
4.1. Estimacion del modelo EGARCH-SNP (2.14) 
Se encontr6 evidencia de superioridad del algoritmo AG-SQP con respecto a SQP individual. 
La evidencia consiste en que el algoritmo SQP llega r:ipidamente a valores singulares en la matriz 
hessiana. Sin embargo, el proceso de c:i1culo con el algoritmos Gauss-Newton. implementado en SAS 
con proc nlin colapso con mucha frecuencia, seiialando como causa del colapso en todos los casos el 
haber Ilegado a una matriz hessiana singular. En cambio. el p~ceso con AG-SQP es estable y converge 
a valores aceptables. En la figura 4.1 se muestra el proceso de convergencia del algoritmo. 
Ejemplo. Para un modelo ASVI. (1.1). con para metros (w, (3, a, ')') como aparecen en el Cuadro 
4.1, se simularon T = 6000 datos y se utiliz6 el algoritmo genetico hibrido con SQP. Los resultados 
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esllin en el Cuadro 4.1. La funci6n objetivo en este caso corresponde a la log-verosimilitud del modele 
EGARCH(l,I)-SNP(4), (2.14), es decir, es 
T 
QT(O) - ~log(f(yt!(ft,d)/(ft) (4.1) 
1=1 
donde Ina; = w + j3In a;_l + QZt-l + "Y(IZt-ll-p(d». 
Tabla4..I' Resultados de Estimaci6n QML en ASVI con AG-NM 
w t3 0 "I 
valores reale:; -1.20 0.90 -0.24 0.18 
W jj 
" 
"i 
I valores estirnados -1.1930 0.9020 -0.2401 0.1441 
dl d; d3 'd4 
valores estimados -0.100 -0.100 0.0415 0.0372 
J-
Pigura 4.1: Desempefio del Algoritmo Genetico Hlbrido coo SQP 
Los sfmbolos triangulares'coJfesponden a iteraciones del AG y los rombos a iteraciones 'del 
SQP., 
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4.2. Estimacion EMM con Optimizacion SQP y AG-SQP. 
EI algorilmo EMM presenta problemas de convergencia lanto con algoritmos convencionales, p.ej. 
Gauss-Newlon. como con algoritmos heurislicos. EI problema no reside propiamente en el algoritmo 
de oplimizaci6n sino en la funci6n objetivo. como se expone a conlinuaci6n. 
Inestabilidad de la Recursion (4.2). 
En el caso ASVI asimetrico el algoritmo EMM liene un problema de estabilidad numerica en la 
ecuaci6n (4.2): 
~.2 _ ~ + f3~1 --:- 2 + ~ (y{Ui-1,0)) +~ (I Y(Uj-l, 0) I..: (d~))InaJ -w naJ-l Q _ "y _ Jl , (4.2)aj-l aj-l 
Esta ecuaci6n recurs iva es ineslable: una pequeiia perlurbaci6n puede generar un valor exageradamen­
te alto y luego volver a valores normales. 
'Ejemplo. Si se simula una serie Y(Uj,O) i.i.d.NCO, 1) Y se lorna Jt(d) = 0.6893, 17 = 
(w, jj,a, 9) 1=' (-1.2000,0.8000, -0.2400,0.1800), entonces la recursi6n en (4.2), con 1na02 =:= 0.0 
puede pasar de valores pequeiios a val ores muy grandes en dos 6 Ires iteraciones, como se puede apre­
ciar en la siguienle Figura No 4.2. Los valores Ina] para j :5 40 no son cero, aunque por la escala 
parecen ser nulos. 
2 
ol~-----------__J 
Figura 4.2: Grafica deln 17J. en I. ecuaci6n (4.2) 
Tauchen, (Taiichen, 1998) profundiza'sobre el problema de la ineslabilidad asociada con el algo­
ritmo EMM, pero no consldera usar algoritmos heurlsli~os. Seria posible ignorar esta ineslabilidad en 
(4.2), que necesariamente se Iransmite a las ecuaciones de los scores (2.15), argument~ndo que los 
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mecanismos de seleccion (elitismo, mutacion. cruzamiento) automaticamente descartarfan soluciones 
que produjeran simulaciones caoticas? No necesariamente. La funcion objetivo es de dificil evalua­
cion y dejar que se descarten soluciones dejarfa relativamente pocos individuos compitiendo y no 
a\canzarfa uri valor cercano aloptimo en un numero de generaciones fijo. Gallant y Tauchen. (Gallant 
y Tauchen, 1996), pag. 14, proponen varias transformaciones para estabilizar la recursion (4.2). Las 
siguientes se implementaron para los c;ilculos de esta seecion. 
'{HX + ~ arctan (~(x + t1"))-- t1"}, si x < -tr, 
x x, si -t1" < x < t1", (4.3) 
! {x + ~ arctan (~(x ~ t1"))+ t1"}, si t1" < x 
x:;;: 4t1"eX / tT /(1 + ex/tTl - 2tr. (4.4) 
La manera en la que deben apIicarse estas transformaciones para estabilizar (4.2) no es inmediata. 
Una propuesta consiste en apJicar (4.3) con t1" = 12.0 a los valores InO'? mientras que aplicar (4.4) 
con t1" :;;: 4.0 a Zt. Y(Uj-lt 0) /C;;::l' 
Una manera de determinar que tan apropiadas resultan las transformaciones anteriores consis­
te en realizar una exploraci6n de la funci6n objetivo. Ca\Cular QT(O) para valores de 0 simula~. 
dos uniformemente en una vecindad de radio c5 del pariimetro verdadero 00: On "" Unif(B;;(Oo)), 
n :;;: 1, ... , Ie Planteamos que el histograma de QT(On) puede revelar la presencia de minimos loca­
les y mfnimo global. Los resultados de generar J( 1000 valores de 0 E ]R4 en una bola de centro 
00 = (-1.2000,0.8000, -0.2400,0.1800) Y radio c5 0.1 (modificado para f3 < 1 !) se pueden 
apreciar en la Figura No 4.3 siguiente. N6tese que la funci6n QT(O) se ca\cul6 con base en muestras 
simuladas de N 10000. ver ecuacion (2.16). EI razonamiento es e1 siguiente: un algoritmo genetico 
realiza una bUsqueda en el espacio parametral con resultados similares a los que se tienen en el panel 
Izquierdo de la Figura 4.3. Debido a su canicter aleatorio tal vez sean mas dispersos. Una conclusi6n 
es que es factible asumir que sf existe un mfnimo global a juzgar por el hecho de la moda pronun­
ciada en cero. Si se garantiza convergencia en probabilidad al optimo del algoritmo genetico, p.ej. en 
(Rudolph. 1996), es factible q'ue se tenga convergencia en el proceso de estimacion. Con base en esta 
, ': i 
conclusion aplicamos los algoritmos SQP. AG Y AG-SQP p~a_obtener el estimador EMM de O. 
En el cuadro 4.2 estiin resultados de una corrida para T =;=. 6000 del metodo EMM usando N :;;: 
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10000 en la simulaci6n interna del EMM, y con un valor real del panimelTo 0 en la columna "Real", En 
la columna "Preliminar" estan los valores eSlimados del modelo auxiliar EGARCH( I , 1)-SNP(4) , En la 
columna "SQP" esta el resultado del algoritmo lipo Newton-Gauss SQP, con valor inicial el Oobtenido 
con el modelo auxiliar. N6tese que el valor estimado de {3 es el valor dado como limite superior para 
este panimelro . Algo no deseable. Las dos columnas restantes, HAG I" y "AG 2" mueSlran resultados 
de dos corridas del algorilmo genetico con 15 generaciones como maximo. 
En el cuadro 4.3 estan los resultados de correr 15 generaciones del AG y luego continuar con 
SQP. Se muestran los resultados de tres corridas sin cambiar la mucslra. Las variaciones que se ob­
servan en los valores estimados corresponden a la naturaleza estocastica del algoritmo genetico. Se 
puede observar que en promedio, los val ores de este ultimo algoritmo son mas aceptable que los re­
sultados anteriores. Es claro que estos son resultados preliminares que habra que ampliar mucho mas, 
aumentando el numero de corridas con diferentes escenarios para poder lIegar a una conclusi6n mas 
sustentada. Pero por el momento, resulta factible que este procedimiento pueda producir resultados 
satis factorios. 
Tabla 4 2 - Rcsuhados de Es(irnac illO EMM con SQP y AG.. 
Real I Preliminar I SQP I AG I I AG2 
-1.2000 -0.6389 -0.7389 -0.7052 -0.6078 
(3 
w 
0.9000 0.9496 0.9999 0.9386 0.9464 
Q -0.2400 -0.2073 -0.3073 -0.2180 -0.2842 
'Y 0.1800 0.1615 0.2615 0.0773 0.1245 
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Tabla 4.3: Resultados de Estimaci6n EMM con AG-SQP 
Real I Prelirninar! AG-SQP 1 I AG-SQP 2 I AG-SQP 3 
-1.2000 	 -0.7998 .,-0.7896 -0.8864 -0.7686w 
{} 0.9000 0.9357 0.9349 0.9274 0.9363 
O! -0.2400 -0.2270 -0.1659 -0.2877 -0.1306 
0.1800 0.0732 0.1388 0.1732 0.01651"1 
Cabe anotar que la estimaci6n del modelo ASVI simetrico, con a = 0 no representa ningun pro­
blema al utilizar EMM con algoritmos convencionales. EI problema se presenta en el c~so asimetrico, 
con a < O. 
4.3. Estimacion del modelo ASVI utilizando EAMN . 
Como parte de este proyecto se desarro1l6 el algoritmo evolutivo probabilfstico EAMN, deserito 
en la secci6n 3, y que se aplica a la estimaci6n del ~odelo ASVI. Debido al problema que se pre~enta 
en la recursi6n, no es de esperarse que los resultados sean superiores a los obtenidos con los metodos 
anteriores ya que se sospecha de la existencia de Uli problema estruetural de la funci6n objetivo que 
eonlleva a niveles de dificullad demasiado elevados en la exploraci6n del espacio de bUsqueda. No 
.. - .. 
obstante. como se vera despues, el desempefto del algoritmo EAMN respecto a los otros metodos de 
optimizaci6n empieados es competitivo. Vale aclarar tambien que en la estimaci6n con EAMN se ha 
implementado las transformaciones mencionadas anteriormente para estabilizar la recursi6n. 
Tabla44: u a os So ImaCl n j' con 
Real IPrelirnioar I EAMN 
w -1.2000 -0.7998 -0.7896 
{} 0.9000 0.9357 0.9349 
O! 
i 
-0.2400 -0.2270 -0.1659 
"I I 0.1800 0.0732 0.1388 
Res It d deE t' '6 EMM EAMN 
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4.3.1. Una comparacion . 
Con el fin de que ellector pueda hacerse alguna idea sobre el desempeiio relativo de cada metodo 
de optimizaci6n para ~stimar el modelo ASVI, las tablas 4.5 y 4.6 presentan algunos indicadores de 
error. Estos indicadores .~o son evidencia de la superioridad de un metodo frente a otro, sino simple­
mente un marco de comparaci6n de los resultados obtenidos ~n este trabajo. 
La tabla 4.5 presenta los errores porcentuales en la estimaci6n de cad a panimetro con cada uno 
de los siete metodos de optimizaci6n empleados en este trabajo. E1 error porcentuaI se obtiene con la 
f6rmula error = .L:..:::~"F-E~;::::::= x 100. 
Por otro lado, la tabla 4.6 presenta el error medio cuadratico (EMC) de cada metodo obtenido 
como emc= Esta comparaci6n, usual en ingenierla, necesita refinarse 
mediante estudios del tipo Monte Carlo antes de poder derivar alguna conclusi6n de ella. 
Thbla 4.5: Errore. porcentuwes en los diferentes metodo. de e.timaci6n 
SQP AGl AG2 AG-SQPI AG-SQP2 AG-SQP3 EAMN 
w 38.42 41.23 49.35 34.20 26.13 35.95 34.20 
(3 11.10 4.29 5.16 3.88 3.04 4.03 3.88 
a 28.04 0.83 218.42 30.88 19.88 45.58 30.88 
'Y 45.28 57.06 30.83 22.89 3.78 90.83 22.89 
Tabla 4.6: Error Medio Cuadritieo pam cada metodo de optmizaci6n 
SQP AGl AG2 AG-SQPl AG-SQP2 AG-SQP3 EAMN 
EMC 0.058 0.064 0.158 0.044 0.025 0.057 0.044 
4.4. ConcIusiones 
A 10 largo de esta secci6n se puso en evidencia que una de las mayores dificultades en la estimaci6n 
del modele ASV 1 con la metodologfa EMM es la inestabilidad en la recursi6n para reconstruir el 
proceso de volatilidad. A pesar de haber utilizado transformaciones que pUdieran solucionar esto en 
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alguna medida, los resultados en los estimadores no son muy alentadores. Sin embargo, una alternativa 
que salta a la luz a partir de los resultados obtenidos es la utilizaci6n de ,los parametros del modelo 
auxiliar EGARCH(l,l)-SNP(4) como pariimetr~~ illiciales del modelo ASVl, que mediante ajuste 
fino se puede~ modificar para reproducir las caracterfsticas de la serie observada. Al r~spectode la 
estimaci6n de este modelo auxiliar EGARCH(1,I)-SNP(4), vale anotar que los resultados 'obtenidos' 
con el algoritmo evolutivo probabiHstico propuest~, EAMN, son b~sta~te competiti~os. No obstante la 
, -" " 
aplicaci6n de la metodolog(a EMM no arroj6 resultados muy precisos, se concluye que con 10 expuesto 
en esta secci6n es posible aproximar razonablemente'los estimadores de los pariimetros de un modelo ' 
ASVl, con el algoritmo EAMN. Con esto se encuentra abierto un frente de trabajo para la estimaci6n 
de panimetros en modelos complejos utilizando algoritmos de esti~aci6n de la distribuci6n. 
62 

ApendiceA 
Programas, 
I 
del modelo I 
I 
' d' 	 I 
I 
En este apen Ice se pi 
resultados de este trabajo./ 
I 
! 
A.I. 	 C6digo d 
function [SOl/fbJ 
•.. minae (fob j, nu) 
% Algoritmo evol! 
% fobj=@f_o; I 
% numpar: numero 
% ' [' 1 Iml.n= ml.n_ ;., j 
% max= [max_I; , '/ 
% n: numero de . 
% h: tamafio de I 
% p_e: 	porcent} 
% la Siguiente! 
Min=zeros ( [h, n 
I 
/ 

' 
I 
I 
«,- < ---\!gOrilmoS Evolulivos«Estimaci6n de Pan,metros en Modelos de Vol•• 'I'A-' ­
\,
\ 
."",d"", Si. ,mb",•.•"' .It,m"i~ 
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\ < , 
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\ 
\ vale anotar que los resultadosobtenidos 
son bastante competitivos. No obstante la 
\ <. 
\recisos, se concluye que con I~ expuesto 
nadores de los panimetros de un modele 
\ f d b' I . "­I un rente e tra aJo para a esllmaclOn 
\ ' ' 
'estimaci6n de la distribuci6n; 
I 
< 
\
I 
.!L~n:;\\t'i~2::r:i.~~",<~.: 
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Apendice A 
Programas en Matlab para la estimacion 
del modelo ASVl 
En este apendice se presenta un conjunto de programas en Matlab utilizados para obtener los 
resultados de este trabajo. 
A.t. C6digo del EAMN 
function [sol,fbest,mejorind,mejorf,K]=... 

.. . minae(fobj,numpar,mini,maxi,n,h,p_e) 

% Algoritmo evolutivo probabilistico para optimizar la funci6n fobj. 

% numpar: numero de variables de la funcion. 

% min=[min_li ... ;min_numpar]i 

% max=[max_l; ... ;max_numpar]; 

% n: numero de generaciones. 

% h: tamafio de la poblacion. 

% p_e: porcentaje de elite: porci6n de la poblacion que se clona a 

% la siguiente generacion. 

Min=zeros([h,numpar]); 
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Max=Min; 

f=zeros(h,n); % Numero de evaluaciones de la fun cion objetivo. 

diferencias=zeros(round(h*p_e)-l,numpar); 

e=0.00005; % Factor multiplicador. 

% rand('seed',4); %Se fija la semilla para reproducir los 

% resultados. 

nnorm=h-round(h*p_e); % Numero de individuos que no son elite. 

K=zeros(numpar,numpar,n); 

% Generaci6n de la poblacion inicial: 

i=l; 

while i<=h 

Min(i,:)=mini'i 

Max (i, :) =maxi' i 

i=i+1; 

end 

NPob=zeros(h,numpar); 

Pob=Min+(Max-Min) .*rand([h,numpar)); % Todoslos parametros 

%estan en el rectangulo seleccionado. 

%Ciclo evolutivo: 

i=l; 

while i<=n 

j=l; 
while j<=h 

c=Pob (j,:); 

f(j,i)=fobj(c); 

j=j+1; 

end 

[a, b] =sort (f (:, i) ) ; 

mejorind{i,:)=Pob(b(l),:); 
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mejorf(i)=f(b(I),i); 
% Los mejores individuos pasan a la siguiente generaci6n 
% modificandose. 
NPob (1: round (h*p_e), :) =Pob (b (1: round (h*p_e)), :); 
% El mejor individuo de la generaci6n i es NPob(I,:). Los demas 
% individuos se deben modificar para parecerse un poco mas a el. 
j=l; 

S=cov(Pob); % Matriz de covarianzas de la poblaci6n actual. 

K (:, :, i) =S; 

while j<=round(h*p_e) 

diferencias (j, :) =e* (S* (NPob (1, :) -NPob (j, :))')'; 

j=j+l; 

end 

NPob(l:round(h*p_e), :)=NPob(l:round(h*p_e), :)+diferencias; 

% Esta es la elite. 

reloj=clock; 

randn('state' ,reloj(6)); 

NPob(round(h*p_e)+I:h, :) =mvnrnd(NPob (1, :)' ,S,nnorm); 

Pob=NPob; 

i=i+l; 
end 

sol=Pob(l, :); %La soluci6n es el mejor individuo de la ultima 

% generaci6n. 

fbest=f (b (1) , n) ; 

A.2. C6digo para simular un proceso ASVI. ' 
function [y)=svl(nsim,nburnin,par,z,u) 
% Programa para simular un modele de volatilidad estocastica 
% de orden 1. 
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% ASV(l). (Tornado de Andersen y Sorensen, 1997). 

% n: numero de observaciones a simular. 

% par: vector de parametros. 

% z es una sucesion iidN(O,l). 

% u es una sucesion iidN(O,l). 

% La parametrizaci6n del modelo es: 

% y(t)=exp(w(t)/2)*z(t), 

% w(t)=par(1)+par(2)*w(t-1)+par(3)*u(t) 

% Para que el modelo sea estacionario se requiere 0<par(2)<1 

% Y par (3»0. 

n=nsim+nburnin; 

beta=exp(par(2»/(1+exp(par(2»)i 

% mu=par(l)/(l-beta); 

mu=par(1)/(1-par(2»); 

w=zeros ( [1, n 1 ) ; 

w(l)=mu; 

i=2; 

while i<=n 

w(i)=par(1)+par(2}*w(i-1)+par(3)*u(i); 
i=i+1; 

end 

y=exp(w./2) .*Zi 

\ y=y (nburnin+1: end) ; 
A.3. 	 C6digo para' estimar.,nn proceso ASVI utilizando el 
metodo SMM. 
load serie2 %Serie observada 
W=eye(32); %Matriz de covarianzas de los momentos. 
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Nsim=50000; 
Nburn=100; 
NS=Nsim+Nb~. 
randn (' sta~ 
z=randn ( [1)
I 
randn (' sta~ 
u=randn([lJ. 
I
mini=[-2,01 
i 
maxi=[2,1,1 
I 
Fun_obj=@ (I 
[sol, fbest.I 
i 
... minaer (I 
I 
I 
I 
A.4. 	 cJ 
I 
i 
za 
i 
i 
function I 
I 
% Funci6n' 
. I% est1.maq 
I% paramet 
I 
% y(t)=e~ 
% w(t)=pJ
I 
% (Tomadl 
% mp: vel 
% se estJ 
% par: l 
I 
% Nsim: I 
J% Nburn: 
I 
% que 	sEI 
I 
I 
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% ASV(l). (Tornado de Andersen y Sorensen, 1997). 
% n: nurnero de observaciones a sirnu1ar. 
% par: 	vector de pararnetros~_, .,-... -..~\ 
% z es 	 ~ 
\ 
\ 
\ . requ~ere O<par(2)<1_ 
I 
\ 
\ 
\ 
\ 
\ 
\ 
" I:. 
I', 
I'
'I1\I· 
\',
.\\, 
\\
1\\r1 utilizando el 
\\ 
\ \ 
\I \\ 
\ \ 
I 
\ 
\\ 
\ \ 
\ 
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Nsirn=50000; %Numero 
Nburn=100; 
Ns=Nsirn+Nburni 
randn (' state' , 5) 
z=randn([l,Ns])i 
't::~J~
randn (' state', 4) ~ ~ ...,,-~ '.. ,,{.-J 
u=randn([l,Ns]); 

mini=[-2,O,-2,O.1]i 

rnaxi=[2,1,O,2]i 

Fun_obj=@ (par) qsmm2 (m, par, Nsim, Nburn, mini, maxi, 11, u, z) ; 

[sol,fbest,rnejorind,mejorf,K]= ... 

...minaer(Fun_obj,mini,maxi,500,100,O.2); 

A.4. 	 C6digo objetivo para estimar un proceso ASVI utili­
zando el mCtodo SMM 
function q=qsmm(mp,par,Nsirn,Nburn,mini,maxi,W,z,u) 

% Funcion para cornputar el valor de la funcion objetivo SMM para la 

% estimacion de un modelo de volatilidad estocastica SV(l) 

% parametrizado como: 

% y{t)=exp(w(t)/2)*z(t), 

% w(t)=par(1)+par(2)*w(t-1)+par(3)*u(t) 

% (Tornado de Andersen y Sorensen, 1997). 

% mp: vector de lx24 con los momentos muestrales de la serie que 

% se estima. 

% par: es e1 vector de parametros 

% Nsim: es 1a longitud de 1a serie que se simula. 

% Nburn: es 1a cantidad de las prirneros terminos de la serie sirnulada 

% que se deshecha, de rnanera que se simu1a unaserie 'y de longitud 
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% Nsim+Nburn y se toma y(Nburn+l:Nsim+Nburn) . 

% W es matriz de ponderacion. 

% u y z soOn dos suceciones iid de media cero, varianza 1 e 

% independientes entre si. 

% Los momentos 32 momentos utilizados son: 

% Recomendados por por Jacquier, Polson y Rossi (1994) 

% para el caso ASVI con rho=O: 

% E (abs (y (t)) ), 

% E(y(t)'2), 

% E(abs(y(t)'3)), 

% E(y(t)'4), 

% E(abs(y(t)*y(t-j))), j=l, ... ,lO. 

% E(y(t)'2*y(t-j)'2), j=I, ..• ,lO. 

% Recomendados por Giraldo y Lopera (2007): 
% E(abs(y(t))*y(t-l)) 
% E(abs(y(t)).*y(t-1).·2) 
% E(y(t)·6), 
% E(y(t) .A2.*y(t) .·3), 
% E(abs(y(t)).*y(t-1).·3), 
% E(y(t)'. ·4.*y(t-l), 
% E(y(t) .'4.*y(t-1) .'3), 
% E(abs(y(t»).*y(t-l).·4). 
,% Paso 1: Simulacion de la serie con el vector de parametros 
% candidato: 
ysim=simular_yt(par,Nsim,Nburn,z,u); 
% Paso 2: Calculo de los 32 
% simulada: 
mm=momentos2(ysim); 
% Condiciones de momento: 
g=mm-mpi 
momentos muestrales de la serie 
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A.S. Codli 
I 
• I
serl'1 
, 
, 
1 
Ifunctl.on m=m<l, 
% Programa PJ 
I 

% Los moment 0' 

% E(abS(y(t))\ 
i 
% E(y(t)'2), 1 
I 
% E(abS(y(t)'~ 
% E(y(t)"4), 	 I 
i% E(abs(y(t)*y 
I 
% E(y(t)'2*y(t 
I 
% E(abS(y(t))*i 
% E (abs (y (t) ) '1! 
% E(y(t)"6), II 
% E(y(t). '2.*y 
% E(abs(y(t))'l 
% E (y (t) •• 4 • *y 1 
% E(y(t) .·4.*y( 
I% E (abs (y (t) ) • * 
I 
N=length(y); ,\ 
\ 
m=zeros ( [1,32] ) ~ 
I 
m(1) =sum (abs (y)) 
m(2)=sUm(y.A2)/1 
m(3)=sum(abs(Y'1 
I 

.. -.-' -_.,-- _.-.'\ 
'\ 
lando Algoritmos Evolutivos Iesus Antonio Hernandez Rivero. y Juan David Ospina Arango 
Irsim+NbUrn) . 
\ 
~dia cero, varianza 1 e 
\ 
\s son: 
\ 
son y Rossi (1994) 
\ 
\ 
\ 
\ 
\ 
\ 
\i'. 
b: 
IIII 
\\ 
\\ 
~\ \ 
\\ 
\ \ 
\\ 
,\ \ \ 
\ \ de parametros 
\ \ 
\\ \ \ 
\\ \\­
\ \ de 1a serie 
\ \. 
c~ 
.-.\\ \ . 
" \\ \\ 
\ \\ \ 
\ 
% Funci6n de costa: 
A.S. 	 C6digo para estimar 32 momentos muestrales de una 
serie de tiempo 
function m=momentos2(y) 

% Programa para ca1cu1ar 32 momentos de una serie de tiempo. 

% Los moment os que se calculan son: 

% E(abs(y(t»), 

%E(y(t)'2), 

% E(abs(y(t)A3», 

% E(y(t)'4), 

% E(abs(y(t)*y(t-j»), j=l, ... ,10. 

% E(y(t)'2*y(t-j)'2), j=1, ... ,10. 

% E(abs(y(t»*y(t-1» 

% E (abs (y (t) ) . *y (t-1) • A2) 

% E (y (t) '6) , 

% E (y (t). '2. *y (t). '3), 

% E (abs (y (t» . *y (t-1) . '3), 

% E(y(t) .A4.*y(t-I», 

% E(y(t). '4.*y(t-I). '3), 

% E (abs (y (t» . *y (t-l) • '4) . 

N=length(y); 
m=zeros([1,32); 
m(l)=sum(abs(y»/N; 
m(2)=sum(y.'2)/Nj 
m(3)=sum(abs(y.'3»/Nj 
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m(4)=sum(y.·4)/N; 
m (5) =sum (abs (y (I: N-I) • *y (2 :N) ) ) / (N-l) i 
m (6) =sum (abs (y (I: N-2) • *y (3: N) ) ) / (N-2) ; 
m (7) =sum (abs (y (1: N-3) . *y (4: N) ) ) / (N-3) i 
m(8)=sum(abs(y(I:N-4) :*y(5:N»)/(N-4); 
m(9)=sum(abs(y(I:N-5) ,*y(6:N»)/(N-5); 
m(10)=sum(abs(y(I:N-6) .*y(7:N»)/(N-6); 
m(11) =sum (abs (y (1 :N-7) • *y (8: N) ) ) / (N-7) ; 
m (12) =sum (abs (y (1: N-8) ,*Y (9 :N) ) ) / (N-8); 
m(13) =sum (abs (y (1: N-9) ,*Y (10: N) ) ) / (N-9) i 
m (14) =sum (abs (y (1 : N-I0) • *y (11: N) ) ) / (N-IO) ; 
m(15)=sum(y(I:N-l) ,·2.*y(2:N) ,"2)/(N-l); 
m(16) =sum(y (1 :N-2) ."2. *y (3 :N) ,A2) / (N-2); 
m(17)=sum(y (1 :N-3) • "2. *y (4 :N) . '2) / (N-3); 
m(18)=sum(y(I:N-4) .A2.*y(5:N)~-2)/(N-3); 
m(19)=sum(y(l:N-5) .-2.*y(6:N) ,-2)/(N-5); 
m (20) =sum (y (1: N-6) , - 2, *y (7: N) , -.2) / (N-6) i 
m(21) =sum(y (I:N-7) • A2, *y (8 :N) ,-2) / (N-7); 
m(22)=sum(y(I:N-8) .A2.*y(9:N) ,-2)/(N-8); 
m(23) =sum (y (1: N-9) , A 2. *y (10 :N) , - 2) / IN-9) ; 
m(24)=sum(y(I:N-I0) .A2,*y(11:N) .A2)/(N-lO); 
% Hasta aqui son los momentos recomendados por Jacquier, Polson 
% y Rossi (1994) para el caso ASVI con rho=O, 
% Los momentos a continuaci6n los recomiendan Giraldo y Lopera 
% (2007) para el caso eon rho diferente de O. 
m (2 5) =sum (abs (y (1: N-l) ) • *y (2 :N) ) / (N-l) ; 

m(26) =sum (abs (y (1 :N-l) ) • *y (2 :N)<'::2) / (N-l) ; 

m(27)=sum(y.A6)/N; 

m (28) =sum (y (1 :N-l) • A2~, *y (2 :N) • A 3) / (N-l) ; 

:;:. 
m(29)=sum(abs(y(1:N-l» .*y(2:N) ,-3)/(N-l); 
m(30)=sum(y(1:N-l) ,A4.*y(2:N»/(N-l); 
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m(31)=sum(y(1:N-l) .fI 
I 
m(32)=sum(abs(y(1:N 
I 
I 
I 
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hfbrido I 

I 
1 
% Estimaeion 1 
% globales. uj 
% modifiea la 
I 
% y varianza I 
elear all I

et normrnd 
ut = n~rmrnJ 
I 
T = 6000; %1 
I
norm) 
I 
nor! 
% parametr1 
% alfa 
I 

b .,; 1-1.2,! 
VOlatilidJ 
b (1) ~ (1/ 
% simulac 
I 
y simu] 
mu = meal 
. I 
stdEstim 
y = y - ! 
f 
I 
I 
----
--I 
-l EvoJutivos~d6n d~_pu~-~ ­
\
I, 
~ \ 
Ii 
1\ 
\1, 
, I', 
-\ \ 
\ i 
\\ 	 ' 
\ \ 
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\\ 
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\ \ 
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\ I 

I \ 

I \ 
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\ \ 
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\ 
\ \ 
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m(31)=sum(y(1:N-I) .A4.*y(2:N) .A31/(N-I); 
m(32)=sum(abs(y(1:N-I» .*y(2:N) .A41/(N-I); 
A.6. 	 Codigo para estimar un modelo ASVI utilizano AE . 
hlbrido 
% Estimacion emm as vI con ag y modificaciones: no usa variables 
% globales. Utiliza scores analiticos del modele auxiliar. Se 
% modi fica la definicion de snp para que quede con media cero 
% y varianza uno. 
clear all 

et normrnd(O,l,N,l)i %Serie de ruido para y_t 

ut normrnd(O,l,N,lli %Serie de ruido para log (sigma_t) 

T = 6000; %Tamafio de las series simuladas. 

normrnd(O,l,T,l); 

normrnd(O,l,T,l)i 

% parametros 
A% 	 alfa = s.r, gamma s.sqrt(1-r 21, s 0.3, r -0.8 
b"; [-1.2, 0.9, -0.24, 0.18]'; 

volatilidad = 0.00024; 

btl) (1-b(211*log(volatilidad)i 

% simulacion 

y simular-yt(b,T,et_O,ut_O); 

mu meanly); 

stdEstimate std(y,l); 

y = y - mUi 
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% estimacion egarch(1,1)-snp(4) con ga hiprid? 
FunObj = @(b) LLK_egareh_snp(b,y,T,stdEstimate); 
numberOfVariables 8; 
optionsGA gaoptimset('PlotFcns' ,@gaplotbestfun, ... 
... ' Plotlnterval' , 1,' PoplnitRange' , [-5; 5); 
lb = [-10.0, 0.000000, -0.999999, 0.0000001, -0.1, -0'.1 , ... 
... -0.1 , -0.1]; 
ub = [10.0, 0.9, 0.999999, 1, 0.1, 0.1, 0.1, 0.1]; 
% Estimaci6n del modele auxiliar EGARCH-SNP con algoritmos 
% geneticos y con SQP. 
opt Hybrid = gaoptimset(optionsGA,'Generations',25, ... 
... 'Plotlnterval',l,'HybridFcn', (@fmincon, ... 
... optimset('OutputFcn' ,@fminuncOut)}I; 
[Xhybrid,Fhybrid) ga (FunObj, numberOfVariables, [] , [] , [1, ... 
... [],lb,ub, [],optHybrid)i 
% Esta grafica permite ver el proeeso de evoluci6n en la 
% estimaci6n del modele axuliar EGARCH-SNP con algoritmos 
% geneticos y SQP. 
figure(l); 
hold oni 
plot3(Xhybrid(11,Xhybrid{2),Fhybrid+1,'·c' ,'MarkerSize' ,10, ... 
... 'MarkerFaceColor' ,'C')i 
hold offi 
% calcular los scores 
parametros = Xhybrid' ; 
tic 
scoresl egarch_snp_seores_k(parametros,y,T,stdEstimate); 
toe 
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tic 
scores2 
toc 
% Generar 
I% de los 
" 
W Newey~
! 

W inv{w)i 

%%%%%%%%%%%%%%. 
FunObj2 = I 
numberOfVa 
% OptimiJ 
% geneticol 
optionsGA I 
... 'Plotln 
b_O = para
I 
lb [b_O (j 
ub = [b_O (\ 
I 
% Run GA-Fl 
optHybrid 1 
. .. ' Plotlnt 
... 0ptimseJ
I [Xhybrid, n 
I 
ga(FunObj~ 
% Grafica j 
figure (1); I 
hold oni I 
i 
plot3(Xhybi 
I 
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-----, 
--\%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
\ 
con ga hibrido 
\ , T, stdEst~mate) ; 
\ 
\ 
\,@gaplotbestfun, ... 
, , [-5; 5]) ; 
0.0000001, -0.1, -0".1 , ...\ 
\ 
\, 0.1, 0.1, 0.1]; 
GARCH-SNP con algoritmos\. . 
\ 
~enerations',25, ... 
\ 
\ , 
m~ncon, ... 
\}) ; 
IOfVariables, [], [], [], ...
. . 
'\ 
~ I, 
\\ 
\\ 
\\ ~evoluci6n en la 
1\ con algodtmo, 
. \ 
'I,-c', 'MarkerSize', 10, ... 
\ 
1\\\ . 
\ ',T,stdEstimate); 
\ \ . 
'\ \ 
I \ 
_.," \' 
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tic 
scores2 egarch_snp_scores_a(parametros,y,T,stdEstimate); 
toc 
% Generar la matriz de ponderaciones = matriz de varianzas 

% de los scores calculada por' el metodo de newey-west 

W NeweyWest(scoresl~3); 

W inv (W) ; 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
FunObj2 = @(b) funcion_objetivo(b, N, et, ut, W, parametros); 
numberOfVariables = 4; 
% Optimizaci6n de la funci6n objetivo EMM con algoritmos 
% geneticos. 
optionsGA = gaoptimset('PlotFcns' ,@gaplotbestfun, ... 
... ' Plot Interval ' ,1, , PopInitRange' , [-5; 5] ) ; 
b_O = parametros(1:4); 
Ib [b_O(l)-l.O, 0.000000, -0.999999, 0.0000001]; 
ub [b_0(1)+1.0,0.999999, 0.999999, b_0(4)+1]; 
% Run GA-FMINUNC Hybrid ,'MaxFunEvals' ,800 
optHybrid = gaoptimset(optionsGA,'Generations' ,25, ... 
. .. 'PlotInterval',l,'HybridFcn', (@fmincon, ... 
... 0ptimset('OutputFcn',@fminuncOut)}); 
[Xhybrid,Fhybrid, exit flag, output, population, scores] = ••• 
ga (FunObj2, numberOfVariables, [] , [] , [] , [] , Ib, ub, [] , optHybrid) ; 
% Grafica de la soluci6n final 

figure(l); 

hold on; 

plot3(Xhybrid(1),Xhybrid(2),Fhybrid+l,"c' ,'MarkerSize' ,10,' ... 
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.•.MarkerFaceColor' ,'c'); 

hold off; 

%%%%%%%%%%%%%%%%%%%%%%%%%Optimizaci6n con EAMN%%%%%%%%%%%%%%%%%%%% 
% [best,fbest,mejorind,mejorf]=minae(FunObj2,numberOfVariables, ... 
.. . lb' ,ub', 20, 40, 0.2) i 
% 
% [b parametros(l:4) Xhybrid' best'l 
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