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ABSTRACT 
Let A, be a transformation on a finite dimensional Hilbert space which is 
self-adjoint in an indefinite scalar product generated by G, (= Gg and invertible). 
The spectrum of A,, is real when A, is GO-strongly definitizable. The problems 
considered here concern the number of real eigenvalues of a G-self-adjoint transfor- 
mation A where A and G are low rank perturbations of A, and G,. A notion called 
the “order of neutrality” of A with respect to G is introduced which is relevant to this 
problem area. Using linearization as well as direct methods, results are obtained 
concerning self-adjoint matrix polynomials which are low rank perturbations of 
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(suitably defined) definitizable matrix polynomials. Applications are made to quadratic 
matrix polynomials arising in the study of damped systems and gyroscopic systems. 
1. INTRODUCTION AND PRELIMINARIES 
Over the last three decades the work of H. Langer and collaborators has 
focused attention on classes of operators and operator polynomials for which 
the spectrum is real. Letting 8 be a Hilbert space with inner product (*, * 1, 
these papers concern operators A on Z’ which (1) are self-adjoint in an 
indefinite scalar product [x, y] = (Gx, y), where G = G* is bounded and 
invertible, and (2) are definitizable. Thus, (GA)* = GA, and there is a 
polynomial p for which Gp( A) > 0 (see [S] and [ll], for example). 
Many physical problems can be modeled using G-self-adjoint operators 
for which a notion of “stability” requires that the spectrum be real with all 
eigenvalues semisimple. A stronger form of stability requires that all eigenval- 
ues be real and semisimple, and have definite type. That is, (Gx, x) > 0 or 
(Gx, x) < 0 (uniformly) for all eigenvectors x associated with one eigenvalue. 
A stronger form of the definitizability condition, Gp( A) > 0 for some polyno- 
mial p, helps to describe problems of the latter variety. 
In this paper we consider only complex finite dimensional spaces, dim% 
= n < M. For a G-self-adjoint operator A define a nonnegative integer 
y( A; G), called the order of neutrality of A with respect to G, to be the 
dimension of a maximal A-invariant, G-neutral subspace. Sections 2 and 3 
contain the development of this idea and the notion that y( A; G) gives some 
measure of the departure of A from a strongly definitizable operator. In 
particular, y( A; G) = 0 if and only if A is strongly definitizable with respect 
to G. In this case A has only real eigenvalues of definite type. 
Otherwise, y( A; G) can be used in estimating the number of nonreal 
eigenvalues and the (necessarily multiple) real eigenvalues which are not of 
definite type (we say that they have mixed type). Subspaces which are 
A-invariant and G-neutral also play a role in the symmetric factorization of 
polynomial and rational matrix functions. As a result, the number y( A; G) is 
important in this context also, but we do not pursue this topic here. 
This and other ideas are applied to find lower bounds for the number of 
real eigenvalues of low rank perturbations of strongly definitizable problems. 
This is accomplished for transformations (or n X n matrices) in Sections 4 
and 5, for self-adjoint linear pencils in Section 6, and for self-adjoint 
polynomial pencils in Sections 7 and 8. In contrast to the work of Jonas and 
Langer on compact perturbations [8], we admit perturbations of both A and 
G, and not only A. This degree of generality is necessary for applications to 
the polynomial case. 
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In Section 9 we clarify the implications of our results for some quadratic 
eigenvalue problems from mechanics which, in fact, first motivated this work. 
Some technical arguments in the sequel can be clarified by reference to a 
canonical form for pairs of self-adjoint operators, one of which is invertible, 
under simultaneous representation with respect to orthonormal bases for 2 
For us, the pair in question is (G, GA). Let us briefly describe these canonical 
forms (see [15] for a list of sources). 
Let E, be the k x k matrix with l’s on the southwest-northeast diagonal 
and zeros elsewhere. Also, let Jk( A) be the k X k matrix of the form 
I 0  A. 0 h 1. a** ... --a  . 0 h(j . h (j 01.I> h E c. 
Thus Jk(h) is obtained from the k X k upper triangular Jordan block with 
eigenvalue h by premultiplication by E,. The canonical forms for G and GA 
can now be written as follows: 
P = diag[G, ,..., G,,G,+i, . . . . G,] (1.1) 
and 
PJ = hag[&,..., B,, B,+l,..., B,], (l-2) 
where 
Gi = l iEk, and Bi = eiJk,( hi) for i=l >***, r 
and 
Gi = Ezk ) and Bi = [lk!!!i) Jk’oA’)] for i = r + I,...,s. 
Here hi,..., h, are the real eigenvalues of A, and h,., i, . . . , A, are the 
complex eigenvalues with positive imaginary parts. The numbers (or signs) 
ei, . . . , E, are + 1 or - 1. The canonical forms (1.1) and (1.2) are uniquely 
determined by the pair G, A up to simultaneous permutation of the blocks in 
(1.1) and (1.2). 
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Note that for j = 1,2,. .., 
$>“I, and for j = r + 1,. . . , 
r, hG - GA has elementary divisors (A - 
s there are elementary divisors (A - Aj>“j and 
(A - xjjkl. Furthermore, J is a Jordan canonical form of A. The numbers 
Ei>EZ>..., E, form the sign characteristic of the pair (G, A) (or of A with 
respect to G), and those numbers associated with one eigenvalue form its 
sign characteristic. For example, an eigenvalue is of positive type if and only if 
it is real, is semisimple, and has sign characteristic made up of + 1's. 
2. THE ORDER OF NEUTRALITY 
A subspace 9 of %+ is A-invariant if A9 ~9, and 9 is said to be 
G-neutral (where G* = G and det G # 0) if (x, Gx) = 0 for all x E 9. 
When A is G-self-adjoint, a special role is played by subspaces 9 which are 
both A-invariant and G-neutral. For example, it is well known, and easily 
verified, that a spectral subspace of A corresponding to a nonreal eigenvalue 
(if any) has th’ p is roperty. Also, such a subspace can always be associated with 
a real eigenvalue of mixed type, but not the whole spectral subspace in this 
case. 
An A-invariant, G-neutral subspace is said to be maximal if it is not 
properly contained in another such subspace. Our first result concerns such 
subspaces. 
THEOREM 2.1. Zf A is G-self-adjoint, then all maximal A-invariant 
G-neutral subspaces have the same dimension. 
A couple of lemmas will assist in the proof of the theorem. For the first, 
we denote by R,(A) the spectral subspace of A associated with A. Thus 
R,(A) = Im$(.zZ -A)-‘dz, 
where the integral is around an arbitrarily small circle in the z-plane having 
center A. First we need the well-known result (see Theorem 2.1.5 of 171, for 
example): 
LEMMA 2.2. Zf A l _Y(2i?), Y is an A-invariant subspace, and 
A,, A,, . . . > A,. are all the distinct eigenvalues of A, then 
P= [Pn Rhl(A)] i ... i[9n R,(A)]. 
Now let A be G-self-adjoint, and divide the spectrum of A, a(A), as 
follows: 
o-(A) = o+(A) U u_(A) U (TV, 
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where h E (T+ ( A) if and only if A is real of positive type, h E up ( A) if and 
only if A is real of negative type, and a,( A) = a( A) \ [a+(A) U K( AlI. 
Define A-invariant subspaces Z+, 8_, g as the spectral subspaces of A 
associated with u,, v_, and u,, respectively. Then Z = g7+ i E i 8. 
However, more is true. It is easily seen that these subspaces are mutually 
orthogonal in the sense of the (possibly indefinite) scalar product generated 
by G. Using the symbol CB to denote this property, we have 
Now it follows from Lemma 2.2 that for any A-invariant subspace 9 we may 
write 
It follows immediately that: 
LEMMA 2.3. If A is G-self-ndjoint and 9 is an A-invnriant and G-neu- 
tral subspace, then 9 2 8. 
Nowlet 8,,ZZ ,..., Ek be the spectral subspaces of A corresponding to 
either distinct real eigenvalues of mixed type, or a conjugate pair of nonreal 
eigenvalues. Then in the notation of (2.1) we have 
LEMMA 2.4. Let A be G-selfadj ’ oznt. The subspace J$ is a maximal 
A-invariant G-neutral subspace in gj for j = 1,2,. . . , k if and only if 
N, 63 *** @Jy^k is a maximal A-invariant G-neutral subspace in 8’. 
Proof. Let .$ be a maximal A-invariant G-neutral subspace in 3 for 
each j. If M=Jy; CB ... @Jlrk, then, as gl,. . . , gk are G-orthogonal, it is 
easily verified that M is also G-neutral. Also, as each J$ is A-invariant, JP’ is 
A-invariant. Suppose that JV is not a maximal A-invariant, G-neutral sub- 
space. Then there is a nonzero x0 such that xc, PJ and the subspace 
J% = spanw, x,,} is A-invariant and G-neutral, and, by Lemma 2.3, M c 8. 
Since is A-invariant, we may use Lemma 2.2 and write JJ?’ =Ji 
CB a.0 @.kk where &j =.k’n 5, j = 1,2,. . . , k, and, as J$ =Jfn ZJ, we 
have3 cJj for each j. However, by dimensionality there is just one proper 
inclusion here, and, as J% is G-neutral, so is 4. We obtain a contradiction 
with the maximality of one of the subspaces 3. 
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The converse statement is clear. n 
Proof of Theorem 2.1. If 9 is an A-invariant G-neutral subspace of +-Y, 
then~~8(Lemma2.3),andif~=~n~,j=I,2 ,..., k[withqasin 
(2.2)], then Lemma 2.4 says that 9 is maximal A-invariant and G-neutral if 
and only if q is maximal A-invariant G-neutral in gj for each j. Thus, the 
problem is reduced to the case of a G-self-adjoint A with either a( A) = {A), 
h E R, or a( A) = {h, x}, A P R; which we now assume. Note also that, as 
each gj is nondegenerate (in the G-scalar product), we may take it that G 
remains invertible for the reduced problem. 
Let 9” be the G-orthogonal companion of Y. Then 9’ is A-invariant 
and 9~9’. Let 9 * = 9 i Yl, where Yr is orthogonal to 9 in the inner 
product of Z’. Then Pi is also G-orthogonal to 9, and is G-nondegenerate 
(see 91.5 of [I], for example), Now let Pg be the orthogonal complement of 
PI in the sense of the Zinner product. Thus, X= 9 i Yi i 9s with 
&“-orthogonal direct sums. Consider corresponding representations of A and 
G. Since Y and 9’ are A-invariant, we have 
42 
A 22 
0 
IfdimP=dthendimP’=n-danddimYi=n-2d.Wehave 
0 0 G,,d 
G= 0 G,, G,, n-2d. 
[ 1 G:3 G;.3 cm d 
The zero entries appear because 9 is G-neutral and the sum Yi = 9 @ Yi 
is G-orthogonal. Furthermore, G,, = Gzs and is invertible, A,, is G,,-self- 
adjoint, and G,, is also invertible. 
If (r( M), v(M), 6(M)) denotes the numbers of eigenvalues of matrix M 
with positive, negative, and zero real parts, respectively (i.e. the inertia of 
M), then we claim that 
m-(G) = 74G,,) + d, v(G) = Y(G~~) + d. (2.3) 
To see this one may first apply a simple inertia preserving homotopy to 
reduce G to the case when G,, = 0, G,, = 0. Then observe that, because 
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G,, is invertible, the resulting transformation and diag[ I, G,, , - Z I are con- 
gruent. 
Now a maximal G-neutral subspace has dimension min(T(G), v(G)) (see 
[l] or [6]). Let us assume, without loss of generality, that r(G) Q v(G). 
Thus, if we can show that rr(G,,) = 0, then it follows from (2.3) that 
d = dim 9 = n(G) and 9 is maximu A-invariant and G-neutral. 
If, on the contrary, 7r(G,,) > 0, then G,, is indefinite, and as cr(Az2) is 
either a single real eigenvalue or a conjugate pair, it is easily seen [from the 
canonical forms (1.1) and (1.211 that there is at least one G,,-neuiral 
eigenvector x ~9~ for A,,. Let x1 = (0, x,0) ~9/9’i iYz and 9= 
spa&Y x J. 
Then Ax i E 3, and x 1 is G-neutral. Using the “polarization identity,” it 
follows that 9 is G-neutral as well as A-invariant. Hence 9 is not maximal 
in this respect. 
We have shown that all maximal A-invariant G-neutral subspaces have 
the same dimension, rr(G), when m(A) = {A}, (A E R) and when a(A) = 
(A, x} (A e R). The result now follows from Lemma 2.4. n 
For any G-self-adjoint transformation A we may now define the order of 
neutrality y( A; G) of A with respect to G to be the dimension of a maximal 
A-invariant G-neutral subspace. 
Note that we have also established: 
THEOREM 2.5. Let A be G-self-adjoint, and let 2F’ be a spectral subspace 
of A corresponding to a single real eigenvalue or a conjugate pair of 
eigenvalues. Then a mnaxirnal A\&rvariant Gls-neutral subspace is maximal 
G 1 g-neutral. 
With the notation of Equation (2.2) write Aj = Al,, and Gj = Gig];. 
Then define yj = y( Aj; G,), and we have 
Y(A;G) = i Yj. (2.4) 
j=l 
Let (T(A~) = {Aj}, Aj E R, for j = 1,2 ,..., p, and a(Aj> = {A.,hj}, 
Aj +E R, for j = p + 1,. . . , k. Then for j = 1,2,. . . , p, y. is the 
C/ 
$e or r of 
neutrality of the real eigenvalue Aj of mixed type, an y, > 0. For an 
eigenvalue of definite type we naturally define the order of neutrality to be 
zero. 
F_r j = p + 1,. . . , k the entire spectral subspace of Aj [but not of 
{A,, Aj}] is G-neutral, so if Aj has algebraic multiplicity mj, then yj = mj, If 
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m,, denotes the total algebraic multiplicity of all eigenvalues of A in the open 
upper half of the complex plane, then (2.4) takes the form 
P 
Y( A; G) = mo + C Yj* (2.5) 
j=l 
The next corollary follows immediately from this discussion. 
COROLLARY 2.6. Let A be G-self-adjoint. Then y( A; G) = 0 if and only 
if all eigenvalues of A are real and have dejnite type. 
3. THE ORDER OF NEUTRALITY OF A REAL EIGENVALUE 
For a real eigenvalue of mixed type the order of neutrality is a rather 
complicated function of its partial multiplicities and sign characteristic. Note 
that these real eigenvalues are “critical points” in the sense of Jonas and 
Langer [8], and our “order of neutrality” is their “rank of indefiniteness.” In 
this section we obtain a formula for this parameter. In deriving this formula it 
may be assumed, without loss of generality, that the G-self-adjoint transfor- 
mation A has the property a(A) = {A}, A E R. If the inertia of G is 
(r, v, 0) then, as shown in the preceding section, the order of neutrality of h 
is y = min(rr, v). 
Let h have pj partial multiplicities of size j. Then n = Zjjpj. Let 
pj = pji + pj, where pj+ and pjm are the numbers of positive and negative 
signs in the sign characteristic, respectively. A little examination of the 
canonical form for G [see Equation (l.l>] shows that 
r = P: + (Pz’ + PZ) + (2Pl + P3) + (2Pl + 2P4) 
+(3pl + 2pJ + *a*, 
v= P; + (P: + P2) + (P3’ + 2P3) + (2P‘l + 21);) 
+(2pl + 3p;) + .*a, 
Hence, if we define 
/-l= p, + p, + 2p, + 2p, f *a* = 
4 1 ’ Pj> j 2 (3.1) 
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then 
Using Theorem 2.5, we now extend a result of Rodman [141: 
THEOREM 3.1. Let h be a real eigenvalue of a G-self-adjoint transforma- 
tion A. Let A have p, partial multiplicities of size j, and let pj = pj’ + ‘I, 
where pj' , pj /l are t e numbers of positive and negative signs in the sagn 
characteristic for A. Then the order of neutrality of A is 
y = p + min (CPL CP2,1)~ 
r r 
where /A = Cj[b]pj. 
(3.3) 
Let us briefly describe an explicit construction for such a maximal 
A-invariant G-neutral subspace. Suppose, without loss of generality, that 
lr< u. 
It may be assumed that A and G are replaced by canonical matrices J, P, 
respectively [see (1.1) and (1.2)]. Using these forms, it is easily seen that for 
j = 2,3,. . . , there is an A-invariant G-neutral subspace of dimension p 
which is spanned by Jordan chains of length [s]. This subspace, say 9, is to 
be dilated to the required maximal subspace. 
Consider the equations (3.2). As T = min(r, v>, we may associate with 
each Jordan block of 1 with positive sign and odd size a block of negative sign 
and odd size. We show that, associated with each such pair, there is a vector 
xj such that spamy, xj} is A-invariant and G-neutral and contains 9 
properly. Furthermore, if p = Cj p&_ 1, then 
span(P) xl, x2,..., xP} (3.4) 
is the desired maximal subspace, simply because its dimension is rr. 
The construction of a typical vector xj is as follows. Let Pk be the k X k 
(canonical) matrix with (i, j) entry 
‘i,k-j+l’ i, j = 1,2 k >*..> > 
and let jk be the k X k Jordan block of size k with eigenvalue h. The 
pairing of Jordan blocks described above is reflected in the definitions 
po = 
[ 
P 
,;+l _;(+‘I. JO= [“a’ ,,y+,]> 
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which are submatrices of P and J, respectively. Using unit coordinate vectors 
in CXr+sfl), define 
x0 = e r+1 + e(2,+l)+s+l* 
Embedding z” in C” in the natural way, we obtain a vector x @9. It is 
easily verified that x is P-neutral and P-orthogonal to 9’. Consequently, 
pi := spar&Y, x} is P-neutral. Furthermore, JX EYE so that 9r is J- 
invariant. Thus, a ]-invariant P-neutral subspace of dimension 1 + dim 9 is 
obtained. 
Repeating this process p times, a maximal J-invariant P-neutral subspace 
of the form (3.4) is obtained, and our construction is complete. 
Recall that an eigenvalue A has definite type if and only if 7 = 0. 
Furthermore, we see from (3.3), or from Theorem 2.5, that if A is a mixed 
real eigenvalue of algebraic multiplicity m, then m z 2 and 
1 Q y < +m. (3.5) 
If there are p distinct mixed real eigenvalues in a(A) of total algebraic 
multiplicity r,, then (2.5) and (3.5) give 
m,+p<Y(A;G)<m,+$,. (3.6) 
Finally, if r is the total number of real eigenvalues of A (with algebraic 
multiplicities), and r, is the number that are definite, then r = rd + rm, and 
(3.6) gives 
r~n-2y(A;G)~rd~(n-2y(A;G))-(r,-2p) (3.7) 
with equality throughout when there are no mixed real eigenvalues. 
4. DEFINITIZABLE G-SELF-ADJOINT TRANSFORMATIONS 
An important class of G-self-adjoint transformations consists of those 
having real eigenvalues of definite type. Corollary 2.6 shows that this class can 
be characterized as those with order of neutrality equal to zero. In the 
literature, this class is frequently related to a definitizability condition. For 
example, a G-self-adjoint transformation A is said to be strongly definitizable 
with respect to G if there is a real polynomial p such that Gp( A) > 0. 
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In 191, it is shown that A is strongly definitizable with respect to G if and 
only if each eigenvalue of A is real and of definite type. Several equivalent 
conditions were given there. Corollary 2.6 provides another equivalent condi- 
tion in terms of the order of neutrality. In considering the order of neutrality 
for general transformations, it is useful to define the “inertia” of Gp( A) for 
any real polynomial p to be (nP, vr, 9>, i.e., 7rP, vr, $ are, respectively, the 
numbers of positive, negative, and zero eigenvalues of Gp( A). The following 
simple result will be helpful: 
PROPOSITION 4.1. Let A be a G-self-adjoint transformation. Then for any 
real polynomial p, 
y( A; G) < 6p + min(rp, v~). 
Proof. Let _& be a maximal A-invariant G-neutral subspace. Then it 
can be easily checked that J is neutral with respect to Gp( A). Now the 
dimension of a maximal Gp( A)- neutral subspace is 8r + min(rP, vrb> (cf. 
Theorem 1.1.5 of [6], for example). Therefore 
y(A;G)=dim~<8P+min(~P,vp). n 
Immediately, y(A, G) < minp( SP + min(rP, S,)]. In particular, if the 
inertia of G is (v, v, S), then S = 0 and it follows by setting p(A) E 1 that 
y( A; G) < min(r, v). 
Also, if p is such that Gp( A) > 0, then vP = SP = 0. Hence y( A; G) = 0. 
Indeed, this together with Corollary 2.6 lead to the following: 
THEOREM 4.2. Let A be a G-self-adjoint transformation. Then A is 
strongly definitizable with respect to G if and only if y(A; G) = 0. 
We shall consider perturbations of a strongly definitizable G-self-adjoint 
transformation. In this context the degree of the polynomial definitizing A 
turns out to play an important role. Consequently, a G-self-adjoint transfor- 
mation A is said to be d-definitizable with respect to G if A is strongly 
definitizable and among all polynomials p for which Gp( A) > 0, the least 
degree is d - 1. 
Clearly, d Q n. In fact, from [9], d is the minimum number of disjoint 
intervals each of which contains eigenvalues of one type only. Furthermore, a 
polynomial with th e minimum degree has d - 1 zeros lying between the d 
disjoint intervals. I n particular, the zeros of p are distinct. 
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5. LOW RANK PERTURBATIONS OF DEFINITIZABLE 
TRANSFORMATIONS 
In this section, we consider perturbations of a transformation A, which is 
strongly definitizable with respect to G,, and the perturbations may affect 
both A, and G,. From the definition of strongly definitizable transforma- 
tions, it is clear that, if the perturbations on A,, and G, are sufficiently small, 
the resulting transformation A is strongly definitizable with respect to G. 
Hence y( A,; G,) is stable under small perturbations (which preserve sym- 
metry). The subject of this paper is mainly concerned with perturbations that 
need not be small in norm but, rather, are small in rank. In this case, the 
resulting transformation may no longer be definitizable and may have nonreal 
eigenvalues. The question then is how the number of nonreal eigenvalues and 
real eigenvalues of mixed type is changed. We approach this problem by 
giving bounds on y( A; G). 
LEMMA 5.1. Let A and A, be selfadjoint with respect to G and G, 
respectiwely, and G, p( A,) > 0 f or some real polynomial p. Zf Gp( A) - 
G,, p( A,) has runk 1, then y( A; G) < 1. 
Proof. By hypothesis, the subspace 
2 := Ker[Gp( A) - G,p( A,)] 
has codimension 1. Let J&’ be a maximal G-neutral A-invariant subspace, and 
suppose y( A, G) = dim > 1. Then there is a nonzero x EJ% fl Z. Hence 
0 = (Gp( A) - G,p( 4,)x, x) = (Gp( A)x, x) - (G,p( 4)x> x) < 0. 
This contradiction proves y( A, G) < 1. n 
This lemma readily leads to an upper bond on the order of neutrality of 
finite rank perturbations A, G of A, and G, with G, p( A,) > 0. 
THEOREM 5.2. Let A,, be cl-definitizable with respect to G,, and A be 
G-self-adjoint. Zf g = rank(G - G,) and a = rank( A - A,), then y( A; G) 
< (d - l>a + g. 
Proof. Let p(A) = Cy:tpjhj be such that G, p( A,) > 0. Then it is 
easy to check that 
d- 1 d-l 
p(A) - p( A,,) = c A;-‘( A -A,) c pjAiPk. 
k=l j=k 
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It follows that 
rank[ p(A) - p( A,)] < (d - 1)~. 
Hence 
rank[Gp( A) - Go P( Ad1 G rank G[ PC A) - PC ~~11 
+ rank(G - G,)p(A,) 
< (d - 1)u + g. 
Thus, by Lemma 5.1, y( A; G) < (d - 1)~ + g. n 
6. SELF-ADJOINT LINEAR PENCILS 
The problem of G-self-adjoint transformations frequently appears in the 
form of self-adjoint pencils AA - B where A, B are two hermitian matrices 
with det A # 0. Obviously, A -‘B is self-adjoint with respect to the inner 
product defined by A. Thus, the discussions of previous sections apply to 
such pencil problems A A - B. In particular, we define the order ef neutral- 
ity of a self-adjoint pencil AA - B, denoted by y(h A - B), to be 
y(A-‘B, A). Also, we say AA - B is strongly dejnitizable (or d-definitt- 
able) if A-‘B is strongly definitizable (d-definitizable, respectively) with 
respect to A, i.e., Ap(A-‘B) > 0 f or some real polynomial p (cf. [9]>. 
If AA - B and AA, - B, are two symmetric pencils and A, B are low 
rank perturbations of A,, B,, then rank(A-‘B - A,lB,,) < rank(A - A,,) 
+ ranks B - B,). So Theorem 5.2 applies to give a bound on y( AA - B) 
provided AA,, - B, is strongly definitizable. Furthermore, the bound can be 
refined in some cases. 
THEOREM 6.1. Let AA - B and AA, - B, be two self-adjoint pencils 
with AA,, - B, d-definitizable. Zf a = rank(A - A,,), b = rank( B - B,), 
then 
a+b if d=2, 
y(AA - B) < 2(a + b) if d=3, 
(d-l)(a+b)+a if dab. 
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Proof. The case d > 4 follows immediately from Theorem 5.2. We only 
need to obtain the sharper estimates of the two cases d = 2 and d = 3. If 
d = 2, let p(h) = p, + p, A be such that A,, P(A,~B,) > 0. Then 
Ap( A-%) - A,p( A,+,) = po( A - A,,) + pi( B - B,). 
Therefore, rank[Ap(A-‘B) - A,p(A,‘B,)] < a + b, and Lemma 5.1 im- 
plies y(hA - B) =Z a + b. 
If d = 3, let p(A) = p, + p,A + pzh2 be such that A,p( A,‘&) > 0. 
In this case, 
Ap( A-%) - A, p( A,%,,) 
= po( A - A,) + p,( B - B,) + p2( BA-lB - &A,&) 
= po( A - 4,) + ( P,Z + P~BA-‘)@ - 41) 
+ p2( BA-1 - B,A;l)Bo. 
Hence rank[ Ap(A-lB) - A,,p(AilB,)] < a + b + a + b = 2(a + b), 
which shows y(hA - I?) < 2(a + b). n 
Some applications of this theorem will be given in Section 9, but we turn 
now to eigenvalue problems for manic self-adjoint polynomials. 
7. SELF-ADJOINT MATRIX POLYNOMIALS 
Manic self-adjoint matrix polynomials can be studied with the help of an 
underlying self-adjoint linear pencil, or “linearization,” and we first develop 
this approach. A self-adjoint manic matrix polynomial is defined by 
m-1 
L(A) =A”Z+ C ADA,, 
k=O 
where A,, A,, . . . , A,_, are n x n hermitian matrices and the spectral 
problem for L(A) is to find A E C and x E C” such that L( A)x = 0. (cf 151). 
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It is well known that L(h) is associated with the “linearization” AS’ - 9 (see 
[5] or [16], for example), where 
Then 
A, A, -a- A,_, I 
I: 4 I . 
-4 0 
A, -.- A,_, I 
9’ 
0 A,_, 1 
1 
1 
0 
d-19 = ! 
0 
-All 
is called the companion matrix of L(h) and is d-self-adjoint. In particular, . 
the eigenvalues of L(A) and their (partial) multiplicities are the same as those 
of ARZ - ~8 or _~z-~L%‘. Hence, the three types for real eigenvalues of L(A) 
can be defined via those of the pencil M - 9. 
It is then natural to define the order of neutrality of L(h), written y(L), 
as 
y(L) = y(M-9) = y(JesB’;d). 
Then [as in (3.6)] 27(L) . 1s an upper bound for the number of nonreal 
eigenvalues (with algebraic multiplicities) of L(h) together with twice the 
number of distinct real eigenvalues of L(A) of mixed types (not counting 
multiplicities). 
We remark that the three types of real eigenvalues of L(h) can also be 
defined in terms of eigenvectors of L(A). F or instance, a real eigenvalue A, is 
of positive type if and only if all the corresponding eigenvectors x [i.e. 
nonzero x: E Ker L(A,)] satisfy (x, L’( A,)x) > 0. For the details of this 
discussion, see [5]. 
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As is in the linear pencil case, the class of self-adjoint matrix polynomials 
having real spectrum is of particular interest. We therefore introduce the 
following definitions: A self-adjoint matrix polynomial L(A) is said to be 
hyperbolic if for any x E C”, the roots of the scalar polynomial (x, L( A)x) 
are real and distinct, and L(A) is said to be quasihyperbolic if all the 
eigenvalues of L(A) are real and of definite type. (This is a term first coined 
in [lo].) 
An important known result says that the eigenvalues of a hyperbolic 
polynomial are real and distributed in m disjoint intervals, each of which 
contains n eigenvalues of positive (or negative) type (see [13, $311). Thus, a 
hyperbolic polynomial is also quasihyperbolic. The following result follows 
immediately from our definitions and Theorem 4.2. 
THEOREM 7.1. A self-adjoint matrix polynomial L(A) is quasihyperbolic 
if and only if its linearization A& - 9 is strongly definitizable. 
It can be seen that, for a quasihyperbolic polynomial L(h), there is a 
maximal _PZ -‘~8-invariant d-nonnegative subspace of dimension [(m + 
1)/2]n. Th is ac ensures the existence of a factorization of L(A) in manic f t 
polynomials: L(A) = L,(A)L,(A) h w ere the spectrum of L,(A) consists of all 
eigenvalues of L(A) of positive type. This is a special case of a more general 
theorem on factorization of self-adjoint matrix polynomials (see [12] and 151). 
Another way to characterize strong definitizability is through the concept 
of “inertia.” Let us present a result of this kind. Recall that T(M) represents 
the number of positive eigenvalues of M. We first present a lemma (see 
Theorem 12.6 of [5]). 
LEMMA 7.2. Let A, be a real eigenvalue of a self-adjoint matrix polyno- 
mial L(A), let 5 be the number of odd partial multiplicities of A,, and let 
El,..., l t be the corresponding numbers f 1 in the sign characteristic. Then 
n(L(A, + 0)) - +,(A, - 0)) = ; l j. 
i=l 
In particular, if k is the algebraic multiplicity of A,, then 
l~(L(h, + 0)) - ?r(L(AO - O))l <k 
with the equality holding only when A, is of definite type. 
Here and in the next section the expression rr( L( ai)) frequently arises. 
For brevity, we write rri = r(L( ai>). A second characterization of quasihy- 
perbolic polynomials is then as follows: 
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THEOREM 7.3. A self-adjoint matrix polynomial L(h) of degree m is 
quasihyperbolic ij- and only if there are real numbers (Ye > (Ye > ~1. > (Ye 
with CY~ E u(L), such that 
(1) 7r0 = n, 7~~ = ’ + (2P1’mn, 
(2) (-lY(T~ - Ti+l> > 0, i = O,l, . . . . q - 1, 
(3) q > m and q has the same parity as m, 
(4) CT:Y- l)%, = n[(m - 1)/2]. 
Proof. If L(h) ’ q is uasihyperbolic, then by definition there exist numbers 
Lx0 > (Yi > .** > r_xy with oi @ a(L) such that (1) is satisfied, (ai+ ,, cri> 
contains ai eigenvalues (counting multiplicities) with sign characteristic (- lji, 
0 < ai Q n, and Csida, = mn. 
Condition (2) follows immediately from the lemma. Also, it is clear that 
q > m and, from (2), 
( -l)y-1(7rq_l - 7+) > 0. 
Since 7~ = n or 0 according as n is even or odd, it follows that q has the 
parity of: m. 
Finally, 
y$I(-l)i(~i - 7ritl> = mn 
and rr,, = n imply that 
z9g-qin, = mn - n - (-l)“~~, 
i=O 
and (4) now follows from (3). 
Conversely, suppose there are (Y” > oI > ... > cx4, crI E CT(L), such 
that (l)-(4) hold. Then ( (Y~+ i, a,) contains at least ai = (- l)‘(7rj - 7ri+ i) 
eigenvalues with sign characteristic ( - l>i. It can be checked that C1:iai = 
mn. So every eigenvalue of L(h) is real and lies in one of the intervals 
cai+ 1, cq), and is hence of definite type. n 
Using the notation of this theorem, in the sense of Section 4, we may say 
that, for the linearization W - 9, &-‘B’ is q-definitizable with respect to 
&. More simply, we say that L(h) is q-dejnitizable. 
Let us illustrate with some special cases. 
EXAMPLE 1. If m = 2 and q = 4, then rrO = 7r4 = n, 7~~ = TV + TV, 
and rr > 0, 7~s > 0. This class of 4-definitizable polynomials includes the 
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“gyroscopically stabilized’ systems introduced in [2] and [3] and mentioned 
below in Section 9. In this case there is the additional property that r2 = r~. 
EXAMPLE 2. If q = m, the eigenvalues lie in m intervals with interlacing 
types. There are necessarily n eigenvalues in each interval. Such m-definitiz- 
able polynomials are hyperbolic. The “root zones” defined in $31 of [13], for 
example, lie in the m intervals described. The further special case 4 = m = 2 
produces rrO = 7~~ = n, rrl = 0. These 2-definitizable pencils include those 
obtained from “strongly damped” vibrating systems (see Section 9). 
EXAMPLE 3. Let m = 2 and let the self-adjoint quadratic polynomial 
L(h) have the block form 
L(A) = [ Ljk(A)]i,k=l> 
where, for j = 1,2, . . . ,1, L,,(h) is hyperbolic, i.e. 2-definitizable, and 
a(~,~) c [uj, bj], where bj+, < aj for j = 1,2,. . . , I - 1. If there exists 
aj E Cbj+,, “i) for j = 1,2,. . . , I - 1 such that L( ajyj) > 0, then L(A) is 
quasihyperbo ic. In particular, it is 2 I-definitizable. 
This statement generalizes a result mentioned in [3] (see Remark 3.1) for 
the case I = 2 and gyroscopically stabilized systems. Note that Example 3 
does not extend in a natural way to the cases m > 2. 
8. PERTURBATIONS OF QUASIHYPERBOLIC POLYNOMIALS 
In this section we consider low rank perturbations of quasihyperbolic 
polynomials. Specifically, we shall establish some bounds on y(L) and the 
number of real eigenvalues. 
THEOREM 8.1. Consider two seEfadjoint matrix polynomials 
m-l m-l 
L,(A) = A"Z + c hkAD,, Z,(h) = A”Z + c hkAk, 
k=O k=O 
of which L,(A) is q-definitizable. Zf ranks Ak - Ai) = ak for k = 0, 1, . . . , 
m - 1, 
Y(L) < min (q - 1)n + C jaj, C (4 +j - lI"j . 
i 
m-1 m-l 
t8*l) 
j=l j=o 1 
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Proof. Let MO - s0 and M - S&S’ be the linearizations of L,(h) and 
L(h) respectively. It can be easily checked that 
rank(@ -do) < a, + 2~~ + -0. +(m - I)a,_i (6.2) 
and 
rank(.K’S --Rz;‘B~) < min(n, aa + a, + **a +a,_,). (6.3) 
Note that lLQlb -B0 is q-definitizable, and apply Theorem 5.2 to obtain 
(8.1). n 
Combined with (3.6), the theorem immediately gives a lower bound for 
the number of real eigenvalues of the perturbed pencil L(A), say r(L). This 
is because 
r(L) a mn - 2y( L) 
with equality if and only if L has no mixed real eigenvalues. 
A second method for obtaining lower bounds for r(L) depends more 
heavily on Lemma 7.2 and produces sharper bounds in some cases. 
THEOREM 8.2. Under the hypotheses of Theorem 8.1, 
r(L) >mn - 2 
[ 1 F yin,. j=o (8.4) 
Proof. Apply Theorem 7.3 to L,(A), and let (Y,, > (pi > -0. > cyq be 
chosen so that oj E u(LO), aj G u(L), and statements (I)-(4) of that 
theorem hold for L,(h). Write m: = 7r( L,(a.)), rrj = 7~( L(ajui)) for j = 
O,l,... , q. It is‘ clear that in addition (Y,, an d 
O=, =nandr’=n 
o4 can be chosen so that 
TO 
ForY<j<yd&ine 
4’ 
dj’ = r( L( a;.) - L,( aj)), d; = v( L( aj) - L,( aj)), 
and for 0 < k < m - 1 define 
uk + = n(A, -A;), a; = V(Ak -A;). 
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It is easiIy seen that if aj > 0, 
m-l 
dj* < C a: . 
k=O 
(8.5) 
By making a translation of the real variable A it can be seen that, without loss 
of generality, we may assume aj > 0 for all j. Also, from the definition of 
d;, 
Let rj be the number of eigenvalues (with multiplicities) of L(h) in ( aj + 1, cxj). 
Then by Lemma 7.2, and for j = 1,2,. . . , g - 2, 
rj z I’zri - 7rj+ll > (-l)j(,; - 71;+1) 
if j is even, 
if j is odd. (8.6) 
Furthermore. 
and 
where we note that rro = ~0” and rq = nqo. Thus, 
4-l 
r(L) = ‘crj 
j=O 
z c (-l)j(,q - njo+l) - 2(d: + d; + d3’ + *** +dqf_l) 
j=O 
= mn - 2 ( d: + di + ... +d&). (8.7) 
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By using (8.5) and noting u: + ai = ak it follows that 
Now (8.4) follows from (8.7). 
Our final result concerns the number r,(L) of semisimple eigenvalues of 
L(h) (with multiplicities). In other words, r,(L) is the number of real linear 
elementary divisors of L(h) or, what is equivalent, the number of eigenvalues 
with an associated definite eigenvector [see the canonical form of (1.1) and 
(1.2>]. The methods used to prove Theorem 8.2 are employed again. Of 
course, we have r(L) > rl(L). 
First we need a lemma. 
LEMMA 8.3. Let 1 = dL(a,)) - dL(a,)), where cxl, cx2 P (T(L) and 
a2 < aI. Let rl be the number of eigenvalues on (q, cxl) (with multiplici- 
ties), and p: ( p;> be the number of eigenvalues in ((Ye, al) with linear 
elementa y divisors and sign characteristic 1 ( - 1, respectively). Then 
f31 - 2~: < rl. 
Proof. Let k,,..., k, be the odd multiplicities of eigenvalues on 
(o2, al>, and Ed,..., l t be the associated f l’s in the sign characteristic. 
Then p: = L,=l,E,=lland Pl ~ = I&,= 1, E,= _ ,l, Cf=, ki < rl. Furthermore, 
by Lemma 7.2 
Then 
+31-2p:<3 c l-2 c 1 
+ci=l ki=l, +s,=l 
< c 1+ C ki 
!q= 1, +ci= 1 k,>l, *c,=1 
i=l 
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THEOREM 8.4. Under the hypotheses of Theorem 8.1, 
q+l 
rl(L) >mn-3 - 
[ 1 2 ( a0 + a, + ... +a,_,). 
Proof We foll ow the proof of Theorem 8.2 and let pj+ (~~7) be the 
number of real eigenvalues on ( cxj + r, aj.) with linear elementary divisors and 
sign characteristic 1 (- 1, respectively). Then using Lemma 8.3, (8.7) is 
replaced by 
3(mf - T:+~) - 2~: - 3(dJr + d,‘,,) if j is even, 
rj > 
-3(ny - T:+~) - 2~~: - 3(dT + dj:+,) if j is odd, 
and two similar inequalities hold for rO, rq _ 1. Hence, 
- 6(d: + d; + .*. +d&) 
qfl m-1 
> 3mn - 2( po+ + p: ..* +P~‘_~) - 6 2 
[ 1 c ak. k=O 
Thus 
PO+ + p; + ... 
q+1 m-1 
+pq*_-1>mn-3 - 
[ 1 2 c uk> k=O 
which proves the theorem. 
9. QUADRATIC MATRIX POLYNOMIALS FROM MECHANICS 
In this section a return is made to some problems which, in large 
measure, motivated the investigations of the whole paper. These problems 
can be understood as special cases of the self-adjoint polynomial problems 
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considered in Sections 7 and 8. In particular, they concern quadratic matrix 
polynomials 
L(A) := A”Z, + AB + c (9-l) 
where B* = B and C* = C. Although they are little more than special cases 
of problems studied earlier, their potential usefulness justifies a separate 
discussion. 
First, a polynomial of the form (9.1) is hyperbolic (as defined in Section 7) 
if and only if (Bx, x)~ > 4(Cx, X) for all nonzero x E C”. If, in addition, we 
have B 2 0, C > 0, the system is said to be strongly dumped, and this is a 
case arising naturally in physical problems. As remarked in Section 7, such a 
quadratic polynomial is 2-definitizable, a result originating with Duffin [4]. 
THEOREM 9.1. Let L(h) and L,(h) be as in (9.0, and let L,(h) be 
hyperbolic (or strongly damped). Zf 
rank( B - B,) = b, rank(C - C,) = c, 
then 
y(L) <b+c, (9.2) 
and r(L) > 2n - 2y > 2n - (2b + 2~). Furtherrrwre, 
r,(L) > 2n - (3b + SC). (9.3) 
Proof. The estimate of the order of neutrality follows from either 
Theorem 6.1 or Theorem 8.2, and the lower bound for r(L) follows immedi- 
ately from this [see (3.7)]. Th e estimate (9.3) comes from Theorem 8.4. n 
The next set of problems that we consider concerns 4-definitizable 
quadratic polynomials. In order to simplify subsequent comparisons, let us 
collect the results of Theorems 8.1, 8.2, and 8.4 for this case. 
PROPOSITION 9.2. Let L(h) and L,(h) be us in (9.11, and L,(A) be 
4dejlnitizable. Zf 
rank( B - B,) = b, rank( C - C,) = c, 
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-Y(L) < min(3n + b, 4b + 3c), (94 
r(L) > 2n - (4b + 4c), (9.5) 
r,(L) > 2n - (6b + 6~). (9.6) 
Note that the inequalities (9.4), (9.5), and (9.6) are the special cases of 
Theorems (8.1), (8.2), and (8.41, respectively. 
Now consider polynomials of the form (9.1) which also satisfy the condi- 
tions C > 0 and 
IBI > kl,, + k-‘C (9.7) 
for some k > 0. These quadratic eigenvalue problems were introduced and 
studied in [2] and [3] and, for physical reasons, are said to be gyroscopically 
stabilized, or GS, systems. When B indefinite, they are known to be 
4-definitizable, so that Proposition 9.2 applies. However, sharper estimates of 
r(L) and r,(L) can be obtained. 
THEOREM 9.3. Let L(A) and L,(h) be us in (9.0, and let L,(h) be a GS 
system. Zf rank(B - B,) = b and rank(C - C,) = c, then 
r(L) 2 2n - (2b + 4c), (9.8) 
T-,(L) > 2n - (3b + 6~). (9.9) 
Proof. The proof involves only a slight modification of the proof of 
Theorem 8.2 (with m = 2 and 9 = 4) to take advantage of the fact that 
L(0) = C > 0. First, in Theorem 7.3 we have m = 2, 9 = 4 and may choose 
=CQ a0 ) a1 > 0, CY - 0, 2- a3 < 0, a4= --OO 
(see [3]). Then define 
b+= r(B - B,), b-= v( B - B,), 
C += T(C - Co), c-= v(C - Co), 
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and (8.5) becomes 
d: <b*+c*, d,’ <c+, d: <c’+b+. 
Now (8.7) becomes 
r(~) >2n-2(d: +d, +d3+) 
2 2n - 2(b++ c++ C-+ c++ b-), 
and as b+ + b- < b, c+ + c- < c, we obtain (9.8). A similar adjustment of the 
proof of Theorem 8.4 yields (9.9). n 
The following example shows that the bounds of (9.5) and (9.8) may be 
attained. 
EXAMPLE. Let 
Lo(h) = 1 A2 + 1 (2 + 8)hi -(2 ’ + 1 + 8)hi AZ+1 1 L(A) =&(A)1 f : 1 
where 6 > 0. Then L,(A) has four distinct real eigenvalues which are 
necessarily of definite type, and is a GS system. However, all the eigenvalues 
of L(A) are nonreal. In this case we have b = 0 and c = 1, so that equality 
obtains in (9.5) and (9.8). 
Finally, we observe that GS systems arise most naturally in mechanics 
with the further properties that C is real and B = iG, where G is real and 
skew-symmetric. As the coefficients of the underlying differential equation 
are real, we describe such a system as real GS, or RGS, system. 
With or without the condition (9.7), the spectrum of such a system is 
symmetric with respect to both axes in the complex plane. For an RGS 
system [when (9.7) d oes hold] there is a definitizing polynomial of the form 
P(A) = PIA + Pd3. (9.10) 
In this case the estimate of the order of neutrality in Proposition 9.2 can be 
improved. 
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THEOREM 9.4. In addition to the hypotheses of Theorem 9.3, asswne 
that L,(h) is an RGS system. Then 
y(L) <2b+3c, r(L) > 2n - (2b + 4c), 
r,(L) > 2n - (3b + 6~). (9.11) 
Proof. Let Ad - 9, A& - LB,, be the linearizations of L(h) and L,(h), 
respectively, as described in Section 7. Now, 
rank[(&-‘B)’ - (&~%ZJ~)‘] < 2rank(ti-‘g -d{‘s,,) 
< 2[rank(& -&a) + rank(s -so)] 
= 2(b + c). 
From (9.10) we have 
so that 
rank[xZp(d-‘9) -tiOp(tiilsO)] < c + 2(b + c) = 2b + 3~. 
Hence, by Lemma 5.1, y(L) = y(M -B> < 2b + 3~. 
The bounds for r(L) and r,(L) in (9.11) are simply repetitions of 
Theorem 9.3. n 
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