A major open problem in systems neuroscience is to understand the relationship between behavior and the detailed spiking properties of neural populations. We assess how faithfully velocity information can be decoded from a population of spiking model retinal neurons whose spatiotemporal receptive fields and ensemble spike train dynamics are closely matched to real data. We describe how to compute the optimal Bayesian estimate of image velocity given the population spike train response and show that, in the case of global translation of an image with known intensity profile, on average the spike train ensemble signals speed with a fractional standard deviation of about 2% across a specific set of stimulus conditions. We further show how to compute the Bayesian velocity estimate in the case where we only have some a priori information about the (naturalistic) spatial correlation structure of the image but do not know the image explicitly. As expected, the performance of the Bayesian decoder is shown to be less accurate with decreasing prior image information. There turns out to be a close mathematical connection between a biologically plausible "motion energy" method for decoding the velocity and the Bayesian decoder in the case that the image is not known. Simulations using the motion energy method and the Bayesian decoder with unknown image reveal that they result in fractional standard deviations of 10% and 6%, respectively, across the same set of stimulus conditions. Estimation performance is rather insensitive to the details of the precise receptive field location, correlated activity between cells, and spike timing.
INTRODUCTION
The question of how different attributes of a visual stimulus are represented by populations of cells in the retina has been addressed in a number of recent studies [1] [2] [3] [4] [5] [6] [7] [8] . This field has received a major boost with the advent of methods for obtaining large-scale simultaneous recordings from multiple retinal ganglion neurons that almost completely tile a substantial region of the visual field [9, 10] . The utility of this new method for understanding the encoding of behaviorally relevant signals was exemplified by [4] , where the authors examined the question of how reliably visual motion was encoded in the spiking activity of a population of macaque parasol cells. These authors used a simple moving stimulus and attempted to estimate the velocity of that stimulus from the resulting spike train ensemble; this analysis pointed to some important constraints on the visual system's ability to decode image velocity given noisy spike train responses. We will explore these issues in more depth in this paper.
In parallel to these advances in retinal recording technology, significant recent advances have also been made in our ability to model the statistical properties of populations of spiking neurons. For example, a statistical model of a complete population of primate parasol retinal ganglion cells (RGCs) was recently described [7] . This model was fit using data acquired by the array recording techniques mentioned above and includes spike-history effects and cross-coupling between cells of the same kind and of different kinds (i.e., ON and OFF cells). The authors demonstrated that the model accurately captures the stimulus dependence and spatiotemporal correlation structure of RGC population responses, and allows several insights to be made into the retinal neural code. One such insight concerns the role of correlated activity in preserving sensory information. Using pseudorandom binary stimuli and Bayesian inference, they reported that stimulus decoding based on the spiking output of the model preserved 20% more information when knowledge of the correlation structure was used than when the responses were considered independently [7] .
At the psychophysical level, Bayesian inference has been established as an effective framework for understanding visual perception [11] ; some recent notable applications to understanding visual velocity processing include [12] [13] [14] [15] [16] [17] . In particular, [14] argued that a number of visual illusions actually arise naturally in a system that attempts to estimate local image velocity via Bayesian methods (though see also [18, 19] ).
Links between retinal coding and psychophysical behavior have also been recently examined using Bayesian methods; [20, 21] , for example, examine the contribution of turtle RGC responses to velocity and acceleration encoding. This study reported that the instantaneous firing rates of individual turtle RGCs contain information about speed, direction, and acceleration of moving patterns. The firing-rate-based Bayesian stimulus reconstruction carried out in that study involved a couple of key approximations. These included the assumptions that RGCs generate spikes according to Poisson statistics and that they do so independently of each other. The work of [7] emphasizes that these assumptions are unrealistic, but the impact of detailed spike timing and correlation information on velocity decoding remains uncertain.
The primary goal of this paper is to investigate the fidelity with which the velocity of a visual stimulus may be estimated, given the detailed spiking responses of the primate RGC population model of [7] , using Bayesian decoders, with and without full prior knowledge of the image. We begin by describing the mathematical construction of the Bayesian decoders, and then compare these estimates to those based on a biologically plausible "net motion signal" derived directly from the spike trains without any prior image information [4] . We derive a mathematical connection between these decoders and investigate the decoders' performance through a series of simulations.
METHODS

A. Model
The generalized linear model (GLM) [22, 23] for the spiking responses of the sensory network used in this study was described in detail in [7] . It consists of an array of ON and OFF retinal ganglion cells (RGC) with specific baseline firing rates. Given the spatiotemporal image movie sequence, the model generates a mean firing rate for each cell, taking into account the temporal dynamics and the center-surround spatial stimulus filtering properties of the cells. Then, incorporating spike history effects and cross-coupling between cells of the same type and of the opposite type, it generates spikes for each cell as a stochastic point process.
In response to the visual stimulus I, the ith cell in the observed population emits a spike train, which we represent by a response function
where each spike is represented by a delta function, and t i,␣ is the time of the ␣th spike of the ith neuron. We use the shorthand notation r i and r for the response function of one neuron and the collective spike train responses of all neurons, respectively. The stimulus I represents the spatiotemporal luminance profile I͑n , t͒ of a movie as a function of the pixel position n and time t.
In the GLM framework, the intensity functions (instantaneous firing rate) of the responses r i are given by [7, [24] [25] [26] i ͑t͒ ϵ f ͩ b i + J i ͑t͒ + ͚ j,␤ h ij ͑t − t j,␤ ͒ ͪ ,
͑2͒
where f͑ · ͒ is a positive, strictly increasing rectifying function. As in [7] , we adopt the choice f͑ · ͒ = exp͑ · ͒. The b i represents the log of the baseline firing rate of the cell, the coupling terms h ij model the within-and between-neuron spike history effects noted above, and the stimulus input J i ͑t͒ is obtained from I by linearly filtering the spatiotemporal luminance, J i ͑t͒ = ͵͵ k i ͑t − ,n͒I͑,n͒d 2 
nd, ͑3͒
where k i ͑t , n͒ is the spatiotemporal receptive field of the cell i. The parameters for each cell were fit using 7 min of spiking data recorded during the presentation of a nonrepeating stimulus, with the baseline log firing rate being a constant and the various filter parameters being fit using a basis of raised cosine "bumps" [7] . Given Eq. (2), we can write down the point process log-likelihood in the standard way [27] log p͑r͉I͒ ϵ ͚ i,␣
For movies arising from images rigidly moving with constant velocity v we have
where x͑n͒ is the luminance profile of a fixed image. Substituting Eq. (5) into Eq. (3) and shifting the integration variable n by v, we obtain
where we defined
͑7͒
In the following we replace p͑r ͉ I͒ with its equivalent p͑r ͉ x , v͒ [since, via Eq. (5), I is given in terms of x and v] and use the short-hand matrix notation J i = K i,v · x for Eq. (6) . An important point is that in the case of a convex and log-concave GLM nonlinearity, f͑ · ͒ [conditions that are true for our choice, f͑ · ͒ = exp͑ · ͒], the GLM log-likelihood, Eq. (4), is a concave function of x͑n͒.
B. Decoding
In order to estimate the speed of the moving bar given the simulated output spike trains r of our RGC population, we employed three distinct methods. The first method involved a Bayesian decoder with full image information, the second method utilized a Bayesian decoder with less than full image information, while the third method involved an "energy-based" algorithm introduced by [4] that used no explicit prior knowledge of the image. For reasons that will become clear, these decoders will be hereafter known as the optimal decoder, the marginal decoder, and the energy method, respectively. Given a simulated output spike train ensemble, we use each of these methods to estimate the speed of the stimulus that evoked the ensemble by maximizing some function across a range of possible or "putative" speeds.
Bayesian Velocity Estimation
To compute the optimal Bayesian velocity decoder we need to evaluate the posterior probability for the velocity p͑v ͉ r͒ conditional on the observed spike trains r. p͑r ͉ x , v͒ is provided by the forward model Eq. (4), and therefore computation of the posterior probability is straightforward in this case. Alternatively, if the image is not fully known, we represent the decoder's uncertain a priori knowledge regarding x with an image prior distribution p x ͑x͒. In this case, p͑r ͉ v͒ is obtained by marginalization over x:
Hence, we will refer to p͑r ͉ v͒ as the marginal likelihood. Given the marginal likelihood, Eq. (8) allows us to calculate Bayesian estimates for general velocity priors. The prior distribution p x ͑x͒ which describes the statistics of the image ensemble, can be chosen to have a naturalistic correlation structure. In our simulations in Section 3 we use a Gaussian image ensemble with power spectrum matched to observations in natural images [28, 29] .
In general, the calculation of the high-dimensional integral over x in Eq. (10) is a difficult task. However, when the integrand p͑r , x ͉ v͒ is sharply peaked around its maximum [which is the maximum a posteriori (MAP) estimate for x-as the integrand is proportional to the posterior image distribution p͑x ͉ r , v͒ by Bayes' rule] the socalled "Laplace" approximation (also known as the "saddle-point" approximation) provides an accurate estimate for this integral [for applications of this approximation in the Bayesian setting, see e.g., [30] ]. The Laplace approximation in the context of neural decoding is further discussed in, e.g., [31] [32] [33] [34] [35] . We briefly review this approximation here.
Following [29] , we consider Gaussian image priors with zero mean and covariance C x chosen to match the power spectrum of natural images [28] . Let us define the function L͑x,r,v͒ ϵ log p x ͑x͒ + log p͑r͉x,v͒
where d represents the number of pixels in our simulated image, and rewrite Eq. (10) as
Using Eq. (4) and p x ͑x͒ = N͑0,C x ͒, we obtain the expression
͑13͒
where i are given by Eqs. (2), (6) , and (7), and we made their dependence on x and r manifest. Since both terms in Eq. (13) are concave (see the closing remarks in Subsection 2.A), the log-posterior L͑x , r , v͒ is concave in x. To obtain the Laplace approximation, for fixed r, we first find the value of x that maximizes L (i.e., the image MAP, x MAP ). When the integrand is sharply concentrated around its maximum, we can Taylor expand L around x MAP to the first nonvanishing order beyond the zerothorder (i.e., its maximum value) and neglect the rest of the expansion. Since at the maximum the gradient of L and hence the first-order term vanish, we obtain
where the negative Hessian matrix
is positive semidefinite due to the maximum condition. Exponentiating this yields the Gaussian approximation (up to normalization) 
͑18͒
The MAP itself is found from the condition ٌ x L = 0, which in the case of exponential GLM nonlinearity f͑ · ͒ = exp͑ · ͒ yields the equation
Note that this equation is nonlinear due to the appearance of x MAP inside the GLM nonlinearity on the righthand side. As mentioned above, the objective function Eq. (11) is concave and can be efficiently optimized using (17), we compute p͑r ͉ v͒, from which we may obtain p͑v ͉ r͒ via Eq. (8) . We then take the value of velocity v Ã that maximizes p͑v ͉ r͒ as the estimate; i.e., we use the MAP estimate for the velocity.
As discussed in Section 1, our goal here was to critically examine the role of the detailed spiking structure of the GLM in constraining our estimates of the velocity. Since the spiking network model structure enters here only via the likelihood term p͑r ͉ v͒, we did not systematically examine the effect of strong a priori beliefs p͑v͒ on the resulting estimator (as discussed at further length, e.g., in [14] ). Instead we used a simple uniform prior on velocity, which renders the MAP velocity estimate equivalent to the maximum (marginal) likelihood estimate, i.e., the value of v that maximizes p͑r ͉ v͒ given by the approximation Eq. (17) [or equivalently, its logarithm Eq. (18)]. Similarly, in the case of a priori known image x we chose the velocity v that maximizes the likelihood p͑r ͉ x , v͒.
Velocity Estimation Using the Energy Method
In order to assess the precision of our Bayesian estimates of velocity, we compared our estimates to those obtained using the correlation-based algorithm described in [4] . This algorithm closely resembles the spatiotemporal energy models for motion processing introduced by [36] . In order to understand the rationale behind this method, assume, hypothetically, that all the cells have exactly the same receptive fields up to the positioning of their centers and that they respond reliably and without noise to the stimulus. Then the RGCs' spike trains r i in response to moving images would clearly be identical up to time translations. In other words, r i ͑t + n i / v͒ would be equal for all i, where n i is the center position of the ith cell's receptive field along the axis of motion, and v is the magnitude of v. Thus even in the realistic, noisy situation, we expect the r i for different i to have a large overlap if they are shifted in time as described, and in principle, we should be able to recover the true velocity by maximizing a smoothed version of this overlap. Inspired by this observation, an energy function is constructed as follows. First, the spike trains are convolved with a Gaussian filter w͑t͒ ϰ exp͑−t 2 /2 2 ͒ (we chose to be 10 ms; see below and [4] ). Let us define
Then, the "energy" function for the entire population of cells is determined by the sum of the overlaps of the shifted and smoothed responses of all cells [37] ,
In order to cancel the effect of spontaneous activity of the cells, in [4] a "net motion signal" N͑v , r͒ is obtained by subtracting energy of the left-shifted spike trains from that of the right-shifted responses:
N͑v,r͒ ϵ E͑v,r͒ − E͑− v,r͒. ͑22͒
Finally, N͑v , r͒ is calculated for v across a range of putative velocities, and the value that maximizes the net motion signal is taken as the velocity estimate. Figure 1 illustrates the basic idea of this method for ON cells, although it should be noted that OFF cells are also included in our analysis. imagine that spike trains are generated not by the GLM, but rather by a simpler linear-Gaussian (LG) model. In this case, it turns out that the marginal likelihood method is closely related to the energy function method described above. Specifically, we model the output spike trains as
Connection between the Bayesian and Energy-Based Methods
where the noise term is Gaussian ⑀ i ϳ N͑0,⌺͒. In the case that the noise terms for different cells are independent, 
͑24͒
where A͑v͒ has no dependence on the observed spike trains and only a weak dependence on v. We find empirically that the term A͑v͒ in Eq. (24) 
where here the optimal smoothing filter w LG is determined by the receptive fields k i , the prior image correlation statistics, and the velocity [its explicit form is given in Eq. (A21) in Appendix A], as we discuss in more depth below. Thus maximizing the marginal likelihood Eq. (24) is, to a good approximation, equivalent to maximizing the energy Eq. (21). The major difference between Eq. (21) and Eq. (24) is in the filter we apply to the spike trains: r i has been replaced by R i . The key point is that R i depends on the stimulus filters k i , the velocity v, and the image prior in an optimal manner, unlike the smoothing in Eq. (20) . (Note that, while changes in optimal filters at differing light levels have been discussed in terms of motion estimation in fly vision [38] , no account of varying light levels was taken here.) The dependence of this optimal filter as a function of v can be explained fairly intuitively, as we discuss at more length in Appendix A following Eq. (A21). We find that w , the time scale of the smoothing filter w LG , is dictated by three major time scales, some of which depend on the velocity v: k , the width of the time window in which each RGC integrates its input; l k / v, where l k is the spatial width of the receptive field; and l corr / v where l corr is the correlation length of natural images. At low velocities, l k / v and l corr / v are large, and the smoothing time scale w is also large, since in this case we gain more information about the underlying firing rates by averaging over a longer time window. At high velocities, on the other hand, k dominates l k / v and l corr / v, and w ϳ k . This setting of w makes sense because although the image movie I can vary quite quickly here, the filtered input J i ͑t͒ induces a firing rate correlation time of order k , and examining the responses at a temporal resolution finer than k only decreases the effective signal-to-noise. Figure 2 illustrates these effects by plotting the optimal smoothing filters w LG for several different values of the velocity v. Interestingly, in the high-velocity limit, the analytically derived optimal temporal filter width w is of the order of 10 ms, which was the value chosen empirically for the optimal Gaussian filter used in [4] . We recomputed the optimal empirical filter for our simulated data here by plotting the standard deviation of the velocity estimates obtained using the net motion signal [defined in Eq. (22)] against the filter width (Fig. 3 ). For this velocity ͑28.8°/ s͒ the optimal filter is of the order of 10 ms; thus, we used a filter of width 10 ms when comparing the energy method to the Bayesian decoder.
To summarize, maximizing the likelihood marginalized over the unknown image is very closely related to maximizing the energy function introduced by [4] , if we replace the GLM with the simpler linear Gaussian model. Since the actual spike train generation is much better modeled by the GLM than by the Gaussian model, we expect Bayesian velocity estimation (even with uncertain prior knowledge of the image) based on the correct GLM to be more accurate. This expectation is borne out by our simulations, though it is worth noting that the improvement is significantly smaller than when the Bayesian decoder has access to the exact image.
C. Simulations
We simulated the presentation of a bar moving across the gray background of a CRT monitor refreshing at 120 Hz. LG for a range of velocities from 0.2°/ s to 28.8°/ s (bottom) in exponential steps. The y axes are scaled in dimensionless units for clarity here. As discussed in Subsection 2.B.3, there are three time scales that determine the time scale of our filter w LG . At low velocities, shown in the upper panels, the width of w͑t͒ is determined by the two scales x k / v and x corr / v and is thus quite large (since the denominator v is small). At the higher velocities shown in the lower panels, the optimal filter width is dominated by the time scale of the receptive field k , and is of the order of k , which is ϳ10-20 ms. For even higher velocities the shape of this filter remains essentially the same as in the bottom panel.
The spatial profile of the bar in the direction of motion was a Gaussian function with a standard deviation (SD) of 96 m. The visual field was represented by a grid of 100ϫ 100 pixels covering the receptive fields of two layers of cells each arranged in a uniform 10ϫ 10 grid. One layer consisted of ON cells, while the other represented OFF cells. The pixel resolution used was 10 times that used in [7] resulting in a pixel size of 12 m. The bar moved across the visual field in discrete steps of v pixels/refresh, although v was not restricted to integer values. On each trial, the bar traversed the entire visual field once at a constant velocity. (Therefore, low-velocity trials lasted longer than high-velocity trials; this will affect some of our analyses below.) Stimulus dimensions and speeds were converted to degrees/second using the approximation 200 m/° [39] with a pixel size of 12ϫ 12 m. This meant that, with a refresh rate of 120 Hz, a speed of 1 pixel/refresh corresponded to a speed of 7.2°/ s. Then, to investigate the fidelity with which speed was encoded by our model, we ran simulations using a variety of stimulus parameter settings. Specifically, we conducted 100 trials at each of 48 stimulus conditions. These 48 conditions were made up of eight speeds (10.8, 14.4, 21.6, 28.8, 36 .0, 43.2, 50.4 and 57.6°/ s) by six luminance levels (0, 0.125, 0.25, 0.75, 0.875 and 1 on a grayscale level where 0 is black and 1 is white, and the background level was set at 0.5). We also refer to the six different luminance levels in terms of the contrast of the bar with respect to the background. More precisely we define the contrast as ͑I bar − I background ͒ / I background , where I bar and I background denote the bar and the background luminance, respectively. These six luminance levels thus become contrast levels −1, −0.75, −0.5, 0.5, 0.75, and 1.
For each of these trials, we obtained a set of spike trains r. From these spike trains, it was possible to estimate the speed of the stimulus used as being one of a number of putative speeds. The putative speeds tested in our simulations ranged from 7.2 to 108°/ s in steps of 0.36°/ s. Thus, we could compare speed estimates across stimulus conditions by examining the SD of estimates across the 100 trials performed for each condition. As in [4] , we focused on the fractional SD (SD of velocity estimate divided by the true stimulus speed) of estimates to assess the fidelity of retinal speed signals, as any systematic bias in speed estimate can in principle be compensated for by downstream processing. However, we will also present the dependence of the estimate bias on stimulus condition. As will be seen, the fractional bias and the fractional SD are roughly of the same order and thus both contribute to the total root-mean-square fractional error of the velocity estimate. The latter is given by the square root of the sum of the squared fractional bias and squared fractional SD. It should be noted that other contrast levels between −0.5 and 0.5 were also tested but are not presented, as for some combinations of decoder and speed, the velocity estimation performance at these low contrasts was not significantly above chance.
As outlined above, we used three different decoding methods to estimate the stimulus velocity from the simulated spike train ensembles; we compared Bayesian velocity decoding with (optimal decoder) and without (marginal decoder) complete prior information about the image with velocity estimation using the energy method. In particular, in Subsection 3.A.4 we discuss the effect of prior image uncertainty on the performance of the Bayesian decoder in more detail. In order to parametrically vary the prior information available to the decoder, in the simulations used in that section, the image was flashed a number of times to the cells while it was held fixed, and the image prior p͑I͒ was updated according to the observed spike train data elicited by the flashes (no preview flashes were used in the simulations discussed in other sections). See Fig. 6(b) below for an illustration of this procedure. Short flashes were used instead of a continuous uninterrupted presentation, because in the latter case, the cells rapidly filter out the fixed image contrast, and thus after a brief interval ͑ϳ20-30 ms͒, the spike trains cease to carry extra information about the image. The more times the image is flashed, the smaller the decoder's uncertainty C x when the image starts moving. This allows the decoder to better estimate the velocity when it finally sees the same image in motion.
RESULTS
A. Comparison of the Different Velocity Decoders
In this section we compare the performance of the energy model with the optimal and marginal decoders, as described in Section 2. Figure 4 (a) plots the velocity posterior p͑v ͉ r , x͒ for the case of an a priori known image (the moving bar described above) given a specific observed population spike train r in response to the moving bar stimulus as a function of putative stimulus speed v. Here, the true stimulus speed was 36.0°/ s. Figure 4(b) shows the log of the marginal likelihood in the case where the image is not completely known, and Fig. 4(c) shows the value of the net motion signal N again as a function of putative speed and for the same stimulus. All three decoders successfully estimated the speed in the trial shown; however, it is clear from the figure that the net motion signal is much less sharply peaked around the stimulus speed than for the Bayesian decoders. The consequences of these findings are reflected in the lower panels of Fig. 4 , which show that the distribution of speed estimates (22)] across 100 presentations of a black bar moving at a speed of 28.8°/ s across a gray background. Note that a filter width of w Ϸ 10 ms is optimal, in agreement with the findings of [4] and with the width of the optimal filter shown in Fig. 2 .
across 100 presentations of a bar of contrast −0.5 moving at a speed of 36.0°/ s is most precise using the optimal decoder [ Fig. 4(d) ], rather than either the marginal decoder (E) or the energy method (F). Also plotted are Gaussian fits to the distributions with a mean ±SD of 35.76± 0.81°/ s for the optimal decoder, 37.1± 3.05°/ s for the marginal decoder and 36± 6.09°/ s for the net motion signal. The fractional SD averaged across all conditions simulated in this study was 1.6% of the stimulus speed for the optimal decoder, 6.4% for the marginal decoder, and 10% of the stimulus speed for the energy method.
Since the estimators are not unbiased, their root-meansquare error is larger than their SD, as the error receives a contribution from the bias as well. The root-meansquare fractional errors averaged across all stimulus conditions were 2%, 6.9%, and 11%, for the optimal decoder, marginal decoder and the energy method, respectively. Because the velocity estimation based on the energy method does not make use of the image profile at any stage, these results are as expected with the performance of the marginal decoder being intermediate between that of the optimal decoder and the energy method.
Accuracy as a Function of Stimulus Speed
Because in our simulations the moving bar stimulus makes only one pass over the visual field, more time is spent traversing the field and more spike train information is obtained for slower moving stimuli. Figure 5 (a) illustrates the fractional SD of 100 speed estimates for both of the Bayesian methods and the energy method, at each of the eight stimulus speeds, averaged across the six contrast levels. As expected, performance declines with increasing speed for all three methods. The Bayesian decoders provide more precise estimates than the energy method at all speeds. Again, the advantage of the Bayesian decoder over the energy method is partly lost when its prior information about the image is uncertain.
Accuracy as a Function of Stimulus Contrast
Lowering the contrast of the moving bar causes a reduction in the number of stimulus-related spikes generated by the GLM model, according to Eqs. (2) and (3). As with increasing stimulus speed, this obviously results in a reduction in stimulus-related information with which to estimate the stimulus speed. (Note that the model of [7] lacks explicit luminance-or contrast-gain control effects; thus, these results should be interpreted in terms of local modifications around a fixed luminance pedestal that are sufficiently small to avoid engaging classical luminance gain-control mechanisms.) To examine this relationship, we averaged the SD of the 100 speed estimates at each of the six contrast levels across the eight stimulus speeds. The results are shown in Fig. 5(b) and illustrate the expected increase in performance with increasing stimulus contrast. Again, the Bayesian decoders clearly outperform the energy method at all levels.
Effect of Contrast and Speed on Mean Speed Estimate
While we were primarily concerned with the precision of speed estimates in the current study, a number of well- researched visual phenomena concerning the relationship between the mean visual speed perceived, i.e., the bias, and the properties of the visual stimulus prompted us to investigate this in our simulations. The first phenomenon of interest was that in which humans tend to choose the slowest motion that explains the incoming information [40] , i.e., we have a bias toward slower speeds. As can be seen in Fig. 5(c) , the energy method is biased toward lower velocity estimates at higher stimulus speeds. The optimal decoder shows a very slight tendency in this direction also. On the other hand, the marginal decoder has a positive bias toward higher velocities. The second phenomenon of interest was that in which stimuli with low contrast are typically perceived as moving slower than those with high contrast [41, 42] . Figure 5 (d) plots the fractional bias of the speed estimate, i.e., the difference between the true stimulus speed v and the mean estimated speed ͗v Ã ͘ normalized by v, versus the stimulus contrast for both the Bayesian decoder and the energy method against the stimulus contrast, averaged across all speeds tested in our simulations. There appears to be a slight trend toward greater bias at low contrast, although it should be noted that this is due to a strong bias at low negative contrast, while at low positive contrast, the bias is close to zero. The fact that the fractional SD of the speed estimate at this low negative contrast value is so large makes it difficult to say anything definitive about a relationship between stimulus contrast and speed estimate bias. It is important to remember that a uniform prior on velocity was used in this study when considering the lack of any clear effect.
Effect of Prior Image Information
Here we discuss the effect of preview flashes of the fixed image on the velocity decoding performance of the marginal decoder. As mentioned above, the more times the image is flashed or "shown" to the cells, the less will be the decoder's uncertainty about it and the better the velocity estimate made by the decoder when it finally sees the same image in motion. This effect is shown in Fig. 6 where panel (A) shows the decrease in the relative error of the velocity estimate as the number of flashes increases. For a large number of flashes the error asymptotically reaches the level for the fully known image Note that the Bayesian decoder provides more precise estimates than the energy method at all levels, with performance improving with prior image information. Furthermore, it should be noted that for contrasts lower than ±0.5, particularly at high speeds, the dearth of information in the spike train ensemble resulted in the estimate from an inordinate number of trials being either the highest or lowest input putative speed. Accordingly, performance for s in this range were not calculated and not plotted.
(shown by dashed curves). Panel (B) shows the convergence of the estimated luminance profile x MAP to that of the actual bar image as the number of preview flashes increases. Figure 6 shows this effect for a particular stimulus velocity and contrast, but we note that the effect is qualitatively the same for all other values of these stimulus parameters; as the number of flashes increases beyond a few, the accuracy of the marginal decoder's estimate approaches that of the optimal decoder's. As seen here and above, the efficiency of the GLMbased Bayesian decoder can be significantly deteriorated when the prior information about the image is too incomplete. As we showed in Subsection 2.B.3, Bayesian decoding with uncertain prior image information is, except for the replacement of the GLM with the LG model, closely related to the energy model. Indeed, in our simulations, the disparity between the performances of the energy model and those of the GLM-based Bayesian decoder was largely lost when the latter decoder's prior knowledge of the image became too uncertain.
B. Effects of Manipulating Model Parameters
Importance of Correlation Between Cells
In order to investigate the importance of correlated activity between cells, we wished to remove the interaction between neighboring spike trains without reducing the overall spiking rate. We used a straightforward trialshuffling approach: we generated 200 individual spike trains, one for each cell, using 200 distinct presentations of the stimulus to the full model. We then constructed a single trial surrogate population spike train by serially assigning each independent spike train recorded on simulated trial i as the observed spike train in cell i. We repeated this 100 times to obtain spike ensembles representing 100 trials for each of the 48 conditions mentioned above (i.e., eight different speeds and six different contrast levels). This allowed us to determine the fractional standard deviation of the speed estimate for each of the 48 different stimulus conditions. It should be noted that this (somewhat involved) procedure was carried out in preference to simply removing the coupling between cells, as that would have resulted in a different average number of population wide spikes compared with the output from the full model, which would have had a confounding effect on the results.
The results are shown in Figs. 7(a)-7(c) for the optimal decoder, marginal decoder and the energy method, respectively, and are plotted versus the fractional standard deviation of the speed estimate for the same 48 conditions using the spike train ensembles obtained directly from the model. The diagonal lines indicate equality between the fractional SD of the speed estimates obtained using the shuffled responses and that obtained directly from the model. Somewhat surprisingly, given the significant correlations in this data (cf. Fig. 2 in [7] ), this trial-shuffling procedure did not significantly hurt the performance of any of the three velocity estimators. For the marginal decoder, there is a noticeable reduction in performance for those stimulus conditions with more precise speed estimates, while for conditions with higher fractional SD, most points lie just below the line. However, for the other two decoders, if anything, there is a slight bias in Fig. 7 (a) and 7(c), with data points tending to lie a bit below the identity line in both plots, indicating that the shuffling procedure happened to lead to velocity estimates with slightly reduced variability. These results are consistent with the conclusions of [2] , that treating retinal ganglion cells as independent encoders leads only to a minor loss of information. 
Timing Structure of Spike Trains
The question of whether cell spiking activity can be accurately modeled as a simple Poisson process with a timevarying rate or whether the intrinsic temporal structure of retinal spike trains plays an important role in communication has a long history in systems neuroscience. Simulations with the retinal ganglion cell model used in this study have demonstrated that preserving the spike history and cross-coupling effects can increase stimulus decoding performance by up to 20% [7] . We wished to examine the effect of removing the specific timing information of the individual spike trains. This was carried out using the method of [4] . Specifically, we generated a spike train for each cell for 100 trials of the moving bar stimulus. We then randomly selected spike times for each cell, with replacement, from that cell's spike distribution [its peri-stimulus time histogram (PSTH)], such that the number of spikes in each resampled spike train was equal to the average number of spikes in the corresponding original spike trains. This results in a spike train for each cell where spikes occur according to the marginal mean firing rate only, with no consideration given to spike history effects such as action potential refractoriness. Note that this process is even more disruptive of spike timing information than the shuffling procedure described in the previous subsection, since now we are destroying spike train structure both between and within cells. Again, this convoluted process was carried out in preference to simply removing the spike history filters h ij from the model before generating the spike trains, as removal of those filters would have resulted in a greater number of total spikes and would thus have resulted in a misleadingly good speed estimation performance. This process of generating a spike train ensemble through resampling was carried out for each of the 48 stimulus conditions mentioned above.
The results are shown in Figs. 7(d)-7(f) for the optimal decoder, marginal decoder and the energy method, respectively, and are plotted versus the fractional standard deviation of the speed estimate for the same 48 conditions using spike train ensembles obtained directly from the model. Once again, the effects of this spike timing disruption on the performance of the velocity estimators was fairly minimal, with the resampled spike trains appearing to give a marginally worse performance as indicated by the preponderance of data points slightly above the identity line. Again for the marginal decoder the decreased performace is more pronounced for stimulus conditions with better performance.
Parameters of Cell Population
In the simulations above, two simple assumptions were made about the parameters of the cell population. First, the cells were arranged in an oversimplistic grid as in Fig.  8(a) . And second, all ON cells were given a baseline log firing rate [b i in Eq. (2)] of 2 spikes/ s and all OFF cells a baseline log firing rate of 3 spikes/ s, corresponding to the mean values obtained when fitting the model [7] . In order to examine a somewhat more biologically realistic case we jittered the center location of the cells as in Fig. 8(b) and randomly selected the baseline log firing rates of the ON and OFF cells from uniform distributions on intervals 1 to 3 spikes/ s and 1.5 to 4.5 spikes/ s, respectively. Figure 9 illustrates the speed estimates over 100 trials for a stimulus with speed of 28.8°/ s and contrast of −1 using the regular cell arrangement and uniform baseline log firing rates (left column) versus the jittered cell arrangement and random baseline log firing rates (middle column) for all three methods. The performances of the optimal decoder, marginal decoder and energy method are shown in the top, middle, and bottom row, respectively. No significant difference in performance between the regular and jittered arrangements is apparent for any method.
While randomly jittering the baseline log firing rates around the mean caused no obvious change in estimation accuracy, this does not allow us to comment on the pos- Fig. 9 . Histograms illustrating the velocity estimates over 100 trials for a stimulus with velocity 28.8°/ s and contrast of −1 using the regular cell arrangement and uniform baseline log firing rates (left column) and the jittered cell arrangement and random baseline log firing rates (middle column). The top row represents the performance of the optimal Bayesian decoder, the middle row represents that of the marginal decoder, and the bottom row presents that of the energy method. Similar performance was obtained with both the rectangular-grid and randomized spatial layouts for all three methods. The right column illustrates the improved estimation performance obtained for all three methods by doubling the baseline log firing rates from 2 and 3 spikes/ s to 4 and 6 spikes/ s for the ON and OFF cells respectively. sible effects of changes in the mean baseline log firing rate. To assess this, we also carried out 100 simulations using a stimulus with speed of 28.8°/ s and a contrast of −1, where the cells were arranged in the original simple grid and the ON and OFF cells were given baseline log firing rates of 4 and 6 spikes/ s, respectively. The right column of Fig. 9 illustrates the significantly improved estimation performance obtained by inflating the baseline log firing rates compared to the fitted values used throughout the rest of this study for all three methods.
DISCUSSION
The model of [7] employed stochastic checkerboard stimuli in order to accurately capture both the stimulus dependence and detailed spatio temporal correlation structure of responses from a population of retinal ganglion cells. In this study, we have examined responses from this model to a more behaviorally relevant coherent velocity stimulus. Specifically, we have used these responses to assess how faithfully speed is encoded in a population of neurons using an optimal Bayesian decoder, with complete knowledge of the stimulus image. We have also shown how to compute the Bayesian velocity estimate in the case where we have only a limited amount of information about the stimulus image, and how the Bayesian estimate in this case is closely related to a biologically plausible motion-energy-based method [36, 43] .
A connection between Bayesian velocity estimation and the energy method of [36] has been noted before [12, 15] . In that work, a Bayesian model of local motion information was described. It was shown that this model could be represented using a number of mathematical "building blocks" that qualitatively resembled direction-selective complex cells. Given that models of those cells have been based on the energy method of [36] , a link was drawn between the two methods. Furthermore, previous work has sought to optimally estimate instantaneous motion from spike train ensembles in the fly [38, 44] . However, to the best of our knowledge, in the case of non local estimation of rigid motion, the mathematical connection revealed here between the energy method and the Bayesian method based on the marginal image likelihood in the LG case has not been previously described.
In terms of biological plausibility, it is unlikely that the brain performs optimal Bayesian inference with full knowledge of the image in order to estimate velocity. This is supported by a recent study, which [8] employed the energy method (Subsection 2.B.2) to examine the efficiency of the code from a population of primate RGCs. They did this by comparing the estimate of the velocity of a stimulus using the spiking activity in the cell population with psychophysical estimates made by human observers. While the energy model consistently outperformed the human observers, it was shown that at very brief presentation times, i.e., Ͻ100 ms the difference in estimation performance between the energy method and the human behavior was much smaller than at longer presentation times. This suggests that readout of the retinal population code can be extremely efficient when exposure to the moving stimulus is very brief, but less efficient over long trials when storing information over a long time is required by the optimal Bayesian decoder. In this study, having used longer presentation times ͑125-675 ms͒, and given that the optimal Bayesian decoder significantly outperforms even the energy method, it seems clear that human observers do not decode using a known image in this task. Instead, given the relationship presented here between the marginal decoder and the energy method, it appears that a strategy equivalent to marginalization over the uncertain image seems to be more consistent with the available data.
A couple of factors in the relationship between the marginal decoder and the energy method are worthy of further discussion. First, the optimal filter width for velocity estimation from cell population responses when using the energy method on real data was reported to be of the order of 10 ms [4] . This implies that the elementary motion signal was conveyed with a time resolution comparable to the interspike interval of RGCs. A similar filter width was empirically shown using our simulated data (Fig. 3) , which was not unexpected given the large amount of variance captured by the model in peristimulus time histograms in response to novel stimuli [7] . Of more interest, however, the optimal filter derived analytically for our (LG) marginal decoder is also shown to be of similar width, at least in the case where stimulus velocities are above about 5°/ s (Fig. 2) . This lends further weight to the biological plausibility of the marginal decoder. The notion that optimal filters based on stimulus filters, natural image prior, and velocity could have a biological instantiation seems reasonable. Second, in this study, we have assessed the performance of the energy method relative to the marginal decoder where the spike trains were generated not by a simple LG model, but by a GLM model. Because of the resulting improvement in spike train modeling we saw a significant improvement in velocity estimation for the marginal decoder relative to the energy method. Obviously the optimal decoder outperformed both other methods given the extra image information with which it was furnished.
In terms of performance specifics, the optimal Bayesian decoder achieved an average relative precision of 2% across all 48 stimulus conditions, with the marginal decoder achieving 6.4% and the energy method realizing only 10% relative precision. It is interesting to compare the estimation performance using our model to that obtained using similar stimuli with real cells in [4] . The authors of that study reported that the ensemble activity of around 100 RGCs signaled speed with a precision of the order of 1%. The precision of 10% obtained using the same decoder on our model output spike trains is higher than that result. One likely reason for this is that our stimulus range included much lower contrast stimuli. If we restrict our precision estimate to those conditions that most closely resemble those used by [4] , i.e., speeds of 10.8, 14.4, 28.8, and 57.6°/ s and contrast levels of −1 and 1, we obtain a value of 2.8% using the energy method which is of the same order as their result.
We examined the precision of our speed estimates as a function of both stimulus speed and stimulus contrast. As expected, decoding performance improves with increasing contrast and with decreasing speed (Fig. 5) . Figure 5 (a) illustrates that our model approximately followed a Weber-Fechner law with visual speed discrimination being roughly proportional to speed [45] . As discussed in Subsection 3.A.1, the faster the moving bar traverses the retina, the less time spent stimulating the cells, and the smaller the total number of spikes we have with which to decode the stimulus speed. Similarly, the precision of the speed estimate improves with increasing absolute contrast, which increases the effective signal-to-noise of the retinal output [see Fig. 5(b) ]. The nonlinear function f͑ · ͒ used in Eq. (2) for this study was chosen to be exp͑ · ͒. Given that in determining the firing intensities i ͑t͒, this function operates on the stimulus input (as well as the baseline firing rates and spike history and cross-coupling effects), any increase in stimulus contrast would be expected to have a strong impact on the stimulus-related firing rates; similar conclusions may be drawn from an analysis of the Fisher information in this model [26] .
As mentioned earlier, Bayesian modeling has been employed in a number of studies investigating how visual speed perception is affected by properties of the visual stimulus. In [16] an optimal Bayesian observer model was used to examine human psychophysical data in terms of stimulus noise characteristics and prior expectations. They reported that the perception that low-contrast stimuli move more slowly than high-contrast stimuli was well modeled by an ideal Bayesian observer. This was because the broader likelihood (based on psychophysical measurements), when multiplied by a prior favoring low speeds [46] , resulted in a larger shift toward zero than multiplication by a narrower likelihood. In the present study, a uniform prior was used for the speed of the moving bar. Thus, we would not expect a widening of the likelihood distribution by lowering the stimulus contrast to shift the location of the posterior probability distribution. As such, we would not expect any relationship between stimulus contrast and the mean (or median) of the speed estimate distribution. This appeared to be the case, with no straightforward relationship seen to exist between speed estimate bias and contrast [ Fig. 5(d) ]. There did appear to be a very slight trend toward greater bias to low speeds at low contrasts for the energy method, but given the much higher variance in the speed estimate at this contrast [ Fig. 5(b) ], we are disinclined to draw any deeper conclusions from these results.
In terms of a relationship between speed estimate bias and stimulus speed, however, our results indicate a clear trend. Specifically, there appears to be a systematic bias in speed estimation tending to underestimate speed at high stimulus velocities for both the energy method and the Bayesian decoder with known image, while tending to overestimate speed at the same high stimulus velocities for the Bayesian decoder with uncertain image [ Fig. 5(c) ]. This can be explained by the well-known fact that likelihood-based estimators can display bias in lowinformation settings (as the high-speed setting is here, since effectively less time is available to observe spiking data during the stimulus presentation). In the low-speed, high-information setting, the bias of the likelihood-based estimator is negligible, as expected. The discrepancy between the biases of the marginal decoder and the energybased estimate is clarified by the connection between these two methods as described in Subsection 2.B.3 and Appendix A. Specifically, see the discussion after Eqs. (24) and (25) In [7] it was found that, when comparing the full RGC model with an uncoupled version (retaining spike history effects), Bayesian stimulus decoding recovered 20% more information (about the spatiotemporal light intensity profile) using pseudorandom stimuli. The authors also noted that additionally ignoring spike history effects further reduced the recovered information by 6%. Thus, we wished to examine the importance of correlations between cells and of the intrinsic timing structure of the spike trains for speed estimation precision. We followed the procedure employed in [4] and, as in that study, it appeared that, for most stimulus conditions, the shuffled, uncorrelated spike trains surprisingly resulted in a weak improvement in estimation precision. The one exception to this was in the case of the marginal decoder, where for high-information stimulus conditions (i.e., low speeds and high contrast), the shuffled spike trains resulted in a significant reduction in performance. We also replicated their test of how precise spike timing might affect speed estimation precision [4] . Again, as in their study, we found only a very slight reduction in performance for the optimal Bayesian decoder and the energy method. Similar to the reshuffled case, the deterioration in the performance of the marginal decoder was more pronounced. Given that we have completely abolished the intraneuronal and interneuronal nonstimulus-driven correlation structure here, these small decreases in performance indicate that velocity decoding does not depend strongly on the fine spike train structure-at least in the very simple case of a moving bar. It should be noted that for the results plotted in Fig.  7 , all spike train ensembles were decoded using the full model. That is, coupling filters and spike history effects were assumed and accounted for when calculating i in the decoding step. Given that coupling effects were removed by our shuffling procedure and that both coupling effects and spike history effects were removed by our resampling procedure, it is possible that decoding the spike trains with an appropriately reduced model might provide more accurate speed estimation for these manipulated spike train ensembles. To that end, we used a model without coupling filters to decode the speed of the shuffled spike train ensembles and a model with all h ij set to zero to decode the speed of the resampled spike train ensembles. It is interesting to note that incorporating this knowledge about the presence or absence of cell coupling and spike history effects into the decoding made no qualitative difference to the accuracy of the estimated velocity (not shown).
CONCLUSION
Optimal Bayesian decoding with full image information has been shown to outperform a "motion energy" method that uses no prior image information. A method for performing Bayesian decoding without full image information has been described and has demonstrated performance intermediate between that of the optimal decoder and the energy method. All of these methods appear to outperform human psychophysical performance [8] , par-ticularly in experiments in which the motion stimulus was visible for an extended period of time. A mathematical description of the connection between the Bayesian decoder with less than full image information and the energy method indicates that, in addition to the extra information about the image used by the Bayesian estimator, information about the network's spatiotemporal stimulus filtering properties also plays an important role in optimal velocity estimation. The results of a number of simulations indicate a good correspondence between the speed encoding performance of the model and that of a population of real RGCs. This work thus provides a rigorous framework with which to explore the factors limiting the estimation of velocity in vision. Future work will seek to utilize these methods to investigate motion decoding using more complex stimuli moving in nontranslational ways, perhaps incorporating real-world issues such as occlusions and accelerations. Also, we aim to employ the methods to investigate real data.
APPENDIX A: MARGINAL LIKELIHOOD IN THE LINEAR GAUSSIAN MODEL
In this appendix we show that the logarithm of the marginal likelihood p͑r ͉ v͒ for a simple LG model of the RGCs is closely related to the energy function of [4] , and thus for this model the Bayesian velocity decoding is nearly equivalent to the energy method. In the linear Gaussian model, the response of cell i, r i , is given linearly in terms of the image intensity profile x up to additive Gaussian noise with covariance ⌺, as in Eq. (23). Thus we have
Using this and p x ͑x͒ = N͑0,C x ͒ as the Gaussian image prior, we repeat the steps in Eqs. (11) 
instead of Eq. (11), and the marginal distribution p LG ͑r ͉ v͒ by
LG ͑x,r,v͒ dx, ͑A2͒ similar to Eq. (10). As before, setting ٌ x L LG = 0 yields the equation for x MAP , which unlike Eq. (19) is linear, and can be easily solved to yield
Here, the negative Hessian is given by
which is now independent of the observed spike trains r. Using Eqs. (A3) and (A4), we can rearrange the terms in Eq. (A1) to complete the square for x, and obtain
͑A5͒
where C x ͑v͒ = H −1 ͑v͒ is the posterior covariance over the fixed image, and we defined the mean-adjusted response ␦r i ϵ r i − b i and the prefiltered response
͑A6͒
The marginalization in Eq. (A2) is thus a standard Gaussian integration, which yields
͑A7͒
(the constant term is independent of v, and therefore irrelevant for estimating it). The decomposition into the two terms on the right-hand side of Eq. (A7) is similar to that in Eq. (18) . In both equations the second term arose from a Gaussian integration over x [an approximation in the case of Eq. (18)], and the first was (up to a constant in v) the value of the logarithm of the joint distribution of x and r, given v, at x MAP ͑r , v͒. Unlike Eq. (18), however, although the second term on the right-hand side of Eq. (A7) depends on v, it is nevertheless independent of the observed response r. The only term that modulates the velocity posterior depending on r (through the implicit dependence of X i ) is the first, which we denote by E LG ͑v , r͒.
We will see that this term corresponds closely to the energy function introduced in [4] . More explicitly, we have
͑A8͒
In the following we will rewrite Eq. (A8) in a form which is explicitly akin to Eq. (21) . For simplicity, we assume that the noise covariance is white, i.e., ⌺ = 2 1. Physiologically, this implies that we are ignoring stimulus-conditional correlations and history dependences in the network (as, e.g., in the uncoupled model discussed in [7] ). From Eq. (A6) and the definition of K i,v , Eq. (7), we then obtain the explicit form
If we further assume that the spike train observation has not revealed much information about the identity of the fixed image (as happens, e.g., for low contrasts or short presentation times), then the posterior distribution over x will not be very different from the prior p x ͑x͒. Therefore, we can use the approximation C x ͑v͒ϷC x . In the onedimensional case, which we are studying in this paper, the image profile x͑n͒, and hence the prior image covariance, depend only on the component of n parallel to the direction of motion v = v / ͉v͉ and are constant in the perpendicular direction. Denoting the former component by n͑ = n · v ͒ and the latter by n Ќ ͑ = n − nv ͒, we can then perfom the integrals over n Ќ in Eq. (A8) and rewrite it as
where v ϵ͉v͉, and we defined k i ͑t , n͒ϵ͐k i ͑t , n͒dn Ќ . For each cell i, we specify a fixed point n i positioned at its receptive field center, so that k i ͑t , n i + ⌬n͒ vanishes when ͉⌬n͉ gets considerably larger than the size of the receptive field surround ͑ϳ1°͒. Hence, if we define
(where n i ϵ n i · v ), q i ͑t , n͒ vanishes when ͉n͉ ӷ 1°; for all cells, q i are localized (up to the above scale) around the origin, as opposed to around the position of their respective receptive field centers along v. In order to make the comparison with the energy model of Subsection 2.B.2 clearer, we also switch to the time domain (recalling that space n and time t are linked here via the velocity v); we define R i ͑t͒ϵX i ͑n i − vt͒ [equivalently, X i ͑n͒ = R i ͑͑−n + n i ͒ / v͒] and rewrite Eq. (A10) by changing the integration variables from n 1͑2͒ to vt 1͑2͒ :
͑A13͒
Using Eq. (A11) and the definiton (A12), we write R i ͑t 1 ͒ explicitly as
Exploiting the translation invariance of the prior image ensemble that dictates C x ͑n 1 , n 2 ͒ = C x ͑n 1 − n 2 ͒, we define B x to be the operator square root of C x , in the sense that
In general, given an explicit form of C x ͑n 1 − n 2 ͒, B x can be computed in the Fourier domain by taking the square root of the power spectrum [29] . In particular, for C x ͑n 1 − n 2 ͒ = c 2 e −͉n 1 −n 2 ͉/l corr , we have B x ͑n͒ = c ͱ 2/l corr ͑n͒e −n/l corr , where c is the image contrast, l corr is the correlation length of typical images in the naturalistic prior ensemble, and ͑t͒ is the Heaviside step function. In the simulations of Subsection 3.A.4 we used this particular form of C x , as it yields (for spatial frequencies f larger than the inverse of the correlation length l corr but smaller than the inverse image pixel size) a power spectrum ϰ1/f 2 , as observed in natural images. Substituting definition (A15) (after renaming the integration variable n to vt) in Eq. (A13), we rewrite the latter as 
͑A21͒
Thus, R i ͑t͒ is a version of the response function of the cell i offset by its baseline log firing rate b i and smoothed out on the time scale dictated by the largest of the spatiotemporal scales of the receptive fields (via q i ) or the correlation length of typical images (via B x )-with spatial scales converted to time scales by dividing by v. To see this more precisely, let us define ⌬ 1 ϵ , ⌬ 2 ϵ t 1 − , and ⌬ 3 ϵ t − t 1 , such that t = ⌬ 1 + ⌬ 2 + ⌬ 3 . On the other hand, because of the finite support of the factors of its integrand, the double integral Eq. (A21) receives nonzero contributions only when ͉⌬ 1 ͉ Շ k , ͉⌬ 2 ͉ Շ l k / v, and ͉⌬ 3 ͉ Շ l corr / v [where k and l k are the typical temporal and spatial size of the receptive field filters k i ͑t , n͒, respectively, and l corr is the correlation length of typical images in the naturalistic prior ensemble]. Thus if ͉t͉ = ͉ 1 + ⌬ 2 + ⌬ 3 ͉ is much larger than the sum of the three scales k , l k / v, and l corr / v, the filter w͑t͒ is bound to vanish. This leads to the discussion of Subsection 2.B.3 following Eq. (25).
APPENDIX B: O"D… DECODING
Here, we discuss how to implement the Newton-Raphson optimization algorithm such that it finds the maximum a posteriori estimate for the image x MAP [satisfying Eq. (19) ] in cases where the image depends only on one spatial dimension and in a computational time that scales only linearly with the spatial dimensionality of the image vector d. The Newton-Raphson algorithm for minimizing the function L͑x͒ works as follows [we have in mind the objective function defined in Eq. (13), but for simplicity we drop r and v from its arguments in this appendix]. At each iteration of this algorithm, starting from the vector x, we change this vector by an amount ⌬x which is found by solving the set of linear equations H͑x͒⌬x = ٌ x L͑x͒. Here, the right-hand side is the gradient of L͑x͒, and H͑x͒ is its negative Hessian matrix [as in Eq. (15)], both evaluated at x. In general, the solution of a set of d linear equations can be calculated in O͑d 3 ͒ elementary operations [47] . This would make the decoding of images with even moderate angular extension forbidding. Fortunately, as we will now explain, the quasi-locality of the GLM model allows us to overcome this limitation. The negative Hessian of L͑x͒, Eq. (13), is given by
where the matrices J i,t ͑x͒ have the elements J i,t ͑n 1 ,n 2 ;x͒ = K i,v ͑t;n 1 ͒K i,v ͑t;n 2 ͒ i ͑t;x͒dt, ͑B2͒
and K i,v ͑t ; n͒ was defined in Eq. (7) in terms of the receptive field filter of the cell i, k i ͑ , n͒ [as we are considering the one-dimensional image case, k i ͑ , n͒ is understood to be the full receptive field integrated along the transverse spatial dimension]. Here, we turned the integral over t in Eq. (13) into a discrete sum in Eq. (B1), as is done in the numerical implementation, and for simplicity we wrote Eq. (B2) for the case of exponential GLM nonlinearity. Generalization of this equation and the rest of the argument to general nonlinearities is straightforward. Because of the finite spatial size of the receptive field and the finite duration of the temporal filter, k i ͑ , n͒ is nonzero only when ͓0,T k ͔ and n ͓n min − vt + vT k (we assumed v Ͼ 0, but generalization to v Ͻ 0 is straightforward). Thus J i,t ͑n 1 , n 2 ; x͒ vanishes if ͉n 1 − n 2 ͉ Ͼ⌬n + vT k , regardless of i and t. In other words, for all ͑i , t͒, J i,t ͑x͒ are banded matrices with a band width of ⌬n + vT k , and so is their sum. If we further use a prior covariance C x with a banded inverse, then the full Hessian Eq. (B1) will be banded [e.g., the naturalistic prior covariance introduced after Eq. (A15) can be defined as the inverse of a tridiagonal matrix in the numerical implementation].
Unlike in the general case, the solution of a set of d linear equations with a banded equation matrix of band width B can be found in a computational time ϰB 2 d-i.e., in our case, in a computational time scaling only linearly (as opposed to cubically) with the image size d. On the other hand, we have observed empirically that the number of necessary Newton-Raphson iterations is more or less constant and does not scale with d. Hence the overall optimization procedure for finding x MAP can be performed in O͑d͒ computational time. This allows us to decode the velocity of large moving images. Similar methods with O͑d͒ computational cost have been used in inference and estimation problems involving state-space models [48, 49] , e.g., in applications to neural data analysis [50] .
