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METRISABILITY OF THREE-DIMENSIONAL PATH GEOMETRIES
MACIEJ DUNAJSKI AND MICHAEL EASTWOOD
Abstract. Given a projective structure on a three-dimensional manifold, we find explicit
obstructions to the local existence of a Levi-Civita connection in the projective class. These
obstructions are given by projectively invariant tensors algebraically constructed from the
projective Weyl curvature. We show, by examples, that their vanishing is necessary but
not sufficient for local metrisability.
1. Introduction
There are several inequivalent geometric structures that give rise to a preferred family
of curves on a smooth n-manifold M . A path geometry on M is a locally defined family of
unparametrised smooth curves (called paths), one through each point and in each direction.
A path geometry is projective if its paths are the unparametrised geodesics of a torsion-free
connection ∇ on TM . The corresponding projective structure (M, [∇]) is then defined
by the equivalence class of torsion-free connections sharing their unparametrised geodesics
with ∇. Finally a path geometry is metrisable if its paths are the unparametrised geodesics
of a (pseudo-)Riemannian metric g. In this case the path geometry is, of course, also
projective since the underlying projective structure is defined by the Levi-Civita connection
of g. The converse does not hold: a general projective structure does not contain a Levi-
Civita connection of any metric.
The characterisation of metrisable projective structures is a classical problem, which goes
back to the work of Roger Liouville [19]. This problem has recently been solved if n = 2:
in this case (assuming real-analyticity for sufficiency, as one must) necessary and sufficient
conditions are given by the vanishing of a set of projective differential invariants [3], the
simplest of which is of differential order five in the connection coefficients of a chosen
∇ ∈ [∇]. The case n = 2 is special—the projective Weyl curvature vanishes on a surface.
This is no longer the case if n = 3, where the first set of obstructions already arises at order
one, and is algebraic in the projective Weyl tensor. In this paper we shall present some of
these obstructions as explicit projectively invariant tensors constructed algebraically from
the Weyl curvature.
As is often done in differential geometry, we shall adorn tensors with indices in order to
denote the type of the tensor. Thus, we may denote a vector or vector field by Xa but ωa
always denotes a co-vector or 1-form. The canonical pairing between vectors and co-vectors
is denoted by repeating an index so that Xaωa is the scalar that would often be written
without indices as X ω. For any tensor ψabc, we shall denote its skew part by ψ[abc] and
its symmetric part by ψ(abc). For example, if ωab is a 2-form, then
∇[aωbc] and X
a∇aωbc − 2(∇[bX
a)ωc]a,
for any torsion-free connection ∇a, are the exterior derivative and the Lie derivative in the
direction of the vector field Xa, respectively. Such formulae are not meant to imply any
choice of local coo¨rdinates. More precisely, this is Penrose’s abstract index notation [24].
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Projective structures are reviewed at the start of Section 2. Here, suffice it to say that
the primary invariant of a projective structure is the projective Weyl tensor Wab
c
d, an
irreducible part of the curvature of any connection in the projective class [∇] satisfying
Wab
c
d =W[ab]
c
d, W[ab
c
d] = 0, Wab
a
d = 0.
This article is concerned exclusively with the 3-dimensional case. To formulate one of our
results define a traceless tensor V abc = V
(ab)
c in terms of the projective Weyl curvature
Wab
c
d and an arbitrarily chosen non-degenerate section ǫ
abc of Λ3(TM) by
V abc = ǫ
deaWde
b
c. (1.1)
Theorem 1.1. Let A,B,C,D,F, J,K,L be the symmetric tensors defined by
Aab =
⊙
(V apqV
bq
p), B
abc =
⊙
(V apqV
bq
rV
cr
p), C
abc =
⊙
(V abpV
pq
rV
cr
q),
Dabcd =
⊙
(V abpV
pq
rV
cr
sV
ds
q), J
abcdef =
⊙
(V abpV
cd
qV
pq
rV
er
sV
st
uV
fu
t),
F abcd =
⊙
(V abpV
cd
qV
pr
sV
qs
r), K
abcdef =
⊙
(V abpV
cd
qV
ep
rV
fq
sV
rt
uV
su
t)
Labcdef =
⊙
(V abpV
cd
qV
pq
rV
rs
tV
et
uV
fu
s), (1.2)
where
⊙
denotes symmetrisation over the non-contracted indices, and let
T = 24J + 12K − 24L− 24B ⊙B − 24C ⊙ C + 40B ⊙ C − 24A⊙D + 6A⊙ F. (1.3)
In general, the tensor T abcdef does not vanish. However, if ∇ is projectively equivalent to
a Levi-Civita connection then T abcdef ≡ 0.
Theorem 1.2. With tensors Aab, Babc, Cabc,Dabcd, F abcd, Jabcdef ,Kabcdef , Labcdef defined
as in Theorem 1.1, the following
Cabc − 2Babc, F abcd − 2Dabcd, Jabcdef − 2Labcdef ,
3Jabcdef − 2C(abcCdef), Jabcdef − 4Kabcdef + 4A(abDcdef)
(1.4)
are generally non-zero but vanish if ∇ is projectively equivalent to a Levi-Civita connection.
In fact, since
T = 12(J − 2L)− 3(J − 4K + 4A⊙D) + 5(3J − 2C ⊙ C)
+ 2(C − 2B)⊙ (6B − 7C) + 6A⊙ (F − 2D),
Theorem 1.2 implies Theorem 1.1. However, we shall see that the invariant T arises in
a more fundamental way, already described in [3]. More specifically, one can construct
from the Weyl curvature a homomorphism Ξ :
⊙2(TM) → ⊙3(TM) that must have a
non-trivial kernel in the metrisable case and T abcdef is defined to be what amounts to the
determinant of this homomorphism: T abcdefXaXbXcXdXeXf is characterised as being the
determinant of the composition
⊙2(TM) Ξ−→⊙3(TM) X−−−−→⊙2(TM)
for any 1-form Xa. The homomorphism Ξ is constructed by forming and prolonging the
metrisability equation (e.g. [8]) and is the natural first step [22] in searching for a metric
in a given projective class. We should point out that these constructions are carried out
having arbitrarily chosen a non-zero section ǫabc of the line bundle Λ3(TM). However, since
a different section only changes the scale of the various obstruction tensors at each point,
whether they vanish or not is unaffected. In the main body of this article we shall restore
precision by introducing projective weights, in effect a mechanism for keeping track of the
scale of ǫabc.
Theorem 1.2 is established by a different route, which seemingly creates a proliferation
of projectively invariant obstructions to metrisability. For example, if one considers tensors
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such as T abcdef , taking values in
⊙6(TM) and of degree 6 in the projective Weyl tensor,
equivalently in the tensor V abc, then one finds an 8-dimensional space of obstructions in
the 11-dimensional space of projective invariants of this type. Indeed, there is already a
quadratic obstruction as follows.
Theorem 1.3. In order that a projective structure [∇] be metrisable, the invariant tensor
Qab
c = ǫpq(aV
pr
b)V
qc
r (1.5)
must vanish, whilst in general it does not.
And if one prefers a scalar obstruction, then there is one of degree 3 as follows.
Theorem 1.4. In order that a projective structure [∇] be metrisable, the invariant scalar
S = ǫabcV
ap
qV
bq
rV
cr
p
must vanish, whilst in general it does not.
Besides proving these theorems, we shall provide a systematic way of creating many more
invariants. Nevertheless, we shall show by examples, in §2.3–2.4, that this proliferation of
invariants is insufficient to characterise the metrisable projective structures. In Section 3
we shall reformulate the problem for path geometries in terms of systems of two second
order ODE for the unparametrised paths.
We would like to thank Katharina Neusser for pointing out the projectively invariant
pairing (2.13) as a useful device in understanding the metrisability equation and also for
helpful discussions concerning the form of the tensor V abc for the Egorov and Newtonian
structures in §2.3–2.4.
Finally, as detailed in §2.3, we would like to thank Vladimir Matveev for drawing our
attention to an alternative proof [17] of the non-metrisability of the Egorov structure and
also for his pertinent comments concerning the possible values of the degree of mobility of
Riemannian and Lorentzian metrics in 3 dimensions.
2. Projective structures and metrisability
Let M be a smooth manifold. Let us consider an equivalence class [∇] of torsion-free
connections on TM , where to say that ∇ and ∇ˆ belong to [∇] is to say that there is a
1-form Υa such that
∇ˆaX
b = ∇aX
b +ΥaX
b + δa
bΥcX
c. (2.6)
This is the condition for the geodesics sprays of∇ and ∇ˆ on TM to have the same projection
to P(TM). Therefore, it is exactly the condition that all connections in [∇] share the same
unparametrised geodesics on M . In other words, the equivalence class [∇] operationally
defines what is a projective structure.
The curvature of a given connection ∇ ∈ [∇] is defined by
[∇a,∇b]X
c = Rab
c
dX
d,
and can be uniquely decomposed as
Rab
c
d =Wab
c
d + δa
cPbd − δb
cPad + βabδd
c (2.7)
where βab = −2P[ab] and Wab
c
d is totally trace-free. Then Pab is the projective Schouten
tensor and Wab
c
d is the projective Weyl tensor . If we change connection in the projective
class using (2.6) then
Pˆab = Pab −∇aΥb +ΥaΥb, βˆab = βab + 2∇[aΥb],
whilst Wab
c
d remains unchanged.
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We now specialise to the case whenM is 3-dimensional. Computing the effect of a change
of connection (2.6) on a 3-form ηabc, we find that
∇ˆaηbcd = ∇aηbcd − 3Υaηbcd −Υbηacd −Υcηbad −Υdηbca = ∇aηbcd − 4Υaηbcd (2.8)
and so ifM is oriented (as we shall suppose henceforth) and ηabc is chosen to be everywhere
non-vanishing (we say that ηabc is a choice of scale), then we may specify Υa by requiring
that ∇aηbcd − 4Υaηbcd = 0, thus obtaining a unique connection ∇ˆ in the projective class
such that ∇ˆaηbcd = 0. We shall refer to the connections obtained in this way as special .
From (2.7), we find that
[∇a,∇b]ηcde = −4βabηcde
and conclude that βab = 0 for special connections and hence that the Schouten tensor Pab is
symmetric. (IfM is not oriented, then we define a choice of scale to be a nowhere-vanishing
section of (Λ3M )
2 instead, where Λ3M is the bundle of 3-forms on M .) For any w ∈ R, it is
convenient to denote by E(w) the line bundle (Λ3M )
−w/4, invariantly defined as the bundle
whose fibre at p ∈M is the 1-dimensional vector space
{φ : Λ3+T
∗
pM → R | φ(λω) = λ
w/4φ(ω), ∀λ > 0},
where Λ3+T
∗
pM denotes the 3-forms at p positive with respect to the orientation, and we
shall refer to a section ρ of E(w) as a projective density of weight w. There are canonical
isomorphisms E(k) = E(1)⊗k for k ∈ Z. Also, by construction, there is an identification
E(−4) = Λ3M , which we shall write as ρ 7→ ρǫabc for ρ of projective weight −4. Equivalently,
we have a canonical volume form ǫabc of weight 4, that is to say a canonical section of Λ
3
M (4),
the tensor product Λ3M ⊗ E(4). Having done this, a scale may be alternatively specified
as a nowhere-vanishing density σ of projective weight 1, so that ηabc = σ
−4ǫabc is the
corresponding volume form. This is the viewpoint we shall adopt henceforth. In summary,
we are working with special connections specified by a choice of projective density σ of
weight 1. Choosing a different scale, say σˆ = Ω−1σ for some nowhere-vanishing function Ω,
induces a projective change of connection (2.6) where Υ = Ω−1dΩ. In the presence of
a scale σ ∈ Γ(M, E(1)), we may view a projective density ρ ∈ Γ(M, E(w)) as a smooth
function, specifically f = ρ/σw, but if we change scale σ 7→ σˆ = Ω−1σ, then this function
changes according to fˆ = Ωwf . Finally, for any scale σ ∈ Γ(M, E(1)), the line bundles
E(w) inherit connections characterised by ∇σw = 0 and then, if ρ is a projective density of
weight w, we see that
∇ˆaρ = ∇aρ+wΥaρ
and note that this is consistent with (2.8) and the identification Λ3M = E(−4). Otherwise
said, the tautological 3-form ǫabc of weight 4 is covariant constant (∇aǫbcd = 0) for any
special connection on Λ3M (4). We shall denote by ǫ
abc the induced canonical section of the
dual bundle Λ3(TM)(−4) normalised so that
ǫabcǫ
def = δa
dδb
eδc
f + δa
eδb
f δc
d + δa
f δb
dδc
e − δa
eδb
dδc
f − δa
dδb
f δc
e − δa
fδb
eδc
d,
equivalently that ǫabcǫabc = 6.
For those who find this discussion arcane, we should admit that a low-tech alternative is
to regard formulæ containing ǫabc as defined using an arbitrarily chosen nowhere-vanishing
section ǫabc of Λ3(TM) and that the projective weight simply keeps track of how these
expressions change if ǫabc is rescaled. Looking back at (1.1) now, we see that V abc may be
invariantly regarded as a tensor satisfying
V abc = V
(ab)
c, V
ab
a = 0, and of projective weight −4.
Similarly, the scalar invariant S from Theorem 1.4 is a projective density of weight −8.
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Even more arcane, yet correspondingly even more useful, is to record both the symmetries
of a tensor and its projective weight by decorating a suitable Dynkin diagram in the style
of [1]. An explanation sufficient for our purposes is as follows. We shall denote by × • •
k l m
the bundle of totally trace-free tensors
S
m contravariant indices︷︸︸︷
ab···c
de···f︸︷︷︸
l covariant indices
of projective weight k + 2l −m
and symmetric in its covariant and contravariant indices. These constitute a complete list
of the irreducible bundles on an oriented projective 3-manifold as a parabolic geometry in
the sense of [4]. It is also useful to introduce the degree of such a bundle as
deg(× • •
k l m) = −(3k + 2l +m)/4. (2.9)
(It is the action of the grading element normalised as in [4].) The point about the degree
is that it simply adds under tensor product, for example,
Λ1M ⊗ Λ
1
M = × • •
−2 1 0 ⊗× • •
−2 1 0 = × • •
−4 2 0 ⊕× • •
−3 0 1 =
⊙2T ∗M ⊕ Λ2M (2.10)
and changes sign when taking duals, for example,
deg(TM) = deg(× • •
1 0 1 ) = −1 whilst deg(Λ1M ) = deg(× • •
−2 1 0 ) = 1.
Also notice that our previous discussion concerning projective weights and the tautologically
defined tensors ǫabc and ǫ
abc is implicitly incorporated into this notation. For example, the
identification Λ2M = × • •
−3 0 1 in (2.10) is given by ωab 7→ ǫ
abcωbc. Fundamental for this
article is (1.1), giving V abc ∈ Γ(M,× • •
−4 1 2 ) of projective weight −4. This irreducible
tensor is every bit as good as the unweighted projectively invariant Weyl tensor Wab
c
d, the
inverse to (1.1) being given by Wab
c
d =
1
2ǫeabV
ec
d.
2.1. Metrisability. As already remarked, a (pseudo-)Riemannian metric g on M gives
rise to a projective structure [∇], namely the one that contains the Levi-Civita connection
of g. Hence we obtain a first order non-linear operator
J1(
⊙2Λ1M ) ⊃ J1(⊙2ndΛ1M ) σ
0
−−→ Pr(M), (2.11)
which carries a metric to its associated projective structure, where
•
⊙2Λ1M is the vector bundle of symmetric covariant tensors,
•
⊙2
ndΛ
1
M is the subbundle of non-degenerate such tensors,
• J1(
⊙2Λ1M ) and J1(⊙2ndΛ1M ) are their first jet bundles (e.g. [26]),
• Pr(M) is the affine bundle of projective structures on M .
We note that, in the 3-dimensional case,
•
⊙2Λ1M is a vector bundle of rank 6,
• J1(
⊙2Λ1M ) is a vector bundle of rank 24,
• J1(
⊙2
ndΛ
1
M ) is a Zariski-open subbundle,
• Pr(M) is modelled on × • •
−3 2 1 , which has rank 15.
Even taking into account that constant multiples of a given metric give rise to the same
connection and hence the same projective structure, the dimensions indicate that σ0 should
be surjective and it is easy to check, using local coo¨rdinates, that this is, indeed, the case.
Differentiating (2.11), however, gives rise to its first prolongation
J2(
⊙2
nd Λ
1
M )
σ1
−−→ J1(Pr(M))
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where the left hand side is now a Zariski-open subbundle of a vector bundle of rank 60
whilst the right hand side is an affine bundle modelled on J1(× • •
−3 2 1 ) a vector bundle
also of rank 60. Taking scaling into account, it follows that σ1 cannot be surjective. In
other words, already at first order in the projective structure, we expect to see obstructions
to metrisability. Theorem 1.1 shows that, indeed, there are obstructions at this order which
are algebraic in components of the projective Weyl curvature. There is no restriction on
the value of this curvature as the following lemma shows.
Lemma 2.1. Choose n ≥ 3 and let Wab
c
d be any element of (R
n)∗ ⊗ (Rn)∗ ⊗ Rn ⊗ (Rn)∗
satisfying
Wab
c
d =W[ab]
c
d, W[ab
c
d] = 0, Wab
a
d = 0. (2.12)
Let M be an n-dimensional manifold and let p ∈ M be an arbitrarily chosen point. Then
there is a torsion-free connection on TM whose projective Weyl curvature at p is Wab
c
d.
Proof. The construction need only be local since connections can be patched together by a
partition of unity. In local coo¨rdinates (x1, x2, . . . , xn), the connection
∇bX
c =
∂Xc
∂xb
+
2
3
xaWa(b
c
d)X
d
has projective Weyl curvature Wab
c
d at the origin. 
In fact, the proof is also valid when n = 2 but the statement is vacuous since only the zero
tensor satisfies the symmetries (2.12). But for n = 3 space of the tensors satisfying (2.12)
is 15-dimensional. This is clear from the alternative encoding of the Weyl curvature as the
tensor V abc in (1.1) satisfying V
ab
c = V
(ab)
c and V
ab
a = 0. Alternatively, the dimension of
any finite-dimensional irreducible tensor bundle can be computed from its highest weight
and the Dynkin diagram notation established above is designed with this in mind. There
are various algorithms and computer implementations thereof. For example
rank (× • •
k l m) = dim([l,m],A2)
where the right hand side of this equation is an instruction written in LiE [18]. We shall
soon use LiE more seriously.
Henceforth, we shall use the terminology metric to mean (pseudo-)Riemannian metric.
The signature plays no essential roˆle in our considerations and can be discussed separately.
One can attack the metrisability problem directly, asking for a metric gab such that
its Levi-Civita connection be projectively equivalent to a given connection. Although the
resulting partial differential equations on gab are projectively invariant by construction,
they are also non-linear. A surprising observation, essentially due to Liouville [19], is that
there is a non-linear change of variables that turns this system into a linear one. For the
convenience of the reader, we summarise the conclusions in 3 dimensions here and refer to
[8, 21] for detail.
Theorem 2.2. There is a projectively invariant linear differential operator
⊙2(TM)(−2) = × • •0 0 2 →× • •−2 1 2 given by σbc 7→ (∇aσbc)◦ ≡ ∇aσbc − 12δa(b∇dσc)d
called the metrisability operator and a projectively invariant differential pairing
× • •
0 0 2 ×× • •
2 0 0 →× • •
1 0 1 given by (σab, τ) 7→ σab∇bτ −
1
2τ∇bσ
ab. (2.13)
If σbc is symmetric and of projective weight −2, i.e. σbc ∈ Γ(× • •
0 0 2 ), then
det σ ≡ 16σ
adσbeσcf ǫabcǫdef
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is a projective density of weight 2, i.e. detσ ∈ Γ(× • •
2 0 0 ). If a tensor σbc ∈ Γ(× • •
0 0 2 )
satisfies the projectively invariant metrisability equation
(∇aσ
bc)◦ = 0, (2.14)
then the pairing with its determinant vanishes:
σab∇b(detσ)−
1
2(det σ)∇bσ
ab = 0. (2.15)
Furthermore, wherever det σ is non-zero, the weight zero tensor gab ≡ (detσ)σab defines a
metric whose Levi-Civita connection lies in the given projective class. Finally, up to sign,
all metrics in a given projective class arise in this manner.
Proof. As set forth in the statement of this theorem, these claims are straightforwardly
verified from the definitions, the only further observation required being that (2.15) can be
rewritten on {det σ 6= 0} as ∇ˆ(gab) = 0 where ∇ˆa is projectively equivalent to ∇a according
to (2.6) if we take Υa = −
1
4gab(detσ)∇cσ
bc, where gab is the inverse to g
ab. (We have
taken the opportunity here, following a suggestion of Katharina Neusser, to streamline the
exposition in [8] by highlighting the roˆle of (2.15).) 
An informal summary of Theorem 2.2 is that the metrisability of a given projective
structure is controlled by the projectively invariant metrisability equation (2.14), there
being a 2–1 correspondence between non-degenerate solutions of this equation and positive
metrics in the projective class (note that σab and −σab give rise to the same metric, that
these metrics have positive determinant (we call them positive), and that conversely if gab
is such a metric, then
σab ≡ (det g)−1/4gab
solves (2.14).)
Theorem 2.3. If σbc solves the metrisability equation (2.14), then
Wab
c
eσ
de +Wab
d
eσ
ce + 23δ[a
cWb]e
d
fσ
ef + 23δ[a
dWb]e
c
fσ
ef = 0. (2.16)
Proof. If we write (2.14) as
∇bσ
cd = δb
cµd + δb
dµc
for some field µa, then
(∇a∇b −∇b∇a)σ
cd + 2δ[a
c∇b]µ
d + 2δ[a
d∇b]µ
c = 0 (2.17)
but from (2.7) using, without loss of generality, a special connection
(∇a∇b −∇b∇a)σ
cd =Wab
c
eσ
de +Wab
d
eσ
ce + 2δ[a
cPb]eσ
de + 2δ[a
dPb]eσ
ce
so it follows that
Wab
c
eσ
de +Wab
d
eσ
ce + 2δ[a
cΨb]
d + 2δ[a
dΨb]
c = 0 (2.18)
where
Ψb
d = ∇bµ
d +Pbeσ
de.
Tracing (2.18) over b
c yields
Wab
d
eσ
be − 3Ψa
d + δa
dΨb
b = 0.
Finally, tracing this conclusion over a
d shows that Ψb
b = 0 and substituting for Ψb
d back
into (2.18) gives (2.16), as required. 
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We remark that it is usual to establish (2.16) by firstly prolonging the metrisability
operator, as is done in [8], to obtain a projectively invariant connection on an auxiliary
vector bundle whose curvature is then computed and found to include the left hand side
of (2.16). In fact, it is only necessary partially to prolong the operator before (2.16) emerges
and this is exactly what is done in this proof. Notice that the vanishing of Ψb
b, observed
at the end of the proof, implies that we can write ∇bµ
d = δb
dρ− Pbeσ
de for some smooth
function ρ and, indeed, this would be the next stage in the general prolongation procedure
advocated in [2]. This choice loses invariance, and in [8] (and also in [13, Example 3.4]
in accordance with their general theory) it is found to be convenient to add some Weyl
curvature to the right hand side
∇bµ
d = δb
dρ− Pbeσ
de + 13Wbe
d
fσ
ef
eventually to obtain a projectively invariant connection. In this article we shall not pursue
this prolongation procedure any further. It is already observed in [3] that (2.16) gives rise
to non-trivial obstructions to metrisability. To express these obstructions in 3 dimensions,
let us recall that Wab
c
d =
1
2ǫeabV
ec
d, which enables us to rewrite (2.16) as
V (abdσ
c)d = 0 (2.19)
or, in other words, that
Ξabcdeσ
de = 0, where Ξabcde = V
(ab
(dδe)
c).
Taking projective weights into account, this defines an invariant homomorphism
Ξ:
⊙2(TM)(−2) = × • •0 0 2 −→⊙3(TM)(−6) = × • •−3 0 3
and Theorem 2.3 may be recast as follows.
Theorem 2.4. If σbc solves the metrisability equation (2.14), then σbc lies in the kernel of
the endomorphism
Γ(M,
⊙2(TM)(−2)) ∋ σde 7→ XaΞabcdeσde ∈ Γ(M,⊙2(TM)(−2)) (2.20)
for any projectively weighted 1-form Xa of weight 4.
Proof of Theorem 1.1. This is an almost immediate corollary of Theorem 2.4. As already
observed in the introduction, as
⊙2 TM(−2) is a vector bundle of rank 6, the determinant
of the endomorphism (2.20) has the form XaXbXcXdXeXfT
abcdef for some projectively
invariant
T abcdef ∈ Γ(M,
⊙6 TM(−24)) = Γ(M, × • •−18 0 6 ).
A priori this might always vanish but a suitable Weyl tensor Wab
c
d is exhibited in [3, §8]
with non-zero determinant (and this is realised by a projective structure in accordance with
Lemma 2.1). It remains only to check that (1.3) gives a formula for T but this is easily
accomplished with the aid of computer algebra. 
Since V aba = 0, it follows that Ξ
abc
bc = 0 whence the endomorphismXaΞ
abc
de is traceless
for any Xa. If we set ΞX
bc
de ≡ XaΞ
abc
de, the Cayley–Hamilton Theorem for traceless 6× 6
matrices now implies that the vanishing of T abcdef is equivalent to the vanishing of
24Tr(ΞX
6)− 18Tr(ΞX
4)Tr(ΞX
2)− 8 (Tr(ΞX
3))2 + 3 (Tr(ΞX
2))3,
which is a little easier to compute. Some further consequences of the vanishing of T abcdef
have been analysed in [5, 22]. Whilst a detailed analysis of the aforementioned prolonged
system (as, for example, presented in [8, Theorem 3.1]) will surely lead to more obstructions,
we do not pursue this here but, in the following section, opt for an alternative and more
elementary approach. It leads to a plethora of invariant obstructions whose relation to the
metrisability equation and its prolongation remains mysterious.
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2.2. An elementary construction of obstructions. In three dimensions, the curvature
of a metric connection is entirely captured by the Ricci curvature. Specifically,
Rab
c
d = δa
cRbd − δb
cRad − gadRb
c + gbdRa
c − 12R(δa
cgbd − δb
cgad). (2.21)
A metric connection is special and from (2.7) we see firstly that Pab =
1
2Rab and hence that
Wab
c
d = Rab
c
d − δa
cPbd + δb
cPad = Rab
c
d −
1
2δa
cRbd +
1
2δb
cRad.
From (2.21) we deduce that for a metric connection in three dimensions,
Wab
c
d =
1
2δa
cRbd −
1
2δb
cRad − gadRb
c + gbdRa
c − 12Rδa
cgbd +
1
2Rδb
cgad.
Therefore from its definition (1.1), we find that
V abc = ǫ
deaWde
b
c = ǫ
beaRec − 2ǫc
eaRe
b + ǫc
baR (2.22)
Lemma 2.5. For a metric connection V abc = 2R
d(aǫb)dc.
Proof. Though it might not appear so, the right hand of (2.22) is symmetric in ab as may
be verified by computing
ǫdab(ǫ
beaRec − 2ǫc
eaRe
b + ǫc
baR) = 2δd
eRec − 2(gbcδd
e − gdcδb
e)Re
b − 2gdcR = 0.
Symmetrising term-by-term in (2.22) gives the required formula. 
At first glance, it may seem that Lemma 2.5 cannot be useful in restricting the possible
Weyl curvature of a metrisable projective structure because the metric is already involved
in the formula for V abc especially via the tensor ǫ
b
dc. It turns out, however, that there
are non-trivial projective covariants that necessarily vanish for V abc of this special form
no matter what metric and no matter what symmetric form Rda are chosen. The simplest
example is Qab
c = ǫpq(aV
pr
b)V
qc
r from Theorem 1.3.
Proof of Theorem 1.3. Firstly, let us establish that Qab
c does not always vanish. A general
method that is almost instantly effective with a computer is simply to compute all the
coefficients of Qab
c as polynomials in, for example, the 15 variables
V 112, V
11
3, V
21
1, V
21
2, V
21
3, V
22
1, V
22
3, V
31
1,
V 312, V
31
3, V
32
1, V
32
2, V
32
3, V
33
1, V
33
2,
(2.23)
acting as coo¨rdinates on the space
{V abc ∈ R
3 ⊗ R3 ⊗ (R3)∗ | V abc = V
(ab)
c, V
ab
a = 0},
any element of which can arise via (1.1) from the projective Weyl curvature of a suitable
torsion-free connection in accordance with Lemma 2.1. Also, in this calculation, since there
is only one totally skew 3-tensor up to scale, we may as well take
ǫ123 = ǫ231 = ǫ312 = 1 and ǫ213 = ǫ132 = ǫ321 = −1.
In this case, there is no real need for a computer to obtain, for example,
Q33
3 = V 113V
32
1 − V
31
1V
21
3 − V
31
2V
22
3 + V
21
3V
32
2
and we are done. In fact, for low order invariants such as Qab
c, glancing ahead to our
more systematic investigation starting with Proposition 2.7, non-vanishing can also be seen
without calculation as follows. The decomposition (2.24) proves the existence of a non-zero
covariant Qab
c = Q(ab)
c and the only remaining issue is to find a formula for it. According
to Weyl’s first fundamental theorem of invariant theory [27] we are obliged to contract two
copies of V abc with (by counting the number of covariant and contravariant indices) one
copy of ǫabc and then take linear combinations. Bearing in mind the symmetries of V
ab
c, up
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to scale the only possibility for Qab
c is (1.5). This is especially clear using wiring diagrams
as in [24]:
we know = 0 and
✝✆
✄  
= 0 therefore Qab
c = .
Now, we must show that Qab
c vanishes in the metrisable case. Well, if V abc has the form
given in Lemma 2.5, then we compute
ǫpqaV
pr
bV
qc
r = ǫpqa(R
dpǫrdb +R
drǫpdb)(R
eqǫcer +R
ecǫqer)
= ǫpqaǫ
r
dbǫ
c
erR
dpReq + ǫpqaǫ
r
dbǫ
q
erR
dpRec
+ ǫpqaǫ
p
dbǫ
c
erR
drReq + ǫpqaǫ
p
dbǫ
q
erR
drRec
= ǫpqa(δd
cgbe − δb
cgde)R
dpReq + ǫpqa(δd
qgbe − δb
qgde)R
dpRec
+ (gqdgab − gadgqb)ǫ
c
erR
drReq + (gqdgab − gadgqb)ǫ
q
erR
drRec
= ǫpqaR
cpRb
q − ǫpqaδb
cRdpRd
q + ǫpqaR
qpRb
c − ǫpbaR
dpRd
c
+ gabǫ
c
erRq
rReq − ǫcerRa
rReb + gabǫderR
drRec − ǫberRa
rRec
= ǫpqaR
cpRb
q − ǫpbaR
dpRd
c − ǫcerRa
rReb − ǫberRa
rRec
= ǫpqaR
cpRb
q + ǫabpR
dpRd
c + ǫcreRa
rRb
e − ǫbpqRa
qRcp,
which is evidently skew in ab, as required. 
Alternatively, we may compute in a preferred basis, the projective invariance ensuring
that it does not matter what basis is chosen. In the Riemannian setting, for example, we
may chose an orthonormal basis so that gab is represented by the identity matrix and in
addition choose ǫabc to be the associated volume form. We may also diagonalise R
ab and,
optionally, remove its trace since gab does not contribute to V abc = 2R
d(aǫb)dc. We leave the
resulting verification to the reader. It is also straightforward to instruct a computer to work
with these normalisations and this is our preferred method for analysing more complicated
projective invariants. Finally, it is sufficient to work in the Riemannian setting:
Proposition 2.6. Working at a point (so that the following statement is purely algebraic)
suppose a projective covariant constructed from V abc vanishes for all tensors of the form
V abc = 2R
d(agb)eǫedc constructed from a fixed positive definite symmetric form g
ab, an
associated volume form ǫabc, and an arbitrary trace-free symmetric form R
ab. Then the
same covariant also vanishes for any non-degenerate gab.
Proof. Clear by complexification. 
In particular, when instructing a computer, it is sufficient to assume that gab and Rab
are simultaneously diagonalised: even though this might not be possible to arrange in the
Lorentzian setting for example, as a statement of pure algebra it is densely true and this
is good enough. In any case, we shall henceforth suppose that all metrics we encounter are
positive definite.
Lemma 2.5 has a representation-theoretic interpretation as follows. Recall that on a
3-dimensional projective manifold, the tensor V abc is a section of × • •
−4 1 2 . This is an
irreducible bundle but in the presence of a metric it decomposes according to the branching
of the corresponding representation under
GL+(3,R) ⊃ SO(3).
Specifically,
× • •
−4 1 2 = •
6 ⊕ •
4 ⊕ •
2
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where •
2k =
⊙k
◦
TM and ◦ denotes the trace-free tensors (and •
1 , •
3 , . . . denote spin bundles
that need not concern us here). By Schur’s Lemma, the homomorphisms •
4 →× • •
−4 1 2 are
unique up to scale so the embedding •
4 →֒ × • •
−4 1 2 may as well be realised concretely by
Lemma 2.5. The other embeddings may as well be realised as
Γ(M,
⊙3
◦
TM) ∋ P abc 7→ P abc and Γ(M,TM) ∋ L
a 7→ L(aδb)c − 2g
abLc.
In order to construct potential obstructions by this approach, it is necessary firstly to
construct projective covariants from the tensor V abc. It is straightforward to compute the
locations and dimensions of such covariants. Quadratic covariants, for example, are limited
by the following result.
Proposition 2.7. Up to scale, there are exactly 5 distinct quadratic covariants that may
be constructed from V abc, only one of which vanishes in the metrisable case.
Proof. The usual theory of highest weights [11] allows us to decompose
⊙2(× • •−4 1 2 ) into
its irreducible subbundles and this is easily implemented with a computer. For example, the
program LiE [18] decomposes the symmetric tensor power of any irreducible representation
of any simple algebra. In our case
sym_tensor(2,[1,2],A2)
returns
1X[0,2] +1X[1,3] +1X[2,1] +1X[2,4] +1X[4,0],
which implies that⊙2(× • •−4 1 2 ) = × • •−6 0 2 ⊕× • •−7 1 3 ⊕× • •−7 2 1 ⊕× • •−8 2 4 ⊕× • •−8 4 0 , (2.24)
the numbers over the crossed nodes being controlled by the degree (2.9). This decomposition
is exactly what we need to determine the location and multiplicity of quadratic covariants
constructed from V abc. The abstract theory does not give formulæ but, according to Weyl’s
first fundamental theorem of invariant theory [27], any such covariant can be expressed as
a linear combination of contractions of V abc itself with an appropriate multiplicity (in this
case 2), together with the tautological form ǫabc or its inverse ǫ
abc. In our case, we find
Aab = V apqV
bq
p = V
p(a
qV
b)q
p ∈ Γ(× • •
−6 0 2 ),
Nabcd = 5V
(ab
pV
c)p
d − 2A
(abδd
c) ∈ Γ(× • •
−7 1 3 ),
Qab
c = ǫpq(aV
pr
b)V
qc
r ∈ Γ(× • •
−6 2 1 ),
Y abcdef = 105V
(ab
(eV
cd)
f) − 12N
(abc
(eδ
d)
f) − 14A
(abδ(e
cδf)
d) ∈ Γ(× • •
−8 2 4 ),
Zabcd = ǫpr(aV
pq
bV
rs
cǫd)qs ∈ Γ(× • •
−8 4 0 ),
these formulæ being obtained by trial and error subject to the requirements only that the
result be a non-vanishing tensor enjoying the specified symmetries (for then the formula is
guaranteed by Schur’s Lemma). It is then a matter of computation (best carried out with
a computer) to check that only the invariant Qab
c vanishes when V abc = 2R
d(aǫb)dc. 
Unfortunately, we only know how to prove Proposition 2.7 by direct calculation. One
might hope to prove it by looking at branching under SO(3) ⊂ SL+(3,R) more carefully.
LiE easily provides the branching. For example,
branch([2,4],A1,[[2],[2]],A2)
returns
1X[0] +2X[4] +1X[6] +2X[8] +1X[10] +1X[12],
which implies that
× • •
−8 2 4 = •
0 ⊕ •
4 ⊕ •
4 ⊕ •
6 ⊕ •
8 ⊕ •
8 ⊕ •
10⊕ •
12.
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Similarly,
× • •
−6 0 2 = •
0 ⊕ •
4
× • •
−7 1 3 = •
2 ⊕ •
4 ⊕ •
6 ⊕ •
8
× • •
−6 2 1 = •
2 ⊕ •
4 ⊕ •
6
× • •
−4 4 0 = •
0 ⊕ •
4 ⊕ •
8
whereas invariants arising from V abc = 2R
d(aǫb)dc must lie in⊙2(•4 ) = •0 ⊕ •4 ⊕ •8 .
At this point, however, a comparison leads nowhere.
Whilst we have no theoretical justification for why we might expect obstructions created
in this way, the method of proof given above allows a systematic though computationally
intensive method of finding many more as the following proofs show.
Proof of Theorem 1.4. In fact, noticing that
S = ǫabcV
ap
qV
bq
rV
cr
p = V
ap
qǫabcV
cr
pV
bq
r = −V
ab
cQab
c,
its vanishing in the metrisable case is immediate corollary of Theorem 1.3. A systematic
approach to finding S, however, is to consider the decomposition
⊙3(× • •−4 1 2 ) = × • •−8 0 0 ⊕× • •−9 0 3 ⊕× • •−9 0 3 ⊕× • •−10 0 6 ⊕× • •−9 1 1
⊕× • •
−10 1 4 ⊕× • •
−10 1 4 ⊕× • •
−10 2 2 ⊕× • •
−10 2 2 ⊕× • •
−11 2 5
⊕× • •
−10 3 0 ⊕× • •
−10 3 0 ⊕× • •
−11 3 3 ⊕× • •
−11 3 3 ⊕× • •
−12 3 6
⊕× • •
−11 4 1 ⊕× • •
−12 5 2 ,
(2.25)
immediately obtained from LiE, write each of them as a linear combination of contractions,
and then test each of these potential obstructions by substituting V abc = 2R
d(aǫb)dc. This
quickly leads to S as stated in Theorem 1.4. Finally, the veracity of our claimed formula for
S may be instantly tested (with a computer) by simply calculating the result in our preferred
variables (2.23), obtaining S = 6(V 211)
2V 312 + 3V
31
1V
21
1V
31
3 + · · · , and observing that
it is non-zero. 
This reasoning leads to many other cubic covariants. One immediate difference to the
decomposition (2.24), however, is that some subbundles occur with multiplicity. That
× • •
−9 0 3
occurs with multiplicity 2, for example, leads to the covariants
Babc =
⊙
(V apqV
bq
rV
cr
p) and C
abc =
⊙
(V abpV
pq
rV
cr
q)
as stated in Theorem 1.1. Regarding the first conclusion of Theorem 1.2, it remains to
check, by direct calculation, that Babc and Cabc are linearly independent in general but that
Cabc = 2Babc when V abc is of the form 2R
d(aǫb)dc. In fact, the obstruction C
abc − 2Babc
also arises from Qab
c. Specifically,
2ǫpqaQpr
bV crq = 2ǫ
pqaǫde(pV
ds
r)V
eb
sV
cr
q
= ǫpqaǫdepV
ds
rV
eb
sV
cr
q + ǫ
pqaǫderV
ds
pV
eb
sV
cr
q
= (δd
qδe
a − δd
aδe
q)V dsrV
eb
sV
cr
q + ǫ
pqaǫderV
ds
pV
eb
sV
cr
q
= V qsrV
ab
sV
cr
q − V
as
rV
qb
sV
cr
q + (δd
pδe
qδr
a + · · · )V dspV
eb
sV
cr
q
= 2V abpV
pq
rV
cr
q − V
ac
pV
pq
rV
br
q − 2V
ap
qV
cq
rV
br
p
and so
2ǫpq(aQpr
bV c)rq = C
abc − 2Babc.
Proof of Theorem 1.2. We have just shown that Cabc− 2Babc = 0 in the metric case, either
by direct computation or as a consequence of the vanishing of the quadratic covariant Qab
c
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from Theorem 1.3. Generally, it is non-zero. The remaining claims in Theorem 1.2 may be
straightforwardly checked by direct computation (with a computer). 
It is unclear whether all obstructions in Theorem 1.2 may be written in terms of Qab
c.
More generally, it is straightforward to generate many more invariant obstructions all of
which may yet arise from the basic obstruction Qab
c. We leave this question for a future
investigation and content ourselves with the following complete determination of the sextic
obstructions taking values in × • •
−18 0 6 (as does T abcddef from Theorem 1.1).
Theorem 2.8. There is an 11-dimensional space of covariants of V abc of degree 6 taking
values in × • •
−18 0 0 , an 8-dimensional subspace of which vanishes in the metrisable case.
Proof. The first statement is that × • •
−18 0 6 occurs with multiplicity 11 in
⊙6(× • •−4 1 2 )
and, since deg( × • •
−18 0 6 ) = 12 = 6× deg(× • •
−4 1 2 ) from (2.9), it suffices to check that the
multiplicity of • •
0 6 in
⊙6(• •1 2 ) is 11. The LiE [18] command
sym_tensor(6,[1,2],A2)|[0,6]
confirms this (in less than one hundredth of a second). Finding a basis for this space is
then a matter of trial and error. For this purpose, rather than using indices, it is easier to
write covariants using wiring diagrams as was done in the 19th century [7] (see also [24]).
Thus, the covariants Aab, Babc, and Cabc from Theorem 1.1 are written as
Aab =
✄  
✂ ✁
Babc =
✄  
✂ ✁
Cabc =
✄  
✂ ✁
Recall from (2.25) that × • •
−9 0 3 occurs with multiplicity 2 in
⊙3(× • •−4 1 2 ) that Babc and
Cabc span the covariants of this type. At quartic level,
sym_tensor(4,[1,2],A2)|[0,4]
returns 4 and we already have A(abAcd) so we are looking for 3 more linearly independent
covariants. The following suffice.
Dabcd =
✄  
✂ ✁
Eabcd =
✄  
✂ ✁
F abcd =
✄  
✂ ✁
Note that one might na¨ıvely also expect to encounter the covariant
✄  
✂ ✁
and in higher dimensions this would, indeed, be an independent covariant. In 3 dimensions,
however, it turns out that this is 12A
(abAcd). In principle, such relations are covered by
Weyl’s second fundamental theorem of invariant theory [27], which says that they all arise
by ‘skewing over too many indices,’ in this case 4 (the Cayley-Hamilton Theorem being a
familiar example of such dimension-dependent relations). In practise, however, it is best to
write down all potential covariants and allow a computer to sort out the relations.
For completeness, we now move on to quintic invariants. Since
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sym_tensor(5,[1,2],A2)|[0,5]
returns 5 we need 3 more invariants to complement A(abBcde) and A(abCcde). It turns out
that
Gabcde =
✄  
✂ ✁
Habcde =
✄  
✂ ✁
✄ ✁
Iabcde =
✄  
✂ ✁
✄ ✁
will suffice (amongst the 7 possible quintic wiring diagrams beyondA(abBcde) and A(abCcde)).
Finally we come to identify the sextic invariants and already we have
A(abAcdAef), B(abcBdef), C(abcCdef),
B(abcCdef), A(abDcdef), A(abEcdef), A(abF cdef).
It remains to find 4 more and it turns out that
Jabcde =
✄  
✂ ✁
✄ ✁
✄ ✁
Kabcde =
✄  
✂ ✁
✄ ✁
Labcde =
✄  
✂ ✁
✄ ✁
✄ ✁
Mabcde =
✄  
✂ ✁
✄ ✁
will suffice. It is then a matter of computation (with a computer) to check that, in addition
to the 5 obstructions listed in Theorem 1.2, there are two more, namely
Eabcd − F abcd and Jabcdef −Mabcdef ,
but that there are no more relations amongst A,B,C,D,E, F, J,K,L. Therefore, amongst
the 11-dimensional space of covariants of degree 6, the subspace comprising those that
vanish in the metrisable case is 8-dimensional and is spanned by
J −M, J − 2L, 3J − 2C ⊙ C, J − 4K + 4A⊙D,
A⊙ E −A⊙ F, A⊙ F − 2A⊙D, B ⊙ C − 2B ⊙B, C ⊙ C − 2B ⊙ C,
for example. 
2.3. Egorov’s projective structure. A projective symmetry is a vector field whose local
flow maps unparametrised geodesics to unparametrised geodesics. Such symmetries form
a Lie algebra g under Lie bracket and, for connected 3-dimensional projective structures,
we have dim g ≤ 15 with equality if and only if g = sl(4,R) in which case the structure is
projectively flat, equivalently V abc ≡ 0.
The submaximal dimension for simply-connected 3-dimensional projective structures is 8.
The corresponding projective structure was given by Egorov [9] and can be represented in
local coo¨rdinates (x1, x2, x3) as
∇2X
1 = ∂2X
1 + x2X3, ∇3X
1 = ∂3X
1 + x2X2, else ∇aX
c = ∂aX
c, (2.26)
where ∂a ≡ ∂/∂x
a. For this connection, the only non-zero components of curvature are
R23
1
2 = −1 R32
1
2 = 1
so Rab
c
d is already trace-free. Therefore Wab
c
d = Rab
c
d. Hence
V 112 = −2 with all other components zero. (2.27)
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Immediately (2.19) implies σ12 = σ22 = σ23 = 0 and then we can solve (2.14) explicitly:
σab =

 A−B(x
2)2 + C(x2)4 0 B − 2C(x2)2
0 0 0
B − 2C(x2)2 0 4C

 (2.28)
for arbitrary constants A,B,C. Since all solutions are degenerate, we have shown:
Proposition 2.9. The Egorov projective structure is not metrisable.
Another Proof. As soon as the dimension of the solution space to (2.14) reaches 3, the
projective structure cannot be metrisable unless it is projectively flat (it is easy to check
that (2.28) solves (2.14) and that the projective Weyl curvature is non-vanishing without
knowing that (2.28) is the general solution). In general, the degree of mobility of a metric
is the dimension of the solution space of (2.14) for the associated projective structure and
in 3 dimensions it can only be 1, 2, or 10 (as shown in [16] in the Riemannian case and [14]
in the Lorentzian case (see [15, 25] in the Riemannian setting and [10] in the Lorentzian
setting for a detailed analysis concerning possible values of the degree of mobility in all
dimensions (in [10], a detailed analysis is conducted under the assumption that there are at
least two metrics in the projective class whose corresponding Levi-Civita connections are
different but if this is not the case, then this is a sufficient imposition on the projective Weyl
curvature that it must vanish))). Alternatively, Kruglikov and Matveev [17] consider the
dimension of the space of local projective symmetries to conclude that the Egorov structure
is not metrisable. Specifically, in 3 dimensions they show that the dimension of this space
is bounded by 5 if there is a Riemannian metric inducing the projective structure and 6
if there is a Lorentzian metric inducing the projective structure (whereas, as noted above,
the local projective symmetries are 8-dimensional for the Egorov structure). 
Yet Another Proof. We consider the projective Weyl curvature of the Egorov structure
in comparison with Lemma 2.5. To make the comparison, let us use the metric to lower
indices:
Vabc = 2R
d
(aǫb)dc, which implies that V(abc) = 0. (2.29)
As a consequence of (2.27), however, V abc is simple, i.e. there are non-zero X
a and Ya such
that V abc = X
aXbYc. Therefore we have V(abc) = X(aXbYc) 6= 0, in conflict with (2.29). 
Thus, we have yet another proof, this one just from the Weyl curvature, that the Egorov
projective structure is not metrisable. On the other hand, for V abc as in (2.27), projecting
V ⊙ V ⊙ · · · ⊙ V into any component of
⊙d(× • •−4 1 2 ) = × • •−4d d 2d⊕ · · ·
other than the first evidently gives zero. Thus, we see that the Weyl curvature is sufficiently
special that the structure cannot be metrisable but that this situation cannot be detected
by the vanishing of any projective covariant.
Finally, we remark that, although the Weyl tensor V abc for the Egorov structure does
not have the form required by Lemma 2.5, it can still be written as
V abc = 2R
d(agb)eǫedc, where R
ab =

 0 0 10 0 0
1 0 0

 and gab =

 1 0 00 0 0
0 0 0

 ,
which is of the required form save for gab being degenerate.
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2.4. Newtonian projective structures. In this section we construct some more non-
metrisable projective structures notwithstanding that, again, all our obstructions vanish.
Indeed, any obstruction that depends continuously on the projective structure will vanish
for these Newtonian projective structures because they are created as limits of metrisable
structures as follows. In local coo¨rdinates (x1, x2, x3), consider the metric
ǫ
(
(dx1)2 + (dx2)2
)
+ exp(ǫf(x1, x2))(dx3)2
where ǫ 6= 0 is constant and f(x1, x2) is an arbitrary smooth function. The corresponding
projective structures are metrisable by definition but if we let ǫ → 0, then these metric
connections have a perfectly good limit, namely
∇3X
1 = ∂3X
1 − 12(∂1f)X
3, ∇3X
2 = ∂3X
2 − 12(∂2f)X
3, else ∇aX
c = ∂aX
c, (2.30)
(whose geodesic equations are Newton’s equations for a particle in the (x1, x2)-plane moving
under the influence of the potential f(x1, x2) with x3 = ‘time’) whereas
Proposition 2.10. Unless projectively flat, the Newtonian projective structures (2.30) are
not metrisable.
Proof. Firstly, we compute the curvature of (2.30)
R13
1
3 = −
1
2(∂1)
2f R13
2
3 = −
1
2∂1∂2f R23
1
3 = −
1
2∂1∂2f R23
2
3 = −
1
2(∂2)
2f
R31
1
3 =
1
2(∂1)
2f R31
2
3 =
1
2∂1∂2f R32
1
3 =
1
2∂1∂2f R32
2
3 =
1
2(∂2)
2f
to discover that P33 = −
1
4
(
(∂1)
2 + (∂2)
2
)
f with all other components zero and hence that
V abc = ǫ
deaWde
b
c = ǫ
deaRde
b
c − 2ǫ
beaPec
is given by
V ab3 =

 −∂1∂2f
1
2
(
(∂1)
2 − (∂2)
2
)
f 0
1
2
(
(∂1)
2 − (∂2)
2
)
f ∂1∂2f 0
0 0 0

 (2.31)
with all other components zero. If f(x1, x2) = αx1 + βx2 + γ, then V abc vanishes and the
structure is projectively flat. Otherwise the constraint (2.19) implies that σc3 = 0 for all c.
Already, all solutions to (2.14) are degenerate so the structure is not metrisable. In fact,
one can go on to check that
σab =

 A B 0B C 0
0 0 0


is the general solution of (2.14) for arbitrary constants A,B,C. As for the Egorov example,
this 3-dimensional space of solutions also precludes metrisability. 
Yet Another Proof. As for the Egorov example, the form of the projective Weyl curvature
(2.31) conflicts with Lemma 2.5 to provide yet another proof. This time V abc has the form
XabYc for non-zero X
ab and Ya (with X
ab symmetric but never simple). Lowering the
indices with the purported metric gives V(abc) = X(abYc) 6= 0, contrary to (2.29). 
Finally, we remark that, although the Weyl tensor V abc for the Newtonian structure does
not have the form required by Lemma 2.5, it can still be written as
V abc = 2R
d(agb)eǫedc, where R
ab = −
1
2

 ∂1∂1f ∂1∂2f 0∂2∂1f ∂2∂2f 0
0 0 0

 and gab =

 1 0 00 1 0
0 0 0

 ,
which is of the required form save for gab being degenerate.
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2.5. A Weyl metrisable but not metrisable projective structure. Recall that a
Weyl structure on M consists of a conformal structure [g] together with a torsion-free
connection D that is compatible with the conformal structure in a sense that
Dg = ω ⊗ g
for g ∈ [g] and some 1-form ω, this compatibility condition being invariant under the
transformation
g 7→ gˆ ≡ Θ2g, ω 7→ ω + 2d(lnΘ), (2.32)
where Θ is a non-zero function on M . For any metric g in the conformal class, the 1-form
ω determines the connection D.
Consider a Lorentizian Weyl structure on the three-dimensional Heisenberg group [23]
g = (dx1)2 − (dx2)2 + (dx3 − x1dx2)2, ω = 2(dx3 − x1dx2).
This Weyl structure is Einstein–Weyl: the symmetrised Ricci tensor of D is proportional
to g. Let [D] be the projective structure defined by D.
We find that the obstruction Qab
c from Theorem 1.3 does not vanish. For example,
Q22
1 = x1. The determinant T from Theorem 1.1 also does not vanish. A convenient way
to present T is to regard it as a ternary sextic. Setting Xa = (X,Y,Z) we find
XaXbXcXdXeXfT
abcdef = Z2(X + Y + Zx1)2(X − Y − Zx1)2
up to a non-zero multiplicative constant.
From either of these obstructions, we therefore conclude that the projective structure [D]
is not metrisable. It is nevertheless Weyl metrisable by construction. In dimension two all
projective structures are locally Weyl metrisable [20]. We expect this not to be the case in
dimension three, where, up to diffeomorphism, a general real-analytic projective structure
depends on 12 arbitrary functions of 3 variables, but a Weyl structure only depends on
5 such functions. Characterising projective connections that are Weyl metrisable is an
interesting open problem, which we do not pursue here. In general, we also do not know
which Weyl metrisable structures are genuinely metrisable. If the Einstein–Weyl equations
hold, however, then we have a satisfactory answer as follows.
2.6. Einstein-Weyl projective structures. Consider a 3-dimensional Weyl structure
(D, [g]) as outlined at the beginning of the previous section. In general, the Ricci tensor of
D contains both symmetric and skew parts, the latter being proportional to ∇[aωb]. The
2-form Fab ≡ ∇[aωb] is an invariant of the Weyl structure, often called the Faraday form.
The Weyl structure is called Einstein–Weyl if
Φab = 0, (2.33)
where Φab is the symmetrised trace-free part of the Ricci tensor of D (noting that removing
the trace of a symmetric tensor depends only on the conformal class [g]).
Theorem 2.11. Let (D, [g]) be an Einstein–Weyl structure in dimension 3, and let [D]
be the projective structure defined by D. Then [D] is metrisable if and only if its Faraday
form Fab vanishes.
Proof. Let V abc be as usual (1.1). A straightforward but cumbersome calculation yields
V abc = 2Φ
d(aǫb)dc −
1
2δc
(af b) + gabfc,
where fa is the vector field defined by
Fab = ǫabcf
c,
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and indices are lowered and raised by any representative metric gab from the conformal
class and its inverse gab. An even more cumbersome calculation gives
Qab
c = Φabf
c + 2Φc(afb) − 2δ
c
(aΦ
d
b)fd + 2gabΦ
cdfd + f(aǫb)d
cfd,
where Qab
c is our usual quadratic obstruction (1.5) to metrisability. If the Einstein–Weyl
equations (2.33) hold then Qab
c vanishes if and only if fa = 0, which happens if and only if
ω is locally a gradient. But in this case the Weyl connection is the Levi-Civita connection
of a conformally rescaled metric gˆ, so it is metrisable (as it is metric). 
In fact, if the Faraday form vanishes, and locally we choose a metric connection in the
projective class according to (2.32), then the Einstein–Weyl equations (2.33) revert to the
Einstein equations. Since we are in 3 dimensions, the Einstein equations imply that the
metric is constant curvature. Therefore, the only metrisable Einstein–Weyl structures in 3
dimensions are projectively flat.
3. Path geometries and systems of ODEs
A convenient way to exhibit examples of projective structures on Uopen ⊆ R3 is to use an
equivalent definition of a path geometry in 3 dimensions as an equivalence class of systems
of two second order ordinary differential equations [6]
y′′ = F (x, y, z, y′, z′), z′′ = G(x, y, z, y′, z′), (3.34)
where two systems are regarded as equivalent if they can be mapped into each other by a
change of dependent and independent variables (x, y, z) 7→ (x(x, y, z), y(x, y, z), z(x, y, z)).
An integral curve of (3.34) is, for sufficiently regular functions F,G, specified uniquely by
a point and a direction in U .
It is relatively straightforward to characterise 2nd order systems (3.34) that give rise to
projective path geometries [5, 12]: set yi = (y, z), pi = (y′, z′) and F i = (F,G), where the
indices i, j, k, . . . take values 2, 3. The necessary and sufficient conditions for the integral
curves of (3.34) to be unparametrised geodesics of a torsion-free connection on TU are [12]
Si(jkl) = 0, where S
i
jkl =
∂3F i
∂pj∂pk∂pl
−
3
4
∂3Fm
∂pm∂pj∂pk
δl
i. (3.35)
To establish this result it is enough to consider the geodesic equations for a given ∇, and
eliminate the affine parameter s between the three equations
d2xa
ds2
+ Γbc
a dx
b
ds
dxc
ds
= 0,
where xa = (x, y, z). This yields (3.34), with
F i = Ajkp
ipjpk +Bijkp
jpk + Cijp
j +Di, (3.36)
where
Aij = Γij
1, Bijk = 2Γ1(j
1δk)
i − Γjk
i, Cij = Γ11
1δj
i − 2Γ1j
i, Di = −Γ11
i.
Note that the expressions for A,B,C,D are invariant under (2.6). Conversely, imposing
(3.35) on system (3.34) yields (3.36) as in [5]. For example the Egorov projective structure
(2.26) corresponds to a system
y′′ = 2y(y′)2z′, z′′ = 2yy′(z′)2.
Expressing any of the projective invariants in this article, such as (1.4), in terms of F , G,
and their derivatives gives point invariants of system (3.34).
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