On a class of difference equations of monotone type  by Apreutesei, N.C.
J. Math. Anal. Appl. 288 (2003) 833–851
www.elsevier.com/locate/jmaa
On a class of difference equations of monotone type
N.C. Apreutesei
Department of Mathematics, Technical University “Gh. Asachi” of Iasi, 11, Bd. Copou, 6600, Iasi, Romania
Received 22 January 2003
Submitted by R.P. Agarwal
Abstract
Of concern is the existence and uniqueness of the solution to a class of abstract second-order dif-
ference equations. They are the discrete version of some evolution equations which are intensely
studied. Some asymptotic behavior results are established. The periodic solutions are also investi-
gated. We use the theory of the maximal monotone operators in Hilbert spaces. An application to a
partial differential equation is given.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Let H be a real Hilbert space endowed with the scalar product (. , .) and the correspond-
ing norm ‖.‖, A a maximal monotone multivalued operator acting in H , D(A) its domain
and a ∈ H a given element. Consider the sequences ci > 0, θi > 0 and fi ∈ H , where
i ∈N, i  1.
The main purpose of this paper is to prove existence theorems for the difference inclu-
sion {
ui+1 − (1+ θi)ui + θiui−1 ∈ ciAui + fi, i  1,
u0 = a, supi1 ‖ui‖<∞. (1.1)
This equation is of interest because it is the discrete version of the evolution equation
p(t)u′′ + r(t)u′ ∈Au+ f (t), (1.2)
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and r ≡ 0 on [0,∞), this equation was studied by Barbu (see [10,11]) and by Bruck [15],
with the boundary conditions
u(0)= a, sup{‖u(t)‖, t  0}<∞, (1.3)
and by Brézis [14] with the boundary conditions
u′(0) ∈ α(u(0)− a), sup{‖u(t)‖, t  0}<∞, (1.4)
where α is a subdifferential mapping in H.
For f ≡ 0, the solutions of these problems define some nonlinear semigroups S1/2(t),
the generator of which has some important properties [12, p. 329]. Problem (1.2)–(1.3)
with p ≡ 1 and r ≡ 0 was also investigated in Banach spaces in the papers [18,19].
In the general case, Eq. (1.2) with different boundary conditions is the subject of [1,2,
6–8,22,23].
Difference equations in abstract spaces as well as inclusions have been studied recently
in [3–5] also.
A discretization of (1.2) is
pi(ui+1 − 2ui + ui−1)+ ri(ui+1 − ui) ∈ kiAui + gi, i  1.
Dividing by pi + ri and denoting
θi = pi/(pi + ri ), ci = ki/(pi + ri ), fi = gi/(pi + ri ),
one obtains the equation from (1.1). For fi ≡ 0, problem (1.1) was analyzed in [16,17] for
θi ≡ 1 and in [9] for θi  1, θi nonincreasing. In Banach spaces, it was studied in [19–21]
for θi ≡ 1 and fi ≡ 0. An application of such type of equations in monetary models can be
found in [13].
Section 2 is devoted to some auxiliary results, namely we study the existence for the
finite difference scheme{
uNi+1 − (1+ θi)uNi + θiuNi−1 ∈ ciAuNi + fi, 1 i N,
uN0 = a, uNN+1 = b,
(1.5)
where θi > 0, 1 i N. Thus, for θi  1 we generalize Theorem 2.1 from [9], where θi
was supposed to be in addition nonincreasing. The method we use is one of monotonicity
and it is new for difference equations.
In Section 3 we present some existence theorems for problem (1.1), separately for 0 <
θi < 1, ∀i  1 and for θi  1, ∀i  1. If fi is not identically zero, problem (1.1) has not
always a solution. Though we show that, if problem (1.1) has a solution for a given initial
condition u0 = a ∈H , then it has a unique solution for every initial condition u0 = a. For
fi ≡ 0, we get the existence and the uniqueness of the solution in both cases.
Some asymptotic behavior results for the solution of (1.1) are given in Section 4. We
use here the following lemma (see [16]) as the main tool.
Lemma 1.1. Let Q⊆ H be a nonempty set and (xn) ⊂H a sequence which satisfies the
following conditions:
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lim
n→∞‖xn − y‖ = g(y);
(b) the weak limit of each weak convergent subsequence of (xn) is in Q.
Then, there is an element x ∈Q such that xn ⇀ x (weakly) in H.
Section 5 is concerned with the periodic solutions of (1.1) under the assumption that
θi, ci, fi are periodic sequences. For θi ≡ 1, the periodic solutions in Banach spaces were
studied in [20].
In the last section we give an example.
2. An auxiliary result
This section deals with the existence of the solution for the finite difference scheme
(1.5), where a, b ∈ H are given, θi, ci > 0, fi ∈ H are finite sequences and A :D(A) ⊆
H → H is a maximal monotone operator in H. Let → and ⇀ be the strongly and the
weakly convergence in any space we use. Denote by Jλ = (I+λA)−1 andAλ = (I−Jλ)/λ
the resolvent and the Yosida approximation of A, respectively.
Consider the auxiliary sequence (ai)i1 given by
a0 = 1, ai = 1
θ1θ2 . . . θi
, i  1, (2.1)
and denote by HNai the product space H
N endowed with the scalar product
〈
(ui)1iN, (vi)1iN
〉= N∑
i=1
ai(ui , vi), (2.2)
∀(ui)1iN, (vi)1iN ∈ HN. It is clear that HNai with this scalar product is a Hilbert
space and it is equivalent with HN algebraically and topologically. The reason for which
we have introduced the space HNai is that the operator
B
(
(ui)1iN
)= (−ui+1 + (1+ θi)ui − θiui−1)1iN, (2.3)
D(B)= {(ui)1iN ∈HN, u0 = a, uN+1 = b} (2.4)
is not monotone in HN. In HNai we have the following result.
Proposition 2.1. The operator B above is maximal monotone in HNai .
Proof. Observe that (2.3) can be written as
B
(
(ui)1iN
)=−( 1
ai
(ϕi+1 − ϕi)
)
1iN
, (2.5)
where ϕi = ai−1(ui − ui−1).
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have 〈
B
(
(ui)1iN
)−B((vi)1iN ), (ui − vi)1iN 〉
=−
N∑
i=1
(ϕi+1 − ϕi −ψi+1 +ψi,ui − vi)
=
N∑
i=1
ai‖ui+1 − ui − vi+1 + vi‖2 −
N∑
i=1
(ϕi −ψi,ui+1 − ui − vi+1 + vi)
−
N∑
i=1
(ϕi+1 − ϕi −ψi+1 +ψi,ui+1 − vi+1),
hence〈
B
(
(ui)1iN
)−B((vi)1iN ), (ui − vi)1iN 〉
=
N∑
i=1
ai‖ui+1 − ui − vi+1 + vi‖2
+
N∑
i=1
[
(ϕi −ψi,ui − vi)− (ϕi+1 −ψi+1, ui+1 − vi+1)
]
=
N∑
i=1
ai‖ui+1 − ui − vi+1 + vi‖2 + ‖u1 − v1‖2  0. (2.6)
This proves the monotonicity of B in HNai .
To deduce that B is maximal monotone, it is enough to show that for every sequence
(hi)1iN ∈HN , there is a sequence (ui)1iN ∈HN such that{
ui+1 − (2+ θi)ui + θiui−1 = hi, 1 i N,
u0 = a, uN+1 = b. (2.7)
We are looking for a solution of (2.7) under the form
ui = vi + αix + βiy, 1 i N, (2.8)
where x, y ∈H and vi, αi , βi are the solutions of the problems{
vi+1 − (2+ θi)vi + θivi−1 = hi, 1 i N,
v0 = 0, v1 = 0, (2.9){
αi+1 − (2+ θi)αi + θiαi−1 = 0, 1 i N,
α0 = 0, α1 = c > 0, (2.10)
and {
βi+1 − (2+ θi)βi + θiβi−1 = 0, 1 i N, (2.11)
βN+1 = 0, βN =−c,
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In order that the boundary conditions u0 = a, uN+1 = b are satisfied, we take x = (b −
vN+1)/αN+1 and y = a/β0. Thus problem (2.7) has a solution and consequently B is
maximal monotone in HNai . ✷
Now we are ready to state the existence result for problem (1.5).
Theorem 2.1. If A :D(A)⊆H →H is a maximal monotone operator in H such that 0 ∈
D(A) and ci > 0, θi > 0, fi ∈ H , 1 i N , are given sequences, then for all a, b ∈ H ,
the difference scheme (1.5) has a unique solution (ui)1iN ∈D(A)N .
Proof. The operator A((ui)1iN) = (c1v1, c2v2, . . . , cNvN ) with vi ∈ Aui , for 1 
i N , is maximal monotone in HN. Let Aλ be the Yosida approximation of A and Aλ be
given by
Aλ
(
(ui)1iN
)= (c1Aλu1, . . . , cNAλuN).
Since B is maximal monotone in HNai (see Proposition 2.1) and Aλ is maximal monotone
and everywhere defined, it follows that B + Aλ is also maximal monotone in HNai , so
R(ωI +B +Aλ)=HNai , ∀λ,ω > 0. Then, for the given sequence (fi)1iN ∈HNai , there
exists a sequence (uλωi )1iN ∈HN , such that{
uλωi+1 − (1+ θi)uλωi + θiuλωi−1 = ciAλuλωi +ωuλωi + fi, 1 i N,
uλω0 = a, uλωN+1 = b.
(2.12)
We show that uλωi is bounded with respect to λ and ω and then we pass to the limit
in (2.12), first as λ↘ 0 and then as ω↘ 0.
Multiplying (2.12) by aiuλωi and summing from i = 1 to i =N , one finds
N∑
i=1
ai
(
uλωi+1 − uλωi , uλωi
)− N∑
i=1
aiθi
(
uλωi − uλωi−1, uλωi
)
=
N∑
i=1
ciai
(
Aλu
λω
i , u
λω
i
)+ω N∑
i=1
ai
∥∥uλωi ∥∥2 +
N∑
i=1
ai
(
fi, u
λω
i
)
.
Without any loss of generality, we may suppose that 0 ∈A0. Otherwise, we take A˜ui =
Aui − A00 instead of A (where A0x is the element of minimum norm of Ax) and f˜i =
fi + ciA00 instead of fi . Since aiθi = ai−1, we deduce via the monotonicity of Aλ
ω
N∑
i=1
ai
∥∥uλωi ∥∥2 
N∑
i=1
[
ai
(
uλωi+1 − uλωi , uλωi
)− ai−1(uλωi − uλωi−1, uλωi−1)]
−
N∑
i=1
ai−1
∥∥uλωi − uλωi−1∥∥2 −
N∑
i=1
ai
(
fi, u
λω
i
)
,
therefore
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N∑
i=1
ai
∥∥uλωi ∥∥2 + aN∥∥uλωN ∥∥2 +
N∑
i=1
ai−1
∥∥uλωi − uλωi−1∥∥2  aN‖b‖∥∥uλωN ∥∥
+ ‖a‖∥∥uλω1 ∥∥+ ‖a‖2 +
(
N∑
i=1
ai‖fi‖2
)1/2( N∑
i=1
ai
∥∥uλωi ∥∥2
)1/2
. (2.13)
Observe that
∥∥uλωk ∥∥ 1√ak
(
N∑
i=1
ai
∥∥uλωi ∥∥2
)1/2
, 1 k N. (2.14)
Using (2.14) in (2.13), we can write
ω
N∑
i=1
ai
∥∥uλωi ∥∥2 +
N∑
i=1
ai−1
∥∥uλωi − uλωi−1∥∥2 K1
(
N∑
i=1
ai
∥∥uλωi ∥∥2
)1/2
+K2, (2.15)
where K1,K2 > 0 are constant with respect to λ and ω.
On the other hand,
∥∥uλωk ∥∥=
k∑
i=1
(∥∥uλωi ∥∥− ∥∥uλωi−1∥∥)+ ‖a‖
k∑
i=1
∥∥uλωi − uλωi−1∥∥+ ‖a‖,
so
ak
∥∥uλωk ∥∥2  2
(
k∑
i=1
ak
ai−1
)(
k∑
i=1
ai−1
∥∥uλωi − uλωi−1∥∥2
)
+ 2‖a‖2ak.
Summing from k = 1 to k =N , we arrive at
N∑
k=1
ak
∥∥uλωk ∥∥2 K3
(
N∑
i=1
ai−1
∥∥uλωi − uλωi−1∥∥2
)
+K4. (2.16)
Combining (2.16) with (2.15), one obtains
N∑
i=1
ai−1
∥∥uλωi − uλωi−1∥∥2 K5
(
N∑
i=1
ai−1
∥∥uλωi − uλωi−1∥∥2
)1/2
+K6, (2.17)
which implies the boundedness
N∑
i=1
ai−1
∥∥uλωi − uλωi−1∥∥2 K7. (2.18)
Here K5,K6,K7 above and K8,K9,K10 below are independent of λ and ω. By (2.16)
and (2.14), we deduce that
N∑
ai
∥∥uλωi ∥∥2 K8, ∥∥uλωi ∥∥K9, 1 i N, (2.19)i=1
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Next we prove the strongly convergence of uλωi in H
N
ai
as λ↘ 0. To this end, we sub-
tract (2.12) for λ and for µ, multiply the difference by ai(uλωi − uµωi ) and sum from i = 1
to i =N. It follows that
N∑
i=1
ai
(
uλωi+1 − uµωi+1 − uλωi + uµωi , uλωi − uµωi
)
−
N∑
i=1
aiθi
(
uλωi − uµωi − uλωi−1 + uµωi−1, uλωi − uµωi
)
=
N∑
i=1
aici
(
Aλu
λω
i −Aµuµωi , uλωi − uµωi
)+ω N∑
i=1
ai
∥∥uλωi − uµωi ∥∥2. (2.21)
Let M1,M2 be the left- and the right-hand side of (2.21), respectively. Using the initial
conditions from (2.12) and the well-known relation
uλωi = Jλuλωi + λAλuλωi , 1 i N, (2.22)
we deduce that
M1 =−aN
∥∥uλωN − uµωN ∥∥2 −
N∑
i=1
ai−1
∥∥uλωi − uµωi − uλωi−1 + uµωi−1∥∥2 (2.23)
and
M2 =
N∑
i=1
aici
(
Aλu
λω
i −Aµuµωi , Jλuλωi − Jµuµωi
)
+
N∑
i=1
aici
(
Aλu
λω
i −Aµuµωi , λAλuλωi −µAµuµωi
)+ω N∑
i=1
ai
∥∥uλωi − uµωi ∥∥2.
Since A is monotone and Aλuλωi ∈A(Jλuλωi ), we have
M2 
N∑
i=1
aici
(
λ
∥∥Aλuλωi ∥∥2 +µ∥∥Aµuµωi ∥∥2)
− (λ+µ)
N∑
i=1
aici
(
Aλu
λω
i ,Aµu
µω
i
)+ω N∑
i=1
ai
∥∥uλωi − uµωi ∥∥2. (2.24)
Using (2.23) and (2.24) in (2.21), one obtains with the aid of (2.20)
ω
N∑
i=1
ai
∥∥uλωi − uµωi ∥∥2 +
N∑
i=1
ai−1
∥∥uλωi − uµωi − uλωi−1 + uµωi−1∥∥2 K11(λ+µ).
(2.25)
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λω
i − uλωi−1) are strongly convergent sequences as
λ↘ 0. Say uλωi → uωi as λ↘ 0. Let Aλuλωi ⇀ wωi as λ↘ 0 in H (weak convergence on
a sequence). By (2.22), it follows that Jλuλωi → uωi as λ↘ 0 in H.
SinceA is maximal monotone inH (and consequently strongly–weakly closed), passing
to the limit in the inclusion Aλuλωi ∈A(Jλuλωi ), we get
uωi ∈D(A), wωi ∈Auωi . (2.26)
Hence we may pass to the limit as λ↘ 0 in (2.12) to find that uωi verifies the problem{
uωi+1 − (1+ θi)uωi + θiuωi−1 ∈ ciAuωi +ωuωi + fi, 1 i N,
uω0 = a, uωN+1 = b.
(2.27)
Since ‖uωi ‖ lim infλ↘0 ‖uλωi ‖, (2.19) implies∥∥uωi ∥∥K9. (2.28)
The next step is to prove that the sequence (uωi − uωi−1)ω is strongly convergent as
ω↘ 0. To do this, consider ω, δ > 0 and subtract Eq. (2.27) for ω and for δ. A multiplica-
tion of this difference by ai(uωi −uδi ), followed by a summation from i = 1 to i =N , leads
us to the equality
N∑
i=1
ai
(
uωi+1 − uδi+1 − uωi + uδi , uωi − uδi
)
−
N∑
i=1
aiθi
(
uωi − uδi − uωi−1 + uδi−1, uωi − uδi
)
=
N∑
i=1
aici
(
vωi − vδi , uωi − uδi
)+ N∑
i=1
ai
(
ωuωi − δuδi , uωi − uδi
)
, (2.29)
where vωi ∈ Auωi and vδi ∈Auδi . But the left-hand side can be written as
M1 =−aN
∥∥uωN − uδN∥∥2 −
N∑
i=1
ai−1
∥∥uωi − uδi − uωi−1 + uδi−1∥∥2.
Then (2.29) implies
N∑
i=1
ai−1
∥∥uωi − uδi − uωi−1 + uδi−1∥∥2 −
N∑
i=1
aici
(
vωi − vδi , uωi − uδi
)
−
N∑
i=1
ai
[
ω
∥∥uωi ∥∥2 + δ∥∥uδi ∥∥2]+ (ω+ δ)
N∑
i=1
ai
(
uωi , u
δ
i
)
.
Via the monotonicity of A and the boundedness of uωi given by (2.28), we find
N∑
ai−1
∥∥uωi − uδi − uωi−1 + uδi−1∥∥2 K12(ω+ δ), (2.30)i=1
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hand, uωi is weakly convergent (on a subsequence), say uωi ⇀ ui , as ω↘ 0. Writing the
equation of (2.27) under the form
uωi+1 − uωi − θi
(
uωi − uωi−1
) ∈ ciAuωi +ωuωi + fi, 1 i N, (2.31)
and passing to the limit as ω ↘ 0, we obtain that ui ∈ D(A) and ui is the solution of
problem (1.5).
Let us prove now the uniqueness. If (ui)1iN , (vi)1iN are two solutions of (1.5)
and wi = ui − vi , then the monotonicity of A permit us to write
N∑
i=1
ai(wi+1 −wi,wi)−
N∑
i=1
ai−1(wi −wi−1,wi) 0. (2.32)
Since wN+1 =w0 = 0, we get
N∑
i=1
ai−1‖wi −wi−1‖2 + aN‖wN‖2  0, (2.33)
so the uniqueness of the solution is shown. This completes the proof. ✷
3. The existence for problem (1.1)
Observe that in general the difference equation (1.1) has no solution. However, under
some additional conditions, we will show that if (1.1) has a solution for some initial value
a ∈H , then it has a unique solution for every a ∈H. Moreover, for fi ≡ 0 problem (1.1)
has a unique solution. One studies separately the cases 0 < θi < 1, ∀i  1 and θi  1,
∀i  1.
3.1. The case 0 < θi < 1, ∀i  1
Suppose that θi ∈ (0,1), ∀i  1 and in addition
∞∑
k=1
1
hk
=∞, where hk =
k∑
i=1
1
θkθk−1 . . . θi
. (3.1)
We can find some classes of sequences (θi)i1 such that (3.1) holds. For example, the
sequences θi ≡ 1 and θi = i/(i+ 1) satisfy (3.1). Or, if θi → 1 as i→∞ and ∃p > 1 such
that the sequence
ωi = ip
(
1
θi+1
− 1
)(
1+ 1
i
)
is bounded, one deduces with the aid of the Gauss criterion and the criterion of comparison,
that (3.1) holds.
We begin with the following existence result:
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D(A) and fi ∈ H , ci > 0, θi ∈ (0,1) for all i  1, such that (3.1) holds. If problem (1.1)
has a solution for some u0 = b ∈ H , then (1.1) has a unique solution for every initial
condition u0 = a ∈H.
If (ui)i1, (vi)i1 are two solutions of (1.1) with u0 = a, v0 = b, then (‖ui − vi‖)i1
is a nonincreasing sequence and ‖ui − vi‖ ‖a − b‖, ∀i  1.
Proof. Consider b ∈H such that the problem{
wi+1 − (1+ θi)wi + θiwi−1 ∈ ciAwi + fi, i  1,
w0 = b, supi1 ‖wi‖<∞ (3.2)
has a solution (wi)i1, with wi ∈D(A), ∀i  1.
If a ∈H is an arbitrary element, we show that problem (1.1) with u0 = a has a solution
(ui)i1, where ui ∈D(A), ∀i  1.
By Theorem 2.1, the auxiliary problem{
uNi+1 − (1+ θi)uNi + θiuNi−1 ∈ ciAuNi + fi, 1 i N,
uN0 = uNN+1 = a
(3.3)
has a unique solution (uNi )1iN ∈ D(A)N . We show that there exists the limit ui =
limN→∞ uNi , i  1, uniformly for i belonging to finite sets of natural numbers and this
limit (ui)i1 is a solution of (1.1).
Denote yi = uNi −wi , 1 i N. Since A is monotone, subtracting (3.2) and (3.3) and
multiplying the difference by yi , it follows that(
yi+1 − (1+ θi)yi + θiyi−1, yi
)
 0, (3.4)
so
‖yi‖ 11+ θi ‖yi+1‖ +
θi
1+ θi ‖yi−1‖. (3.5)
Since in the right-hand side of (3.5) we have a convex combination, we get∥∥uNi ∥∥max{‖y0‖,‖yN+1‖}+ ‖wi‖ ‖a‖+ 2K, (3.6)
where
K = sup{‖wi‖, i  0}. (3.7)
Inequality (3.4) also implies that (yi+1 − yi, yi) θi(yi − yi−1, yi), hence
θi‖yi − yi−1‖2  (yi+1 − yi, yi)− θi(yi − yi−1, yi−1), 1 i N.
Multiplying by θN . . . θi+1 the inequalities which correspond to 1  i  N − 1 and sum-
ming from i = 1 to i =N , one obtains
N∑
θN . . . θi+1θi‖yi − yi−1‖2  (yN+1 − yN,yN)− θN . . . θ1(y1 − y0, y0). (3.8)i=1
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N∑
i=1
θN . . . θi+1θi
∥∥uNi − uNi−1∥∥2 M. (3.9)
Now we show that (uNi )1iN is a Cauchy sequence with respect to N. Let N0 <N1 <
N2 be natural numbers and zi = uN1i − uN2i , 0 i N1 + 1. By (3.3) it follows that
(zi+1 − zi , zi) θi(zi − zi−1, zi ), 1 i N1,
which implies the inequality
θi‖zi − zi−1‖2  (zi+1 − zi, zi )− θi(zi − zi−1, zi−1), 1 i N1. (3.10)
A multiplication of (3.10) by θkθk−1 . . . θi+1 (where k ∈ {1, . . . ,N1} and 1  i  k − 1),
followed by a summation from i = 1 to i = k, gives us
k∑
i=1
θk . . . θi+1θi‖zi − zi−1‖2  (zk+1 − zk, zk), 1 k N1, (3.11)
because z0 = 0. So,
k∑
i=1
θk . . . θi+1θi‖zi − zi−1‖2  12
(‖zk+1‖2 − ‖zk‖2), 1 k N1. (3.12)
This shows that the sequence (‖zk‖)k is nondecreasing. In addition,
‖zk‖ =
k∑
i=1
[‖zi‖ − ‖zi−1‖] k∑
i=1
‖zi − zi−1‖,
hence
‖zk‖2 
(
k∑
i=1
1
θk . . . θi+1θi
)(
k∑
i=1
θk . . . θi+1θi‖zi − zi−1‖2
)
, 1 k N1.
(3.13)
With the aid of (3.12) it yields
‖zk‖2  12hk
(‖zk+1‖2 − ‖zk‖2), 1 k N1. (3.14)
Summing from k =N0 to k =N1 and using (3.6), we have
N1∑
k=N0
1
hk
‖zk‖2  12‖zN1+1‖
2  C,
where C is a positive constant. Since (‖zk‖) is nondecreasing, for i ∈ {1, . . . ,N0} we can
write
‖zi‖2
(
N1∑ 1
hk
)

N1∑ 1
hk
‖zk‖2  C, (3.15)k=N0 k=N0
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∥∥uN1i − uN2i ∥∥2  C
/( N1∑
k=N0
1
hk
)
, 1 i N0. (3.16)
By hypothesis
∑∞
k=1 1/hk =∞, the limit ui = limN1→∞ uN1i exists uniformly with respect
to i belonging to every finite set of natural numbers.
The operatorA is maximal monotone in H and consequently it is demiclosed (strongly–
weakly closed). Passing to the limit as N →∞ in (3.3), it follows that ui verifies prob-
lem (1.1).
To prove the uniqueness, let (ui)i1, (vi)i1 be two solutions of (1.1) with u0 = a,
v0 = b and qi = ui − vi , i  1. Subtracting the equations corresponding to ui and vi and
multiplying by qi , we find with the aid of the monotonicity of A
‖qi‖ 11+ θi ‖qi+1‖ +
θi
1+ θi ‖qi−1‖, i  1. (3.17)
Since in the right-hand side of (3.17) we have a convex combination and ‖qi‖ is bounded,
it follows that ‖qi‖ is nonincreasing:
0 · · · ‖qi+1‖ ‖qi‖ · · · ‖q0‖ = ‖a − b‖, i  1.
Hence (‖ui − vi‖)i1 is nonincreasing and ‖ui − vi‖ ‖a − b‖, i  1.
For a = b, we obtain the uniqueness and the proof is complete. ✷
If in (1.1) we take fi = 0, ∀i  1, we can improve this result, namely we have
Theorem 3.2. Let A :D(A)⊆ H → H be a maximal monotone operator in H such that
A−10 =Φ. Consider the sequences fi ≡ 0, ci > 0, θi ∈ (0,1), for all i  1, such that (3.1)
holds. Then, for every a ∈H , there is a unique solution (ui)i1 in D(A) of the difference
inclusion (1.1).
Proof. We use again the sequence of the approximating problems (3.3) with fi ≡ 0. Let
(uNi )1iN ∈D(A)N be its solution and p ∈A−10 be a fixed element. One multiplies the
equation by wNi = uNi − p to get (via the monotonicity of A)(
wNi+1,w
N
i
)− (1+ θi)∥∥wNi ∥∥2 + θi(wNi−1,wNi ) 0, (3.18)
so ∥∥wNi ∥∥ 11+ θi
∥∥wNi+1∥∥+ θi1+ θi
∥∥wNi−1∥∥, 1 i N. (3.19)
This implies that∥∥wNi ∥∥max(∥∥wN0 ∥∥,∥∥wNN+1∥∥)= ‖a − p‖, 1 i N. (3.20)
Like in the proof of Theorem 3.1, we also obtain here
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i=1
θN . . . θi+1θi
∥∥wNi −wNi−1∥∥2

(
wNN+1 −wNN ,wNN
)− θN . . . θ1(wN1 −wN0 ,wN0 ). (3.21)
By (3.20) and by the equality wNN+1 =wN0 = a − p, it follows that
N∑
i=1
θN . . . θi+1θi
∥∥uNi − uNi−1∥∥2  (1+ 2θN . . . θ1)‖a − p‖2  3‖a − p‖2. (3.22)
We use the same method as in Theorem 3.1 to show that there exists the limit ui =
limN→∞ uNi uniformly on finite sets of natural numbers. The limit sequence (ui)i1 is
the solution of (1.1) with fi ≡ 0. ✷
3.2. The case θi  1, ∀i  1
Now we turn our attention to problem (1.1), under the hypothesis θi  1, for all i  1.
First we give a result which is analogous to Theorem 3.1. In Banach spaces, for θi ≡ 1, it
was proved by Reich and Shafrir [21].
Theorem 3.3. Consider the sequences ci > 0, θi  1, fi ∈ H , ∀i  1, and the maximal
monotone operator A :D(A) ⊆ H → H , 0 ∈ D(A). If (1.1) has a solution for an initial
value u0 = b ∈H , then it admits a unique solution for every initial value u0 = a ∈H.
If (ui)i1, (vi)i1 are two solutions of (1.1) with u0 = a, v0 = b, then the sequence
(‖ui − vi‖)i1 is nonincreasing and ‖ui − vi‖ ‖a − b‖, ∀i  1.
Proof. Let b ∈H be given such that the difference inclusion{
wi+1 − (1+ θi)wi + θiwi−1 ∈ ciAwi + fi, i  1,
w0 = b, supi1 ‖wi‖ =K <∞ (3.23)
admits a solution (wi)i1. Let a ∈H be arbitrary fixed. We prove that (1.1) with the initial
condition u0 = a has a solution. By Theorem 2.1, there is a unique solution (uNi )1iN ∈
D(A)N of the auxiliary problem{
uNi+1 − (1+ θi)uNi + θiuNi−1 ∈ ciAuNi + fi, 1 i N,
uN0 = uNN+1 = a.
(3.24)
We show that there exists the limit ui = limN→∞ uNi , ∀i  1, uniformly on finite sets of
natural numbers and (ui)i1 is the solution of (1.1).
Like in the proof of Theorem 3.1, we find∥∥uNi ∥∥ ‖a‖+ 2K, ∀N  1, 1 i N. (3.25)
If N0 <N1 <N2 are natural numbers and zi = uN1i − uN2i , 0 i N1 + 1, then, subtract-
ing the corresponding equations and multiplying the difference by zi , we get(
zi+1 − (1+ θi)zi + θizi−1, zi
)
 0, 1 i N1, (3.26)
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(zi+1 − zi , zi)− θi(zi − zi−1, zi−1) θi
(‖zi‖− ‖zi−1‖)2, 1 i N1. (3.27)
One multiplies by θi+1 . . . θk , where 1 i  k − 1, 1 k N1, and one sums from i = 1
to i = k. We obtain
k∑
i=1
θiθi+1 . . . θk
(‖zi‖ − ‖zi−1‖)2  12
(‖zk+1‖2 − ‖zk‖2), 1 k N1. (3.28)
Now we sum from k =N0 to k =N1. Taking into account (3.25) and the inequality θi  1,
∀i  1, this yields
(N1 −N0 + 1)
N0∑
i=1
(‖zi‖ − ‖zi−1‖)2  C. (3.29)
On the other hand, observe that
(N1 −N0 + 1)
N0∑
i=1
(‖zi‖ − ‖zi−1‖)2  N1 −N0 + 1
N0
(
N0∑
i=1
(‖zi‖ − ‖zi−1‖)
)2
= N1 −N0 + 1
N0
‖zN0‖2. (3.30)
By (3.29) and (3.30) we deduce
‖zN0‖2 
CN0
N1 −N0 + 1 . (3.31)
The inequality (3.28) implies also that (‖zk‖)k is a nondecreasing sequence, so for 1 i 
N0 we have
∥∥uN1i − uN2i ∥∥ CN0N1 −N0 + 1 . (3.32)
Therefore ∃ limN→∞ uNi = ui , ∀i  1, uniformly with respect to i. Passing to the limit
as N →∞ in (3.24), it follows that (ui)i1 is the solution of (1.1). The last part of the
theorem can be shown as in the proof of Theorem 3.1. ✷
If fi ≡ 0, we can deduce the existence of the solution, improving thus Theorem 2.1
from [9], where the sequence (θi)i1 was supposed in addition nonincreasing. The proof
is similar to that of Theorem 3.3 and we omit it here.
Theorem 3.4. We are concerned with problem (1.1), where the operator A :D(A) ⊆
H →H is maximal monotone in H with A−10 =Φ , fi ≡ 0, ci > 0, θi  1, ∀i  1. Then,
for all a ∈H , problem (1.1) admits a unique solution (ui)i1 ⊂D(A).
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We give two asymptotic behavior results for the solution (ui)i1 of problem (1.1). The
first one proves the weak convergence of the solution in the case fi ≡ 0. Suppose that θi
satisfies one of the following conditions:
(C1) 0 < θi < 1, ∀i  1, and (3.1) holds;
(C2) θi  1 and θ1θ2 . . . θi/ci M , ∀i  1.
Theorems 3.2 and 3.4 assure the existence of a unique solution to problem (1.1) with
fi ≡ 0. Now we can formulate
Theorem 4.1. If A :D(A)⊆H →H is maximal monotone in H with A−10 =Φ , a ∈H ,
fi ≡ 0, ci  c > 0, ∀i  1, and either (C1) or (C2) holds, then there is an element u ∈A−10
such that ui ⇀ u as i→∞.
Proof. We use Lemma 1.1 for the nonempty set Q = A−10. First one verifies hypothe-
sis (a). Since limN→∞ uNi = ui , ∀i  1, uniformly with respect to i on finite sets of natural
numbers, we may pass to the limit as N →∞ in (3.19) (or its correspondent in the proof
of Theorem 3.4) and obtain
‖ui − p‖ 11+ θi ‖ui+1 − p‖ +
θi
1+ θi ‖ui−1 − p‖, i  1. (4.1)
This, together with the boundedness of (ui)i1, implies that (‖ui−p‖)i1 is a nonincreas-
ing sequence. Therefore there exists the limit limi→∞ ‖ui − p‖ and it is finite.
To check hypothesis (b), let u be a weak limit of a weakly convergent subsequence (uin )
of (ui)i1. We have to prove that u ∈ A−10. To this end, we multiply (1.1) (with fi ≡ 0)
by aiui and we sum from i = 1 to i =∞. One arrives to
∞∑
i=1
ai(ui+1 − ui, ui)−
∞∑
i=1
ai−1(ui − ui−1, ui) 0
and consequently to
∞∑
i=1
ai−1‖ui − ui−1‖2 −(u1 − u0, u0)M. (4.2)
If condition (C1) holds, this implies ui − ui−1 → 0. Since uin ⇀ u, 0 < c ci and A is
demiclosed, we may pass to the limit in (1.1) written in the form
1
ci
[
ui+1 − ui − θi(ui − ui−1)
] ∈Aui, i  1, (4.3)
and we find that u ∈A−10.
If condition (C2) holds, then (4.2) leads to ai−1(ui−ui−1)→ 0. Letting i→∞ in (1.1)
written under the form
1 [
ai(ui+1 − ui)− ai−1(ui − ui−1)
] ∈Aui, i  1, (4.4)
ciai
848 N.C. Apreutesei / J. Math. Anal. Appl. 288 (2003) 833–851we obtain (with the aid of the assumption θ1θ2 . . . θi/ci M , ∀i  1) the desired conclu-
sion. ✷
Now we present a strong convergence result for the nonhomogeneous problem (1.1),
under the assumption that it has one solution. One supposes the operator A is maximal
monotone and also strongly monotone.
Theorem 4.2. Suppose that A is maximal monotone and strongly monotone in H and that
(fi)i1, (ci)i1, (θi)i1 are either like in Theorem 3.1 or like in Theorem 3.3, satisfying in
addition the hypotheses limi→∞ fi = f ∗, limi→∞ ci = c∗ > 0, limi→∞ θi = θ∗. If (ui)i1
is a solution of (1.1) and u∗is the unique solution of the inclusion 0 ∈ c∗Au∗ + f ∗, then
limi→∞ ui = u∗.
Proof. Assume that A is strongly monotone of constant l > 0. Denote by vi = ui −u∗ and
by v = lim supi→∞ ‖vi‖. Then
vi+1 − (1+ θi)vi + θivi−1 − fi
ci
+ f
∗
c∗
∈Aui −Au∗, (4.5)
so, by the strongly monotonicity of A,(
vi+1 − (1+ θi)vi + θivi−1 − fi
ci
+ f
∗
c∗
, vi
)
 l‖vi‖2, i  1. (4.6)
This implies that(
l + 1+ θi
ci
)
‖vi‖ ‖vi+1‖ + θi‖vi−1‖
ci
+
∥∥∥∥f ∗c∗ − fici
∥∥∥∥. (4.7)
Passing to the superior limit, one deduces(
l + 1+ θ
∗
c∗
)
v  1+ θ
∗
c∗
v,
hence v = 0. Consequently, limi→∞ ui = u∗, as claimed. ✷
5. Periodic solutions
In this section we study the existence of the periodic solutions to problem (1.1), suppos-
ing that the sequences (ci)i1, (θi)i1, (fi)i1 are periodic of the same period K. Thus
one generalizes a result from [20].
We assume either
0 < θi < 1, ∀i  1,
∞∑
k=1
1
hk
=∞, where hk =
k∑
i=1
1
θkθk−1 . . . θi
, (5.1)
or
θi  1, ∀i  1. (5.2)
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D(A), and fi ∈ H , ci > 0, θi > 0, ∀i  1, are periodic sequences of period K ∈ N\{0},
such that (5.1) or (5.2) holds. If problem (1.1) has a solution for some initial value a ∈H ,
then it has a periodic solution of period K.
Proof. We use the method of [20]. By Theorems 3.1 and 3.3, it follows that (1.1) has a
unique solution for all a ∈H. Then, for every integer m 0, the problem{
vi+1 − (1+ θi)vi + θivi−1 ∈ ciAvi + fi, i m+ 1,
vm = a, supim ‖vi‖<∞ (5.3)
has a unique solution (vi)im, namely vi = ui−m, where (ui)i1 is the solution of (1.1)
with θ˜i = θi+m, c˜i = ci+m and f˜i = fi+m instead of θi , ci and fi , respectively.
For n  m, consider the operator Ti,m :H → H given by Ti,m(a) = vi , ∀a ∈ H (vi is
the element of index i of the solution (vi)im to problem (5.3) with the condition vm = a).
By Theorems 3.1 and 3.3, we get∥∥Ti,m(a)− Ti,m(b)∥∥ ‖a − b‖, i m. (5.4)
Taking into account the uniqueness of the solution to problem (5.3), observe that
Ti,m ◦ Tm,j = Ti,j , for i m j. (5.5)
By the periodicity of fi , θi and ci , we can prove that
Ti+K,m+K = Ti,m, i m. (5.6)
Indeed, Ti+K,m+K(a)= ui+K , where ui+K verifies the problem{
ui+K+1 − (1+ θi+K)ui+K + θi+Kui+K−1 ∈ ci+KAui+K + fi+K, i m+ 1,
um+K = a, supim ‖ui+K‖<∞.
The periodicity of ci , θi and fi leads to the conclusion that um+K satisfies the problem{
ui+K+1 − (1+ θi)ui+K + θiui+K−1 ∈ ciAui+K + fi, i m+ 1,
um+K = a, supim ‖ui+K‖<∞. (5.7)
On the other hand, Ti,m(a)= vi , where vi is the solution of (5.3). By the uniqueness of
the solution, it follows that ui+K = vi and thus we find (5.6).
Therefore
(Tm+K,m)i(a)= Tm+iK,m(a)= vm+iK . (5.8)
It follows that the nonexpansive mapping Tm+K,m :H →H has bounded iterates. Conse-
quently, Tm+K,m has a fixed point x ∈H. This means vm+K = x , where vi is the solution
of problem (5.3) with vm = x. Then, by the periodicity of ci , θi and fi , we deduce that
vi+K is the solution of the problem{
vi+K+1 − (1+ θi)vi+K + θivi+K−1 ∈ ciAvi+K + fi, i m+ 1,
vm = x, supim ‖vi+K‖<∞. (5.9)
But vi verifies the same problem, so vi+K = vi , ∀i m. Taking m= 0, it follows that the
solution (ui)i1 of the problem (1.1) with u0 = x is periodic of period K. This completes
the proof. ✷
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Applications to partial differential equations can be given by choosing the Hilbert space
H = L2(Ω) (whereΩ is a bounded open subset of RN with the boundaryΓ = ∂Ω smooth
enough) and A a partial differential operator of monotone type.
For example, denote by A˜ the operator from W 1,p0 (Ω) into W
−1,q (Ω) (where 1/p +
1/q = 1, p  2), given by
(A˜u, v)=
N∑
k=1
∫
Ω
∣∣∣∣ ∂u∂xk
∣∣∣∣
p−2 ∂u
∂xk
∂v
∂xk
dx, ∀u,v ∈W 1,p0 (Ω). (6.1)
The operator A˜ coincides with the subdifferential of the convex and lower semicontin-
uous function
ϕ(u)= 1
p
N∑
k=1
∫
Ω
∣∣∣∣ ∂u∂xk
∣∣∣∣
p
dx. (6.2)
Let A be the restriction of A˜ to D(A) = {u ∈W 1,p0 (Ω), Au ∈ L2(Ω)}. This operator is
maximal monotone in L2(Ω). Moreover, A = ∂ψ (the subdifferential of ψ), where ψ :
L2(Ω)→ (−∞,+∞],
ψ(u)=
{
ϕ(u), u ∈W 1,p0 (Ω),
+∞, otherwise (6.3)
(see [12, p. 204]). Consider the sequence of boundary value problems

ui+1 − (1+ θi)ui + θiui−1 ∈ −ci∑Nk=1 ∂∂xk (∣∣ ∂ui∂xk ∣∣p−2 ∂ui∂xk )+ fi, x ∈Ω,
ui(x)= 0, x ∈ ∂Ω,
u0(x)= a(x), ∀x ∈Ω, supi1
∫
Ω
u2i (x) dx <∞,
(6.4)
where a,fi ∈ L2(Ω), ci > 0, θi > 0, ∀i  1. Then we have the following consequence of
Theorems 3.1, 3.3 and 4.1.
Corollary 6.1. Suppose that (θi)i1 satisfies (5.1) or (5.2) and that problem (6.4) has a
solution for a given a ∈ L2(Ω). Then (6.4) has a unique solution for every a ∈ L2(Ω).
In addition, if the sequences (ci)i1, (θi)i1, (fi)i1 are periodic with the period K ∈
N\{0}, then (6.4) has also a periodic solution of period K.
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