Abstract. In this paper, we present a general framework to construct recurrent fractal interpolation surfaces (RFISs) on rectangular grids. Then we introduce bilinear RFISs, which are easy to be generated while there are no restrictions on interpolation points and vertical scaling factors. We also obtain the box dimension of bilinear RFISs under certain constraints, where the main assumption is that vertical scaling factors have uniform sums under a compatible partition.
Introduction
Fractal interpolation functions (FIFs) were introduced by Barnsley [1] in 1986. The graphs of these functions are invariant sets of certain iterated function systems (IFSs) and they are ideally suited for the approximation of naturally occurring functions. In [3] , Barnsley, Elton and Hardin generalized the notion of FIFs to recurrent FIFs, whose graphs are invariant sets of certain recurrent IFSs. There are many applications of FIFs and recurrent FIFs. Please see [2, 13, 19] for examples.
Naturally, we want to generalize FIFs and recurrent FIFs to higher dimensional cases, especially, the two-dimensional case. In fact, there are many works in this direction. However, while it is easy to construct similar IFSs and recurrent IFSs as in one dimensional case, it is hard to guarantee that their invariant sets are graphs of continuous functions.
In [12] , Massopust introduced fractal interpolation surfaces (FISs) on triangles, where the interpolation points on the boundary are required to be coplanar. Dalla [7] constructed FISs on rectangular grids, where the interpolation points on the boundary are collinear. Feng [9] presented a more general construction of FISs on rectangular grids. Bouboulis, Dalla and Drakopoulos [5, 6] constructed similar recurrent IFSs to generate recurrent FISs (RFISs) as in one-dimensional case. Yun, Choi and O [20] presented a construction of RFISs with function scaling factors. However, the restrictive conditions for continuity in [5, 6, 9, 20] are hard to check.
Using a 'fold-out' technique introduced by Ma lysz [11] and developed by Metzler and Yun [14] , Ruan and Xu [17] presented a general framework to construct FISs on rectangular grids and also introduced bilinear FISs. In a following work, Kong, Ruan and Zhang [10] obtained the box dimension of bilinear FISs under certain constraints.
In this paper, by extending the methods in previous works, we present a general framework to construct RFISs on rectangular grids and introduce bilinear RFISs. Similarly as in the case of bilinear FISs constructed in [17] , it is straightforward to generate bilinear RFISs, while there are no restrictions on interpolation points and vertical scaling factors. We also obtain the box dimension of bilinear RFISs under certain constraints, where the main assumption is that vertical scaling factors have uniform sums under a compatible partition.
The paper is organized as follows. In section 2, we present a general framework to construct RFISs. Bilinear RFISs are introduced in section 3. In section 4 we obtain the box dimension of bilinear RFISs under certain constraints.
Construction of Recurrent Fractal Interpolation Surfaces
For every positive integer N , we denote Σ N = {1, 2, . . . , N } and Σ N,0 = {0, 1, . . . , N }. Given a data set {(x i , y j , z ij ) ∈ R 3 |i ∈ Σ N,0 , j ∈ Σ M,0 } with
where N, M ≥ 2 are positive integers, we want to construct a fractal function which interpolates the data set. 
For each i ∈ Σ N , we define b(i), e(i) to be elements in Σ N,0 such that
, which is a key property in our construction.
Similarly, we choose y
, e * (j) to be elements in Σ M,0 such that
for all (p, q) ∈ {b(i), e(i)} × {b * (j), e * (j)}, and
ij and all z ′ , z ′′ ∈ R, where α ij is a given constant with 0 < α ij < 1. Now we define a map
is a recurrent iterated function system. For i ∈ Σ N and j ∈ Σ M , we denote H(D ij × R) the family of all non-empty compact subsets of D ij × R. Let H be the product of all H(D ij × R), i.e.,
For any continuous function f on I × J and (i, j) ∈ Σ N × Σ M , we denote
which is the graph of f restricted on D ij . Similarly as in [1, 3, 17] , we have the following theorem.
be the recurrent iterated function system defined by (2.5) . Assume that {F ij : i ∈ Σ N , j ∈ Σ M } satisfies the following matchable conditions: (1) . for all i ∈ Σ N −1 , j ∈ Σ M , and and (2) . for all i ∈ Σ N , j ∈ Σ M−1 , and y
Then there exists a unique continuous function f on I × J, such that f (x i , y j ) = z ij for all i ∈ Σ N,0 and j ∈ Σ M,0 , and
Given ϕ ∈ C * (I × J), it is clear that for all i ∈ Σ N and j ∈ Σ M , T ϕ| Dij is continuous and for all (
Furthermore, from matchable conditions, we know that T ϕ is well defined on the boundary of
For any ϕ ∈ C * (I × J), we define |ϕ| ∞ = max{ϕ(x, y) : (x, y) ∈ I × J}. From (2.4), we can easily see that T is contractive on the complete metric space
Combining this with (2.5), we know that for all (i,
Assume that there exists f ∈ C
is the invariant set of W . Then we must have
We call f the recurrent fractal interpolation function (RFIF) defined by {D 
Bilinear RFISs
Let h(x, y), s(x, y) be two continuous functions on I × J satisfying
where
so that (2.3) holds. Furthermore, it follows from max{|s(x, y)| : (x, y) ∈ I × J} < 1 that (2.4) also holds.
i+1 (x i ). Given j ∈ Σ M , for all y ∈ J ′ j and z ∈ R, we have
Thus, the matchable condition (2.6) holds if
Thus, from Theorem 2.1, we have the following result. We remark that Metzler and Yun [14] , and Yun, Choi and O [20] obtained similar results. (3.3) . Assume that the following matchable conditions hold: (1) . for all i ∈ Σ N −1 , j ∈ Σ M , and
We call the function s(x, y) the vertical scale factor function of RFIF f . We remark that from (3.2), it is easy to check that for all i ∈ Σ N −1 , j ∈ Σ M , and
Similarly, for all i ∈ Σ N , j ∈ Σ M−1 , and y
However, the match conditions in Theorem 3.1 may not be satisfied in general. Now we want to construct bilinear RFISs which are special RFISs in the above theorem. The basic idea is similar to that in [4, 17] . For all i ∈ Σ N and j ∈ Σ M , we define u i and v j to be linear functions satisfying (2.1) and (2.2). We also define g ij to be the bilinear function satisfying (3.2). That is, if we denote
Notice that once x is fixed, g ij (x, y) is a linear function of y. Combining this with (3.6), the matchable condition (3.4) in Theorem 3.1 is satisfied. Similarly, (3.5) is also satisfied. Thus, in the case that g ij are bilinear for all i, j, we do generate RFIF and RFIS.
In order to construct bilinear RFISs, we define h : I × J → R to be the function satisfying (3.1) and h| Ii×Jj is bilinear for all
} be a given subset of R with |s ij | < 1 for all i, j. We define s : I × J → R to be the function such that s| Ii×Ji is bilinear for all
From the construction, we know that a bilinear RFIS is determined by interpolation points {(
. This property is similar to the linear recurrent FIF in the one-dimensional case [3] . In particular, a bilinear RFIS is easy to be generated, while there are no restrictions on interpolation points and vertical scaling factors.
Box Dimension of Bilinear RFISs
For any k 1 , k 2 , k 3 ∈ Z and ε > 0, we call Π
. Let E be a bounded set in R 3 and N E (ε) the number of ε-coordinate cubes intersecting E. We define
log N E (ε) log 1/ε , and call them the upper box dimension and the lower box dimension of E, respectively. If dim B E = dim B E, then we use dim B E to denote the common value and call it the box dimension of E. It is easy to see that in the definition of the upper and lower box dimensions, we can only consider
It is also well known that dim B E ≥ 2 when E is the graph of a continuous function on a domain of R 2 . See [8] for details. In this section, we will estimate the box dimension of Γf , where f is the bilinear RFIF defined in the section 3. Without loss of generality, we can assume that
4.1. Compatible partitions and uniform sums. It is difficult to obtain the box dimension of general bilinear RFIS. In this paper, we assume that
Furthermore, we assume that there exists a positive integer K ≥ 2 such that
where we use int(E) to denote the interior of a subset E of R 2 . For each n ∈ Z + and 1 ≤ k, ℓ ≤ K n N , we denote
where we use O(f, E) to denote the oscillation of f on E ⊂ [0, 1] 2 , that is,
We will use the following simple lemma, which presents a method to estimate the upper and lower box dimensions of the graph of a function from its oscillation. Similar results can be found in [8, 10, 16] .
Lemma 4.1. Let f be the bilinear RFIF defined in Section 3. Then
where we define log 0 = −∞ according to the usual convention.
Proof. It is clear that
so that (4.6) holds. On the other hand, we note that N E (ε) and N E (ε n ) can be replaced by N E (ε) and N E (ε n ) in (4.1) and (4.2) respectively, where N E (ε) is the smallest number of cubes of side ε that cover E (see [8] for details). In our case, 2 , we denote 
We say that the vertical scaling factors {s ij : i, j ∈ Σ N,0 } have uniform sums under a compatible partition B = {B r } m r=1 if for all r, t ∈ {1, 2, . . . , m} with Λ r ∩ Λ ′ t = ∅, there exists a constant γ rt , such that for all α, β ∈ {0, 1, . . . , N − K} with
In this case, we also call {γ rt : Λ r ∩ Λ 
Proof. Given r, t ∈ {1, 2, . . . , m} with Λ r ∩ Λ ′ t = ∅, and given α, β ∈ {0, 1, 
For all α, β ∈ {0, 1, . . . , N − K}, we denote
. From the second condition of compatible partition, for all r, t = 1, 2, . . . , m with 
where · is the standard Euclidean norm.
On the other hand, for all (
Combining this with (2.10) and (4.11), we have
Thus, from Lemma 4.3,
Similarly, we have
so that (4.10) holds.
In the sequel of the paper, we always assume that the vertical scaling factors {s ij : i, j ∈ Σ N,0 } are steady and have uniform sums {γ rt :
Given 1 ≤ r, t ≤ m and n ∈ Z + , a finite sequence {r k } n k=0 in {1, 2, . . . , m} is called an n-path (a path for short) from r to t if r 0 = r, r n = t, and γ r k r k−1 > 0, ∀k = 1, 2, . . . , n. r and t are called connected, denoted by r ∼ t, if there exist both a path from r to t, and a path from t to r. We remark that in general, it is possible that there is no path from r to itself. A subset V of {1, 2, . . . , m} is called connected if r ∼ t for all r, t ∈ V . Furthermore, V is called a connected component of {1, 2, . . . , m} if V is connected and there is no connected subset V of {1, 2, . . . , m} such that V V . It is well known that the matrix G is irreducible if and only if {1, 2, . . . , m} is connected. Please see [18] for details.
Given a connected component V = {r 1 , . . . , r t } of {1, 2, . . . , m}, where r 1 < r 2 < · · · < r t , we define a submatrix G| V of G by
, and
be the collection of all ancestors of (i, j) and A(i, j) = {(i, j)} A 0 (i, j). We call (i, j) degenerate if for all (k, ℓ) ∈ A(i, j), we have either
We remark that (4.12) holds if and only if s| D kℓ = 0. Given 1 ≤ r ≤ m, we call r is degenerate if (i, j) is degenerate for all (i, j) ∈ Λ r . A connected component V of {1, 2, . . . , m} is called degenerate if r is degenerate for all r ∈ V . Otherwise, V is called non-degenerate.
By definition, a connected component V of {1, 2, . . . , m} is non-degenerate if there exists (i, j) ∈ ∪{Λ r : r ∈ V } such that (i, j) is non-degenerate.
Remark 4.6. Since g kℓ is bilinear, we can easily see that (4.13) holds if and only if the following two conditions hold:
(
Proof.
(1). Let T and C * ([0, 1] 2 ) be the same as defined in the proof of Theorem 2.1.
Combining this with (4.13), we know that ϕ is bilinear on D
kℓ . Hence, using (2.8) and (3.3), we have
for all (x, y) ∈ D kℓ . In the case that s| D kℓ = 0, it is clear that we still have T ϕ(x, y) = h(x, y) on D kℓ by using (2.8) and (3.3). Thus T is a map from
Given a matrix X = (X ij ) n×n , we say X is non-negative if X ij ≥ 0 for all i and j. X is called strictly positive if X ij > 0 for all i and j. The following lemma is well known. Please see [18] for details. 
Given three points (x
Proof. Since V is non-degenerate, there exist t * ∈ V and (i * , j * ) ∈ Λ t * such that (i * , j * ) is non-degenerate. Thus there exists (k 0 , ℓ 0 ) ∈ A(i * , j * ) such that both (4.12) and (4.13) do not hold. By Remark 4.6, we can assume without loss of generality that there exists q ∈ {b * (ℓ 0 ), . . . , e * (ℓ 0 )}, such that points {(x p , y q , z pq ) : b(k 0 ) ≤ p ≤ e(k 0 )} are not collinear. As a result, there exist p 1 , p 2 , p 3 ∈ {b(k 0 ), . . . , e(k 0 )} with p 1 < p 2 < p 3 such that (x pi , y q , z pi,q ), i = 1, 2, 3 are not collinear. That is, if we denote λ 0 = (x p3 − x p2 )/(x p3 − x p1 ), then
Let r 0 and t 0 be elements in {1, 2, . . . , m} satisfying (k 0 , ℓ 0 ) ∈ Λ r0 ∩ Λ . Notice that g ij are the same for all (i, j) ∈ Λ r0 (α, β), since they are the same bilinear function across the four points (x α , y β , z α,β ), (x α , y β+K , z α,β+K ), (x α+K , y β , z α+K,β ) and (x α+K , y β+K , z α+K,β+K ). We denote it by g αβ .
For (i, j) ∈ Λ r0 (α, β), we define θ ij = 1 if s(x, y) is nonnegative on D ij , and define θ ij = −1 otherwise. Then |s(x, y)| = θ ij s(x, y). Thus, from (2.10) and (3.3),
Combining this with g αβ (x p2 , y q ) = λ 0 g αβ (x p1 , y q ) + (1 − λ 0 ) g αβ (x p3 , y q ), and
As a result, there exists (i, j) ∈ Λ r0 (α, β) such that
, there is a path from t 0 to t * . Denote by n V the cardinality of V , and assume that V = {r 1 , . . . , r nV }. Since V is connected, we know that for all 1 ≤ k ≤ n V , there is a path from t * to r k so that there is a path from t 0 to r k . Similarly as above, we can prove by induction that there exist (
Let ξ = (ξ 1 , ξ 2 , . . . , ξ nV ) T be a strictly positive eigenvector of G| V with eigenvalue
Given 1 ≤ k, ℓ ≤ n V and n ∈ Z + , we denote by P (n) V (r k , r ℓ ) the set of all npaths from r k to r ℓ . Given − → r = {r(0), r(1), . . . , r(n)} ∈ P (n) V (r k , r ℓ ), we denote by Q( − → r ) the set of all elements (
Given 1 ≤ k, ℓ ≤ n V and n ≥ 1, for each − → r = {r(0), r(1), · · · , r(n)} ∈ P (n) V (r k , r ℓ ), similarly as above, we have
Combining this with (4.14), we know that for 1
By induction, we can obtain that for all 1 ≤ k ≤ q and n ≥ n 0 ,
) for all n ∈ Z + . Thus using Lemma 4.1, we have dim B (Γf ) ≥ 1 + d * . Now we will show that for all 1 ≤ r ≤ m and all δ > 0, there exists C > 0 such that
We will prove this by using induction on P (r). Denote P max = max{P (r) : 1 ≤ r ≤ m}.
In the case that P (r) = 1, if r is degenerate, then dim B Γf | Br = 2 ≤ 1 + d * so that (4.15) holds. Thus we can assume that r is non-degenerate. Combining this with P (r) = 1, there exists a non-degenerate connected component V i such that r ∈ V i . Assume that V i = {r 1 , . . . , r q } for some 1 ≤ q ≤ m, where r 1 < · · · < r q .
T be a strictly positive eigenvector of G| Vi with eigenvalue ρ i . Notice that from A * (r) = ∅, we have γ r k ,t = 0 for all 1 ≤ k ≤ q and t ∈ V i . Thus, from Lemma 4.4, there exists a constant C > 0 such that 
It follows that (4.15) holds if P (r) = 1.
Assume that (4.15) holds for all 1 ≤ r ≤ m satisfying P (r) ≤ P , where 1 ≤ P < P max . Let r be an element in {1, 2, . . . , m} satisfying P (r) = P + 1. It is clear that (4.15) holds if r is degenerate. Thus we can assume that r is non-degenerate. In the case that r does not belong to any connected component, we have P (t) Thus d * = log 5.04/(2 log 2) so that dim B (Γf ) = 1 + log 5.04/(2 log 2).
We can obtain the following corollary immediately. 10, we can obtain the box dimension of bilinear FISs under certain constraints, which is the main result in [10] .
