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Abstract
Using a recently developed perturbation formalism based on curvature
quantities, we complete our investigation of the linear stability of black holes
and solitons with Yang-Mills hair and a negative cosmological constant. We
show that those solutions which have no linear instabilities under odd- and
even-parity spherically symmetric perturbations remain stable under even-
parity, linear, non-spherically symmetric perturbations. Together with the
result from a previous work, we have therefore established the existence of
stable hairy black holes and solitons with anti-de Sitter asymptotic.
1 Introduction
Soliton and hairy black hole solutions of general relativity coupled to non-
Abelian gauge fields have been the subject of intensive investigation for over
ten years (see [1] for a comprehensive review of the subject). The field was
sparked by the discovery of solitonic [2] and coloured black hole [3] solutions to
su(2) Einstein-Yang-Mills (EYM) theory. Since then, many examples of both
solitons and black holes in various theories involving non-Abelian gauge fields
have been discovered, both with and without a cosmological constant.
Many of these examples have been shown to be classically unstable, making
the search for stable solitons and hairy black holes vital in this area. An im-
portant (and surprising) discovery was that there are solitons and black holes in
su(2) EYM with a negative cosmological constant which are stable with respect
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to linear, spherically symmetric, perturbations [4, 5]. This result was surprising
because all such solutions in EYM with either a positive or zero cosmological
constant must be unstable [6, 7]. For those solutions which are stable with
respect to spherically symmetric perturbations, it remains to be seen whether
the stability is altered if non-spherically symmetric perturbations are considered.
The perturbations fall into two sectors, depending on their behaviour under par-
ity transformations. In [8] we analyzed the odd-parity sector of perturbations
and showed that those solutions which are stable under spherically symmetric
perturbations remain stable under odd-parity, linear perturbations. The proof of
stability will therefore be complete if we can show that there are no instabilities
in the even-parity sector. This is the subject of the present article.
In common with [8], we shall use a recently developed perturbation formalism
based on curvature quantities. The main advantage of this formalism [9, 10] is
that on a static and purely magnetic background it yields a wave equation for the
linearized extrinsic curvature and electric YM field where the spatial part of the
wave operator is (formally) self-adjoint. This offers the possibility of studying the
linear stability of non-rotating black holes and solitons by analytical means. For
example, we can use the nodal theorem [11] which in fact will turn out to be an
essential tool in our stability proof. Even with these powerful tools at hand, the
even-parity sector is considerably less amenable to analysis than the odd-parity
sector. As we have shown in our previous work [8], the stability in the odd-
parity sector is topological in the sense that we do not need to know the exact
details of the background solutions in order to show that the system is stable.
In the even-parity sector, we will see that the detailed structure of the metric
is needed even in some simple cases. Nonetheless, we will present an analytic
proof that those solitons and black holes having no instabilities under spherically
symmetric perturbations remain stable under even-parity linear perturbations.
In short, all soliton and black hole solutions when the cosmological constant is
sufficiently large and negative are linearly stable.
This work is organized as follows. In section 2 we remember some impor-
tant results about the hairy black hole solutions with a negative cosmological
constant, recently found in [4], and the corresponding solitonic solutions [5].
In section 3, we briefly review the curvature-based formalism of perturbation
theory for a static background. The harmonic decomposition is performed in
section 4. Special cases, such as the stability of the Schwarzschild-anti-de Sitter
and the Reissner-Nordstro¨m-anti-de Sitter metric are discussed in section 5. In
section 6, we discuss the general case and prove that the system is stable when
|Λ| is large enough. Given that the proof is rather involved, we first present
an outline of our argument in section 6.1 before working through each step in
detail. Technical details such as the discussion of the perturbation potential in
the Reissner-Nordstro¨m-anti-de Sitter case and the factorization of the spatial
perturbation operator in the odd-parity sector are discussed in appendices A
and B, respectively.
The metric signature is (−,+,+,+) throughout, and we use the standard
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notations 2ω(ab) = ωab + ωba and 2ω[ab] = ωab − ωba for symmetrizing and anti-
symmetrizing, respectively. Throughout the paper, greek letters denote space-
time indices taking values in (0, 1, 2, 3), while roman letters will denote spatial
indices taking values (1, 2, 3).
2 Solitons and hairy black holes with a negative cos-
mological constant
In this section we discuss very briefly those details of the spherically symmetric
black hole and soliton solutions of su(2) Einstein-Yang-Mills theory with a neg-
ative cosmological constant that we require later in this paper. Further details
can be found in [8] and the original papers [4, 5].
The equilibrium metric is spherically symmetric
ds2 = −N(r)S2(r) dt2 +N−1(r) dr2 + r2 (dθ2 + sin2 θ dφ2) ,
and the gauge field potential has the spherically symmetric form
A = (1− w(r)) [−τφdθ + τθ sin θ dφ] .
Here the su(2) generators τr,θ,φ are given in terms of the usual Pauli matrices
σi by τr = er · σ/2i, etc. Writing N(r) = 1 − 2m(r)/r − Λr2/3, where Λ is the
(negative) cosmological constant, the field equations take the form:
m,r = G
[
Nw2,r +
1
2r2
(w2 − 1)2
]
,
S,r
S
=
2Gw2,r
r
,
0 = Nr2w,rr +
(
2m− 2Λr
3
3
−G(w
2 − 1)2
r
)
w,r + (1− w2)w, (1)
whereG is Newton’s constant, and we have set the gauge coupling constant equal
to
√
4π for convenience. Here, and in the rest of the paper, we use a comma in
a subscript to denote partial differentiation, i.e. w,r = ∂rw.
For solutions which approach anti-de Sitter (adS) space at infinity, the asymp-
totic behaviour of the field functions is:
m(r) = M +
M1
r
+O(r−2),
w(r) = w∞ +
w1
r
+O(r−2),
S(r) = 1 +O(r−4).
Due to these boundary conditions, in general the solutions will be globally mag-
netically charged.
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For black hole solutions having a regular event horizon at r = rh, all the field
variables have regular Taylor expansions near the event horizon, for example
w(r) = w(rh) + w,r(rh)(r − rh) +O(r − rh)2.
However, there are just two independent parameters, S(rh) and w(rh) since
N = 0 at the event horizon, which gives
m(rh) =
rh
2
− Λr
3
h
6
.
In order for the event horizon to be regular, we shall also require thatN,r(rh) > 0,
which implies that
Fh ≡ 1− Λr2h −G
(w(rh)− 1)2
r2h
> 0.
From (1), one has
w,r(rh) =
(w(rh)
2 − 1)w(rh)
rhFh
.
There are also globally regular (solitonic) solutions, for which the behaviour near
the origin is:
m(r) = 2Gb2r3 +O(r4),
w(r) = 1− br2 +O(r3),
S(r) = S(0)
[
1 + 4Gb2r2 +O(r3)
]
.
Here the independent parameters are b and S(0).
The simplest solutions to the field equations (1) are the Schwarzschild-adS
solution,
w = ±1, S = 1, m = const.
and the Reissner-Nordstro¨m-adS (RN-adS) solution
w = 0, S = 1, m = const.− G
2r
.
In both cases, the YM field is effectively Abelian. It is however interesting to
study the stability of these solutions with respect to non-Abelian perturbations
(see section 5).
The solutions of greatest interest in this article are those effectively non-
Abelian solutions, for which the gauge function w has no zeros, since these
solutions were shown in [4] to be linearly stable to both even- and odd-parity
spherical perturbations. In [4] it is proved that for any value of the gauge field
at the event horizon, w(rh) 6= 0, for all sufficiently large |Λ| there is a black
hole solution in which w has no zeros. Similar behaviour is found numerically
for the solitonic solutions [5]. For spherical perturbations of these equilibrium
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configurations, it is proved analytically that all the solutions in which w has
no zeros are stable in the odd-parity sector [4]. The even-parity sector is more
complicated, but stability can be proven for sufficiently large |Λ|.
In addition to the boundary conditions on the field variables at the origin (or
event horizon, as applicable) and infinity, we shall in section 6 make extensive
use of the fact that the equilibrium solutions (both solitonic and black hole)
are analytic in both r and the parameter Λ. This is proved in [4] for black
hole solutions, a proof which is readily extended to cover the solitonic case (see,
for example [12] for the asymptotically flat situation). We shall also apply the
result, proven in [4], that
w,r(r) ∼ o(|Λ|−
1
2 ) as |Λ| → ∞.
Dyonic solutions with a non-vanishing electric field also exist in this model
with Λ < 0 [5]. However, in common with our analysis of the odd-parity per-
turbations [8], our work here applies only to the purely magnetic equilibrium
solutions. In addition, recently hairy black holes with non-spherical event hori-
zon topology have been found in this model [13]. Here we consider only black
holes whose event horizon has spherical topology, although we conjecture that
all black holes (whatever the topology of their event horizon) will be stable if
|Λ| is sufficiently large.
3 The pulsation equations
Generalizing previous results [9, 10], we have shown in [8] that linear fluctuations
on a static and purely magnetic background are governed by a symmetric wave
equation for the linearized extrinsic curvature and electric YM field. Performing
an ADM decomposition of the metric and the gauge potential,
g = −α2dt2 + g¯ij(dxi + βidt)(dxj + βjdt),
A = −Φαdt+ A¯i(dxi + βidt).
(where Φ and A¯i are both Lie algebra valued), these quantities are given by
Lij =
1
2
δ (∂tg¯ij − Lβ g¯ij)
and
Ei = −δ
(
∂tA¯i + D¯i(αΦ)
)
.
(We use the same notation as in [8]: In particular, a bar refers to the 3-metric
g¯ij or to the magnetic potential A¯i .) On the background, static coordinates
are chosen such that the shift βi and the time derivative of the 3-metric, ∂tg¯ij
vanish. Similarly, the gauge is chosen such that the electric potential Φ and the
time-derivative of the magnetic potential, ∂tA¯i vanish. As a consequence, Lij
and Ei are vector-invariant, that is, invariant with respect to both infinitesimal
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coordinate transformations within the ADM slices and infinitesimal gauge trans-
formations of the gauge potential. More precisely, with respect to a coordinate
transformation δxµ 7→ δxµ +Xµ, we have
Lij 7→ Lij + ∇¯(i
(
α2∇¯j)f
)
, (2)
Ei 7→ Ei + α2F¯ij∇¯jf , (3)
where f = Xt. The fact that the spatial components, Xi, do not appear in (2)
and (3) justifies the name “vector-invariant”.
The pulsation equations can be obtained from the following energy func-
tional:
E = Egrav + EYM + Eint ,
where
Egrav =
1
2
∫ (
G¯ijkl
α2
L˙ijL˙kl + G¯
ijkl(∇¯sLij)(∇¯sLkl) + 2LijR¯kiLjk − 2LijR¯kiljLkl
+
4
α
Lij∇¯i
(
Ljk∇¯kα
)
− 4
α
Lij(∇¯iα)∇¯kLkj − 2Lij∇¯k
(∇¯iα
α
)
Ljk
− 4
α2
L∇¯i(α∇¯jα)Lij + 2
α2
(∇¯kα)(∇¯kα)L2 − 2
α2
G¯ijklLij∇¯kα2∇¯lA˜
− 2ΛLijLij + 4GTr
{
LijF¯ kiF¯
l
jLkl +
1
4
F¯klF¯
klLijL
ij
})
α
√
g¯ d x3,
EYM = G
∫
Tr
{
1
α2
E˙ iE˙i + 2D¯[iEj] · D¯[iEj] + α2
[
D¯j
(Ej
α
)]2
+ F¯ ij [Ei, Ej ] + 4GTr(F¯ lkEl)F¯ ikEi
}
α
√
g¯ d x3,
Eint = −2G
∫
Tr
{
LijD¯k
(
αF¯ ki Ej
)
− αF¯ jkE i∇¯kLij + 2
α
LijEkD¯i
(
α2F¯ kj
)
− 2F¯ kl(∇¯kα)LEl + αF¯ijE i∇¯jA˜
}√
g¯ d x3.
Here, A˜ is defined by
A˜ =
δα˙ − δβj∇¯jα
α
− L, (4)
which is the difference between a vector-invariant combination of the time-
derivative of the lapse and the trace, L = g¯ijLij , of the extrinsic curvature.
By absorbing L into A˜, one makes sure that the resulting dynamical equations
are hyperbolic. In fact, it can be checked that (4) corresponds to a linearized ver-
sion of a densitized lapse, which is widely used in recent hyperbolic formulations
of Einstein’s equations (see Ref. [14] for example).
In terms of the variable A˜, the harmonic gauge reads A˜ = 0. In this case,
one has a set of equations with symmetric potential, but the kinetic energy is
not positive [9]. This is the reason why the De Witt metric
G¯ijkl = g¯i(k g¯l)j − g¯ij g¯kl
6
appears in Egrav .
As we have discussed in [10], one can also adopt the maximal gauge, L =
0, in which case the equations are both hyperbolic and symmetric, but where
perturbations of the lapse still appear in A˜. In this case, one recovers the energy
functional given in Appendix A of Ref. [8]. At this point we recall that for
perturbations with odd parity, L = 0 and A˜ = 0 anyway since they represent
scalar quantities. In the even-parity sector, it will turn out to be useful not to
choose a particular gauge a priori but to derive the pulsation equations in a
general gauge and to choose an appropriate gauge later.
The dynamical equations resulting from the variation of E are subject to the
linearized momentum and Gauss constraint equations,
0 = Ci ≡ αG¯ jkli ∇¯j
(
Lkl
α
)
− 2GTr
(
F¯ jiEj
)
,
0 = G ≡ αD¯j
(Ej
α
)
.
Additional constraints involving also perturbations of the metric and the gauge
potential themselves are the Hamiltonian constraint and all evolution equations,
which we had differentiated in time in order to construct the wave operator.
Finally, we will make use of the following fact [10] later in our stability
analysis: In any gauge, the terms involving A˜ in the energy functional do not
contribute provided that Lij and Ei satisfy the momentum constraint Ci = 0. In-
deed, using partial integration (and homogeneous Dirichlet boundary conditions
for the perturbations), the terms involving A˜ are∫ (
− 1
α
G¯ijklLij∇¯kα2∇¯lA˜− 2GαTr
{
F¯ijE i∇¯jA˜
})√
g¯ d x3
=
∫
α
(
α∇¯k
{
G¯ijkl
Lij
α
}
− 2GTr
{
F¯ klEk
})
∇¯lA˜
√
g¯ d x3,
which vanishes if Cl = 0.
4 Even-parity fluctuations
Here, we specialize the pulsation equations given in the last section to a spher-
ically symmetric background with gauge group su(2). In this case, it is conve-
nient to expand the linearized extrinsic curvature and electric YM field in terms
of spherical tensor harmonics since then, perturbations belonging to different
choices of the angular momentum numbers ℓ and m decouple. Furthermore, the
tensor harmonics can be divided into parities. Odd-parity perturbations were
discussed in [8]. In this work, we consider the even-parity sector.
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4.1 The vacuum case
We start by computing Egrav . For technical reasons, it is convenient to parametrize
the background 3-metric according to
g¯ = dx2 + r(x)2dΩ2,
where x is a radial coordinate, and where r and the lapse α depend on x only.
In terms of the functions N and S defined in section 2, we have α2 = NS2 and
N = (∂xr)
2.
Einstein’s background vacuum equations are obtained from
(r2α′)′
r2α
= R00 =
2G
r2
(
w′2 +
(w2 − 1)2
2r2
)
− Λ,
−2r
′′
r
− α
′′
α
= Rxx =
2G
r2
(
w′2 − (w
2 − 1)2
2r2
)
+ Λ,
2
(
1− r′2 − rr′′ − rr′α
′
α
)
= RAA =
2G
r2
(w2 − 1)2
r2
+ 2Λ. (5)
Here and in the following, capital indices refer to coordinates on the 2-sphere,
and a prime denotes differentiation with respect to x.
In the even-parity sector, we expand Lij according to
Lxx =
(
p˜+
1
3
t˜
)
e(1),
LxB = q˜ e
(2)
B ,
LAB =
(
−1
2
p˜+
1
3
t˜
)
e
(3)
AB + g˜ e
(4)
AB ,
where
e(1) =
Y
r
, e
(2)
A = ∇ˆAY,
e
(3)
AB = rgˆABY, e
(4)
AB = r
(
∇ˆA∇ˆBY + 1
2
ℓ(ℓ+ 1)gˆABY
)
,
form a basis of even-parity tensor harmonics, which are orthogonal with respect
to the inner product induced by g¯. (Y ≡ Y ℓm denote the standard spherical
harmonics. The indices ℓm are suppressed in what follows.) Also, we have
chosen the parametrization such that t˜ and p˜ correspond to the trace and the
radial trace-less part, respectively, of Lij . After the rescaling
t˜ =
√
3
2
t, p˜ =
√
2
3
p, q˜ =
1√
2µ2
q, g˜ =
√
2
µ2λ
g,
8
with µ2 = ℓ(ℓ + 1), λ = µ2 − 2, the expansion is normalized such that the De
Witt metric becomes∫
LijG¯
ijklLkl
√
g¯ d x3 =
∫
(−t2 + p2 + q2 + g2)dx.
The signs reflect the signature of the De Witt metric.
Inserting the expressions above, using the background quantities
R¯xAxB = −rr′′gˆAB , R¯DCAB = 2(1− r′2)δD[AgˆB]C ,
R¯xx = −2 r′′r , R¯AB =
(
1− r′2 − rr′′) gˆAB ,
F¯xB = −w′εˆABτA , F¯AB = (w2 − 1)τr εˆAB ,
and integrating over the spherical variables, the gravitational energy functional
becomes, after some calculations,
Egrav =
1
2
∫ (
〈V˙ , T V˙ 〉+ 〈∂ρV , T∂ρV 〉+ 〈V , SgravV 〉 − 2〈V , T b(a˜)grav〉
)
dρ,
where V ≡ (t, p, q, g)T . The matrix T is given by
T = diag(−1, 1, 1, 1)
and the symmetric matrix Sgrav by
Sgrav =


Stt St1 0 0
St1 S11
√
12µγ,ρ 0
0
√
12µγ,ρ S22 2
√
λγ,ρ
0 0 2
√
λγ,ρ S33

 ,
with
St1 = −4r
3
(γα′)′ +
4G
3
γ2
[
w′2 − (w
2 − 1)2
r2
]
,
Stt = −γ2
[
µ2 + rr′′ +
13
3
rr′
α′
α
+
5
3
r2
α
α′′ − 4
3
r2
α2
α′2 + Λr2
]
+
14G
3
γ2
[
w′2 +
(w2 − 1)2
2r2
]
,
S11 = γ
2
[
µ2 + 6r′2 − 5rr′′ − 31
3
rr′
α′
α
+
4
3
r2
α2
(αα′)′ − 2Λr2
]
−4G
3
γ2
[
w′2 − 5(w
2 − 1)2
2r2
]
,
S22 = γ
2
[
µ2 + 4r′2 − 4rr′′ − 8rr′α
′
α
+
r2
α2
(αα′)′ − 2Λr2 + 2G(w
2 − 1)2
r2
]
,
S33 = γ
2
[
µ2 − 2r′2 − rr′′ − rr′α
′
α
− 2Λr2 + 4Gw′2 − 2G(w
2 − 1)2
r2
]
.
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Here, we have also introduced γ = α/r and ∂ρ = α∂x . The inhomogeneous term
b(a˜)grav , where a˜ = a˜(x) is the scalar amplitude parametrizing A˜,
A˜ = a˜Y,
is given by b(a˜)grav = (bt, b1, b2, b3)(a˜), where
bt(a˜) =
√
2
3
[
r(α2a˜′)′ + 2α2r′a˜′ − µ2α
2
r
a˜
]
,
b1(a˜) =
√
2
3
[
r(α2a˜′)′ − α2r′a˜′ + µ
2
2
α2
r
a˜
]
,
b2(a˜) =
√
2µ2 αr
(α
r
a˜
)′
,
b3(a˜) =
√
µ2λ
2
α2
r
a˜.
The resulting perturbation equations are(
T∂ 2t − T∂ 2ρ + Sgrav
)
V − Tb(a˜)grav = 0. (6)
The linearized momentum constraint yields the following two equations:
0 = αCvacx =
√
2
3
[
α
r2
∂ρ
(
r2p
α
)
− αr∂ρ
(
t
αr
)
−
√
3µ
2
γ q
]
Y
r
,
0 = αCvacB =
1√
2µ2
[
α
r2
∂ρ
(
r2q
α
)
− 2
√
3µ
3
γ t−
√
3µ
3
γ p−
√
λγ g
]
∇ˆBY.
Note that the spatial operator which acts on V is symmetric (with respect to
the standard L2 scalar product). However, compared to the odd-parity case, the
following problems arise here: First, the kinetic energy is not positive. In order
to fix this, one could multiply equation (6) from the left with T . However, one
would then lose the symmetry of the spatial operator. Next, the (densitized)
lapse still appears into the equations, and one has no evolution equation for a˜.
On the other hand, the amplitudes are not fully coordinate-invariant but are
subject to the gauge transformations (2). As a consequence, we have
V 7→ V + b(ξ)grav (7)
where ξ(x) parameterizes f according to f = ξ Y . Since the same operator-
valued vector b(.)grav appears in both the coordinate transformation and the
terms involving a˜ in the dynamical equations, it is clear that any gauge-invariant
combination of the equations for t, p, q and g annihilates the terms which depend
on a˜.
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Using the background equations (5), we can re-express rr′′, r′α′ and α′′ in
terms of N = r′2 and matter terms:
rr′′ =
1
2
(1−N)− Λ
2
r2 −Gw′2 − G
2
(w2 − 1)2
r2
,
rr′
α′
α
=
1
2
(1−N)− Λ
2
r2 +Gw′2 − G
2
(w2 − 1)2
r2
,
r2
α′′
α
= −(1−N) + 2G(w
2 − 1)2
r2
.
As a result, one can rewrite the coefficients of Sgrav as
St1 = −4
3
α,ρρ
α
+
2γ2
3
[
1−N − Λr2 + 4Gw′2 − 3G(w
2 − 1)2
r2
]
,
Stt = −γ2
[
λ+ 1 +N − Λr2 − 4Gw′2 + 3G(w
2 − 1)2
r2
]
− St1 ,
S11 = γ
2
[
λ− 5 + 13N + 5Λr2 − 4Gw′2 + 9G(w
2 − 1)2
r2
]
− St1 ,
S22 =
r2
α
( α
r2
)
,ρρ
+ γ2
[
λ+ 4G
(w2 − 1)2
r2
]
,
S33 =
r,ρρ
r
+ γ2
[
λ+ 4Gw′2
]
. (8)
4.2 The pure YM case
Next, we compute EYM . The background gauge potential has the components
A¯x = 0, A¯B = (1− w)εˆCBτC ,
where w depends on x only. The background YM equation reads
1
α
(
αw′
)′
= w
w2 − 1
r2
.
The electric YM field is expanded into su(2)-valued spherical harmonic one-forms
with even parity (these one-forms are explained in Appendix D of Ref. [15]):
Ex = b˜
r
X3 ,
EB = εˆAB
[
c˜ τr∇ˆAY + d˜ Y τA + e˜
(
∇ˆAX2 + 1
2
µ2Y τA
)]
,
where in terms of the Pauli matrices σ = (σi), τr = er · σ/(2i), τA = eA · σ/(2i).
Here X2 and X3 are the su(2)-valued harmonics
X2 = gˆ
AB∇ˆAY τB , X3 = εˆAB∇ˆAY τB .
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After the rescaling
b˜ =
b√
2Gµ2
, c˜ =
c√
2Gµ2
, d˜ =
d
2
√
G
, e˜ =
e√
Gµ2λ
,
the amplitudes are normalized such that
2G
∫
Tr
(
g¯ijEiEj
)√
g¯ d x3 =
∫
(b2 + c2 + d2 + e2)dx.
The YM energy functional becomes
EYM =
1
2
∫ (
〈W˙ , W˙ 〉+ 〈∂ρW , ∂ρW 〉+ 〈W , SYMW 〉
)
dρ,
where W ≡ (b, c, d, e)T and
SYM
γ2
=


γ,ρρ
γ3
+ λ+ f + u
2
γ2
sym. sym. sym.
− 2
γ2
(γw),ρ − uvγ λ+ 2f + v2 sym. sym.√
2µ
γ,ρ
γ2
√
2µw λ− 2 + 3f + 2u2
γ2
sym.√
2λ
γ,ρ
γ2
−√2λw 0 µ2 − f

 ,
(9)
with
f ≡ w2 + 1, u ≡ 2
√
G
w,ρ
r
, v ≡ 2
√
G
w2 − 1
r
. (10)
(Note that the u here differs from the u in our previous article [8] by a factor of
2
√
G.) The linearized Gauss constraint gives
0 =
√
2GµαrG =
{
γ∂ρ
(
b
γ
)
+ γwc− µ√
2
γ d−
√
λ
2
γ e
}
X3 .
4.3 The interaction term
We finally compute the interaction energy. Using partial integration and the
background equations D¯k(αF¯jk) = 0, it is convenient to rewrite Eint as
Eint = −2G
∫ {
2LijTr
(
F¯ ki (D¯E)kj
)
+ 2vili + 2
∇¯kα
α
vkL+ v
k∇¯kA˜
}
α
√
g¯ d x3,
where li = α∇¯j(Lij/α) and vj = Tr(F¯ kjEk).
Inserting the above expansions for Lij and Ei and integrating over the spher-
ical variables, we obtain
Eint =
∫ (〈V , Aint∂ρW 〉 − 〈ATint∂ρV , W 〉
+ 〈V , SintW 〉 − 〈bint(a˜) , W 〉) dρ,
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where
Aint =
u
2


0 0 −
√
2
3 0
0 0
√
2
3 0
1 0 0 0
0 0 0
√
2

 ,
Sint =


µγu√
3
−µγ2v√
3
−u,ρ√
6
−
√
2
3u
(γ2r3),ρ
γ2r3
0
2µγu√
3
µγ2v√
3
7u,ρ√
6
+
√
2
3u
(γ2),ρ
γ2
0
3
2 u,ρ +
γ,ρ
γ u −γwu− rγ
(
γ2
r v
)
,ρ
µγu√
2
√
λ
2 γu
0 −
√
λγ2v 0 −u,ρ√
2


,
(11)
and
bint(a˜) =
α√
2
(
µu a˜,−µγv a˜,
√
2ru a˜′, 0
)
.
At this point, we remind the reader that although the linearized electric
YM field is invariant under infinitesimal su(2)-gauge transformations, it is not
invariant under infinitesimal coordinate transformations, see (3). As a result, it
is easy to show that the YM amplitudes W transform according to
W 7→ W + bint(ξ),
where f = ξ Y .
4.4 Summary
Taking together the above results, the total energy functional becomes
E =
1
2
∫ (
〈U˙ , T U˙〉+ 〈∂ρU , T ∂ρU〉+ 〈U , A∂ρU〉+ 〈U , ∂ρAU〉
+ 〈U , SU〉 − 2〈U , Tb(a˜)grav〉
)
dρ, (12)
and the pulsation equations are(
T ∂ 2t − T ∂ 2ρ + A∂ρ + ∂ρA + S − Tb(a˜)
)
U = 0, (13)
where U = (V,W )T , T = diag(−1, 1, 1, 1, 1, 1, 1, 1),
A =
(
0 Aint
−ATint 0
)
, S =
(
Sgrav Sint
STint SYM
)
,
and
b(a˜) = (bgrav(a˜), bint(a˜)) .
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Infinitesimal coordinate transformations are given by
U 7→ U + b(ξ), (14)
and the constraint equations are
0 =
α
r2
∂ρ
(
r2p
α
)
− αr∂ρ
(
t
αr
)
−
√
3µ
2
γ q −
√
3
2
u d, (15)
0 =
α
r2
∂ρ
(
r2q
α
)
− 2
√
3µ
3
γ t−
√
3µ
3
γ p−
√
λγ g − u b+ γv c, (16)
0 = γ∂ρ
(
b
γ
)
+ γwc− µ√
2
γ d−
√
λ
2
γ e. (17)
Finally, as in our previous work, we assume that all perturbations vanish at the
boundary points, so that all boundary terms vanish.
5 Special cases
In this section, we discuss the perturbation equations for some special cases.
We first show that for ℓ = 0, one recovers the radial pulsation equation derived
in [4]. Then, we introduce fully gauge-invariant amplitudes and discuss the
stability of the Schwarzschild-adS and the RN-adS solutions. These examples,
which are much simpler than the cases where the gauge potential is effectively
non-Abelian, indicate that a topological stability analysis, as performed in the
odd-parity sector, is not possible in the even-parity sector.
5.1 Radial perturbations
For ℓ = 0, the only gravitational amplitudes are t and p. Since these are sub-
ject to the one-parameter family of coordinate transformations (14) and to the
constraint equation (15), one expects that there are no dynamical gravitational
modes. In fact, one can show that for ℓ = 0, the only physical gravitational
perturbations correspond to the variation of the mass. This is also clear in view
of Birkhoff’s theorem. For the YM field, we have only the amplitude d and the
Gauss constraint is void. Therefore, we expect to have an unconstrained wave
equation for the YM field when ℓ = 0. Looking at (14) we see that we can
construct a gauge-invariant linear combination:
dˆ = d+
1√
6
ru
r,ρ
(−t+ p).
For computation, it is convenient to choose a gauge in which t = p since in this
gauge, dˆ = d. Furthermore, in this gauge, the only constraint equation yields
the simple relation
r,ρt =
ru√
6
d.
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Using this, and taking the combination of the dynamical equations which corre-
sponds to the definition of dˆ, we obtain the following wave equation for d:
(
∂ 2t − ∂ 2ρ
)
d+ 2
ru
r,ρ
u,ρ d
+ γ2
[
3w2 − 1 +
(
ru
r,ρ
)2(
−1 + 2N + Λr2 +G(w
2 − 1)2
r2
)]
d = 0.
Finally, using ru/r,ρ = 2
√
Gw,r , u
2 = 4Gγ2Nw2,r and the background YM
equation ru,ρ = 2
√
Gγ2w(w2 − 1)− ur,ρ , we have(
∂ 2t − ∂ 2ρ + γ2(3w2 − 1)
)
d
+4Gγ2
[
2ww,r
w2 − 1
r
− w2,r
(
1− Λr2 −G(w
2 − 1)2
r2
)]
d = 0, (18)
which agrees with the equation found in [4]. By replacing d by dˆ, this equation
acquires a gauge-invariant meaning. Using the estimate of section 2 for Λ→ −∞,
we see that the dominant terms in the potential are γ2(3w2−1) which is positive
for solutions with w(rh) > 1/
√
3 and large |Λ|. This shows the existence of
solutions which are stable with respect to even-parity radial perturbations [4].
5.2 The gauge-invariant approach
Motivated by the analysis above, one can try to introduce gauge-invariant am-
plitudes for ℓ ≥ 1. In order to do so, it turns out to be convenient to introduce
the amplitude
τ ≡ 1√
6
(−t+ p) + r
′
√
2µ
q.
Using the transformation rules (7), we find
τ 7→ τ + α
2
r
fτ ξ,
where
fτ ≡ µ
2
2
+ rr′
α′
α
−N = λ
2
+
3m
r
+Gw′2 − G
2
(w2 − 1)2
r2
.
The advantage of the new amplitude τ is that – like the amplitude g – it trans-
forms with an additive term which is algebraic in ξ. Provided that fτ has no
zeros, one can use τ in order to construct gauge-invariants. For example, we can
construct
ζ = g −
√
µ2λ
2
1
fτ
τ, (19)
which is gauge-invariant for ℓ ≥ 2. In fact, we will show below that for vacuum
gravity, ζ satisfies the Zerilli equation.
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Using the momentum constraint equations (15) and (16), we find the follow-
ing constraint equation
γ∂ρ
(
τ
γ
)
= γ(fτ − 2Gw′2) q√
2µ
+
√
λ
2µ2
r,ρ
r
g+
r′u√
2µ
b− 1√
2µ
r,ρ
r
v c+
u
2
d. (20)
In the gauge where τ = 0, this yields an algebraic relation between q, g, b, c and
d.
Next, we compute an evolution equation for τ : Taking the combination of
the evolution equations which corresponds to the definition of τ , we arrive at
the equation
0 = τ + γ2
(
µ2 − 6m
r
+ 5G
(w2 − 1)2
r2
)
τ +
(
4γ,ρfτ − α
′
γ
u2 − γuvw
)
q√
2µ
+γ2r′
(
−6m
r
+ 10Gw′2 + 5G
(w2 − 1)2
r2
)
q√
2µ
+
√
2λ
µ
γ2
(
1− 2N − r2Λ−G(w
2 − 1)2
r2
)
g
+
1√
2µ
[
r′u∂ρb+ 2r′u,ρb+ r′
γ,ρ
γ
ub+ µ2γu b+ 2αr′′ub
]
− 1√
2µ
[
γwr′u− rr
′
γ
(
γ2
r
v
)
,ρ
− 2αr′′γv
]
c+
(
u,ρ − 1
2
r,ρ
r
u
)
d
+
√
λ
2µ
r,ρ
r
u e− α
2
r
fτ a˜, (21)
where we have defined
≡ (∂ 2t − ∂ 2ρ ) .
We have also used the momentum constraint equation (16) in order to eliminate
first derivatives of q. It seems clear from equation (21) that a formulation of the
evolution equations in terms of gauge-invariant quantities would be quite messy.
Worse than this, we have no reasons to expect that the resulting equations have a
symmetric potential. Nevertheless, in some special cases where w is constant, the
expressions simplify enough and one can find a fully gauge-invariant description.
This will be the subject of the next two subsections.
5.3 Stability of the Schwarzschild-adS solution
If |w| = 1 (i.e. the YM field is a pure gauge), we see that the interaction terms
Aint and Sint vanish, and the gravitational and YM perturbations decouple
from each other. In order to investigate the gravitational sector, we adopt the
gauge-invariant formalism described in the previous subsection. First, we note
that for ℓ = 1, the constraint equation (20) yields, in the gauge τ = 0,
q = 0.
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Then, the evolution equation for τ , (21), gives a˜ = 0. This shows that for ℓ = 1,
the gravitational sector is empty.
For ℓ ≥ 2, we introduce the gauge-invariant amplitude
ζ = g −
√
µ2λ
2
1
fτ
τ,
where fτ = λ/2 + 3m/r. We derive the equation for ζ in the gauge τ = 0.
Taking the combination of the evolution equation for τ , (21), and the equation
for g corresponding to the definition of ζ, the terms involving a˜ cancel, and we
obtain
g +
√
λ
2
γ2r′
6m
rf
q +
[
S33 − γ2 λ
fτ
(
1− 2N − r2Λ)] g = 0.
Next, the constraint equation (20) yields
q = −
√
λ
r′
fτ
g.
Using this, and r,ρ = N = 1 − 2m/r − Λr2/3, we eventually get the Zerilli
equation [16] (with the presence of a cosmological constant)
( + VZ) g = 0, (22)
where
VZ = N
λ2r2[(λ+ 2)r + 6m] + 12m2(3λr + 6m− 2Λr3)
(λr + 6m)2r3
.
If we replace g by ζ, this equation becomes manifestly gauge-invariant. Since
VZ is positive for all r ∈ (rh,∞), there are no gravitational instabilities. At this
point, let us also mention that equation (22) and its odd-parity counterpart have
already been derived and used in order to compute the quasi-normal modes of
Schwarzschild-adS black holes (see Ref. [17] and references therein).
The YM perturbations describe a linearized YM field on a Schwarzschild
black hole. We will show later (see section 6.2) that those fields cannot possess
exponentially growing modes either.
5.4 On the stability of the RN-adS solution
When w = 0, we see that the equations decouple into two sets, one set comprising
the amplitudes (t, p, q, g, c) (referred to as Abelian amplitudes in the following)
and the other set comprising (b, d, e) (referred to as the non-Abelian amplitudes).
We start with the discussion of the Abelian amplitudes: The relevant gauge-
invariants are
ζ = g −
√
µ2λ
2
1
fτ
τ,
ψ = c+
µ√
2
v
fτ
τ.
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(For ℓ = 1, ζ is void.) Taking the combination of the evolution equations cor-
responding to these amplitudes and eliminating q using the constraint equation
(20), i.e. using
q = − r
′
fτ
[√
λg − vc
]
,
we get the following system of equations:
( + VM )
(
ζ
ψ
)
= 0, (23)
where the potential VM is symmetric and has the particular form
VM = N
[
U +W
( −3M √4Gλ√
4Gλ 3M
)]
.
Using N = 1 − 2M/r + G/r2 − Λr2/3 and 2fτ = λ + 6M/r − 4G/r2, we can
write the functions U and W as (the fact that fτ > 0 for r ≥ rh is shown in
Appendix A)
U =
1
r2(2fτ )2
[
λ3 +
(
2 +
9M
r
− 4G
r2
)
λ2
+ 4
(
−2
3
GΛ +
3M
r
+
9M2 + 2G
r2
− 16GM
r3
+
6G2
r4
)
λ
+ 4
(
−3ΛM2 + 4GMΛ
r
+
9M2 − 83G2Λ
r2
+
9M3
r3
− 39GM
2
r4
+
32MG2
r5
− 8G
3
r6
)]
,
W =
1
r3(2fτ )2
[
λ2 + 4λ+
4M
r
(
3− 3M
r
+
G
r2
)
+
2Λr2
3
(
6M
r
− 8G
r2
)]
.
For Λ = 0, these equations reduce to the ones obtained by Moncrief [18] de-
scribing even-parity perturbations of a RN black hole. The fact that VM can be
written as the sum of a function and a function times a constant matrix allows
the system to be diagonalized. The absence of exponentially growing modes in
this system is discussed in Appendix A.
For ℓ = 0, the non-Abelian modes are described by equation (18) where one
sets w = 0: ( − γ2) d = 0.
In [8], we have shown that this equation possesses exponentially growing modes.
Therefore, the RN-adS solution is unstable with respect to non-Abelian odd-
and even-parity radial perturbations.
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For ℓ ≥ 1, there are no instabilities. In order to see this, we consider non-
Abelian perturbations, which are described by the system
0 = b+
[
γ,ρρ
γ
+ γ2(λ+ 1)
]
b+
√
2µγ,ρ d+
√
2λ γ,ρ e,
0 = d+
√
2µγ,ρ b+ γ
2(λ+ 1)d,
0 = e+
√
2λγ,ρ b+ γ
2(λ+ 1)e.
(For ℓ = 1, the equation for e is not present.) We also have the Gauss constraint,
0 = γ∂ρ
(
b
γ
)
− µ√
2
γ d−
√
λ
2
γ e.
Using this constraint, we can eliminate both d and e in the evolution equation
for b. Defining B = b/γ, one obtains the equation
B + γ2(λ+ 1)B = 0,
which has no unstable modes. From the Gauss constraint, it follows that µd+√
λ e cannot grow exponentially in time either. Finally, we can find an equation
for F ≡ d/µ − e/√λ:
F + γ2(λ+ 1)F = 0,
which is identical to the equation for B. Stability for ℓ ≥ 1 will also follow from
the considerations made in section 6.2.
6 The general case
In this section we shall prove that both solitons and black holes in which the
gauge function w has no zeros are stable for |Λ| sufficiently large. Since the
analysis required is rather involved, we shall first outline the steps in the proof,
before describing the details. The sector with ℓ = 0 has already been discussed
in [4] and section 5, so we assume that ℓ ≥ 1 in the analysis below.
6.1 Outline of stability proof
In the last section, we have re-formulated the perturbation equations on a
Schwarzschild-adS and RN-adS background in terms of fully gauge-invariant
amplitudes. Unfortunately, in the general case, this procedure is quite messy
and we have no guarantee that the resulting equations are going to be suitable
for analytic discussions.
In the following, we adopt a gauge in which t = p. Somehow, this gauge
has similar properties as τ = 0, but has the advantage of being simpler compu-
tationally. In particular, one does not lose the symmetry of the potential. For
t = p, the momentum constraint, Eq. (15), reduces to an algebraic equation,
√
6
r,ρ
r
t =
µ√
2
γq + ud, (24)
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which permits one to re-express t in terms of q and d. (Note that r,ρ = NS is
positive everywhere outside the horizon for black holes and positive everywhere
for solitons.) Introducing t = p into the energy expression (12), we see that
there are no kinetic terms involving t (or p). In particular, the kinetic energy is
positive, and t = p is non-dynamical. The energy now has the form
E =
1
2
∫ (
〈 ˙¯U , ˙¯U〉+ 〈∂ρU¯ , ∂ρU¯〉+ 〈U¯ , A¯∂ρU¯〉+ 〈U¯ , ∂ρA¯U¯〉
+ 〈U¯ , S¯U¯〉 − 2〈U¯ , b¯(a˜)〉+R
)
dρ, (25)
where U¯ = (q, g, b, c, d, e)T and where A¯, S¯ and b¯ are obtained from A, S and b
by removing rows and columns corresponding to t and p. The remainder terms
R then are
R = (Stt + S11 + 2St1) t2 + 2
√
12µγ,ρ t q
+2
√
3µγu t b+ 2
√
6
(
u,ρ − ur,ρ
r
)
t d+ 2 (bt(a˜)− b1(a˜)) t. (26)
Variation of these equations with respect to t, q, g, b, c, d, and e yields the same
equations as in (13) but with p = t and where the equations for t and p are
summed, resulting in an elliptic equation for a˜.
In order to discuss the stability of the system, we proceed as follows: We
first give initial data for t, p, q, g, b, c, d, e and their time derivatives such
that the constraint equations t = p, (16), (17), (24) and their time derivatives
are satisfied. Then, we evolve the data using the hyperbolic evolution equations
(13). In order to make sure that the gauge condition t = p is preserved during
the evolution, we have to solve, at each time-step, the elliptic equation for a˜
described above. In [10] we have shown that the constraint equations propagate.
In particular, this is the case for the constraint (24). Next, as we have shown
in section 3, the terms which depend on a˜ do not contribute to the energy E.
As a consequence, one can check that E is conserved, i.e. ∂tE = 0, provided
that homogeneous Dirichlet boundary conditions are given at the horizon and
at infinity. Then, stability follows if we can show that E is positive. Indeed, if
E is positive, Lij and Ei cannot grow exponentially in time. In a gauge where
the shift and the electric potential are zero, the same follows for δg¯ij and δA¯i
since
δg¯(t)ij = δg¯(0)ij +
t∫
0
2L(τ)ijdτ,
δA¯(t)i = δA¯(0)i −
t∫
0
Ei(τ)dτ.
Since the terms involving a˜ do not contribute, stability will hold if the oper-
ator
A¯ ≡ −∂ 2ρ + A¯∂ρ + ∂ρA¯ + S¯ (27)
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together with the remainder term R¯ is positive, where
R¯ = R− 2 (bt(a˜)− b1(a˜)) t.
From now on, we therefore ignore all terms dependent on a˜, and shall consider
only the energy functional
E˜ = E − 1
2
∫ [−2〈U¯ , b¯(a˜)〉+ 2 (bt(a˜)− b1(a˜)) t] dρ, (28)
since E is positive (and the system stable) if E˜ is positive.
In the first stage of the proof (subsection 6.2) we show that the operator Aˆ
(which has the same form as A¯ (27) but with slightly modified matrices A¯ and
S¯) can be written as
Aˆ = B¯†B¯ + b¯T b¯,
where B¯ is a first order matrix differential operator and b¯ is a vector. This
means that Aˆ is a positive operator.
As a result of the factorization of Aˆ, we now have a slightly modified remain-
der term Rˆ given by
Rˆ = (Stt + S11 + 2St1) t2 + 2
√
12µγ,ρ t q
+2
√
3µγu t b+ 2
√
6u,ρt d, (29)
(ignoring the terms containing the lapse a˜). Unfortunately, Rˆ is not positive
(even in the Schwarzschild-adS case), so we do not immediately have that the
energy E˜ is positive. However, in the next part of the stability proof (subsection
6.3), we argue that this remainder term is of subleading order compared to
Aˆ when |Λ| → ∞. This is not sufficient to give positivity of E˜ even for all
sufficiently large |Λ|, since the operator Aˆ is positive and not necessarily bounded
away from zero (this means that it may be that Aˆ could be equal to zero for
some perturbations and then the subleading terms in Rˆ would be dominant, and
may be negative). From the fact that Rˆ is subleading order as |Λ| → ∞, we can
however deduce that E˜ is positive for the precise value |Λ| = ∞ (in a sense to
be made exact in section 6.3).
It therefore remains to extend this stability for |Λ| =∞ to sufficiently large
values of |Λ|. We will do this via an analyticity argument, using the multi-
dimensional equivalent of the nodal theorem [11]. The details of this are quite
involved, and cover subsections 6.4–6.6. First of all, as before we ignore the
terms depending on a˜ in the energy functional E (25), and consider instead the
modified energy functional (28)
E˜ =
1
2
∫ (
〈 ˙¯U , ˙¯U〉+ 〈∂ρU¯ , ∂ρU¯〉+ 〈U¯ , A¯∂ρU¯〉+ 〈U¯ , ∂ρA¯U¯〉
+ 〈U¯ , S¯U¯〉+ R¯
)
dρ.
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We also express t (which is non-dynamical) in terms of q and d using the con-
straint equation (24). The remainder term R¯ then takes the form:
R¯ = Sqqq2 + 2Sqdqd+ Sddd2 + 2Sqbqb+ 2Sbdbd,
where
Sqq = µ
2r2γ4
2r2,ρ
[
−1 + 2N + Λr2 + G(w
2 − 1)2
r2
]
+
2µ2rγ,ργ
r,ρ
;
Sqd = µur
2γ3√
2r2,ρ
[
−1 + 2N + Λr2 + G(w
2 − 1)2
r2
]
+
√
2µurγ,ρ
r,ρ
+
uu,ρrγ√
2r,ρ
− u
2
√
2
;
Sdd = u
2r2γ2
r2,ρ
[
−1 + 2N + Λr2 + G(w
2 − 1)2
r2
]
+
2uu,ρr
r,ρ
− 2u2;
Sqb = µ
2uαγ
2r,ρ
;
Sbd = µu
2α√
2r,ρ
. (30)
On varying E˜ with respect to the perturbations q, g, b, c, d and e, the remainder
term R¯ will contribute additional terms to the perturbation equations. These
additional terms are equivalent to adding the following quantities to the per-
tinent parts of the potential S¯: add Sqq to S22 in Sgrav (8); add Sdd to the
(dd)-entry in SYM (9); finally, add Sqd, Sqb and Sbd to the corresponding entries
in Sint (11).
There is one additional complication. For both black hole and soliton solu-
tions, it is found to be necessary to study the perturbation equations arising not
from the variation of the whole of E˜, but, instead we shall vary only
EP = E˜ − P,
where P is manifestly positive. Positivity of E˜ is automatic if EP is positive
since we shall always have P > 0. Further, we can deduce that EP ≥ 0 if the
perturbation equations derived from varying EP have no unstable modes. The
splitting of E˜ in this form will be seen to be necessary in section 6.5 in order
to satisfy the technical conditions for the application of the multi-dimensional
nodal theorem.
In subsection 6.4 we write the equations derived from the variation of EP in
the form
OU¯ = − d
dR
(
K1(R)
d
dR
U¯
)
+
(
L(R)
R2
+ M(R)
)
U¯ = −K2(R)∂2t U¯ . (31)
In equation (31), the variable R depends on whether we are considering solitonic
or black hole solutions and is given in subsection 6.5, and K1, K2, L, and M
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are real symmetric matrices depending on R. We show, in subsection 6.5, that
K1 is uniformly positive definite, K2 is positive definite, L(0) is non-negative
and that all four matrices are smooth and uniformly bounded for all R in the
interval [0,∞). The crux of the stability proof is to show that the operator O has
no negative eigenvalues for all |Λ| sufficiently large, given that we have already
proved that there are no negative eigenvalues if |Λ| =∞. Since the matrix K2 is
positive definite, stability follows if the operator O has no negative eigenvalues.
Before applying the multi-dimensional nodal theorem [11], we note that there
are additional criteria required of the matrices L and M , which ensure that the
essential spectrum of the operator O equals [0,∞), and that the number of
bound states is finite. Sufficient criteria are [11]: M → 0 as R → ∞; and
R2M + L ≥ −βc for some βc < 1/4 and all sufficiently large R. We will show,
in section 6.5, that these additional criteria are also satisfied by our matrices L
and M .
The multi-dimensional nodal theorem [11] gives a method for determining
the number of negative eigenvalues of the differential operator O, as follows.
Fix 6 (since we have a 6-dimensional system) linearly independent real 6-vectors
e1, . . . , e6, and a1 > 0. Denote by Ua1 = [u1, . . . , u6] the (6 × 6)-matrix whose
columns are the solutions of the 6 initial value problems
Ouj = 0, a1 < R <∞, uj(a1) = 0, duj
dR
(a1) = ej , j = 1, . . . , 6.
Then the nodal theorem reads [11]:
Theorem: If a1 > 0 is sufficiently small and a2 > a1 is sufficiently large,
the number of zeros (counted with multiplicities) in the interval (a1, a2) of the
function F := R 7→ detUa1(R) equals the number of negative eigenvalues of O
(counted with multiplicities).
At this point it should be stressed that the function F must, by definition,
vanish at a1. However, we already know that, when |Λ| =∞, the function F has
no zeros in the (open) interval (a1, a2), for sufficiently small a1. In subsection
6.6 we show that each of the uj (and hence F) are analytic in Λ and a1 in a
neighbourhood of Λ = −∞, and for all a1 > 0. Therefore F has no zeros in
the interval (a1, a2) for all |Λ| sufficiently large (and all sufficiently small a1).
Therefore O has no negative eigenvalues for all |Λ| sufficiently large, and we have
proved stability, since the matrix K2 on the right-hand side of (31) is positive
definite.
6.2 Factorization of a subsystem
Having outlined the stability proof, in this section we perform the first stage of
this proof, by showing that the operator Aˆ is positive, where Aˆ has the same
form as the operator A¯ (27) but with slightly modified matrices A¯ and S¯.
Firstly, we note that the operator A¯ (27) is very similar to the corresponding
operator in the odd-parity sector. This resemblance becomes even more striking
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if we use the constraint equation (24) and replace the term −2√6u r,ρr t d on the
right-hand side of equation (26) by
−
√
2µγu q d− 2u2d2.
Redefining U¯ = (q,−b, g,−c, d,−e)T , the energy functional E˜ (28) then has the
same form as before, but where now
A¯ =
(
A1 0
0 A2
)
, S¯ =
(
S1 S
T
t
St S2
)
,
with
A1 = −u
2
(
0 1
−1 0
)
, A2 = − u√
2


0 0 0 1
0 0 0 0
0 0 0 0
−1 0 0 0

 ,
S1 =
(
r
γ
(γ
r
)
,ρρ
+ γ2(λ+ v2) sym.
−32u,ρ − uγ,ργ γ,ρργ + γ2(λ+ f) + u2
)
,
St =


2
√
λ γ,ρ 0
r
γ
[
γ2
r v
]
,ρ
+ γwu −2(γw),ρ − γ uv
− µ√
2
γ u −√2µγ,ρ
−
√
λ
2 γ u
√
2λγ,ρ

 ,
S2 =


r,ρρ
r + λγ
2 + u2 sym. sym. sym.√
λγ2v γ2(λ+ 2f + v2) sym. sym.
0 −√2µγ2w γ2(λ− 2 + 3f) sym.
u,ρ√
2
−√2λγ2w 0 γ2(µ2 − f)

 ,
and
Rˆ = (Stt + S11 + 2St1) t2 + 2
√
12µγ,ρ t q
+2
√
3µγu t b+ 2
√
6u,ρt d.
Comparing this with the corresponding expressions in the odd-parity sector (see
Eq. (8) of Ref. [8]) with a = 0, we see that the only difference lies in the sign
of (S2)23 = (S2)32. It is also interesting to observe that in terms of the new
variables, the constraint equations (16) and (17) are
0 =
γ
r
∂ρ
(
r
γ
q¯
)
+ u b¯−
√
λγ g¯ − γv c¯−
√
3µγ t
0 = γ∂ρ
(
1
γ
b¯
)
+ γwc¯ +
µ√
2
γ d¯−
√
λ
2
γ e¯,
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which, apart from the term involving t, are exactly the same as the constraint
equations for h and b in the odd-parity sector (see Eq. (9) of Ref. [8]).
Therefore, if P denotes the projector from the even-parity amplitudes U¯ =
(q¯, b¯, g¯, c¯, d¯, e¯) to the odd-parity amplitudes Uodd = (h, a, b, k, c, d, e) defined in
Ref. [8],
P : U¯ 7→ (q¯, 0, b¯, g¯, c¯, d¯, e¯),
and if Ec¯d¯ is the matrix whose entry in the column and row corresponding to c¯
and d¯, respectively, is 1 while all other entries are 0, we have
Aˆ = P TB†BP − 2
√
2µγ2w (Ec¯d¯ + Ed¯c¯) ,
where Aˆ has the same form as the operator A¯ (27) but with the matrices A¯
and S¯ replaced by their modified forms above. The operator B and its adjoint
B† were found in [8] (B is also given in Appendix B for completeness). Now,
introducing also
Q : Uodd = (h, a, b, k, c, d, e) 7→ (0, a, 0, 0, 0, 0, 0)
such that 1 odd = PP
T + QQT , and noticing that
QTBP = γ(0, 1, 0, 0, 0, 0, 0)T (0, 0, 0,−µ,−
√
2w, 0),
we find
Aˆ = (P TB†P )(P TBP ) + γ2
(
µ2E c¯c¯ −
√
2µwE c¯d¯ −
√
2µwEd¯c¯ + 2w
2Ed¯d¯
)
= B¯
†
B¯ + b¯T b¯, (32)
where B¯ ≡ P TBP and b¯ = γ(0, 0, 0,−µ,+√2w, 0). This shows that the oper-
ator Aˆ is positive. Note that this factorization also works when ℓ = 1, since in
that case the amplitudes (q¯, b¯, c¯, d¯) decouple from the amplitudes (g¯, e¯) so that
the above result is still correct when g¯ and e¯ are removed.
As an application of (32), consider the Schwarzschild-adS case, |w| = 1:
It can be checked from the explicit expressions in Appendix B that the YM
perturbations (b¯, c¯, d¯, e¯) decouple from the gravitational perturbations. Since
the remainder term Rˆ does not depend on the YM perturbations in that case,
(32) shows that the YM perturbations are stable. Similarly, in the RN-adS case,
the non-Abelian amplitudes (b¯, d¯, e¯) decouple, and (32) shows that there are no
instabilities. In contrast, the stability of the gravitational perturbations does
not follow from (32) since in that case, the remainder term Rˆ has to be taken
into account. As a matter of fact, it turns out that Rˆ is not positive even in the
Schwarzschild-adS case, and one needs to derive the master equations (22) and
(23) in order to prove stability. In this sense, the gravitational perturbations are
responsible for the stability not being topological in the even-parity sector!
The main idea in the next section will be to show that Rˆ is negligible when
|Λ| is large enough and to argue that in that case, the energy is still positive.
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6.3 Stability for infinite cosmological constant
We will now argue that the remainder term Rˆ (29) given in the previous sub-
section is sub-leading order as |Λ| → ∞. In order to estimate carefully the
magnitudes of all terms in our system of equations, we firstly need to non-
dimensionalize all quantities. All the perturbations, q, g, b, c, d and e have
dimensions of length. Bearing in mind that Newton’s constant G has dimension
length2, we may write, for example,
q = qˆ ℓG
and similarly for the other quantities, where ℓG =
√
G . Since our equations are
linear, the factors of ℓG all cancel and the equations for the hatted variables are
the same as those for the unhatted variables. Therefore we shall not distinguish
in the following between the dimensionless or dimensionful perturbations.
The time and radial variables are rescaled as:
t = tˆ ℓG , ρ = ρˆ ℓG , r = rˆ ℓG .
The gauge function w and all metric quantities are dimensionless. The remaining
dimensionful quantities are:
rh = rˆh ℓG , m(r) = mˆ ℓG , u = uˆ ℓ
−1
G = 2
w,ρˆ
rˆ ℓG
, γ = γˆℓ−1G .
We also define the positive dimensionless parameter
L = −Λℓ 2G .
All other quantities in the pulsation equations are dimensionless.
We are interested in the limit in which L is very large (and positive), and
so we can introduce another positive parameter ξ = L−1, so that, equivalently,
we may consider small ξ in a neighbourhood of ξ = 0. It is worth recalling
at this stage that it has been proved that, in this limit, uˆ ∼ o (ξ−1/2) (see [4]
and section 2). Furthermore, we know that in this limit the metric function mˆ
behaves like L, and, in turn, this means that N ∼ L. We therefore define
N˜ = ξN = L−1N,
and accordingly,
γ˜2 = ξγˆ2,
where N˜ and γ˜ will be finite as ξ → 0. With these scalings, the potential S¯ is of
order L2 as L→∞ (since each derivative with respect to ρˆ introduces a factor
of N), so in order to obtain non-trivial equations we must rescale the space-time
variables again, namely,
tˆ = L−1t˜ = ξt˜, rˆ = ξr˜, ρˆ = ξρ˜.
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The pulsation equations now have the form
0 =
[
∂2
t˜
− ∂2ρ˜ + A˜∂ρ˜ + ∂ρ˜A˜ + S˜ − b˜(a˜)
]
U¯ . (33)
where
A¯ = A˜L, S¯ = S˜L2, b¯ = b˜L2.
We also define
A¯ = A˜L2 R = R˜L2.
The pulsation equations now have a well-defined limit as ξ → 0 (or, equivalently,
L→∞).
The remainder term R˜ (where R is given by (26)) contains t terms. The
variable t is non-dynamical and given in terms of the perturbations q and d by
the constraint (24), which reads, in dimensionless variables:
t =
ξr˜√
6r˜,ρ˜
(
µ√
2ξ
γ˜q + uˆd
)
. (34)
We therefore substitute for t to give an expression for R˜ in terms of q, d and b.
From (34), each term in R˜ contains a factor of ξ1/2, whereas the operator A˜ is
O(1) as ξ → 0. Therefore, as ξ → 0, the remainder term R˜ is subleading order
compared to the operator A˜.
So far in this section we have included the terms in the perturbation equa-
tions dependent on the lapse a˜. As discussed in section 6.1, these terms do not
contribute to the energy functional E, and so may be ignored in our study of sta-
bility. Ignoring the b˜ terms therefore, our conclusions apply equally well to the
(unscaled) quantities A¯ and R¯ (see subsection 6.1 for the definitions of these),
namely that, as ξ → 0, the remainder term R¯ is subleading order compared to
the operator A¯. This can also be extended to the slightly modified operator Aˆ
constructed in subsection 6.2, and the correspondingly modified remainder term
Rˆ given in (29). Therefore the (modified) remainder term Rˆ is subleading order
compared to the (modified) operator Aˆ, as L→∞.
By the factorization in subsection 6.2, we know that the operator Aˆ is pos-
itive, and therefore we have proved that the total energy functional giving rise
to the pulsation equations (33) is positive when ξ = 0 (or, equivalently, L =∞),
so that the system is stable for this value of ξ. Since it is possible for Aˆ to be
zero for some perturbations, we are not able immediately to say that the system
is stable for sufficiently small ξ since it may be the case that for non-zero ξ the
remainder term Rˆ (which is not positive) is dominant, so that the energy is no
longer positive. The remainder of this section will be devoted to extending this
stability to sufficiently small ξ, using an analyticity argument.
6.4 Transformation of the equations
We now address the problem of extending our proof that the system of pulsation
equations is stable when Λ = −∞ to sufficiently large (and negative) Λ. To do
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this, we shall use an analyticity argument based on the multi-dimensional nodal
theorem [11].
In order to apply the multi-dimensional nodal theorem [11], we first need
to cast our pulsation equations into the appropriate form. We begin with the
pulsation equations in the form
0 =
(
∂2t − ∂2ρ + A¯∂ρ + ∂ρA¯ + S¯
)
U¯ ,
where we remind the reader that A¯ and S¯ are anti-symmetric and symmetric
matrices, respectively, and U¯ = (q, g, b, c, d, e). Note that we are ignoring the
terms in the perturbation equations which contain the lapse, since these terms
do not contribute to the energy E. Furthermore, we derive these equations by
firstly substituting for the variable t = p using the momentum constraint (24),
which gives the remainder term R¯ whose terms are given by (30) . Finally,
we vary not the whole modified energy E˜ (28), but rather EP , which is the
modified energy E˜ minus a term P which is manifestly positive. This procedure
is outlined in section 6.1, and the details for the particular cases of black hole
and soliton equilibrium solutions are given in section 6.5 below.
Define a new perturbation vector V¯ by
U¯ = RV¯
where R is a transformation matrix, which may depend on ρ (but not t) and
contains no derivative operators. Then the equation for V¯ is
0 =
[
RTR∂2t − ∂ρRTR∂ρ + 1A¯∂ρ + ∂ρ1A¯ + 1S¯
]
V¯ , (35)
where the transformed matrices 1A¯ and 1S¯ are
1A¯ = RTAR +
1
2
(
RT,ρR−RTR,ρ
)
,
1S¯ = RTSR + RTAR,ρ −RT,ρAR−
1
2
(
RTR,ρρ + R
T
,ρρR
)
.
Since
A¯ =
(
0 A¯int
−A¯Tint 0
)
,
we set
R =
(
I 0
F T I
)
,
where F is a 2× 4 matrix. If we choose F such that
A¯int = −1
2
F ,ρ,
then 1A¯ = 0, and the pulsation equations simplify. With this choice, the matrix
F takes the form
F = F
(
1 0 0 0
0 0 0
√
2
)
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where the scalar function F(ρ) is given by
F(ρ) = −2
√
G
∫ ρ w,ρ
r
dρ = −2
√
G
∫ r w,r
r
dr. (36)
We write the transformed potential as:
1S¯ = RT
(
1S¯grav
1S¯int
1S¯int
1S¯YM
)
R, (37)
where
1S¯grav = S¯grav − 4A¯intA¯Tint,
1S¯int = S¯int + A¯int ,ρ,
1S¯YM = S¯YM . (38)
The transformation matrix R has all its eigenvalues equal to unity, but it is
not necessarily positive definite because it may contain a Jordan block. However,
if we introduce the vector X = (x1, x2, x3, x4, x5, x6)
T , then
XTRX = (x1 + F(ρ)x3)2 +
(
x6 +
√
2F(ρ)x2
)2
+x24 + x
2
5 +
(
1− 2F2(ρ))x22 + (1−F2(ρ))x23.
Therefore R is positive definite if F2(ρ) < 1/2. Since (see section 2 and [4]),
w,r(r) ∼ o(|Λ|− 12 ) as |Λ| → ∞, for sufficiently large |Λ| (and an appropriate
choice of integration constant) we can make F as small as we like. Therefore R
is positive definite for sufficiently large |Λ|.
We now make a further transformation by introducing a diagonal matrix
Y (depending only on ρ and not on t), which commutes with R. In order to
commute with R, the elements of Y must be such that
Y = diag(y1, y2, y1, y3, y4, y2). (39)
Defining W¯ = Y −1V¯ , the pulsation equations (35) now take the form
0 = Y RTRY ∂2t W¯ − ∂ρ
(
Y RTRY ∂ρW¯
)
+ 2S¯W¯ , (40)
where the new potential is
2S¯ = Y
[
1S¯ − ∂ρ
(
RTR
)
Y −1Y ,ρ −RTRY −1Y ,ρρ
]
Y
= Y RT
( 2S¯grav 2S¯int
2S¯
T
int
2S¯YM
)
RY , (41)
and
2S¯grav =
1S¯grav − Y −11 Y 1 ,ρρ,
2S¯int =
1S¯int − F ,ρY −12 Y 2 ,ρ,
2S¯YM =
1S¯YM − Y −12 Y 2 ,ρρ, (42)
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and we have defined diagonal matrices Y 1 and Y 2, which form the blocks of the
matrix Y , as follows:
Y 1 = diag(y1, y2),
Y 2 = diag(y1, y3, y4, y2).
At the moment we leave the functions in the matrix Y to be quite general.
They will be fixed in the next subsection 6.5, when we discuss the form of the
equations in detail for black holes and solitons in turn.
For the moment, we write the pulsation equations (40) as
−K(ρ)∂2t W¯ = −∂ρ
(
K(ρ)∂ρW¯
)
+ 2S¯W¯ , (43)
where
K = Y RTRY .
Equation (43) should be compared with the form (31) required for the application
of the nodal theorem [11]. The first issue is whether our coordinate ρ has the
required domain [0,∞). This will be addressed in the following subsection for
the black hole and soliton solutions. For the time being, we assume that we can,
if necessary, change to a coordinate R (which will be a function of ρ) which does
have the required range of values. If
dR
dρ
= Q, (44)
then the equations (43) become
−KQ−1∂2t W¯ = −
d
dR
(
KQ
dW¯
dR
)
+ 2S¯Q−1W¯ ,
which is of the form (31), with K1 = KQ and K2 = KQ
−1. In our work in the
following section, the function Q will always be of one sign, and so we consider
instead (by multiplying throughout by -1 if necessary)
−K|Q|−1∂2t W¯ = −
d
dR
(
K|Q|dW¯
dR
)
+ 2S¯|Q|−1W¯ , (45)
so that the matrices K1 = K|Q| and K2 = K|Q|−1 are positive definite. As dis-
cussed in section 6.1, in order to prove stability we require that K1 is uniformly
bounded and uniformly positive definite, a condition which will be considered in
the next subsection. In order to apply the generalized multi-dimensional nodal
theorem, it remains to show that the matrix 2S¯|Q|−1 can be written in the form
2S¯|Q|−1 = 1
R2
L(R) + M(R), (46)
where L and M are uniformly bounded matrices on R ∈ [0,∞), and L(0) is non-
negative. Furthermore, we also require M → 0 as R→∞, and MR2+L ≥ −βc
for some βc < 1/4 and all sufficiently large R. This is the subject of the next
subsection.
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6.5 The nodal theorem matrices
Having cast our pulsation equations into a form (45) which will allow us to apply
the (extended) multi-dimensional nodal theorem, we now have to verify that the
matrices in (45) do in fact satisfy the conditions of the nodal theorem. Namely,
K|Q| and K|Q|−1 must be uniformly bounded and positive definite, and the
potential 2S¯|Q|−1 must have the form (46). In addition, M → 0 as R → ∞,
and MR2 + L ≥ −βc for some βc < 1/4 and all sufficiently large R, which will
be the case if 2S¯|Q|−1 → 0 as R→∞, and 2S¯|Q|−1R2 ≥ −βc for all sufficiently
large R. So far we have also left open the precise identity of the coordinate R
for use in the application of the nodal theorem.
In this subsection we shall address these issues. The two cases, black hole
and soliton solutions, need to be addressed separately because of the different
boundary conditions on the equilibrium solutions. The black hole perturbation
equations are more readily cast into an appropriate form, so we deal with them
first.
6.5.1 Black holes
For black hole equilibrium solutions, the usual “tortoise” coordinate ρ has the
domain (−∞, ρmax], tending to −∞ close to the event horizon, and approaching
the finite value ρmax at infinity. By a suitable choice of integration constant in
the definition of ρ, we may set ρmax to be equal to zero. Therefore ρ ∈ (−∞, 0].
Our application of the multi-dimensional nodal theorem requires a variable R
having domain [0,∞), so we define
R = −ρ.
It should be noted that R = 0 corresponds now to infinity, and R → ∞ corre-
sponds to the event horizon.
In this situation, the quantity Q (see (44)) is equal to −1, and so |Q| = 1.
We set the transformation matrix Y (39) to be equal to the identity, so that the
perturbation equations are now of the form (45)
−K∂2t V¯ = −
d
dR
(
K
dV
dR
)
+ 1S¯V¯ ,
where
K = RTR,
and 1S¯ is given by (37).
The first necessary condition is that the matrix K is uniformly bounded
and uniformly positive definite on R ∈ [0,∞). Recall that R depends on the
function F(R), defined by (36). We are interested in those black holes for which
the gauge function w has no zeros, in which case, from the field equations, the
function w is a monotonic function and so w,r is of one sign. To see this, suppose
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that w > 0. First note that the field equations (1) imply that w cannot have a
minimum in the interval 0 < w < 1 nor a maximum if w > 1 [12]. Furthermore,
a point of inflection is possible only if w = 1, and it was proven in [8] that
for solutions in which w has no nodes, the function w cannot cross ±1. Taken
together, these statements mean that w can have no stationary points, and this
argument applies equally well to soliton solutions or if w < 0 everywhere.
Given the asymptotic behaviour of w at infinity (see section 2), in this case
the integral defining F (36) is convergent at infinity (which corresponds to R =
0). This means that the matrix R is uniformly bounded on R ∈ [0,∞), so
that K is also uniformly bounded. It is also straightforward to show that K is
uniformly positive definite on R ∈ [0,∞) in this case.
Since the matrix R is uniformly bounded and positive definite, to show that
the potential 1S¯ can be written in the form (46), it is sufficient to show that this
is the case for the potential matrix( 1S¯grav 1S¯int
1S¯
T
int
1S¯YM
)
,
whose components are given in (38). Remember that R = 0 (which is where the
potential can be singular) corresponds to infinity. It is simplest to consider each
part of the potential separately.
Firstly, from (38), there are terms in the potential proportional to A¯int
and/or its derivative with respect to ρ. These depend only on the gauge func-
tion u (10) and its derivative, respectively. Both these functions are regular
everywhere outside the event horizon and uniformly bounded for R ∈ [0,∞).
Therefore those parts of the potential containing A¯int or its derivative may be
included in the matrix M (46).
It now remains to consider only the terms S¯grav, S¯int and S¯YM , remembering
to include the additional contributions from the remainder term (30). Careful
analysis of each component in these matrices reveals that all components are
regular and uniformly bounded everywhere outside the event horizon (so that
they may be included in the matrix M) with the sole exception of the quantity
r,ρρ
r
which arises in the S33 component of the S¯grav matrix (see (8)). At infinity
(R→ 0), we have
r,ρρ
r
=
2
R2
+O(1).
We therefore define a matrix L which has as its only non-zero element
L33 =
R2r,ρρ
r
.
Near the event horizon R ∼ − log(r−rh)→∞, and so L33 → 0. Thus the matrix
L is symmetric, regular and uniformly bounded on R ∈ [0,∞). In addition,
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L33(0) = 2, so that the matrix L(0) is non-negative, as required. We comment
here that a crude estimate of the behaviour of
r2
α
( α
r2
)
,ρρ
which arises in the S22 component of S¯grav suggests that this is divergent at
infinity. However, a precise calculation, using the asymptotic forms of the metric
functions (section 2) shows that in fact this function is regular everywhere outside
the event horizon.
Having written the potential 1S¯ in the required form (46), it remains to show
that this potential vanishes sufficiently quickly as R→∞, that is,
1S¯R2 ≥ −βc
for all sufficiently large R, where βc is a constant which is less than 1/4. Recall
that R → ∞ corresponds to the event horizon of the black hole. As the event
horizon is approached, all terms in the potential 1S¯ tend to zero at least as
rapidly as (r − rh)1/2, with the exception of the following terms:
Sqq = µ
2S2(rh)N,r(rh)
2rh
+O(r − rh);
S22 =
1
4
S2(rh)N
2
,r(rh) +O(r − rh);
where Sqq is the extra contribution to S22 in Sgrav (8) given in (30). In addition,
the (bb)-component of SYM (9) has the same behaviour as S22. Therefore there
are two entries in the potential matrix which approach a positive constant as
R→∞ (since N,r(rh) > 0). We deal with these by defining a manifestly positive
quantity P:
P =
[
µ2S2(rh)N,r(rh)
2rh
+
1
4
S2(rh)N
2
,r(rh)
]
q2 +
1
4
S2(rh)N
2
,r(rh)b
2 > 0
which we subtract from the modified energy functional E˜ before varying EP =
E˜ − P to yield the perturbation equations. These equations are identical to
the previous ones apart from two terms in the untransformed potential S¯: the
(qq)-term in S¯grav, which has the positive constant[
µ2S2(rh)N,r(rh)
2rh
+
1
4
S2(rh)N
2
,r(rh)
]
subtracted, and the (bb)-term in S¯YM , which has the positive constant
1
4
S2(rh)N
2
,r(rh)
subtracted. This does not affect any of the analysis so far in this subsection, in
particular the definition of the matrix L is unchanged, and the matrix M simply
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has appropriate positive constants subtracted from its (qq) and (bb) entries.
Therefore both L and M remain uniformly bounded for all R ∈ [0,∞).
However, now all entries in the potential 1S¯ vanish at least as quickly as
(r − rh)1/2 as r → rh (or, equivalently, R→∞). Since, near the event horizon,
R ∼ − log(r − rh), this means that the potential is vanishing like e−R/2 as
R→∞. Therefore 1S¯R2 → 0 as R→∞, so it is certainly the case that
1S¯R2 ≥ −βc
where βc < 1/4 for all sufficiently large R.
Therefore, for black hole equilibrium solutions, we have constructed matrices
satisfying the conditions necessary for the application of the multi-dimensional
nodal theorem.
6.5.2 Solitons
The corresponding analysis for soliton solutions is rather more complex. We shall
begin by defining P = (γ4µ2r2/2r2,ρ)q2 as it is manifestly positive, and consider
the perturbation equations derived from the variation of EP = E˜−P (as outlined
in section 6.1). This makes some of the algebra later in this subsection more
tractable. We can prove stability for soliton solutions if these pulsation equations
have no unstable modes. Therefore, for the pulsation equations for solitons, we
remove a term
µ2γ4r2
2r2,ρ
from S22 in S¯grav . All other terms in the potential are unchanged.
For soliton solutions, the “tortoise” co-ordinate ρ has a finite range of values,
so we shall instead begin with the co-ordinate r, which has the domain [0,∞).
We define a new co-ordinate R by
R = r−
1
2 , (47)
which also has the domain [0,∞). However, R = 0 now corresponds to infinity
(r → ∞), while R → ∞ corresponds to the origin (r = 0). This mapping of
infinity to R = 0 can be motivated from our experience in dealing with the
black hole solutions in the previous subsection, as we already know in detail the
behaviour of the potential at R = 0, which is crucial for applying the multi-
dimensional nodal theorem. The specific choice of co-ordinate (47) will be seen
below to enable us to put the potential in such a form that the precise conditions
necessary for the application of the nodal theorem are satisfied.
With R defined by (47), the quantity Q (44) is given by
Q = −1
2
r−
3
2NS.
Since this is negative, we shall use |Q| in the perturbation equations (as in (45)).
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As with the black hole solutions in the previous subsection, F (36) is regular
and uniformly bounded on the whole of r ∈ [0,∞) and therefore so too is the
transformation matrix R.
For our stability proof, we require the matrix K|Q| to be uniformly bounded
and uniformly positive definite. However, |Q| ∼ r1/2 as r → ∞, while R is
uniformly bounded, so we need to introduce a second transformation matrix Y
(see section 6.4) such that K|Q| = Y RTRY |Q| is uniformly positive definite
and bounded. Let
Y =
1
2
√
2µ
r
3
4 (NS)−1/2 I,
which satisfies the requirement that Y should commute with R. The factor
1/2
√
2µ will be seen later in this subsection to ensure that the behaviour of the
potential as R→∞ satisfies the conditions of the nodal theorem. Then
K|Q| = 1
16µ2
RTR
which is uniformly bounded and positive definite on R ∈ [0,∞), as required.
With the additional transformation given by the matrix Y , the potential
is now 2S¯|Q|−1, where 2S¯ is given by (41). Since the matrix R is uniformly
bounded and positive definite, as in the previous subsection, we only need to
show that the matrix
|Q|−1Y
( 2S¯grav 2S¯int
2S¯
T
int
2S¯YM
)
Y
can be written in the form (46). The elements of this matrix are given by (42).
As with the black hole solutions, we consider the various contributions to the
potential in turn.
Firstly,
Y =
1
2
√
2S(0)µ
r
3
4 I +O(r
11
4 )
as r → 0 (R→∞) and
Y =
√
3
2
√−2Λµr
− 1
4 I +O(r−
9
4 )
as r → ∞ (R → 0), where we have used the behaviour of the metric functions
in the asymptotic regions (see section 2). Therefore, as r → 0,
Y
(
Y −1Y ,ρ
)
Y |Q|−1 = 3
16µ2
r2S(0)−1I +O(r4);
Y
(
Y −1Y ,ρρ
)
Y |Q|−1 = − 3
64µ2
rI +O(r3); (48)
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and as r →∞,
Y
(
Y −1Y ,ρ
)
Y |Q|−1 = 3
16Λµ2
I +O(r−2);
Y
(
Y −1Y ,ρρ
)
Y |Q|−1 = − 3
64µ2
rI +O(r−1).
Using the fact that the matrix F and its derivative with respect to ρ are both reg-
ular and uniformly bounded, for R, r ∈ [0,∞), the contribution to the potential
F ,ρY
−1
2 Y 2 ,ρ is also regular and uniformly bounded, and so can be included in the
matrix M . However, as r →∞ (i.e. R→ 0), the matrix Y (Y −1Y ,ρρ)Y |Q|−1
diverges like r ∼ R−2. Therefore this part of the potential will need to be
included in the L matrix, which we will consider in detail below.
Next we consider the contribution due to the R transformation, given in
(38). The matrix A¯int and its derivative A¯int ,ρ are both regular and uniformly
bounded on r ∈ [0,∞), and so those terms in the potential (38) depending on
A¯int can be included in the matrix M .
It remains to consider the following part of the potential
|Q|−1Y S¯Y = |Q|−1Y
(
S¯grav S¯int
S¯
T
int S¯YM
)
Y ,
whose components are given in section 4. From our analysis of the potential for
black hole solutions (subsection 6.5.1), we know that the potential component
S33 in S¯grav diverges like r
2 as r →∞, all other terms in S¯ being regular. When
multiplied by Y 2|Q|−1, this gives a divergent term of the form
1
2µ2
r +O(r−1) =
1
2µ2
R−2 +O(R2).
Therefore we define a matrix L (46) to be equal to 1L + 2L, where the only
non-zero entry in 1L is
1L33 =
1
2µ2
;
and
2L =
3
64µ2
I.
Therefore the matrix L is uniformly bounded on R ∈ [0,∞), and, furthermore, is
constant. Since µ2 > 0, we also have that L is positive definite, so in particular
L(R = 0) is positive definite, as required by the nodal theorem.
We subtract LR−2 from the full, transformed potential 2S¯|Q|−1 to give the
matrix M , which is then uniformly bounded for R ∈ [0,∞). The final criterion
we need to check before the multi-dimensional nodal theorem can be applied in
the next subsection is that the potential 2S¯|Q|−1 vanishes sufficiently quickly as
R→∞ (i.e. r → 0) that
2S¯|Q|−1R2 ≥ −βc,
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for all sufficiently large R, where βc is a constant less than 1/4. This requires a
detailed study of the behaviour of the potential near the origin r = 0.
We have already considered the form at the origin of the contributions to
the potential due to the Y transformation (48). Those parts of the potential
(38) arising from the R transformation, as already observed, are bounded at the
origin, and so when multiplied by Y 2|Q|−1 ∼ r3 as r → 0, they vanish at least
as quickly as R−6, and so need not be considered further here.
The behaviour of the untransformed potential S¯ at the origin r = 0 is com-
plicated due to the presence of γ and its derivatives. Near the origin,
γ =
S(0)
r
+O(1).
By considering each term in the potential in turn, we arrive at the following
explicit expression for the untransformed potential near the origin:
S¯ =
S2(0)
r2


2− λ −2
√
λ 0 0 0 0
−2√λ λ 0 0 0 0
0 0 λ+ 4 2 −√2µ −
√
2λ
0 0 2 λ+ 4
√
2µ −√2λ
0 0 −√2µ √2µ λ+ 4 0
0 0 −√2λ −√2λ 0 λ


+O(r−1)
=
S2(0)
r2
M+O(r−1);
where, in the second line above, we have defined the matrixM. Notice that the
entry in the first row and column in the matrix M which is negative for ℓ ≥ 2
originates from the (qq)-term in the potential 2S¯, including contributions from
both the untransformed potential term S22 (8) and the remainder term Sqq (30).
Multiplying this by Y 2|Q|−1 and adding the contribution to the potential from
the Y transformation (whose behaviour near the origin is given by (48)), we
have, for the complete potential 2S¯,
2S¯ =
1
4µ2
Mr + 3
64µ2
Ir +O(r2) =
(
1
4µ2
M+ 3
64µ2
I
)
R−2 +O(R−4),
as R→∞. Therefore the potential vanishes like R−2 as R→∞.
In order to check whether 2S¯|Q|−1R2 ≥ −βc for all sufficiently large R, where
βc < 1/4, we need to calculate the eigenvalues of the matrix M. Firstly, arising
from the bottom right hand part of the matrix,
ℓ(ℓ− 1), (ℓ+ 1)(ℓ + 2),
both these eigenvalues repeated twice. For ℓ ≥ 1, these eigenvalues are non-
negative. From the top left-hand part of the matrix we have the single eigenval-
ues
−λ, λ+ 2 = µ2.
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One of these eigenvalues is positive, the other negative, leading to a negative
eigenvalue of 2S¯|Q|−1R2. However, this negative eigenvalue of 2S¯|Q|−1R2 takes
the form
−1
4
+
35
64µ2
= −βc > −1
4
.
Therefore 2S¯|Q|−1R2 > −βc for all sufficiently large R, where we have defined
the constant βc < 1/4 in the equation above.
As an aside, we note that the eigenvector corresponding to the negative
eigenvalue of M has the form
(q =
√
λg, g, 0, 0, 0, 0). (49)
We are working in a gauge in which t = p. This condition does not completely
specify the gauge, and some freedom remains in our quantities q, g, b, c, d, e.
Physically we are interested only in gauge-invariant quantities. One such gauge-
invariant is ζ, given in (19). Since we are working in a gauge in which t = p,
near the origin ζ has the form
ζ = g − 1√
λ
q.
Therefore the eigenvector (49) corresponds to a perturbation in which the gauge-
invariant ζ vanishes near the origin, and so represents a pure gauge perturbation.
The reader may wonder, at this point, whether the existence of the negative
eigenvalue in M is due to our leaving part of the potential term S22 in the
remainder P. In fact, even if we had not performed that step, we would still
obtain a negative eigenvalue in the corresponding M matrix. However, in that
case the eigenvalue is considerably more algebraically complicated than the value
−λ we have in this case, and, furthermore, the associated eigenvector is not so
easily interpreted as being pure gauge.
We note furthermore that, in order to construct the potential in such a way
that the conditions for the application of the nodal theorem are satisfied, it was
essential that we used a co-ordinate R which was zero at infinity (r →∞), and
tended to infinity at the origin (r = 0). Otherwise, we would have been forced to
construct an L matrix such that, at R = 0, this matrix had a negative eigenvalue,
whereas the nodal theorem requires that L is positive definite at R = 0. By
setting R→∞ at the origin r = 0, the matrix having the negative eigenvalue is
instead the limit of 2S¯|Q|−1R2 as R →∞, which need not be positive definite,
but instead must simply be bounded below by a constant strictly greater than
−1/4. Including the factor of (2√2µ)−1 in Y , we have been able to ensure that
the only negative eigenvalue of this matrix at R → ∞ is strictly greater than
−1/4, thus satisfying the criteria.
To summarize, in this subsection we have shown that, for soliton solutions,
the potential has the form which enables the application of the multi-dimensional
nodal theorem. We are now in a position to complete our stability proof.
38
6.6 Analyticity argument
In the previous subsection we cast the pulsation equations in a form which
enables us to use the multi-dimensional nodal theorem. From section 6.3, we
know that there are no unstable modes of the system when |Λ| = ∞. We now
wish to extend this result to sufficiently large |Λ|. To do this, we consider the
function F := R 7→ detUa1(R) (see section 6.1 for definitions), which we know
has no nodes in the interval (a1, a2) for sufficiently small a1 and sufficiently
large a2 when |Λ| = ∞. In this subsection we shall show that F is analytic in
|Λ| (or, equivalently, ξ = −Λ−1), and therefore, in a neighbourhood of ξ = 0,
the function F will also have no zeros (in an appropriate interval (a1, a2)), which
means that our system of pulsation equations has no instabilities.
Since the function F is defined in terms of the matrix Ua1 , having columns
uj(R), where the uj are the solutions of the initial value problems:
Ouj = 0, a1 < R <∞, uj(a1) = 0, duj
dR
(a1) = ej , j = 1, . . . , 6
(50)
(where the operator O is defined in (31)), F will be analytic if we can prove that
each uj(R) is analytic in ξ. From [4], the background solutions are analytic in ξ
in a neighbourhood of ξ = 0, so all the elements in the matrices in O are analytic
in ξ for sufficiently small ξ. The differential equation for uj has regular singular
points at R = 0 and ∞, but all R ∈ [a1, a2] with a1 > 0 and a2 > a1 are regular
points of the differential equation (50).
Define a new independent variable Rˆ by Rˆ = R− a1, and make R and ξ into
dependent variables. Then we consider the differential equations in (50) (but
now with Rˆ as the variable) together with
dR
dRˆ
= 1,
dξ
dRˆ
= 0.
The initial conditions are now:
uj(0) = 0,
duj
dRˆ
(0) = ej , R(0) = a1, ξ(0) = ξ.
With this set-up, Rˆ = 0 is a regular point of the system of differential equations,
and so standard theorems (see, for example, proposition 1 of [12]) tell us that
we have a solution of the initial value problem, at least in a neighbourhood of
Rˆ = 0, which is analytic in Rˆ and the initial parameters a1 and ξ, for all a1 > 0
and ξ sufficiently small. Furthermore, since the differential equations are linear,
and the only regular singular points are at Rˆ = −a1 and Rˆ = ∞, any solution
which exists in a neighbourhood of Rˆ = 0 can be extended to Rˆ sufficiently large
and positive, and will remain analytic in Rˆ, a1 and ξ.
To summarize, for all a1 > 0 and sufficiently small ξ, we have solutions uj to
the initial value problems (50) which are defined on R ∈ [a1, a2] for all a2 > a1,
and are analytic in ξ and R. Therefore, for all a1 > 0 and sufficiently small ξ we
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have a function F which is defined on R ∈ [a1, a2] for all a2 > a1 and analytic
in ξ and R. We have already shown that, when ξ = 0, the function F has no
zeros in the interval (a1, a2) for all sufficiently small a1 and sufficiently large
a2. We stress once again that F must vanish at R = a1 (i.e. Rˆ = 0) by the
initial conditions on the uj (50). In other words, when considered as a function
of Rˆ, the function F has no zeros on Rˆ ∈ (0,∞), for sufficiently small a1, when
ξ = 0. We now invoke analyticity to state that for sufficiently small ξ and a1, the
function F will still have no zeros on Rˆ ∈ (0,∞), i.e. in the interval R ∈ (a1, a2)
for sufficiently large a2. Therefore the system of pulsation equations remains
stable for sufficiently small (non-zero) ξ.
7 Conclusions
This paper completes the proof that solitons and black hole solutions to su(2)
EYM theory with a negative cosmological constant are stable if the magnitude
of the cosmological constant is sufficiently large. Here we considered the even-
parity sector of perturbations, which proved to be considerably more complex
than the odd-parity sector studied in [8]. It is testament to the power of the
curvature-based formalism employed here that we have been able to complete
this proof. Unlike a metric-based formulation, this formalism yields a symmetric
wave operator for the perturbations. Using the nodal theorem, the idea is then
to count the number of nodes of the ‘determinant of the zero modes’ which gives
the number of bound states of the spatial part of the wave operator. Here, we
have shown analytically that this determinant has no nodes by taking the limit
Λ→ −∞. Using the fact that the background solutions depend analytically on
Λ we have been able to extend this result to large |Λ|. However, by counting
the nodes using a numerical code, it would be straightforward to extend the
stability analysis to any value of Λ. Furthermore, using a numerical code, we
also expect that the non-spherical stability of the asymptotically flat black holes
and solitons [2, 3] and of the topological black holes [13] could be discussed on
the same lines as in the present article. On the other hand, our analysis also
revealed the limitations of the curvature-based formalism: Since one does not fix
the residual gauge completely, there can still be gauge modes. For solitons, we
have seen that these modes make it difficult to write the perturbation equations
in the form required by the nodal theorem.
Physically, our result shows that the presence of a large, negative cosmo-
logical constant stabilizes black hole hair, and also non-Abelian solitons. This
is important in the light of the recent revival in the study of asymptotically
anti-de Sitter spacetimes, due in part to the (rather less recent) idea of “holog-
raphy”. The concept of holography (and its more recent relative, the adS/CFT
(conformal field theory) correspondence, see, for example, [19] for a review) cen-
tres around the idea that behaviour (for example, of a supergravity theory) in
the bulk of an asymptotically adS spacetime is governed by the behaviour of a
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related theory on the boundary. In terms of these ideas, the black holes con-
sidered in this paper are manifestly “non-holographic”, since their structure is
not determined by quantities (such as magnetic charge) measurable at infinity.
The consequences of the existence of these stable black holes for the adS/CFT
correspondence remain to be investigated.
On a classical and semi-classical level, there are various open avenues of
study. Firstly, we would like to extend our current work to seek rotating black
holes and solitons in this model. If the rotation is slow, one could use the lin-
earized theory to find such solutions (they are linked to the zero modes of the
system considered here). In the asymptotically flat case, slowly rotating solu-
tions were found in [20] and some of their rapidly rotating counterparts in [21].
Secondly, the behaviour of quantum fields on hairy black hole backgrounds has
received little attention to date (no doubt partly due to the classical instability
of most hairy black holes). These questions shall be the subject of future work.
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A On the stability of the RN-adS solution
In this appendix, we discuss the positiveness of the operator
A+ ≡ −∂ 2ρ +N
[
U +W
( −3M √4Gλ√
4Gλ 3M
)]
where the functions N , U and W are given in section 5.4.
We start by showing that the function fτ (r) = λ/2 + 3M/r − 2G/r2 which
appears in the denominators of U and W is positive for all λ ≥ 0 and all
r ≥ rh. Introducing the dimensionless quantities x = r/M , q2 = G/M2 and
l = −3/(ΛM2), we can write N as
N(x) = 1− 2
x
+
q2
x2
+
x2
l
.
Using the fact that N,x(xh) > 0 and N(xh) = 0, one can show that 3xh − 2q2 >
x2h > 0. Therefore, the function 3/x − 2q2/x2 is positive outside the horizon,
and fτ (r) > 0 for all r ≥ rh .
When ℓ ≥ 2, one can generalize Chandrasekhar’s arguments [22] in order
to relate the operator A+ to the corresponding operator A− in the odd-parity
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sector by a supersymmetric-like transformation. This works as follows: First,
we diagonalize the operator A+ , obtaining the two decoupled operators
Ai+ = −∂ 2ρ +N [U + σiW ]
where σ1 = −
√
9M2 + 4Gλ , σ2 = +
√
9M2 + 4Gλ . One can check that Ai+ can
be factorized according to
Ai+ = BiB†i − ω2i ,
where
Bi ≡ ∂ρ + qiN
r(λr + qi)
+ ωi , B†i ≡ −∂ρ +
qiN
r(λr + qi)
+ ωi ,
with qi = 3M − σi and where ωi = (ℓ − 1)ℓ(ℓ + 1)(ℓ + 2)/2qi are the algebraic
special frequencies. (Note that (λr + q1)(λr + q2) = 2λr
2fτ > 0, so λr + q2 is
positive.) The supersymmetric partners of Ai+ are
Ai− = B†iBi − ω2i .
Explicitly, one finds
Ai− = −∂ 2ρ +N [U− + σiW−]
where U− = (ℓ(ℓ+ 1)− 3M/r + 4G/r2)/r2 and W− = 1/r3, which is equivalent
to the operator in the odd-parity sector! Since we have shown in [8] that there
are no unstable modes in the odd-parity sector, and since for perturbations with
compact support, Ai+ and Ai− have the same spectrum, it follows that there are
no unstable modes in the even-parity sector either. At this point, it is interesting
to note that the functions
ui =
eωiρ
λ+ qir
fulfill B†iui = 0 and therefore are eigenfunctions of the operators Ai+ with neg-
ative eigenvalue −ω2i . However, these functions do not satisfy homogeneous
Dirichlet boundary conditions at infinity and should, therefore, not be consid-
ered in our stability analysis. Nevertheless, the fact that ui are finite as r →∞
could affect the equivalence of quasi-normal modes in the odd- and even-parity
sector. It has been shown recently [17] that – unlike for the Schwarzschild or
RN case – the quasi-normal frequencies of the Schwarzschild-adS solutions are
different in the odd- and even-parity sector.
Finally, we discuss the case ℓ = 1, where A+ reduces to
−∂ 2ρ +N [U + 3MW ] .
Explicitly, one finds
r2(2fτ )
2 [U + 3MW ] =
8
lx6
[
9lx4 + 4q4x4 − 18lq2x2 + 16lq4x− 4lq6] .
Using the fact that q2 ≤ 1 for a black hole, it is not difficult to show that this is
positive when x ≥ 1. This shows the stability of all black holes with rh ≥M .
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B Factorization of the spatial operator in the odd-
parity case
In the odd-parity sector [8], we were able to factorize the spatial operator such
that the perturbation equations assume the form
U¨odd + B
†BUodd = 0,
where Uodd is the vector containing the odd-parity perturbations. For ℓ ≥ 2, the
operator B is given by
B = ∂ρ +
(
C1 C
T
t
Ct D (X0 + T (ρ)X1)D −A2
)
,
where
C1 =


γ
r
(
r
γ
)
,ρ
0 u
0 −γ,ργ 0
0 0 −γ,ργ

 ,
CTt = γ


−
√
λ −v 0 0
0 −µ −√2w 0
0 w µ√
2
−
√
λ
2

 .
In addition, D = diag(µ
√
λ, µ,
√
2, µ
√
λ/2)−1, and the matrices X0, X1 and
A2 are
X0 =


−λµ2 r,ρr + f1w uv sym. sym. sym.
−f1w u 2ww,ρ sym. sym.
f1u −2w,ρ 0 sym.
2w2(1− w2)u 2w2w,ρ −2ww,ρ −f2ww,ρ

 ,
X1 =


2w2v2 sym. sym. sym.
−2w2v 2w2 sym. sym.
2wv −2w 2 sym.
f2wv −f2w f2 12f22

 ,
A2 = − u√
2


0 0 0 1
0 0 0 0
0 0 0 0
−1 0 0 0

 ,
where f1 = λ+ 2w
2 and f2 = µ
2 − 2w2.
Finally, the function T (ρ) has to satisfy the differential equation
− ∂ρT +AT 2 + BT + C = 0, (51)
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with
µ2λA = 8G
r2
w2(1− w2)2 + 4
(
w2 − 1− λ
4
)2
+ 4λ+
7
4
λ2,
µ2λB = 8
[
G
r2
(λ+ 2w2) + 1
]
(w2 − 1)ww,ρ ,
µ2λC =
[
2G
r2
(λ+ 2w2)2 + 2λ+ 4w2
]
w2,ρ − µ2λ
(
λ
2
+ w2
)
γ2.
In [8], we have shown that equation (51) admits global solutions, at least when
|Λ| is sufficiently large. (There are two small errors in the expressions for B and
C which are published in Ref. [8]. However, these errors do not affect our proof
that there exist global solutions to equation (51).) Following the same lines, it
is also easy to show that equation (51) admits global solutions when |w| = 1 or
w = 0.
In the sector with ℓ = 1, the matrix-valued operator B can even be given
explicitly, see [8].
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