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This paper shows that the class of all unilateral cellular spaces has the 
computation universality of the second kind which is quite different from 
that of the ordinary kind. Applying that in various forms, it shows many 
undecidable questions about the maximum invariant set of a csm system. 
The main result is the following: Given an arbitrary csm, it is recursively 
unsolvable to determine whether the maximum invariant set is regular or 
not. 
1. INTRODUCTION 
In Takahashi (1976), the maximum invariant sets of various systems were 
investigated. The definitions and notations used in what follows are the 
same as in that paper. We study a cellular system (S*,F~,) defined by a 
(one-dimensional, bilateral, bounded) cellular space _/I b ~- (S, f b, b~ , br). 
There exists a simulator gsm G = (//7, Z, A = Z, 8, ~, qo) such that 
Z = S tO {Y} and the system (S 'Y ,  F~) is isomorphic to (S*, Fb). Therefore 
we can discuss both a machine mapping and a cellular space in parallel. 
We should always remember the parallelism. 
I f  a cellular space is unilateral, the simulator is a csm. The system (S*, F~) 
defined by a unilateral cellular space A,, = (S, fu ,  b~) is isomorphic to the 
system (X*, leA) defined by a simulator csm A = (K, Z, A = 2J, 8, )t, q0), 
where 27 = S. Therefore if we can prove that a question is recursively 
unsolvable for unilateral cellular systems, then the question is recursively 
unsolvable both for cellular systems and for csm systems. The periodic set 
P of (S*, Fu) coincides with the maximum invariant set Smax of (~*, FA). 
We discuss both P and Smax in parallel. 
In what follows, CU means computation universality. We are mainly 
concerned about CU possessed by the class of unilateral cellular spaces. 
Structure of the paper is as follows. 
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(1) Section 2 discusses decidable questions about both csm system s 
and (unilateral) cellular systems. 
(2) Sections 3-10 discuss undecidable questions. These are composed 
of four parts. 
(2a) Section 3 comments upon CU of the ordinary kind, which 
should be compared with CU of the second kind. Sections 4-6 are the 
highlights of the paper. Section 4 states the basic idea for CU of the second 
kind, which is easy and clear. Section 5 deals with that in more detail, which 
is rather complicated. Section 6 states some striking features of CU of the 
second kind. The relation between both kinds of CU is that the space and 
time axes are interchanged. 
(2b) Sections 7 and 8 deal with questions about both csm systems 
and "unilateral" cellular systems. Most results obtained hold for both 
systems. The main result is as follows: Given an arbitrary csm (or a unilateral 
cellular space), it is recursively unsolvable to determine whether or not Smax 
(or P) is a regular set. Remember that the automata theory has few undecid- 
able questions about csm. 
(2c) Section 9 deals with questions about gsm systems, which differ 
much from the other systems. 
(2d) Section 10 deals with questions about "bilateral" cellular 
systems, and shows a question which is decidable for unilateral cellular 
spaces and is undecidable for bilateral ones. As an unexpected result, the 
used method suggests a connection between two quite different problems, 
i.e., that of Smax and that of information transmission i  one-dimensional 
cellular space. 
The following definitions are used besides ones in Takahashi (1976). 
DEFINITION 1.1. A Turing machine is a 6-tuple T = (Kr ,  Z r ,  3T, ;~r, 
) 'r,  q0), where 
(1) KT is a nonempty finite set (of states). Kr  contains the halting 
state qn. 
(2) ZT is a nonempty finite set (of letters). Zr contains ablank symbol B. 
Let Z'r contain an end mark Y also. 
(3) 3 r is a mapping of (K r -  {qH}) × ZT into KT (the next state 
function). 
(4) , A T is a mapping of (g  T --{qn}) X Z T into Z r (the output letter 
function). 
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(5) 7r is a mapping of (KT -- {qn}) × ZT into {R, L}. 
(6) q0 in K T is the initial state. 
For q in K r and a in ZT, (q, a; 8r(q, a), AT(q, a), 7T(q, a)) is called a quintuple 
of T. In what follows, we consider Turing machines such that a tape is 
potentially infinite only to the right direction. An end mark Y (contained 
in ZT) is put at the left end of the tape. We assume that in the case when T 
is started on a blank tape, the initial position of T is the right square of the 
end mark Y. That is, the initial instantaneous description is assumed to be 
Y(qo B) BB. It is also assumed that T never comes on 1/. 
Let C be a class of objects and let c~ be a mapping of the set of all Turing 
machines into C. If, for any Turing machine T, c = ~(T) can "simulate" 
the computation of T, then ~ is called the CU of the class C. 
DEFINITION 1.2. A cellular automaton is a 4-tuple de~ = (S, fea, b~, 0), 
where 
(1) 
(2) 
(3) 
(4) 
S is a finite nonempty set (of states); 
fed (the local transition function) is a mapping of S a into S; 
b~ (the left boundary condition) is a distinguished element of S; 
0 (a quiescent state) is an element of S, for which fed(000) = 0. 
Let 0 ~ be the sequence 000... (infinite O's), and let x be an element of S*. 
A configuration of Aea is of the form x • 0 ~. 
A unilateral cellular automaton is a 4-tuple Aua = (S, fua, b~, 0), where 
fua is a mapping of S 2 into S and others are the same as the above. 
DEFINITION 1.3. Afinite state automaton is a triplet (K, Z, 3), where 
(1) K is a nonempty finite set of states; 
(2) Z is a finite alphabet (of inputs); 
(3) 3 is a mapping of K X Z into K. 
The notions of weakly connected and strongly connected are defined for a 
finite state automaton, as usual. 
A controllable cellular space is a triplet A b' = (S, f~, b~), where 
(1) S i s  a nonempty finite set of states; 
(2) fb is a mapping of S a into S (the local transition function); 
(3) b~ is an element of S (the left boundary condition). 
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A controllable cellular space is a one which we control by changing the right 
boundary condition. For any a in S, the mapping F~/a: S* ---> S* is defined 
by 
F~/a(xlxz"" xk_ix~) = f~(bzx~x2)fb(x,x2xa)'"fb(x,~_2Xk_~X,~)fb(xk_lx,~a), 
where each x i belongs to S. Let _//(n) be a finite state automaton (K, 27, 8) 
such that 
(1) K = S '~, 
(2) 27 = S, 
(3) 8(u, a) = Fb/a(u) for u in S'k 
I f  A(n) is weakly (strongly) connected for any n > 0, Ab' is said to be weakly 
(strongly) connected. 
2. DECIDABLE QUESTIONS 
Decidability of a question varies as the class of systems varies. The purpose 
of the section is to show decidable questions, and some of the questions are 
proved, in later sections, to be undecidable for a more general class of systems. 
Conversely, it is interesting to search subclasses of transducers (or cellular 
spaces) such that the undecidable questions discussed later become decidable. 
The theme, however, is not discussed much. The questions treated in the 
section are as follows: (1) Does Smax contain a specified word? 
(2) Smax = 27*? (3) Smax = PI? (4) For a pair of csmd 1 and d2,  
Slngx(A1) ("1 Sm~x(A2) ~-- {A} ? 
Let (27*, FA) be a csm system, and let (S*, Fb) be a cellular system. A word 
w in 27* belongs to Smax of (27*, FA) if and only if there exists a positive 
integer n ~< ]27 1 zy(*°) such that Ff f (w)  = w. A configuration w in S* belongs 
to the periodic set P of (S*, Fb) if and only if there exists a positive integer 
n ~ [ S I z°(~) such that Fb'~(w) = w. Therefore the following proposition is 
evident, which should be compared with Theorem 9.1 concerning gsm 
systems. 
PROPOSITION 2.1. (1) Smax of a csm system is a primitive recursive set. 
(2) The periodic set P of a cellular system is a primitive recursive set. 
Let ~2 be an arbitrary nonempty set, and let F: ~--+ Q be an arbitrary 
mapping. The pair (~, F) forms a system. 
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(1) F: ~ -+ f2 is injective (i.e., one to one) if and only if the set J of 
all joining elements is empty. 
(2) F: t~ -~ t? is surjective (i.e., onto) if and only if the set I o of all 
inaccessible lements is empty. Smax of the system (t?, F) equals f2 if and 
only if F: ~ -+ f2 is surjective. 
PROPOSITION 2.2. (l) Given an arbitrary gsm G, it is solvable to determine 
each of the following: 
(a) whether Fa: Z* ~ ~* is injective, and 
(b) whether Smax ---- X*. 
(2) Given an arbitrary cellular space Ao ~- (S,f~, b~ , br) , it is solvable 
to determine whether P = 8". 
Proof. (1) Sato (1974) shows that, for a gsm mapping, the set J is a 
regular set and there exists an algorithm to obtain the regular expression 
for J. Determine whether J is empty or not. This proves (a). Next, 
I o = 2" - -Fa(Z* )  is a regular set and there exists an algorithm to obtain 
the regular expression for I 0 . Determine whether I o is empty or not. This 
proves (b). 
(2) A cellular system (S*,F~) is isomorphic to the system (S*Y,  Fa) 
defined by the simulator gsm G. It follows from this statement and the above 
proof for (1) that (2) is decidable for a cellular space. Q.E.D. 
If  a system (Q, F)  is composed of finite subsystems, the following conditions 
are equivalent. 
(1) F is bijective. 
(2) F is injective (i.e., J = ~). 
(3) F is surjective (i.e., I 0 = ~,  or equivalently, Smax = Q). 
Both a csm system (27", FA) and a cellular system (S*, Fb) are composed of 
finite subsystems. Therefore the above three questions are equivalent for 
those systems. 
PROPOSITION 2.3. (1) Let P1 be the set of all passive words. Given an 
arbitrary csm, it is decidable whether Smax = PI or not. 
(2) Given an arbitrary unilateral cellular space, it is decidable whether 
P = P1 or not. 
Proof. Let a csm be A = (K, Z, A = Z', ~, A, qo)- We define a subset K '  
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of the set K as follows: First q0 belongs to K' .  Next, a state q in K belongs 
to K '  if there exists a word w (in 2~*) such that FA(w ) = w and 3(qo, w) = q. 
To say otherwise, q belongs to K '  if there exists a sequence 
a 1 la 1 a z/a,., a n /a  n 
qo > ql > q2 "'" > q,~ = q, 
where a labeled arrow shows an input, the output, and the state transition. 
Then, as easily proved, Smax = P1 if and only if every state in K '  is of 
projective type. (For "projective type," see Definition 6.2 in Takahashi, 
1976.) It is decidable whether a state is of projective type or not. Hence the 
proposition follows. Q.E.D. 
COROLLARY 2.3.1. (1) For an arbitrary csm A and n > 0, it is decidable 
whether Smax = Q~ or not. 
(2) The same question is decidable for an arbitrary unilateral cellular 
space .  
Proof. For any i >/ 1, we can construct a csm A i such that FA i = FA .  
The corollary follows from this fact and the proposition. Q.E.D. 
As we shall see later, for an arbitrary gsm system (27", Fa) and for an 
arbitrary cellular system (S*, Fb), the question whether Smax = P1 or not 
is not decidable, in contrast to Proposition 2.3. Now the following proposition 
should be compared with Corollary 7.3.1. 
PROPOSITION 2.4. (1) Given an arbitrary pair of csm A 1 and As ,  it is 
decidable whether Smax(A1) N Smax(A2) = {A} or not. 
(2) The same question is decidable for an arbitrary pair of unilateral 
cellular spaces. 
Proof. Let U and V be subsets of 2J* which are prefix closed. Then 
U c3 V is prefix closed, too. Therefore, if U r3 V =/= {A}, U (3 V contains 
a word of length 1. Let (U)I be the set of words of length 1 in U (and let 
(V)I be that for V). Then U c3 V v a {A} if and only if (U)I c3 (V)I =/= N. 
Smax of a csm system is prefix closed. Hence the proposition follows. Q.E.D. 
3. COMPUTATION UNIVERSALITY OF THE FIRST KIND 
For a cellular space A b = (S , f~,  b~, br), there exists a simulator gsm. 
For a unilateral cellular space A~ = (S , f~ ,  bz), there exists a simulator csm. 
The relation between various transducers i shown in Fig. 1. What we study 
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s imula tors  of 
csm~ ~ ~s imulators  of  
' ' un i la tera l  ce l lu la r  spaces  
FI~. 1. Relations between various transducers. 
are the maximum invariant set and the periodic set of a system, so we identify 
systems which are isomorphic. Then the class of all csm systems contains 
the class of unilateral cellular systems. If  a question is recursively unsolvable 
for unilateral cellular systems, the question is recursively unsolvable for 
csm systems as well as for cellular systems. Most of the recursively unsolvable 
problems are proved for unilateral cellular systems. The purpose of the 
section is to comment upon CU of the ordinary kind for the sake of compari- 
son with that of the second kind. 
The class of cellular automata has CU. For an arbitrary Turing machine 
T = (Kr ,  27r, 8r, ?~r, YT, q0), we consider a cellular automaton Ae~ 
(S, fea, b~, 0) such that 
S = 2~ v KT x 2~.  
By an appropriate function fea, Aea can simulate the computation of T. 
Really the class of unilateral cellular automata has CU of this type. That is, 
for an arbitrary Turing machine T, there exists Aua = (S, fus,  b~, 0) which 
simulates the computation of T (by sending the tape (for T) one square to 
the right at each second time). For Aua, consider a unilateral cellular space 
A~ = (S',f~', b{) such that S' = S,f~' =fua ,  and b{ = b~. For a configura- 
tion x" 0 ~° of Aua, consider the set of configurations x" 0* for A u . By 
this, A~ can simulate Aua and therefore T. This kind of correspondence 
between Turing machines and unilateral cellular spaces is called CU of the 
first (or ordinary) kind. We use this to prove the following proposition. 
PROPOSITION 3.1. Given a pair of an arbitrary csm A and an arbitrary 
regular set R, it is recursively unsolvable to determine whether or not there 
exists an N >~ 0 such that FT(R  ) = F~+I(R). 
Proof. Let (T, x) be a pair of a Turing machine and an initial instan- 
taneous description. Let (Aua, x' " 0 ~) be a pair of the unilateral cellular 
automaton and the initial configuration which simulates (T, x). Then let 
(A~, x' - 0") be a pair of the unilateral cellular space and the regular set 
which simulates (Aua, x' - 0~). We can design a modified cellular space A~' 
such that F,~N(x ' • 0") -~ F~+l(x ' • 0") for some N > 0 if and only if (T, x) 
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halts. Finally let (A, x’ * 0*) be a pair of the simulator csm for A,’ and the 
regular set. Then FaN(x’ . 0*) =FT+‘(x’ . 0*) for some N > 0 if and only 
if (T, X) halts. Hence the proposition follows. Q.E.D. 
For an arbitrary csm A, consider a question whether or not there exists 
N > 0 such that FAN(Z*) = FT+r(Z*). Perhaps recursive unsolvability of 
this question is not proved by CU of the first kind, because it is extremely 
difficult to discuss collisions and interactions of many Turing machines on 
a tape. For the above question, see Proposition 7.6. 
4. COMPUTATION UNIVERSALITY OF THE SECOND KIND 
The purposes of this section are (1) to state how to construct the S,,, 
tree for a unilateral cellular system, and (2) to show an outline for CU of the 
second kind, together with an intuitive explanation. 
Let (S*, F,) be the system defined by a unilateral cellular space 
A, = (S, fu , b,). Let P be the periodic set of (S*,F,), which coincides 
with S,, for the simulator csm. We now state the definition of the S,, 
tree, trunks, and daughters from a viewpoint a little different from Takahashi 
(1976). Hereafter L denotes the length of configuration. The trunk for L = 0 
is (b,) and is called the root of the S max tree. A trunk for L = 1 is a sequence 
of states (x1 ,..., xlc) such that xi # xj for i # j, F,(xJ = xifl for 1 < i < K 
and Fu(xk) = x1 (i.e., f,(b, , xi) = xi+i for 1 < i < K and f,(b, , xk) = xl). 
Set (b,) as the root and write a trunk for L = 1 as a column (x1 ,..., a$ and 
then draw arrows (b,) -+ xi for 1 < i < R. Do this for all trunks of L = 1 
as in Fig. 2(i). Cyclic permutations of a trunk are identified. 
Let 71 be an arbitrary positive integer. Let (vi ,..., Us) be a loop for L = n 
( i.e., vi # vj for i #j, F,(vJ = Vi+1 for 1 < i < p - 1 and Fu(vl)) = vl). 
If we write each vi as zli = uixi (xi E S), then a sequence of states (x1 ,..., x,) 
is a trunk for L = n. Its cyclic permutations are identified with it. 
Let (wl ,..., zu,) be a loop for L = n + 1. If we write each zu( as wi = Viyi 
(ri E S), then (rl ,..., y,) is a trunk for L = n + 1. Since Fug(q) = w1 , 
i.e., F,*~YJ = vlyl , there exists the least integer p (< Q) such that 
F,P(zl,) = vu1 (p is an exact divisor of 9, i.e., 4 = mp). Then (vl ,..., v,) is a 
loop for L = n and if we write each ni as Vi = uixi (xi E S), (xi ,..., xv) is a 
trunk for L = n. Draw arrows 
nc,+y, > xl-Ys+l?...J %-+Y(m-l)%?,+l> 
x2 -+Y2 T x2 -+Ys+z >'a.> x2 -+Y(m-l)D+2 r 
. . . 
XP-fY?,f xg -yzp ,*-*, x, -ymp = Yq . 
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I" X~.'J • "~YmpJ  
( i )  : (ii) 
Fro. 2. A trunk and its daughter. 
By this, a diagram as in Fig. 2(ii) is made. In the figure, the following relations 
hold: 
(1) 
f~(x lY~+l)  = Y~+2 .... , fu (Xv- ,yq_~)  -~ y~ , f~(x~,yq) = Y l .  
A subtree which starts from the root and ends at Yi  : 
(b~) --~ a 1 --~ a 2 -~ "" -+ a~+ 1 = Yi  
(where each a i belongs to S) expresses a configuration a la2 . . ,  a~+ 1 . Let 
bib 2 ...b,~+l be the configuration expressed by the subtree which ends at 
Yi+l (if i = q, Yi+l means Yl). Then we have F~(a la  ~ "" a~+l) = bib ~ "" bn+l , 
because of relations like (1). 
In general, a trunk has many daughters. In what follows, however, we 
study mainly unilateral cellular spaces uch that a trunk has a single daughter. 
For such ones, the following lemma is very useful. Let a unilateral cellular 
space be A~ = (S , f~ ,  b~). 
LEMMA 4.1. Suppose that  P~ in S is a state o f  strongly project ive type 
such that  fu (P~,  z)  = a fo r  any z in S.  Then a t runk which contains P~,  
(x l  ,..., Pa , x i  ,..., x~), has a single daughter  whose per iod equals p. The  arrow 
drawn f rom xi is o f  the fo rm xi -+ a. 
Using (1) and Lemma 4.1, the daughter of a trunk (x 1 ,..., Pa ,  xi  ,..., x~) 
is made as follows. First draw an arrow xt -+ a. Then draw an arrow 
x i+ l - -+fu(x i  a), and using (1) repeatedly, draw arrows from xi+2 ,..., x~,  
x 1 ,... as in Fig. 3. 
m -I-~.IY>I = fu (x~a) 
[ olt J , 
Fla. 3. 
Xp .~-~Yp J '~ [xp H;p J 
How to make a daughter .  
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The basic idea of CU of the second kind is as follows. A Turing machine T 
to be simulated starts with a blank tape (i.e., the instantaneous description 
is Y(qo B) BB). We try to embed the computation of T into the Smax tree. 
That is, for T, we build a unilateral cellular space Au(T) such that a trunk 
of the Smax tree expresses an instantaneous description of T. In what follows, 
we gradually state the effective procedure to build the unilateral cellular 
space Au(T) for a given Turing machine T. 
First, unless T halts, a trunk has a single daughter. The simulation by 
A~(T) is composed of 3 phases. Let k be a nonnegative integer. A trunk for 
L = 3k -}- 1 expresses the instantaneous description of T at time t = k. At 
Phase 1, we make a trunk for L = 3k + 2 from a trunk for L ~= 3k + 1. At 
this phase, the instantaneous description of T at time t = k + 1 is made in 
an imperfect form. 
At Phase 2, we make a trunk for L = 3k + 3 from that for L ~ 3k + 2. 
We need this phase in order to examine whether T hals at time t = k + 1. 
Lemma 4.1 is used for Phase 1 and 2, so that the period of trunks does not 
increase. Unless T halts, the trunk is entrusted to Phase 3. 
At Phase 3, we make a trunk for L=3(k+ 1)+ 1 from that for 
L ~- 3k + 3. The trunk for L = 3(k + 1) + 1 expresses the perfect instan- 
taneous description of T at time t -- k + 1, and the period of the trunk 
is doubled. Blank squares are added to the tape. If, at Phase 2, it is seen 
that T halts at time t = k + l, then the trunk for L = 3k + 3 becomes of 
the form (H, H, .... H), where H is a specific state of the cellular space. 
The simulation is over at this position. The above is the outline of CU of 
the second kind. In the next section we look into details. 
An intuitive explanation for CU of the second kind is as follows. Put a 
state C at the left boundary. The first cell changes its state in sequence and 
by the sequence of states, displays the initial instantaneous description of T 
repeatedly. In general, assume that the nth cell repeatedly displays the 
instantaneous description at time t = n --  1. Then, seeing that, its right-hand 
neighboring cell repeatedly displays the instantaneous description at time 
t = n. Thus the computation of T is embedded in the Smax tree. In this 
paragraph, neighboring 3 cells of A~(T) are considered as a unit. 
5. DETAILS OF THE COMPUTATION :UNIVERSALITY OF THE SECOND KIND 
The constitution of this section is as follows: (0)provides a trunk for 
L ~ 1, (1) explains Phase l, (2) explains Phase 2, and (3) explains Phase 3. 
A Turing machine T to be simulated is started on a blank tape, so the initial 
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instantaneous description is Y(qo B) BB.  For T = (Kr ,  Zr ,  8r ,  Ar, Yr, q0), 
we construct step by step the unilateral cellular space A~(T)  = (S , f  u ,b~) 
which simulates the computation of T. 
(0) Let S contain a state C, the set Zr  ~d Kr  × Zr  and a state B 1 , i.e., 
S D {C, a, (qb), B 1 ; a, b ~ Z r and q ~ Kr}. 
In particular, S contains the states Y, (qoB), and B. We set C as the left 
boundary: bz = C. The local transition functionf~(C, x) for x in S is defined 
as follows: 
f , (C ,  Y )  = (qoB), f , (C ,  (foB)) = B, 
f . (c ,  B) = B1, L (c ,  BO = Y, 
and 
f , (C ,  x) = Y for all the other states x in S. 
By this, only (Y, (qoB), B, B1) is a loop for L = 1. The trunk for L = 1 is 
made as in Fig. 4(0. I f  we regard both B and B 1 as a blank symbol, the trunk 
(Y,  (qoB), B, B1) expresses the initial instantaneous description of T at 
time t 0. 
(1) Phase 1. Suppose that the trunk for L = 3k q- 1 is of the form 
(Y,  xl , x 2 ,..., Xm_~ , Xm_l , (qiXm), Xm+ 1 ,..., Xn , B,..., B, B 1 ,..., B1) 
or its cyclic permutation, which expresses the instantaneous description of 
T at time t = k (each xi belongs to Z r and q~ belongs to Kr  - -  {qn}). From 
this, we make preparation for T to move one step. Let S contain the sets 
Z T × Z r and f T x ~Y r x z~ r . We write a member of Z T × Z T as a(b). 
S D {a(b), qx(y); a, b, x, y ~ Z r and q a Kr}. 
In Phase 1, the state Y is of strongly projective type. Let 
f~(Y ,  x) = B(Y)  for any x in S. 
.+v  b--fv 1 
t r- ~.--~(qo B)~---~ B(Y ) ~--~qj  B '~ '  Y / 
'~'~--~"~B ~,~Y( Y,qj~)~-fB" @~f(qjB) I
"~B, - J - - - -~Y(B ,q]z ) J - -~Y ' -~B / 
(i) (i') :[ ..B, j 
FiG. 4. Trunks forL = l, 2, 3, 4. 
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By this, the trunk has a single daughter whose period equals that of the 
parent. By Lemma 4.1, construction of the daughter begins as follows: 
trunk daughter 
Y 
~1 -+ B(Y). 
Let 
f~(a, b(c)) ---- c(a) for a, b, c in Z T . 
By this, construction of the daughter goes on as follows: 
trunk daughter 
Y 
x I --+ B(Y)  
x2 ~ Y(x~) 
. .° 
Xm_ 1 -->. Xm_3(,%'m_2) 
(q ,~)  -~ ~_~(x~_l).  
We must define the local transition function of the formfu((qix,~), xm_2(x~_l)), 
where qi belongs to (Kr - -  {qn}). 
(la) The case that the quintuple for T is (qi, x~ ; q~., y, L). Let 
f.((q,x~), x~_2(~.,_~)) = qj~_~(y), 
fu(xm+l , qjxm_l(y)) = y(xm+l) , 
for x~_2, x.~_l, x~,  x~+l, y in 27 r and q/ in (KT --  {qn}), qj in Kr .  By this, 
construction of the daughter goes on as follows: 
Finally let 
trunk daughter 
(q,x~) ~ x~_~(~_ l )  
x.~+l -~ q~x~_l( y) 
x~+2 ~ y(x~+l) 
xm+a ~ x,~+l(x,~+2) 
... 
X n ~ Xn_2(Xn_ l )  
B --+ xn_l(xn) 
B~ ~ B(B). 
fu (n l  , a(b)) = b(B)  for  a, b, in  Zr ,  
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in particular, fu(B1, B(B) )= B(B) .  By the above, construction of the 
daughter is accomplished as in Fig. 5(i). 
( lb) The case that the quintuple for T is (qi ,  x~ ; q j ,  y ,  R) .  Let S 
contain the set Z r × Z' r X Kr  x {1, 2}, i.e., 
S D {a(b, qJl), c(d, qn); a, b, c, d in Z r and qj in KT}.  
Let 
besides 
fu(~+~ , ,¢,~, , (y,  q~)) 
fu(Xm+2, Y(Xm+I , qJ2)) 
A(~+~' q~'~+~(~+~)) 
= Xm-- I (Y '  qJl)' 
= y(x~÷l ,  q~2), 
= qjxm+l(x,, ,+~), 
= Xm+2(Xm÷3), 
A(B1,  Y l (Yz  , q#2)) = qJY2(B), 
A (B1 ,  q jYa(Y, ) )  = y4(B),  
for x~-2 ,..., x,,+z, Yl ,..., Y~ in Z r and qi in (K r --{qH}), qJ in KT.  By the 
above, the daughter is made as in Fig. 5(ii). 
(Cli x~) 
.Xm+1 
Xrn.2 
, B~ 
"(0 
;,B(B) Y 
,B(Y) 
, Y(xO (4;Xm) 
Xrn,~ 
' Xm-2(Xm-1) Xm*2 
' q;Xm-1 (Y) x m.3 
' .Y(Xm+1) Xm.4 
B<B> ;, 
FIG. 5. Phase 1. 
- -  ' B. (B )  
)(m -2 (Xm-1) 
Xm-l(Y,q,i0 
y(Xm4 ,q,i2) 
qjXm,l(Xm.2) 
Xm*2(Xm *3) 
.B(B) 
i i )  
In the daughter made in either (la) or (lb), ignore the contents in the 
parentheses. Then either the sequence Y,  x 1 .... , x~_  2 , q~x,~_ 1 , y ,  x~+ 1 ,..., B 
in (la) or the sequence Y,  x 1 ,..., x~- l  , y ,  qjxm+l , x~+2 ,..., B in (lb) expresses 
the instantaneous description of T at time t = k + 1. 
Remark .  Phase 1 for the trunk L = 1 may be unclear. The trunk is 
(Y ,  (qoB), B ,  B1). In Definition 1.3, we assumed that T never goes on Y. 
So T should go to right. The rules in (lb), therefore, is applied. The trunk 
for L = 2 is made as in Fig. 4. 
(2) Phase 2. We see that, at Phase 1, the instantaneous description 
of the next time has almost been made. In Phase 2, we examine whether T 
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has halted or not. The trunk for L = 3k + 2 contains exactly one state 
of the form qiyl(ya), where yr , ya belong to &. and qj belongs to Kr . That 
state is of strongly projective type, so that the trunk has a single daughter 
whose period equals that of the parent. Let S contain the sets Zr’ and 
KT x zl,‘, i.e., 
S 3 {a’, qb’; a, b E Zr and q E KT}. 
If qj is not the halting state qH , let 
f&~YdY& 4 = %Yl’? 
for yr , ya in Zr , qj in KT - {qH} and for any x in S. Besides, let 
.MYz(Ys), %Yl? = Y2’3 
.fu(YdY& Y‘2’) = Y3 
foryiin&.(l <i<4)andqjinK,. 
(2a) Let the trunk for L = 3k + 2 be 
vv), Wl), %w>-, +4%-I), %%n-l(Y), Y(%+d, %+&m+&~ wm 
or its cyclic permutation, which corresponds to (la). By the above local 
transition function, construction of the daughter is started from the following: 
trunk daughter 
P&-1(Y) 
The daughter is made as in Fig. 6(i). 
(2b) Let the trunk for L = 3k + 2 be 
v-v7, w%), G%!)Y, %-2(%-d, %lL-ICY, %l>Y Y&n+1 Y %z), 
%%,l(%,,), ~m+2bn+3b-~ WV> 
or its cyclic permutation, which corresponds to (lb). Construction of the 
daughter is started from the following: 
trunk daughter 
Qi%&m+2) 
%+zbn+,) - wini- . 
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Let 
for Yl, Y2, Ya in Z' r and qj 
f~(Yx(Y~, qJl), Y3) = Yx', 
in Kr  - -  {qH}. The daughter is made as in Fig. 6(ii). 
B(Y) 
Y(xO 
x~(x2) 
4jXm-1 (Y) 
y(Xmq) 
x~.l (Xm.2) - 
B(B) 
B(Y): .. ,.B' 
xm-l(Y,qjl) [ xm-2' 
Y(Xmq ,qj2) | Xm-l' 
qjx~q (xm,2)-l-- Y' 
Xm*2(Xm'3) I qjx~,~ 
xm.3 (xm~4) Xm+2' 
j" B' 
(i i) 
- - :B '  
~" B '  
. . . .  y '  
: : 
(i) 
Phase 2 for FIG. 6. a nonhal t ing case. 
(2c) The case that the halting state qH has appeared in the trunk 
for L = 3h + 2. In this case, the state of the form qHYl(Y~) is of strongly 
projective type. The trunk has a single daughter whose period equals that 
of the parent. Let S contain a state H. 
s 3 {H}. 
Let 
f~(eHYl(Y2), X) = H, 
for Yl, Y2 in Sr  and for any x in S. Besides, let 
fu(Yl(Y2), H) = H, 
f JY~(Y2 , qm), H) = H, 
f~(Yl(Y2 , qH2), H) = H, 
for any Yl, Y2 in Z' r . Then the daughter is constructed as in Fig. 7. The form 
of the daughter is the particular one: (H, H,..., H). The simulation for T is 
over• Definition for f~(H, x) where x belongs to S will be considered later on. 
Unless T halts, the trunk is entrusted to Phase 3. 
I-iF H 
x~-2(x ~-i)~-----~ H 
qHXm(y) "~ H 
y(x~.~) ~ H 
(~) 
I 
B(Y) 
£m-l(Y,q H1) 
y(x~q ,qH2) 
qHXm.1 (Xm*2)t~ 
Xm'2(Xm'3) j - -~  
(ii) 
FIG. 7. Phase 2 for a halt ing case. 
643/33/z-z 
16 HIDEYUKI TAKAHASHI 
(3) Phase 3. In general, T can go arbitrarily far to right, so we must 
add blank squares to the tape. This is the reason why we set Phase 3. In 
this phase, the trunk for L = 3k + 3 has a single daughter whose period 
is two times as large as that of the parent. The daughter, i.e., the trunk for 
L = 3(k + 1) + 1, is the one to be considered as the instantaneous descrip- 
tion at time t = k + 1, in which blank squares are added. We always identify 
a trunk with its cyclic permutations. The trunk for L = 3k + 3 is of the form 
(Y  ' x . . . .  B '  B') ", X l  ~"" ", fa--1 ~ q igm , X~'n+I ,"" ", Xn  ~ , ' ' '  ~ , 
where xk (1 ~ k ~ n) belongs to Z' T and qi belongs to Kr  - -  {qH}. No states 
in the trunk are of strongly projective type. The state Y' has the leadership 
in Phase 3. Let 
fu(Y', x) = Y, for any x (@ B) in S, 
and (2) 
fu (Y ' ,  B)  -~- B 1 . 
By the first of the above, construction of the daughter is started as follows: 
trunk daughter 
y ,  
xl' --+ Y. 
Let 
fu(a',  b) = a 
fu(q~a', b) = (qia) 
f . (a ' ,  (q,b)) = a 
(a' ~ ¥', b :~ B1), 
(b ¢ B0, 
(a '¢  Y') 
for a, b in 27 r and qi in Kr  - -  {qz}. By the above, construction of the daughter 
goes on as follows: 
trunk 
y ,  
Xl' 
X2 r 
~X~r~ t 
x~+l 
X~a+2 
B,  
-+ daughter 
- -~y  
- -~x 1 
X~n_ 1 
-'-9- Xm+ 1 
. . .  
-+B 
B. 
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We meet with Y'--~ B, for which we have set f~(Y', B) = B 1 . Let 
fu(a t, B1) = B 1 (a' -/= Y'), 
f~(qa', B1) = B1, 
for a in 2J r and q in K T -{qn}.  The daughter is made as in Fig. 8. 
( f~(Y' ,  B1)~ Y is implied by (2).) The daughter, i.e., the trunk for 
L = 3(k + 1) + 1 is (a cyclic permutation) of the form 
(Y,  xl ,..., xm-1, qix,~ , x~+l ,..., xn , B,..., B, B 1 .... , B1). 
This trunk is again entrusted to Phase 1, so that the simulation is continued. 
' B1 
Fro. 8. Phase 3. 
For f~,(x, y) (x, y ~ S) that has not been determined thus far, one can set 
it arbitrarily, and it has no effect on the trunks. The above are the details 
of CU of the second kind. By changing definition for f,~(H, x) for x in S, 
we can prove various recursively unsolvable problems. Before studying the 
theme, we investigate what is the essential difference between the two kinds 
of CU. 
6. COMPARISON OF THE Two KINDS OF COMPUTATION UNIVERSALITY 
In this section, we state two remarkable features of CU of the second 
kind in comparison with CU of the first kind. One is concerning the space 
and time axes, and the other is concerning the stability of computation 
against a transition error. 
Write a configuration x of the unilateral cellular space A, (T )  as a row. 
Below- that, write down the transition of configuration F~(x),Fu 2(x) ..... F~i(x),... 
in succession, as in Fig. 9(i). Then the horizontal direction coincides with 
the space axis for the cellular space. The vertical direction coincides with 
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space space time 
l 'V' IO head of TM " ~ " "  head f TM 
time (i) , time (ii) ,space (iii) :, 
FIG. 9. Relations of the. space and time axes: (i) a configuration of a cellular 
space, (ii) CU of the first kind, and (iii) CU of the second kind. 
the time axis for the cellular space. In case of CU of the first kind, a con- 
figuration (if a sufficiently long one is consldered) expresses by itself an 
instantaneous description of the Turing machine T. Therefore spatial 
• . (. ~ 
extenmon of the tape of T coincides with the space axis for A u , The direction 
of time axis for both T and Au coincides also: See Fig. 9(ii). 
In case of CU of the second kind, however, the sequence of states of a cell 
expresses an instantaneous description of T. Therefore spatial extension of 
the tape of T coincides with the time axis for A , .  The time axis for T 
coincides with the space axis for A , .  See Fig. 9(iii). The space and time 
axes are interchanged, compared with CU of the first kind. This is an essential 
difference between the two kinds of CU. 
There is another point of difference :between the two, concerning the 
stability of computation. Suppose that the cellular space Au(T) makes a 
transition error• For CU of the first kind, there is no mechanism to Correct 
the error, so that the result of computation is wrong, in general. But the 
situation differs much for CU of the second kind. Let n be an arbitrary 
positive integer. Consider the system (S~,F,). The transition graph for 
(S~,F,) is composed of a single loop and many branches, as in Fig. 10. 
A transition error means that the configuration f Au leaps from one of the 
points in the graph to another point. Since the graph is composed of a single 
component, he configuration f A~ finally falls into the loop. The computa- 
tion is performed correctly, because the Computation is made within loops 
(i.e., trunks) in case of CU of the second kind. Therefore CU of the second 
kind is stable against a transition error. 
I 
FIG. 10. A transition graph for (S ~,/~'u), 
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For the power of proving unsolvability of various questions, CU of the 
second kind is superior to that of the first kind, as we shall see later. For CU 
of the first kind, we must discuss collisions and interactions of many Turing 
machines on a tape, and it is beyond our ability to grasp all of them. 
7. UNDECIDABLE QUESTIONS 
In Sections 7 and 8, we discuss undecidable questions about both a csm 
and a (unilateral) cellular space. Section 7 deals with results obtained imme- 
diately by CU of the second kind. The discussed questions are as follows: 
(1) Is the period bounded ? (2) Does the Smax tree branch ? (3) For a pair 
of csm d l  and A2, does Smax(A1) = Srnax(A2) ?(4) Is a branch (of the transi- 
tion graph) bounded ? Some other questions are discussed besides. 
In brief, the unilateral cellular space A~(T) obtained in Section 5 is the 
one such that a trunk expresses an instantaneous description of T unless 
T halts, and the trunk becomes of the form (H, H,..., H) if T halts. By 
changing the definition for f~(H, x) for x in S, we show various questions 
to be recursively unsolvable. We always discuss pairwise both a unilateral 
cellular space A~ and its simulator csm A. Almost all the propositions proved 
in what follows hold both for the periodic set P of a cellular system (S*, F~) 
and for Smax of a csm system (27*, FA). 
First let P be the periodic set of a system (X, F). The period of x in P is 
the least integer p such that F~(x) = x. We ask whether the period is bounded 
or not. 
PROPOSITION 7.1. (1) For an arbitrary (unilateral) cellular syste m, it is 
recursively unsolvable to determine whether the period is bounded or not. 
(2) The same question is recursively unsolvable for an arbitrary csm 
system. 
Proof. For a Turing machine T, consider the unilateral cellular space 
A~(T). In case of CU of the second kind, the trunk of the form (H,..., H) 
appears if and only if T halts. Let 
fu(H, x) = H, for any x in S. 
By this, the daughter of the trunk (H,..., H) is again (H, .... H) whose period 
equals that of the parent. Therefore the period increases no more if (H,..., H) 
appears in the Smax tree, i.e., if T halts. 
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I f  T never halts, the period is doubled in every Phase 3. Therefore the 
period is bounded if and only if T halts. Hence the proposition follows. 
Q.E.D. 
Let (ZT*, FA) be a csm system. The transition subgraph for length n means 
the transition graph for system (2: n, FA). That is composed of loops and 
branches. A component means a connected part of the graph. A component 
contains exactly one loop (and many branches). The same concepts are defined 
also for a (unilateral) cellular system. Let c(n) be the number of components 
in the transition subgraph for length n. 
PROPOSITION 7.2. (1) For an arbitrary (unilateral) cellular system, it is 
recursively unsolvable to determine whether or not c(n) =-- 1. 
(2) For an arbitrary csm system, the same question is recursively unsolvable. 
Proof. For a unilateral cellular system (S*,Fu) , the above question is 
equivalent to the one whether or not every trunk has exactly one daughter. 
Let A~(T) = (S , f~,  b 3. Add two states V and Wto S, and let 
fu(H, x) = V, for any x (v~ W) in S, 
and 
f~(H, W) = W. 
If  T halts, then the trunk (H,..., H) appears in the Smax tree. The trunk 
(H,..., H) has two daughters (V,..., V) and (W,..., W) whose common period 
equals that of the parent, as in Fig. 11. If  T never halts, every trunk has a 
single daughter. Therefore c(n) --~ 1 if and only if T never halts. Q.E.D. 
FIG. 11. The trunk has two daughters. 
COROLLARY 7.2.1. (1) For an arbitrary (unilateral) cellular system, it is 
recursively unsolvable to determine whether c(n) is bounded or not. 
(2) For an arbitrary csm system, the same question is recursively 
unsolvable. 
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Proof. We use A~(T) in the proof of the proposition. Let 
for V: f~(V, x) = V, for any x (=/= W) in S, and 
fu(V, W) -~ W, 
for W: fu(W, x) = V, for any x (va W) in S, and 
L(w,  w)  = w. 
By this, the trunk (V,..., V) has two daughters (U,..., V) and (W,..., W). 
Also the trunk (W, .... W) has the same two daughters. Thus if T halts, 
c(n) is unbounded. I f  T never halts, c(n) ~ 1. Q.E.D. 
Let us consider control f a cellular space. By changing the right boundary 
condition, we try to control the cellular space. For controllable cellular 
space, see Definition 1.3. (This concept was posed by Mr. Kobuchi.) 
COROLLARY 7.2.2. For an arbitrary controllable cellular space Ab', it is 
recursively unsolvable to determine whether A b' is weakly connected or not. 
Proof. Let A u = (S,f~, bl) be an arbitrary unilateral cellular space. 
Define the mapping fb: $3---~S by fb(x,y, z )=fu(x ,y)  for x, y, z in S. 
Then -//b' = (S, fb, b~) is a controllable cellular space, upon which inputs 
from the right have no effect. -//b' is weakly connected if and only if c(n) =-- 1 
for A~. The corollary follows from Proposition 7.2. Q.E.D. 
Open problem. Determine whether an arbitrary controllable cellular 
space Ao' is strongly connected. (If controllable cellular spaces are limited 
to unilateral ones, the problem is equivalent o the following: Given an 
arbitrary unilateral cellular space A~, determine whether A~ is a cellular 
space having the maximum loops.) 
AcsmA -~ (K, 27, A = 27, 5, ~, %) determines a subset of X*, i.e., Smax(A). 
A cellular space -//b = (S, fb, b~, br) determines a subset of S*, i.e., the 
periodic set P(Ab). For a pair of csm (or cellular spaces), we ask whether 
the subsets determined by them coincide. 
PROPOSITION 7.3. (1) Given an arbitrary pair of csm A1 and A2, it is 
recursively unsolvable to determine whether Smax(A1) = Smax(_//2) or not. 
(2) Given an arbitrary pair of (unilateral) cellular spaces Abl and M~2 ,
it is" recursively unsolvable to determine whether P(-//bl) = P(-/lb2) or not. 
Proof. For a Turing machine T, consider A~(T)= (S , f , ,  bz). From 
Au(T), we build two unilateral cellular spaces ~tu'--(S',fu' ,b{) and 
22 HIDEYUKI TAKAHASHI 
A~ = (S" , f~,  bT). (i) Let S' = S u {V} and let fu'(H, x) = V for any x 
in S'. For the other, f~' coincides with f~. (ii) Let S" -~ S u {W} and let 
f~(H, x) = W for any x in S". For the other, f~ coincides with f~. Finally 
let b( = b~' = b~. 
Unless T halts, both A~' and A~ simulate the computation f T just in 
the same way as A~(T). If T halts, the trunk (H,..., H) appears in the Sma~ 
trees for both A~' and A~ (as well as for A~(T)). For A~', the daughter of
the trunk (H,..., H) is (V,..., V). For A~, the daughter of (H,..., H) is 
(W, .... W), which is different from that of A~'. Therefore Smax(A~') = 
Smax(A~) if and only if T never halts. Q.E.D. 
Compare the following corolIary with Proposition 2.4. We use A~' and 
A~ in the above proof to prove the corollary. 
COROLLARY 7.3.1. (1) Given an arbitrary pair of csm A 1 and As,  it is 
recursively unsolvable to determine whether Smax(M1)~ Sm~x(A~) is a finite 
set or not. 
(2) So with an arbitrary pair of (unilateral) cellular spaces. 
COROLLARY 7.3.2. (1) Given an arbitrary pair of csm ./i 1 and As ,  it is 
recursively unsolvable to determine whether there exists a csm ~/ such that 
Smax(A1) ~ Smax(A2) = Smax(A). 
(2) So with an arbitrary pair of (unilateral) cellular spaces. 
Proof. We use A~' and A~ in the proof of Proposition 7.3. If T never 
! ! I! A ! halts, Sm~x(A u ) ~- Smax(A~), so that Smax(Au ) ~ Smax(Au) = Smax( u )- 
If T halts, Smax(Au' ) ~ Smax(A~) is a finite set, so that the set cannot be 
Sm~x of any csm. Q.E.D. 
We note, without proof, the following two propositions. 
PROPOSITION 7.4. (1) Given an arbitrary pair of csm A1 and As ,  it is 
recursively unsolvable to determine (a) whether there exists a csm A such that 
Smax(A1) U Smax(A~) = Smax(A) and (b) whether there exists a csm 21 such 
that Smax(A1) • Smax(A2) ~ Smax(A). 
(2) So with an arbitrary pair of unilateral cellular spaces. 
PROPOSITION 7.5. (1) Given an arbitrary pair of a csm A and a regular 
set R, it is recursively unsolvable to determine (a) whether Smax(A) ~ R = 
and (b) whether Smax C R. 
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(2) So with an arbitrary pair of a (unilateral) cellular space and a regular 
set. 
Open problem. For a pair (A, R) of an arbitrary csm A and an arbitrary 
regular set R, determine whether or not Sm~x(A) ~ R. 
PROPOSITION 7.6. For an arbitrary csm A = (K, Z, A = 27, 8, A, q0), let 
R o = ~* and FA(Ri) = Ri+l for i >/O. It is recursively unsolvable to determine 
whether or not there exists an N >/0 such that R N = RN+ 1 (i.e., whether or 
not the length of a branch of the transition graph is bounded). 
Proof. Consider A~(T), for which f~(H, x) (x ~ S) is not defined. Let 
AfT) = (K, Z = S, A = S, 8, A, %) be the simulator csm (of A~(T)), for 
which 8((H), x) and A((H), x) (x 6 S) is not defined. Define them by 
x/H 
(H) ~ (H), for any x in S. (3) 
(AFT) thus defined is no more a simulator of any unilateral cellular space.) 
(i) First, assume that T never halts. As an initial configuration, we 
take H n, where n > 0. In the case that T never halts, H n does not belong 
to Smax, because H does not appear in any trunk. By (3), the transition 
started from H ~ is as follows: 
F~(H ,~) = XH,~-*, FA2(H n) = X2Hn-2,..., FAi(H ,*) = XiHn-i ..... 
where X is a state which we do not care about. FAi(H '~) for i < n contains H, 
so that it does not belong to Smax. Therefore the length of the branch is 
not less than n. Since n is an arbitrary positive integer, the length of a branch 
is unbounded. 
(ii) Next, assume that T halts at time t = k. Then the trunk for 
L = 3k in the Smax tree of Au(T ) is of the form (H,..., H). Consider the 
transition graph for the system (27a7~, FA). Let 1 be the length of the longest 
branch in that graph. For any word u in 27ak, FAz(U) is of the formFAZ(u) = vH, 
where v belongs to Smax. By (3), for any word w' in X*, FA(vHw')= 
FA(v) H l+z°(w'). Therefore for any word u in 273~ and any word w in Z*, 
FZA+l(uw) = FA(VHw') = FA(V ) H l+*g(~), so that F~+a(uw) belongs to Smax(A). 
The length n of any branch is thus bounded by n ~< 1-1- 1. 
From (i) and (ii), we see that the length of a branch is bounded if and 
only if T halts. Hence the proposition follows. Q.E.D. 
Open problem. For an arbitrary cellular space, is the question in Proposi- 
tion 7.6 undeeidable ? 
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DEFINITION. For a csm A, consider the sequence of mappings 
(FA, F~L..., FAn,...). I f  there exists a pair of positive integers i and j (i < j )  
such that FA ~ = FAJ , then the sequence {FA n} is said to be ultimately periodic. 
The mapping FA n is realized by a cascade of n machines: 
inputs ~ A ~ A ~ "'" --+ A --~ outputs. 
I f  the sequence {FA ~} is ultimately periodic, then only finitely many csm 
mappings are realized by cascades. 
PROPOSITION 7.7. Given an arbitrary csm A, it is recursively unsolvable 
to determine whether the sequence {FA n } is ultimately periodic or not. 
Proof. It is easily seen that {FA n} is ultimately periodic if and only if, 
for the system (27*,FA) , both the period and the length of a branch are 
bounded. Therefore the proposition follows from the proof of Proposition 7.6. 
Q.E.D. 
Remark. In terms of a cascade of transducers, Proposition 7.6 is explained 
as follows. We say that information is lost, if there exist different words u 
and v (in the set of inputs) such that FA(u ) = FA(V). Let Z* be the initial set 
of inputs, which is considered to be an information source. Information is 
gradually lost, in general, every time it is processed by a transducer A. Let 
N be the number of a transducer such that information is no more lost 
thereafter, if such a number exists. Proposition 7.6 shows that such N can 
be quite large, i.e., the supremum of N 's  considered as a function of ] K ]  
is a noncomputable function. (K is the state set of A.) 
8. REGULARITY OF Smax 
In this section we prove our main theorem: Given an arbitrary csm A, it 
is recursively unsolvable to determine whether or not Smax(A) is a regular 
set. As usual, let A~(T) = (S,f,~, b~) be the unilateral cellular space which 
simulates a Turing machine T in the sense of CU of the second kind. First, 
we investigate intersection of Smax (for A,(T) )  and some regular set R in 
order to prove that Smax is not a regular set if T never halts. We need the 
following concept. 
DEFINITION. Let K be a subset of Z*. For u in K, v in K is called a 
descendant of u in K, if v v~ u and v contains u as a prefix subword. For u 
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in K, D(u, in K)  denotes a set of all descendants of u in K. v in D(u, in K)  
is called thefirst descendant of u if the length of v is the least among D(u, in K). 
In the case that D(u, in K)  contains at most one word for each length, the 
second descendant of u, the third one, etc., are also defined, v is called an 
indirect descendant of u in K, if there exists a word z such that z is a descendant 
of u in K and v is a descendant of z in K. Otherwise v is called a direct 
descendant of u in K. Of course, the first descendant is a direct descendant. 
Assume that a Turing machine T never halts. Let R be a regular set 
defined by R = ( (S -  {Y})* Y)*, where Y is the end mark (see Defini- 
tion 1.1). In order to simplify matters, let us consider a homomorphism. 
Let r be a homomorphism of S* into (0 v 1)* defined by 
r(a) = 0, for a in S - -  {Y}, 
and 
r(Y) = 1. 
We attend to the words which end with Y. Let K = R n Srnax. 
*(K) = (0"1)* n r(Smax) holds, hence in *(Smax), we attend to words 
which end with 1. In general, if a homomorphism never decreases the 
length of a letter, the homomorphism preserves the relation of being a 
descendant, so r(y)  is a descendant of ,(x) in , (K)  if y is a descendant of x 
in K. It  is easily seen that the reverse is also true for the above set K and 
the homomorphism r in question. In brief, we have D(r(x), in r (K) )= 
r(D(x, in K)), which means that r(y) is a descendant of r(x) in r(K) if and 
only if y is a descendant of x in K. 
Let u be an arbitrary word in r(K). u is of the form u = Xq ,  where X 
means either 0 or 1, which we do not care about. Then, v in r(K) is a direct 
descendant of u in r(K) if and only if v is of the form 
v = uOnl (n >~ 0). 
v in r (K)  is an indirect descendant of u in r(K) if and only if v is of the form 
v = uwl, where the word w contains at least one 1. The reason is that 
Smax, hence r(Smax), are prefix closed sets. 
LEMMA 8.1. Assume that T never halts. Let K = R n Smax. r (K)  
coincides with K' defined as follows: 
(1) 1 belongs to K'. (All words in K' (except 1 itself) are descendants 
of 1, i.e., K'  = {1} w D(1, in K').) 
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(2) I f  u = X3kl belongs to K '  (where k >/0 and X means either 0 or 1, 
which we do not care about), then u has the following descendants. Let 
Vj = uXJN-al, 
where j > O, N = 3 • 2 7~, and X is either 0 or l (that will be uniquely determined 
afterwards). Then 
D(u, in K' )  = {v~ ; j  > 0}. 
Among the descendants, indirect descendants of u in K '  are given by the following 
set: 
Din = U D(vj ; in K'). 
j>0 
Hence direct descendants of u in K '  are given by 
Dar = D(u, in K' )  - -  Din. 
I f  va is a direct descendant of u in K' ,  let X (in the definition for v~) be O, i.e., 
i f  vj belongs to Ddr, let 
Vj : u0JN--11, 
where N : 3 • 2 7~. By the recursive use of this rule (2), D(u, in K')  is uniquely 
defined. 
(3) No words not required to be in K '  by the above rules are in K' .  
(Note that in (2), the first descendant of u in K '  is given by v 1 = uON-11, 
where N = 3 • 2 l~. The second one is v 2 = u02N-11.) 
Proof. Consider the Smax tree of//~(T). A node in a trunk is a state in S, 
and in the other viewpoint, the node shows a configuration (in S*) which is 
started from the root and ends at the node. These two viewpoints are always 
possible. Now R is a set of all sequences that end with Y. The state Y appears 
just once in the trunk for L - -3k  + 1 where k /> 0. Therefore the trunk 
for L = 3k + 1 contains exactly one member of K = R (3 Smax. That 
member is denoted by wR(3k + 1). Evidently K = {wR(3k + 1); k /> 0}. 
The trunk for L = 1 is of period 4 = 2 2. The period is doubled each 
time L is increased by 3. So the trunk for L = 3k + 1 is of period 2 k+~. 
Let x = wR(3k + 1), which is of the form XskY  where X means a state 
we do not care about. Let the trunk for L = 3k + 1 be (//0,//1 ,...,//~-1), 
where each A i belongs to the state set S, _d o = Y, and p = 2 k+2. Figure 12 
shows the relation between the trunk for L = 3k + 1 and that for 
QUESTIONS ABOUT INVARIANT SETS 27 
Fro. 12. 
A~-~B(Y) ~-i- ~ 
A2 -I--~¥(A,)H : : 
IA3-1---1 ~ • f--l~ ! ' 
Relations between atrunk forL = 3k q- 1 and that forL -- 3@ + 1) 4- 1 
L = 3(k 4- 1) 4- 1. F rom the figure, we see that wR(3(k 4- 1) 4- 1) is of the 
form Xa~'A4X~Y where X is a state we do not care about, wR(3(k q- i) 4- 1), 
where 0 < i <p/4, is of the form XaT~d4~Xai-lY. Remernber that cyclic 
permutat ion s of a t runk are identif ied with the trunk. Hence if 4i exceeds p, 
it should return to the initial posit ion (i.e., to d 0 = Y). Let  us state matters 
precisely. For  an arbitrary i > 0, let 
h = 4i mod p. 
Then  the following holds for any i > 0, where X is an arbitrary state: 
wR(3(k 4- i) 4- 1) = Xa~AhXa~-*Y. 
This  formula is a keypoint, h becomes 0 if 4i =jp (i.e., i = j  "p/4) for 
some j > 0. I f  h = 0, then Al~ = Y, so wn(3(k + i) + 1) is a descendant 
of x wR(3k 4- 1) in K.  In the set K,  only these are descendants of x. In  
brief, we have the following result: For j  > 0, let 
yj = wR(3k + 1 + iN) 
= OCakyXJN 1y, 
where N = 3 "p/4 (= 3 - 2 k) and X is an arbitrary state we do not care 
about. Then  
D(x, in K )  = {Y3 ; J  > 0}. 
Therefore, for x = XaT~Y, we have the following: 
D(r(x), in r(K)) = {r(y~);j > 0} 
= {r(x) X~N-11;j > 0}, 
where X is either 0 or 1. Thus  the rule (2) of the lemma is evident. As easily 
proved, the first descendant o fy  1 in K is YM+I, where M = 2~/4 (p ----- 2k+2). 
Next  we consider the rule (1) Of the lemma. Refer to Fig. 4. We must  
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investigate D(x = Y, in K). Put k = 0 in the definition for yj . We have 
N = 3. Thus 
D( Y, in K) = (yi ; j > 0} 
= (%(3j + l);j > o>, 
which coincides with K - {Y}, since K = {w,(3k + 1); k > O}. Hence 
D(l, in T(K)) = 7.(K) - (I}. 
Thus the rule (1) of the lemma is evident. Q.E.D. 
LEMMA 8.2. Let K’ be an arbitrary set having the following properties: 
(1) K’ c (o*l)*. 
(2) Each word u in K’ has a descendant of u in K’. 
(3) Let u be a word in K’. u is of the form u = Xzl, where X is either 
0 OY 1 we do not caye about. (a) The first descendant of u in K’ is of the form 
~X~(~)-ll, where N(Z) is an integer function such that 
N(Z)/Z+ co (Z-t a). 
(b) The second descendant of u in K’ is of the form IAX~~(~)-~I. 
Then the set K’ is neither a regular set nor a context-free language. 
Proof. In general, if a regular set U satisfies the above property (2), 
then there exist words x and y such that xy* C U. It is evident from (1) 
and (3a) that there do not exist words x, y such that xy* C K’. This proves 
that K’ is not a regular set. 
We need the condition (3b) as well as (3a) in order to prove that K’ is 
not a context-free language. Use the well-known uvwxy lemma. Details are 
omitted. Q.E.D. 
COROLLARY 8.2.1. The set K’ in Lemma 8.1 is neither a regular set nor a 
context-free language. 
LEMMA 8.3. If T never haZts, Smax for A,(T) is neither a regular set nor a 
context-free language. 
Proof. If T never halts, then T(R n Smax) = K’. Since K’ is not a 
context-free language, R n S,, is not a context-free language. R is a 
regular set, so S,,, is not a context-free language. Q.E.D. 
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THEOREM 8.4. (1) Given an arbitrary csm X, it is recursively unsolvable 
to determine ach of the following: (a) whether Srnax is a regular set or not, and 
(b) whether Smax is a context-free language or not. 
(2) The same questions .are recursively unsolvable for the periodic set P 
of an arbitrary (unilateral) cellular space. 
Proof. For a Turing machine T, consider Au(T ) = (S, fu,b~). Let 
fu(H, x) ~- H for any x in S. I f  T halts, the trunk (H, .... H) appears in the 
Smax tree and the daughter is the same as the parent. In this case, therefore, 
Smax is of the form 
Sm~x = R1 v R2H* , 
where both R 1 and R 2 are finite subsets of S*. Thus if T halts, Smax is a 
regular set. By Lemma 8.3, if T never halts, Srnax is neither a regular set 
nor a context-free language. Hence the theorem follows. Q.E.D. 
For ./Ju(T) in the proof of Theorem 8.4, Srnax is a regular set if T halts, 
and Smax is not a context-free language if T never halts. Takahashi (1976) 
presents everal examples of nonregular Smax. In fact, they are not context- 
free languages. We have not yet known an example of Smax which is a 
context-free language and nonregular. 
Open problem. Is the following statement right? " I f  Smax of a csm 
system (27", FA) is not a regular set, then it is not a context-free language." 
We state here some sufficient conditions for Smax to be a regular set, 
such that the regularity is proved by considering the Smax tree. 
DEFINITION. Let a csm be d = (K, Z, A ~ Z, 3, ~, qo). 
(1) A is called a csm of p-type, if there exists n > 0 such that for any 
word x longer than n, 8(q0, x) is of strongly projective type. 
(2) d is called a csm of a-type, if there exists n > 0 such that for any 
word x longer than n, 3(q0, x) is of a-type (i.e., the function A/3(qo, x): Z'--~ Z' 
is bijective). 
PROPOSITION 8.5. (1) For a csm of p-type, the period is bounded, so that 
Smax is a regular set. 
(2) For a csm of a-type, Smax is a regular set. 
Proof. (1) For a csm of p-type, trunks for L > n are composed of 
states of strongly projective type. By Lemma 4.1, the period increases no 
more, so that the period is bounded. 
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(2) For a csm of a-type, trunks for L > n are composed of states of 
a-type. Therefore Smax is of the form 
Smax : R1 v R2Z* , 
where both R 1 and R 2 are finite subsets of 27". Q.E.D. 
9, Smax OF A GSM SYSTEM 
In this section we discuss gsm systems. For a gsm system, Smax =/= P in 
general (see Section 14 of Takahashi, 1976, which proves by using CU like 
that of the first kind, that P of a gsm system is a nonrecursive set). Now 
we can prove, by using CU of the second kind, that Smax of a gsm system 
is a nonrecursive set. Compare the result with Proposition 2.1 which states 
that Smax of a csm system is a primitive recursive set. 
THEOREM 9.1. In general, Smax of a gsm system is a nonrecursive set. 
Proof. Consider A~( T) = ( S, f~ , b~ = C) for a Turing machine T. From 
A~(T), we build a gsm G = (K, Z, A ~ Z, 3, A, qo) as follows: 
(1) K = {(C), (ab), (H); a, b ~ S); 
(2) Z = S; 
(3) qo = (c) ;  
(4) A unilateral cellular space is a kind of bilateral cellular space. For 
a bilateral cellular space, the simulator is a gsm. For states except H, G 
behaves like the simulator gsm for a "bilateral cellular space" A~(T). In the 
following, a labeled arrow expresses an input, the output, and the state 
transition. 
(i) (C) "/~--~ (Ca), for a in S - -  {H}. 
(ii) (ab) clfdab) (bc), for a, b, c in S - -  {H}. 
(iii) (C) H/H~ - (H), 
(ab) ~/~3~ (H), 
a/H  ~ 
(H) ~(H), ford, b inS .  
For a word w in Z*, w~ denotes the predecessor of w, i.e., w = w~,v fo rv  
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in 27. Let x be a word in (S - -  {H})* and let y = Fu(x ). By 4(i) and 4(ii), 
we have Fa(x) = y~, so that lg(Fa(x)) = lg(x) --  1. By 4(iii), if x contains 
at least one H, then lg(Fa(x)) >/lg(x) @ 1. In brief, we have the following: 
(a) For x which contains no H, lg(Fa(x)) = lg(x) -- 1. 
(b) Let x be a word which contains at least one H. Then Fci(x) 
contains H for any i >/0. Hence lg(Fai(x)) ~ lg(x) q- i for any i ) 0. 
(1) Assume that T never halts. Then the state H never appears in the 
Smax tree for A,(T) .  Let Smax be the maximum invariant set of (S*, F~) and 
let Smax(G) be that of (27*, Fa). Let S~ x be the set of all words of length n 
contained in Smax. Then 
(n) .~ (n--l) 
FG( Sm~x) = ~m~ , 
for n>0.  Since Smax=U~oS(~)  max, we have Fa(Smax ) = Smax. This 
shows that Smax is an invariant set for the mapping Fa ,  so Smax C Smax(G). 
(2) We prove that Smax(G) = {A} if T halts. For an arbitrary word x, 
consider a sequence {x, Fa(x),...,Fai(x),...}. We attend to whether or not 
Fai(x) contains H for some i > 0. Let C o and C 1 be sets defined by 
C O = {x ~ Z*; Fai(x) does not contain H for all i >/0}, 
C 1 = {x E Z*; Fat(x) contains H for some i >~ 0}. 
Evidently C 0UC l - -Z* ,  C 0 (~C 1= ~,  Fa(Co) CC O and Fa(CI) CC 1. 
That is, both (Co, Fa) and (C1, Fa) are subsystems of (Z*, Fc). 
If T halts at time t = h, then the trunk for L = 3k (in the Smax tree of 
A~(T)) is of the form (H,..., H). Let 1 be the length of the longest branch 
in system (S a~, F~). 
"I f  the length of a word z is larger than 3h ~- l, then z' = Fa~(z) con- 
tains at least one H." From this statement, we obtain the following (c) 
and (d): 
(c) Hence z'  belongs to C1, so z belongs to C 1 also. In short, if 
lg(z) > 3h ~, 1, z belongs to C 1 . This means that C o is a finite set. Because 
of (a), C O coincides with the set 
(x ~ z* ;Fo~( . )  = A for n =/g(x)}.  
The system (Co, Fa) contains no loop except A = Fa(A ). Thus the maximum 
invariant set of (Co, FG) equals {A}. 
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(d) Because of (a) and (b), we have l g (z ' )~  lg (z ) -  l. Since z' 
contains H, lg(FJ(z')) ~ lg(z') 4- l because of (b). For any N > 21, there  
fore, lg(FaN(z)) > lg(z). In short, if lg(z) > 3k + l, then 
lg(Fa~V(z)) > lg(z), for any N > 21. 
This means that the set {x ~ 2J*;Fai(x) = z for some i > 0} is finite. Referring 
to Takahashi (1976, Proposition 3.8) we conclude that the maximum invariant 
set of (C1, Fa) is empty. 
Smax(G) is the union of the maximum invariant sets for the subsystems. 
It follows from (c) and (d) that Smax(G) = {A}. 
(3) I f  T never halts, Smax(G)D Smax. I f  T halts, Smax(G)= {A}. 
A member of Smax belongs to Smax(G) if and only if T never halts. This 
completes the proof. Q.E.D. 
The following corollary is also implied by the above proof. Compare (3) 
with Proposition 2.3. 
COROLLARY 9.1.1. For an arbitrary gsm system (2~*,Fa), it is recursively 
unsolvable to determine each of the following: (1) whether Smax ={A}, 
(2) whether Sm~x is a finite set, and (3) whether Smax consists of passive words 
only, i.e., Smax =/ '1 .  
We can prove also that, for a gsm system, there is no algorithm to determine 
whether P = P1. 
10. DIFFERENCE BETWEEN UNILATERAL AND BILATERAL CELLULAR SPACES 
Thus far we have studied unilateral cellular spaces. For decidability of 
most questions, the class of bilateral cellular spaces behaves in the same 
way as that of unilateral ones, i.e., if a question is undecidable for bilateral 
cellular spaces, it is undecidable also for unilateral ones in most cases. 
Undecidability is the expression of CU and the class of unilateral cellular 
spaces has the CU. 
In what follows, we shall see a counterexample to the above statement. By 
Proposition 2.3, we know that, for unilateral cellular spaces, it is decidable 
whether P = P1 or not. We prove that the same question is undecidable for 
bilateral cellular spaces. 
PROPOSITION 10.1. Given an arbitrary cellular space A b , it is recursively 
unsolvable to determine whether P = P1 or not. 
QUESTIONS ABOUT INVARIANT SETS 33 
Proof. For a Turing machine T, consider the unilateral cellular space 
A~(T) = (S,f~ , b~ = C). From A~(T), we build a bilateral cellular space 
Ab(T) = (Sb ,fb, b~, br). Let D be a symbol not contained in S. 
(1) & = s u {D}. 
(2) b~=Candb r=D.  
(3) (a) fb(a, b, c) = f~(a, b), for a, b, c in S -- So -- {D}. 
(b) fb(D, x, y) = D, for x, y in Sb. 
(c) fo(x, D,y)  = D, for x, y in S0. 
(d) fb(x,y, D) = D, for x in S 0 andy  in S O -- {H}. 
(e) fo(a, H, D) = f~(a, H), for a in S = S~ -- {D}. 
By (a), if there is no D in the neighborhood, Ab(T) behaves in the same 
way as A,,(T). By (b), a cell falls into the state D if the state of the left-hand 
neighbor is D. By (c), a cell in the state D remains in the state D forever. 
By (d), a cell in any state except H falls into the state D if the right-hand 
neighbor is in D. Finally by (e), a cell in the state H is not affected by the 
right D. 
(i) Assume that T never halts. H does not appear in the Smax tree 
for A~(T). Any configuration u in (Sb-  {D})* falls finally into Smax (for 
A~(T)). Even if H is contained in u, it will soon vanish, because Smax does 
not contain H. Let x be an arbitrary configuration in Sb* (for Av(T)). I f  x 
contains D, the cells on the right-hand side of D fall into D soon, because 
of (3b). Consider the cells on the left-hand side of D (this D may be that 
of the right boundary). Even if there are cells in the state H among those 
cells, the H 's  vanish soon, because any configuration in (Sb -- {D})* finally 
falls into the Sma, x tree for A, (T )  and the Smax tree contains no H. If H 's  
vanish, the state D on the right-hand side will occupy all the cells because 
of (3d). Therefore any configuration finally becomes a member in D*. The 
period of a member in D* is 1, so that P =/ )1  • 
(ii) I f  T halts at time t = k, the trunk (in the Smax tree of _d~(T)) 
for L = 3h is of the form (H,..., H). This means that there exist configura- 
tions u 1 ,..., u~ in S a7:-1 such that F~(uiH)= ui+lH for 1 ~ i < p and 
F~(u~H) z ulH. By (3e) for fb, we have Fb(uiH ) = ui+lH for 1 ~ i < p 
and F~(u~H)= ulH. Therefore there exists a loop having period more 
than 1, i.e., P ~/ )1 -  Q.E.D. 
For Ab(T) in the above proof, we see a phenomenon that the state D 
on the right-hand side arrives or does not arrive at the leftmost cell. This 
34 HIDEYUKI TAKAHASHI 
suggests a new theme, a connection between the maximum invariant set 
and information transmission in one-dimensional cellular space. This theme 
is discussed in a coming paper. 
11. CONCLUDING REMARKS 
In this paper we stated one fact: The class of all unilateral cellular spaces 
has the CU of the second kind, which is quite different from that of the 
ordinary kind. Using the CU of the second kind, we could show various 
undecidable questions about S,, of a csm system as well as P of a cellular 
system. We can use a unilateral cellular space as a transducer, by varying 
the left boundary condition. Let S be a set of states. Let a sequence of the 
varied left boundary condition be of the form urn = uuu... (infinite u’s), 
where u belongs to S”. The sequence of states of the rightmost cell is of the 
form w . v* where both w and v belong to S*. We regard u as an input and 
v as an output. An output v depends on the initial configuration as well as u, 
in general. For A,(T), h owever, an output does not depend on the initial 
configuration. Let x(t) be an instantaneous description of a Turing machine 
T at time t. Let an input for a configuration of length 3n (of A,(T)) be x(t). 
Then the output is x(t + n), unless T halts. 
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