We provide lattice decompositions for multivariate distributions. The lattice decompositions reveal the structural relationship between the Lancaster/Bahadur model and the model of Streitberg (Ann. Statist. 18 (1990) 1878). For multivariate categorical data, the decompositions allows modeling strategy for marginal inference. The theory discussed in this paper illustrates the concept of reproducibility, which was discussed in Liang et al. (J. Roy. Statist. Soc. Ser. B 54 (1992) 3). For the purpose of delineating the relationship between the various types of decompositions of distributions, we develop a theory of polytypefication, the generality of which is exploited to prove results beyond interaction. r
Introduction
The notion of interaction among a set of variables has intrigued statisticians for many years. It has been the subject of study in interaction models [6] , loglinear models [4] , graphical models [33] , and models of dependency [15] . Interactions describe the dependence among a set of variates. Specifically, given a distribution of multivariate variables, interactions are quantities that partition the total departure from stochastic independence. There are two approaches to interaction: the multiplicative approach that is discussed as early as [3] , and later extensively studied in, among others, [4, 9, 10] , and the additive approach discussed in [2, 18] . Darroch and Speed [6] provided a general framework for representing these two types of interactions. Recently, Ip and Wang [12] discussed a lattice-based approach for reparameterizing a multiplicative loglinear model.
The traditional approach to analyze discrete data is multiplicative, as exemplified by the loglinear model [4] . However, as McCullagh [23] and others (e.g., [20] ) have pointed out, the loglinear model is not designed to address questions where interest lies in the marginal distributions. Specifically, loglinear models are not reproducible [8] . That is, the parameters of the marginal distributions do not form a proper subset of the parameters of the joint distribution. For example, for the trivariate binary variable X ¼ ðX 1 ; X 2 ; X 3 Þ with cell probabilities p ijk 40; i; j; k ¼ 0; 1; the saturated loglinear model can be written as log p ijk ¼ u þ u 1ðiÞ þ u 2ðjÞ þ u 3ðkÞ þ u 12ðijÞ þ u 13ðikÞ þ u 23ðjkÞ þ u 123ðijkÞ : The logarithm of its marginal distribution for ðX 1 ; X 2 Þ is log p ij ¼ u % þ u Because non-reproducible interactions of the loglinear model have different meanings across different marginal distributions, it is not suitable for analyzing multivariate data such as clustered categorical response of different cluster sizes. One example of responses with different cluster size is in longitudinal analysis for multiple treatment groups, where subjects within each group are observed for varying number of times. Suppose the focus is on comparing associations between responses across treatment groups. Under a non-reproducible model, parameters for different clusters cannot be directly compared. One way to solve the problem is to parameterize the joint distribution in terms of reproducible interactions, which is a motivation for this paper. For the purpose of illustration, consider multiple responses that can be grouped together to form a three-way table. Liang et al. [20] specified the joint density by the following components: three one-dimensional frequencies, three Pearson correlation coefficients, and one three-way loglinear interaction. These model components are rather different in nature: a one-dimensional frequency is non-parametric distribution, Pearson correlation, which requires scores to be assigned, is an additive interaction (see Section 4), and the three-way loglinear interaction is a multiplicative measure. In this paper we discuss three different additive decompositions of a multivariate distribution. One of the decompositions includes the Pearson correlation coefficient. All the resulting interactions of each of the three decompositions are reproducible-that is, the joint density and any of its marginal densities share the same interactions of appropriate orders. In other words, the joint density is linked to each of the marginal densities through reproducible parameters. These interactions can indeed be used to examine the compatibility among various marginal densities. Interested readers are directed to Wang [32] .
The reproducible models discussed in this paper include the additive models developed by Lancaster [18] and Bahadur [2] . Recent applications of the Lancaster/ Bahadur model that exploit its reproducibility property for marginal inference in data analysis can be found in [5, 34] [31] proposed an algebraic (additive) approach that parameterizes discrete densities in terms of moments, resulting in a decomposition appropriate for describing longitudinal data and making marginal inference. Related parameterizations are discussed in [7, 30] .
Streitberg [28, 29] started a renewed effort to investigate properties of the Lancaster/Bahadur model. Let N ¼ f1; 2; y; ng; where n is the dimension of the distribution, and P n be the set of all possible partitions of N: Based on a lattice theory of the P n ; Streitberg introduced a new additive model that is meant to correct a deficiency of the Lancaster/Bahadur model: for nX4; the Lancaster/Bahadur interaction is shown to fail an interaction axiom, namely, if the distribution function can be factorized into a product of marginal distributions, then the highest order interaction is identically zero. Streitberg's interactions in P n can be directly linked to cumulants.
In the first part of this paper, we present a lattice decomposition of the Lancaster/ Bahadur interaction and show how their model is structurally related to Streitberg's. We develop a theory of polytypefication for this purpose. In the second part, we demonstrate how understanding the underlying structures of the two models via polytypefication facilitates proofs of results in moment and cumulant. Finally, we discuss a third model, which is based upon the Boolean algebra lattice, for density decomposition, and further establish moment and cumulant results for this model. First, we fix some notation. Let S denote a finite set and ! be a partial order relationship defined on S: The lattice LðSÞ; when exists, is formed from the ordered pair ðS; !Þ and has a maximal element # 1 S ; or simply # 1 when there is no ambiguity, and a minimal element # 0 S ; or # 0: For tALðSÞ; DðtÞ denotes a real-valued function defined on S: The sum function g of D at s is given by
The calculus of inversion of (1) Eqs. (1) and (2) are dual in nature. We keep g general and may use (1), or equivalently (2), as the defining axiom for generating a class of functionals that includes interactions and moments.
Lattice representation of Lancaster/Bahadur measure
In this section the Lancaster/Bahadur additive interaction is shown to admit a lattice representation of form (2) . Such a connection is not immediate, perhaps because it is somewhat obscured by the following symbolic definition of the interaction of Lancaster's [18] :
where in the expansion, F i 1 yi k ; the marginal distribution of ðX i 1 ; y; X i k Þ; is understood to substitute the product F
As a further example, suppose three variables X 1 ; X 2 ; and X 3 are all binary each taking value of 0 or 1; and let Pð0; 0; 0Þ ¼ 0:2; Pð1; 0; 0Þ ¼ Pð0; 1; 0Þ¼ 0:05; Pð0; 0; 1Þ ¼ 0:3; Pð1; 1; 0Þ ¼ Pð0; 1; 1Þ ¼ Pð1; 0; 1Þ ¼ Pð1; 1; 1Þ ¼ 0:1; where PðÞ is the cell probability, then the interaction term DF ð0; 0; 0Þ To see the connection between the symbolic notation and the lattice representation, we first identify a monotypic subset M n of P n ; the set of all possible partitions of N: By this we mean if p ¼ p 1 jp 2 j?jp k is a partition of k blocks, i.e., p j are nonempty, disjoint subsets of N; j ¼ 1; y; k; then M n ¼ fpAP n j p has at most one non-singleton blockg:
A partial order ! is defined on M n by the refinement relation between non-singleton blocks: p!s if and only if A p CA s ; where A p denotes the non-singleton block of p: Unique infimum and supremum exist for every s; pAM n : Thus M n forms a lattice LðM n Þ under !: Fig. 1 
which reduces to ðÀ1Þ nÀ1 ðn À 1Þ:
For sa # 0; one can also prove by induction, but we instead make use of the observation that LðM n Þ is isomorphic to the deatomized sublattice of the Boolean algebra 2 N of all subsets of N; where the term deatomize refers to the removing of atoms (subsets of singletons) from the lattice. This is exemplified by Fig. 1 The following proposition identifies Lancaster's interaction with the monotypic lattice LðM n Þ for nX2: Proposition 2.2. Let nX2; pAM n and A be the non-singleton block in p: Then
and in particular,
Proof. Let CCA: Without loss of generality, assume A ¼ f1; y; jAjg:
where the summation in the last expression is over s in the monotypic sublattice generated by the set A: The proof is completed by noting that D 
Proof. The Mo¨bius inversion of (4) with g ¼ F gives
Polytypefying the Lancaster/Bahadur interaction
Identifying the Lancaster/Bahadur interaction with the monotypic lattice enables a unified treatment to study the Lancaster/Bahadur and the Streitberg's interactions. Streitberg [28] 
whilst Lancaster/Bahadur's is
which includes only terms of one type, namely, those with at most one non-singleton block (terms of the type F 12 F 34 are missing). It is instructive to envision Q ðF Following the above heuristic, we extend the Lancaster/Bahadur measure to LðP n Þ by defining a ''polychromatic'' (polytypic) operator D ðMÞ using the symbolic notation: for ACN;
and for pAP n ; D
Note that if a is a singleton, D and serves as a prelude to the polytypefication theorem. Proof is given in Appendix.
Theorem 3.1.
Let sAP n ; DðsÞ ¼ fs!p j p has no singleton componentg: Our main theorem can now be stated as follows: 
In particular, 
Therefore,
Eq. (7) follows from Mo¨bius inversion and (8) 
The polytypefication theorem reveals an interesting relationship between the structures of the monotypic and the full partition lattices. where the sum is over sADðtÞ: This connection is independent of the sum function. In other words, the same connection holds for interactions for density functions, distribution functions and other potential functions. The general nature of the polytypefication theorem can therefore be exploited-treat moment and cumulant as sum functions defined on lattice structures to prove new results.
An application of polytypefication to moment and cumulant
Moments, central moments, and cumulants have been extensively studied for their roles in characterizing distribution functions [17] . In particular, the relation between cumulants and the partition lattice is investigated in [24] [25] [26] [27] [28] . McCullagh [22] contains some general tensor methods for cumulants.
To fix notation, we denote the expected value of X j by a j ; central moment
. From the definitions of cumulant [24] and central moment, we have
The analogy of k N and x N to D ðPÞ F and D ðMÞ F is immediate: the sum function is moment instead of distribution function. The polytypefication theory described in Section 3 applies without much modification and leads to the following corollary: In other words, cumulant is a linear combination of polytypic central moments, D ðMÞ s a: Lehmann [19] proves that when n ¼ 2;
In the following proposition, we prove that the result generalizes to n42 : central moment is a signed integral of the Lancaster/Bahadur multivariate interaction. Our result thus connects moment and interaction, both of which are used extensively in the literature to parameterize multivariate density [6, 31] . As we shall see, this integration theorem readily extends to the full partition lattice LðP n Þ via the polytypefication theorem for moments. But first we state a generalization of Lehmann's integration theorem.
Proposition 4.1.
if the integral on the right-hand side exists.
Proof. Trivial when n ¼ 1: For nX2; let X % ¼ ðX % 1 ; y; X % n Þ denote a random vector with cdf F ðxÞ and F A ðx A Þ denote the marginal cdf of X % A : Furthermore, suppose X i is an independent and identical copy of X % i ; and X i is stochastically independent of X j for every iaj: Then
where Iðx; uÞ ¼ 1 when xpu and 0 otherwise. Under the assumption that integration and expectation freely exchange, we have The theorem can be immediately extended, using standard product operator notation, to product central moment. Finally, an application of polytypefication to Eq. (9) yields the following relationship between cumulant and interaction. 
Extension to include Boolean algebra lattice
Understanding the underlying structure of interactions in the monotypic and full partition lattices allows the expansion of the scope of lattice decomposition to include a new structure, the Boolean algebra lattice (see [14] ). Let B n be the Boolean algebra of N and define an order relation ! on the power set 2 where jDj denotes the cardinality of D [1] . Define an additive interaction measure D ðBÞ F on LðB n Þ by (1). Hence for Lemma 5.1.
Proof.
The proof for D ðBÞ F follows from the expansion in
The lemma leads to yet another integration result: for multivariate positive variates, moments are signed integrals of survival functions. The result is a multivariate generalization of the equality that if 
from which the theorem follows by virtue of Lemma 5.1. &
Discussion
An important mathematical technique used in this paper is the Mo¨bius inversion-a familiar and basic tool in lattice theory. By using the Mo¨bius inversion, we have avoided the use of flat [31] and tensor [21] for representing cumulants. Teugels [30] pointed out that matrix and kronecker products ''failed in finding a relative easy tensor formulation'' for cumulants. In this paper, the integration theorem (Proposition 4.1), which is based on the polytypefication theorem, presents a relatively straightforward formulation.
Our discussion so far has been restricted to multivariate discrete variables, but actually the lattice theory developed in this paper is applicable to continuous variables. We choose to emphasize discrete variable because issues such as reproducibility that one encounters in multivariate discrete analysis do not require as much attention in continuous variable [8] . The lattice theory might well facilitate multivariate analysis of continuous variables in areas such as the study of local dependence function [11, 16] .
The restriction of our discussion to additive models can also be relaxed. The lattice and polytypefication theories apply to general sum functions. Therefore, by taking logarithm of the joint and marginal densities, one can directly construct multiplicative models. Some work has already been started in that direction [13, 14] . 0; mX0 i fk41:
The proof is accomplished by induction. 
