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Zusammenfassung
Die vorliegende Arbeit faßt die Ergebnisse meiner Tätigkeit als Doktorand in
der Arbeitsgruppe
”
Nichtlineare Dynamik“ am III. Physikalischen Institut
der Universität Göttingen zusammen. Die behandelten Problemfelder
entstammen dem Verbundprojekt
”
Analyse von Maschinen- und Prozeß-
zuständen mit Methoden der Nichtlinearen Dynamik“ (AMP-NLD), welches
vom Bundesministerium für Bildung und Forschung in Verbindung mit dem
Verein Deutscher Ingenieure gefördert wurde. Unsere Projektpartner waren
die Technische Hochschule Darmstadt und das Maschinenbauunternehmen
Carl Schenck AG.
Die Zusammenarbeit hatte zum Ziel, die Methoden zur Untersuchung
nichtlinearer dynamischer Systeme auf technische Prozesse und Produk-
tionsabläufe auszudehnen und ihre praktische Einsatzfähigkeit zu testen.
Unserem Industriepartner oblag dabei die Aufgabe, die möglichen An-
wendungsfelder NLD-basierter Methoden zu spezifizieren und uns die
benötigten Meßdaten zur Verfügung zu stellen. Dadurch erklärt sich der
anwendungsorientierte Charakter der Fragestellungen, die zum Teil in den
Maschinenbau und in die angewandte Mechanik hineinreichen. Dabei hat
der Blick aus Richtung eines abstrakteren physikalischen Standpunktes viel
zur Klärung der Probleme beigetragen.
Im ersten Teil dieser Arbeit wird ein Verfahren zur Schätzung der Un-
wucht eines Rotors im Hochlauf vorgestellt. An diesem Beispiel konnte die
Tragfähigkeit von Konzepten der NLD im praktischen Einsatz unter Beweis
gestellt werden. Zur Vorhersage der Unwucht benutzten wir ein lokales
Modell und entwickelten auf dieser Grundlage ein Verfahren, das in der
industriellen Fertigung zum Einsatz kommen wird.
Im zweiten Teil wird die Schwingung einer gleitgelagerten Welle unter-
sucht. Aus mehreren Gründen ist es wünschenswert, die genaue Position
einer rotierenden Welle im Lager zu jedem Zeitpunkt zu kennen, z.B.
um Beschädigungen des Lagers durch Überlastung zu vermeiden oder um
entstehende Wellenrisse bereits im Frühstadium diagnostizieren zu können.
Die Positionsbestimmung der Welle im Lager wurde bisher durch eine Meßa-
nordnung mit zwei induktiven Abstandssensoren durchgeführt. Dabei wurde
nicht berücksichtigt, daß die Inhomogenitäten der Wellenoberfläche das
Sensorsignal stören und die Abstandsmessung verfälschen. Wir entwickelten
ein Verfahren zur Signaltrennung, das zusammen mit einem erweiterten
Meßaufbau eine Trennung der einzelnen Signalkomponenten ermöglicht.
Im letzten Teil der Arbeit steht die von Huang et al. entwickelte
”
Empi-
rical Mode Decomposition“ (EMD) im Vordergrund. Dieses relativ neue
Verfahren zur Zeit-Frequenz-Analyse wird vorgestellt, und seine praktischen
Einsatzmöglichkeiten werden diskutiert. Eine Grundlage der EMD bildet
der Begriff des analytischen Signals, dessen heuristische Einführung wir
durch ein mathematisches Argument stützen, indem wir die Definition
des analytischen Signals mit einem Resultat der Funktionentheorie in
Verbindung bringen.
Ergründe, wie die Dinge selber sind, indem du sie zerlegst in Stoff,
Ursache, Zweck.
Marc Aurel, Selbstbetrachtungen, XII
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1.1 Datenanalyse in der industriellen und
technischen Praxis
Zu Beginn des neuen Jahrtausends stehen wir am Anfang einer Epoche, die
von vielen Menschen als das hereinbrechende
”
Informationszeitalter“ bezeich-
net wird. Der Aufbau eines globalen Datennetzes, in dem man auf unüber-
sehbare Mengen von Dokumenten zugreifen kann, läßt diese Bezeichnung
gerechtfertigt erscheinen. Die rasante Entwicklung der letzten Jahre wird zu
einer umfassenden Veränderung der Gesellschaft in fast allen Bereichen des
täglichen Lebens führen, deren Auswirkungen kaum abzusehen sind.
Von diesen Umwälzungen bleibt auch die Arbeitswelt nicht unberührt. Die
komplette interne Vernetzung der Betriebe ermöglicht eine produktionsbe-
gleitende Datenerfassung meßbarer Größen und Parameter, von der Lage-
rhaltung der kleinsten Schraube bis hin zum Auslieferungstermin des ferti-
gen Produkts. Dabei wird die manuelle Kontrolle und Steuerung vieler pro-
duktionstechnischer Anlagen durch den Menschen in zunehmendem Maße
von rechnergesteuerten Überwachungsanlagen und Qualitätssicherungssyste-
men übernommen. Die stürmische Entwicklung der Rechnerleistung und der
verfügbaren Menge an Massenspeicher ist dafür mitverantwortlich. Diese Ent-
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wicklung wird nach wie vor durch das Mooresche Gesetz beschrieben1. So ist
es heute üblich, Daten aus Produktions- und Fertigungsprozessen aufzuneh-
men und dauerhaft zu speichern, um die gesammelten Informationen einer
nachgeschalteten Analyse zu unterziehen und die gewonnenen Erkenntnisse
langfristig zur Verbesserung des Produktionsablaufs und zur Steigerung der
Produktivität einzusetzen.
Ebenso ist es heute möglich, entscheidende Größen und Parameter eines Pro-
zesses in Echtzeit zu überwachen und zu kontrollieren, um mögliche Scha-
densszenarien bereits im Vorfeld abfangen zu können. Aufgrund der enormen
Ausfallkosten sind die Betreiber technischer Anlagen daran interessiert, ents-
tehende Schäden und den Grad der Abnutzung wichtiger Anlagenkomponen-
ten während des Betriebs der Anlagen zu erkennen, um sie bei der nächsten
Routinewartung schnell und zielgerichtet beheben zu können.
Für viele dieser Anwendungen sind die bewährten Methoden aus der linearen
System- und Signaltheorie von großem Nutzen. Diese konventionellen Analy-
semethoden gehören heute zum festen Bestandteil der Ingenieursausbildung
und haben sich in der industriellen Praxis etabliert. Sie sind in der Regel
mit geringem Aufwand zu implementieren und basieren auf einem weitge-
hend abgeschlossenen theoretischen Fundament. Zudem sind die Ansprüche
an Rechenzeit- und Speicherbedarf nach heutigen Maßstäben eher beschei-
den.
Die zunehmende Leistungsfähigkeit moderner Rechner ermöglicht den Ein-
satz wesentlich komplexerer Analysewerkzeuge, deren Erprobung und Entwi-
cklung noch in vollem Gange ist. Zur Signalklassifikation und zur Erkennung
spezifischer Grundmuster wurden z.B. verschiedene Clustering-Algorithmen
eingesetzt [65, 64], die ihren Ursprung in der KI-Forschung haben. Auch der
Einsatz neuronaler Netze zur Vorhersage und Klassifizierung von Signalen
wurde bei unserem Industriepartner erfolgreich erprobt [66].
Die Liste solcher Beispiele läßt sich beliebig verlängern und zeigt, daß der Ein-
satz moderner Verfahren zur Datenanalyse in produktionstechnischen Syste-
1Von Gordon E. Moore 1965 formuliertes Gesetz, nach dem sich die Packungsdichte
der Transistoren auf einem Mikroprozessor alle 18 Monate verdoppelt. Daraus ergibt sich
für unsere Computer eine Vervierfachung der Speicherkapazität alle drei Jahre und eine
Verzehnfachung der Geschwindigkeit etwa alle 3,5 Jahre.
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men in vollem Gange ist und sich den angestammtem Methoden der linearen
Systemtheorie erfolgreich zur Seite stellt.
1.2 Die Wahl der Methoden
Zu Beginn der sechziger Jahre wurde aufgrund der Ergebnisse numerischer
Simulationen von E.M. Lorenz wiederentdeckt, daß Systeme, die einfachen
nichtlinearen Gleichungen genügen, bereits äußerst komplexes Verhalten zei-
gen können [49]. Derartige Phänomene werden unter dem Begriff Chaos zu-
sammengefaßt, um sie gegen stochastische Systeme mit einer Vielzahl von
Freiheitsgraden abzugrenzen [47]. Aus dem Studium solcher Systeme entwi-
ckelte sich die Nichtlineare Dynamik (NLD), die sich als eigenständige Dis-
ziplin in der Mathematik [5, 22, 67, 78] und in der Physik [3, 4, 42, 48, 71]
etabliert hat. Da sich die Erkenntnisse der NLD auf viele natürliche und tech-
nische Systeme übertragen lassen, ist aus dem ursprünglichen Spezialgebiet
mit der Zeit ein breites Spektrum von Anwendungen erwachsen. Ausgehend
von einfachen Modellen wurde ein begrifflicher und methodischer Apparat
entwickelt, der detaillierte Einblicke in das komplexe Verhalten dynamischer
Systeme erlaubt. Auf dieser Grundlage ist es in zunehmendem Maße möglich,
ausgesuchte Systeme in technischen Anwendungen zu analysieren, zu opti-
mieren und zu steuern, wie beispielweise die Leistung von Festkörperlasern
[70, 69].
Um die Anwendungsfelder der NLD zu erweitern, wurden vom Bundesmi-
nisterium für Bildung und Forschung Projekte zwischen Industrie und Hoch-
schule mit dem Ziel gefördert, verfügbares Wissen von den Hochschulen in
neue innovative Technologien zu überführen. Von diesem Leitgedanken wurde
auch das Verbundprojekt
”
Analyse von Maschinen- und Prozeßzuständen mit
Methoden der Nichtlinearen Dynamik“ getragen, in dessen Umfeld diese Ar-
beit entstanden ist. Im Vorfeld des Projektes hatte sich bereits gezeigt, daß
sich auf der Basis nichtlinearer Modellbildung relevante Informationen aus
technischen Systemen extrahieren lassen [83]. Gemeinsam mit unserem In-
dustriepartner gingen wir daran, die Problemfelder einzugrenzen, in denen
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sich NLD-basierte Analysemethoden einsetzen lassen.
Die Fragestellungen, denen wir im Rahmen dieses Projektes nachgegangen
sind, und die Probleme, die wir erfolgreich lösen konnten, sind der Gegens-
tand dieser Arbeit.
1.3 Der Aufbau der Arbeit
Im zweiten Kapitel wird der Auswuchtvorgang eines Rotors untersucht. Im
wesentlichen geht es darum, die Messung der Unwucht zu modellieren, um die
Unwucht bereits in der Hochlaufphase schätzen zu können. Die Vorhersage
durch lokale Modelle, die in der NLD zu den üblichen Vorhersageverfahren
gehört, konnte hier erfolgreich eingesetzt werden. Die Patentanmeldung der
daraus erwachsenen Erfindung wurde beim Deutschen Patent- und Marke-
namt eingereicht.
Die Untersuchung der Schwingungen einer gleitgelagerten Welle ist der Ge-
genstand des dritten Kapitels. Dabei stellen wir ein Verfahren zur Signaltren-
nung vor, das es erlaubt, die Bewegung der Welle im Lager genauer als bisher
zu verfolgen. Dieses Verfahren wurde ebenfalls zur Patentreife gebracht.
Im vierten Kapitel stellen wir das Konzept des analytischen Signals vor,
für dessen heuristische Einführung eine neue Begründung gegeben wird, die
sich auf ein solides mathematisches Argument berufen kann. Wir erbringen
den Beweis, daß die Definition des analytischen Signals über die Hilbert-
Transformation zwingend wird, wenn das analytische Signal der Randwert
einer holomorphen Funktion sein soll. Der Einsatz des analytischen Signals
im Rahmen der Zeit-Frequenz-Analyse wird anhand der
”
Empirical Mode De-
composition“ im fünften Kapitel erläutert. Dieses relativ neue Konzept der
nichtlinearen Zeitreihenanalyse wird vorgestellt und seine Leistungsfähigkeit
an Datensätzen aus der Praxis getestet und diskutiert.




In diesem Kapitel soll ein Verfahren vorgestellt werden, das im Rahmen des
Verbundprojektes
”
Analyse von Maschinen- und Prozeßzuständen mit Me-
thoden der Nichtlinearen Dynamik“ entstanden ist. Die Aufgabe bestand
darin, die Unwucht eines Rotors während der Hochlaufphase zu schätzen.
Es war bekannt, daß die Arbeiterinnen und Arbeiter an den Auswuchtma-
schinen die Unwucht während der Hochlaufphase zu Beginn der Messung vo-
rhersagen konnten, doch es war nicht gelungen diese menschliche Fähigkeit zu
automatisieren. Wir konnten dieses Problem lösen, indem wir einen Ansatz
aus der NLD verwendeten und an die praktischen Gegebenheiten anpaßten.
Die daraus hervorgegangene Erfindung wurde als Patentantrag unter dem Ti-
tel
”
Unwuchtschätzung im Hochlauf mittels Nächster-Nachbarn-Suche“ beim
Deutschen Patentamt in München eingereicht.
2.1 Begriffsbestimmung des Auswuchtens
Ein Rotor gilt als ausgewuchtet, wenn eine seiner zentralen Hauptträgheit-
sachsen mit der Verbindungslinie der Lagerstellen-Mittelpunkte, d.h. der von
feststehenden Lagern erzwungenen Drehachse, zusammenfällt. Ein ausge-
wuchteter Rotor überträgt weder Fliehkräfte auf seine Lager noch veranlaßt
er die Lager zu umlauffrequenten Schwingungen [25].
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Bei der industriellen Produktion von Rotoren (z.B. gewickelte Kommutato-
ranker von Elektromotoren, Turbinenräder, Kurbelwellen) kommt es infolge
von Materialinhomogenitäten oder fertigungsbedingten Toleranzen oft zu ei-
ner Verschiebung zwischen Drehachse und einer der Hauptträgheitsachsen.
Ein solcher unausgewuchteter Rotor führt zu großen dynamischen Lager-
kräften, die hohen Verschleiß und entsprechend kurze Lebensdauer von Welle
und Lager zur Folge haben. Außerdem trägt ein schlecht ausgewuchteter Ro-
tor auch zu lästiger Geräuschbildung durch Luft- und Körperschall bei. Um
Abbildung 2.1: Zur Beschreibung der Unwucht denke man sich einen ausge-
wuchteten Rotor, an dem eine Überwuchtmasse u mit Radius ~r angebracht
ist. Der Schwerpunkt S des Rotors, der vorher auf der Drehachse lag, ver-
schiebt sich dadurch um ~es. In Richtung von ~es wirkt die Fliehkraft ~F .
solche Effekte weitgehend zu vermeiden, wird der Rotor ausgewuchtet. Da-
bei versucht man die Massenverteilung des Rotors so zu verändern, daß seine
zentrale Hauptträgheitsachse mit der Drehachse zusammenfällt und dadurch
alle am Rotor wirkenden Fliehkräfte miteinander im Gleichgewicht stehen.
Zur quantitativen Beschreibung der Unwucht denke man sich eine
punktförmige Einzelmasse u bei ~r in der Radialebene eines ausgewuchte-
ten Rotors der Masse m befestigt. Dadurch verlagert sich der Schwerpunkt






von der Drehachse (siehe Abbildung 2.1). Wenn der Rotor nun mit der Dreh-
frequenz ω umläuft, so wirkt auf ihn die Fliehkraft
~F = ω2(m+ u) · ~es = ω2u · ~r ,
die als Lagerkraft in den starren Lagern des Rotors in Erscheinung tritt.
Die Einzelmasse u nennt man in der Auswuchttechnik auch Überwuchtmasse
[72]. Das Produkt
~U := u · ~r (2.1)
wird in der Literatur als Unwucht bezeichnet. Ziel des Auswuchtens ist es
nun, diese Unwucht durch geeignete Gegenmaßnahmen (z. B. durch das An-
bringen von Gegengewichten) zu beseitigen.
Für die technische Praxis ist hierbei der Fundamentalsatz der Auswuchttech-
nik für starre Rotoren besonders wichtig [25]:
Sämtliche Unwuchten eines Rotors lassen sich stets zu zwei kom-
plementären Unwuchten in zwei an sich beliebigen Radialebenen
zusammenfassen, in Ausnahmefällen auch zu einer einzigen Un-
wuchtresultierenden.
Die Bedeutung dieses Satzes für die Auswuchttechnik wird klar, wenn man
bedenkt, daß man die Ausgleichsgewichte in der Praxis nicht an beliebigen
Stellen des Rotors anbringen kann, sondern diesbezüglich konstruktionsbe-
dingten Einschränkungen unterworfen ist.
Aus diesem Grund legt man in der Regel zwei Auswuchtebenen fest, in de-
nen der Auswuchtvorgang vorgenommen werden kann. In Abbildung 2.2 ist
dies schematisch für einen Rotor dargestellt, dessen Auswuchtebenen auf die
Stirnseiten gelegt worden sind. Die Unwucht des Rotors ist in die beiden Un-
wuchten U1 und U2 aufgeteilt, die in den entsprechenden Radialebenen liegen.
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Um das Problem mathematisch zu beschreiben, kann man nun die einzelnen
Unwuchten U1 und U2 als komplexwertige Größen des Rotors auffassen, in-
dem man die jeweiligen Radialebenen, in denen die Einzelunwuchten liegen,
mit der komplexen Zahlenebene identifiziert. Die Unwucht eines (idealen)
starren Rotors ist unabhängig von seiner Drehzahl.
Zur Messung der Unwucht benutzt man in der technischen Praxis normaler-
weise dynamische Meßverfahren, die aus den Lagerkräften eines umlaufenden
Rotors die Unwucht in den beiden Unwuchtebenen bestimmen. Gemessen
werden in der Regel die am Lager auftretenden Schwingungen als Funktion
der Frequenz des Rotors. Dies ist zum Beispiel beim Wattmeter-Verfahren
der Fall, auf dem die von uns untersuchten Meßwerte beruhen1. Durch ein
geeignetes Kalibrierungsverfahren ist es immer möglich, von den Schwingun-
gen am Lager auf die verursachende Unwucht zurückzuschließen. Bei einer
typischen Auswuchtmaschine, die das Wattmeter-Verfahren zur Bestimmung
der Unwucht benutzt, gibt es zwei Anzeigeinstrumente (für jeweils eine der
beiden Auswuchtebenen) in Form eines Polarzeigerdiagramms (siehe Abbil-
dung 2.3). Während eines Unwuchtlaufs, also während der zu untersuchende
Rotor auf eine bestimmte Drehzahl hochläuft, wandert ein Lichtzeiger über
die Skalen der Anzeigeinstrumente. Hat der Rotor eine bestimmte Drehzahl
erreicht, so ruht der Lichtzeiger auf der Skala und gibt dem Bediener des
Gerätes Auskunft über die zum Auswuchten benötigten Ausgleichsgewichte,
denn nach der Kalibrierung repräsentiert dieser Zeiger die komplexe Unwucht
des Rotors. Dabei liefert die Länge des Vektors im Polarzeigerdiagramm die
Information zur benötigten Auswuchtmasse, und der Polarwinkel gibt die
radiale Richtung an, in welcher das Ausgleichsgewicht am Rotor angebracht
werden muß.
Für die weiteren Betrachtungen sind die näheren Umstände der Datenauf-
nahme und des Meßverfahrens jedoch ohne Belang. Wesentlich ist nur, daß
jede Unwuchtmessung an einem Rotor zwei Datensätze liefert, nämlich die
frequenzabhängigen Schwingungen in den beiden komplexen Auswuchtebe-
1Eine ausführliche Beschreibung der verschiedenen Meßverfahren und eine theoretische
Herleitung des Fundamentalsatzes der Auswuchttechnik finden sich in dem Buch von K.
Federn [25], dem auch die beiden Abbildungen 2.1 und 2.2 entnommen wurden.
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Abbildung 2.2: Die Abbildung veranschaulicht den Fundamentalsatz der Aus-
wuchttechnik. Sämtliche Unwuchten eines Rotors wurden in den beiden kom-
plementären Unwuchten U1 und U2 zusammengefaßt. Die Auswuchtebenen
wurden auf die Stirnseiten des Rotors gelegt, um ein bequemes Anbringen
der Ausgleichsgewichte zu ermöglichen.
nen, die der Unwucht des Rotors zugeordnet werden können. Den Hochlauf
können wir also als Einschwingvorgang betrachten, wobei sich der Lichtzei-
ger auf den richtigen Wert bewegt und denselben erreicht, sobald sich der
Rotor mit konstanter Drehzahl dreht. Die Bahn des Zeigers als Funktion
der Drehzahl ω in einer Auswuchtebene wird dann beschrieben durch die
Abbildung
U : R → C
ω 7→ U(ω) . (2.2)
Die Daten, die wir im folgenden untersuchen, wurden in äquidistanten Zeit-
schritten aufgenommen und einer numerischen Simulation des Wattmeter-
Verfahrens unterzogen, um damit ein Bild zu erzeugen, das dem Polarzei-
gerdiagramm einer Auswuchtmaschine entspricht. In Abbildung 2.3 sind drei
dieser Unwuchtläufe wiedergegeben.
Eine Unwuchtmessung mit n Meßwerten, die bei den Drehzahlen ω1, . . . , ωn
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Aus den Einzeldarstellungen von Betrag und Phase in Abbildung 2.3 ent-
nimmt man den typischen Verlauf einer Unwuchtmessung.
Für den weiteren Verlauf unserer Untersuchungen wird der Begriff des Abs-
tands zwischen zwei Unwuchtmessungen von Bedeutung sein. Da wir einen
Unwuchtlauf als einen Vektor im Cn auffassen können, liegt es nahe, den
Abstand zwischen zwei Unwuchtmessungen als den euklidischen Abstand der
beiden Vektoren im Cn aufzufassen. Dabei gehen wir von dem praxisrelevan-
ten Fall aus, daß nur Unwuchtmessungen derselben Länge verglichen werden.
Als Abstand A(~U, ~V ) zwischen zwei Unwuchtläufen ~U, ~V ∈ Cn wird folgen-
der Ausdruck definiert:








(<[uk − vk])2 + (=[uk − vk])2 . (2.4)
Diese Abstandsdefinition werden wir in Abschnitt 2.4 noch erweitern, wenn
wir die Drehinvarianz des Problems genauer untersuchen.
2.2 Problemstellung
Unsere Aufgabe bestand darin, den Wert der Unwucht aus dem Anfangsver-
lauf der Messung, also im Hochlauf, zu schätzen. Als Datenbasis standen meh-
rere Unwuchtmessungen zur Verfügung, die bei der Schenck RoTec GmbH
von Herrn A. Buschbeck durchgeführt wurden. Der Versuch, die Unwucht im
Hochlauf zu schätzen, wurde durch folgende Beobachtung motiviert: Die Ar-
beiterinnen und Arbeiter an den Auswuchtmaschinen waren in der Lage, Be-
trag und Phase der Unwucht aus dem Anfangsverlauf der Unwuchtmessung
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Abbildung 2.3: Die Meßdaten von drei verschiedenen Unwuchtläufen aus ei-
ner Serie von Elektroaggregaten. Im oberen Bild sieht man die Darstellung
im Polarzeigerdiagramm, in den unteren beiden Abbildungen sind jeweils
Betrag und Phase der Unwuchtläufe als Funktion der Drehzahl des Rotors
dargestellt. Die Messung beginnt erst bei 50 Hz, da im unteren Drehzahl-
bereich die Resonanzfrequenzen der Auswuchtmaschine durchfahren werden.
Für uns ist der Bereich um die maximale Drehzahl von 450 Hz interessant, für
den wir Betrag und Phase der Unwucht aus dem Anfangsverlauf der Messung
vorhersagen wollen.
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abzuschätzen und konnten dadurch die Messung vor Erreichen der maximalen
Drehzahl abbrechen, und somit den gesamten Ablauf des Auswuchtvorgangs
beschleunigen. Diese Tatsache war seit geraumer Zeit bekannt, doch es man-
gelte an einer technischen Umsetzung dieser menschlichen Fähigkeit in einen
automatisierten Prozeß. Da es möglich ist, den Endwert eines Unwuchtlaufs
aus dem Anfangsverlauf vorherzusagen, liegt der Schluß nahe, daß die Infor-
mation über den Endwert im Beginn des Laufs verborgen liegt. Die Aufgabe
einer automatisierten Vorhersage liegt darin, diese Information zu extrahie-
ren. Die ersten Versuche führten uns auf klassische Methoden wie Principal
Component Analysis und Archetypal Analysis [17, 18]. Die Ergebnisse waren
zwar erfolgversprechend, doch der Bedarf an Rechenzeit ließ die Anwendung
im Echtzeitbetrieb als nahezu unmöglich erscheinen. Die Schätzung des End-
wertes im Hochlauf soll sehr schnell geschehen, d.h. unmittelbar nach dem
Abbruch der Unwuchtmessung im Anfangsverlauf. Auf der Suche nach einem
echtzeitfähigen Verfahren führte ein Ansatz aus der nichtlinearen Datenana-
lyse zum Ziel.
2.3 Modellierung des Hochlaufs
Die Hochlaufphase eines unwuchtigen Rotors kann man durch lokale Modelle
beschreiben und den Endwert des Unwuchtlaufs dadurch vorhersagen. Diese
Methode der Vorhersage wird in der Nichtlinearen Dynamik häufig verwendet
und soll im folgenden näher erläutert werden. Dazu müssen zuerst einige
technische Begriffe eingeführt werden. Eine weitergehende Einführung in die
NLD findet sich z.B. in [3, 5, 42]. Unter dem Fluß eines dynamischen Systems
versteht man die stetig differenzierbare Abbildung
ϕ : Rd ×R → Rd
(~x, t) 7→ ϕ(~x, t) (2.5)
mit den Eigenschaften
ϕ(t = 0, ~x) = ~x ,
ϕ(s, ϕ(t, ~x)) = ϕ(s+ t, ~x) ∀s, t ∈ R ; ∀~x ∈ Rd. (2.6)
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X t
X t+T
Abbildung 2.4: Diese Abbildung verdeutlicht die Vorhersage eines System-
zustands durch ein lokales Modell. Die zeitliche Entwicklung des Zustandes
~xt soll vorhergesagt werden. Dazu sucht man sich die benachbarten System-
zustände (angedeutet durch die schwarzen Punkte im gestrichelten Kreis um
~xt ) und versucht, eine Abbildung zu finden, welche die zeitliche Entwicklung
dieser benachbarten Punkte beschreibt. Diese Abbildung verwendet man, um
die zukünftige Entwicklung ~x(t+T ) vorherzusagen.
Jeder Zustand des Systems wird eindeutig und vollständig durch einen Punkt
~x ∈ Rd in einem endlichdimensionalen reellen Vektorraum beschrieben. Ein
gängiges Verfahren zur Vorhersage nichtlinearer dynamischer Systeme beruht
auf der Verwendung lokaler Modelle [13, 24, 42, 53]. Von einem lokalen Mo-
dell spricht man, wenn man nur die Zustände in einem kleinen Gebiet des
Phasenraumes oder des rekonstruierten Phasenraumes2 zur Approximation
des Flusses in dem entsprechenden Gebiet verwendet.
Grundlegend für diese Art der Modellierung ist die Stetigkeit des Flusses des
2 Die Rekonstruktion des Phasenraumes kann dabei z.B. durch die Einführung von
Zeitverzögerungskoordinaten geschehen [74, 68].
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dynamischen Systems, aus der folgt, daß sich die Entwicklung eines System-
zustandes für einen kleinen Zeitraum nicht wesentlich von der Entwicklung
eng benachbarter Zustände im Phasenraum (oder im Rekonstruktionsraum,
der im allgemeinen ein diffeomorphes Bild der Dynamik im Phasenraum ist)
unterscheidet. Dieses Verfahren ist in Abbildung 2.4 dargestellt. Für einen
Zustand ~xt des Systems möchte man die zukünftige Entwicklung zum Zeit-
punkt t+ T wissen. Dazu sucht man die k nächsten Nachbarn des Zustands
~xt und versucht, eine Abbildung zu finden, die diese nächsten Nachbarn auf
die entsprechenden, um T weiterentwickelten Zustände abbildet. Diese Ab-
bildung3 benutzt man nun, um die zeitliche Entwicklung des Zustandes ~xt
vorauszusagen.
Diese Methode der Vorhersage mittels lokaler Modelle hat in der nichtli-
nearen Dynamik weite Verbreitung gefunden, da sie nicht die zum Teil sehr
aufwendige Approximation der Modellgleichungen voraussetzt. Die einzige
Schwierigkeit besteht in der effizienten Suche der nächsten Nachbarn (NN).
Ein großes Problem der Nachbarsuche ist der Ressourcenbedarf, denn die
Komplexität des Problems wächst mit der Anzahl der Datenpunkte, und bei
großen Datensätzen oder der Suche in hochdimensionalen Räumen benötigen
einfache Realisierungen der NN-Suche zuviel Zeit. Deshalb ist es notwen-
dig, schnelle Algorithmen einzusetzen, um die geforderte Echtzeitfähigkeit
zu gewährleisten. Ein solcher schneller NN-Algorithmus ist der von C. Merk-
wirth entwickelte ATRIA-Algorithmus (Advanced Triangle Inequality Algo-
rithm) [55], der auch im Programmpaket TSTOOL zum Einsatz kommt,
welches im Rahmen dieses Projektes entstand [56, 59, 60].
Bei diesem Algorithmus werden die Daten einer Vorverarbeitung unterzogen,
in der ein Suchbaum aufgebaut wird, dessen Verwendung während der NN-
Suche das Auffinden benachbarter Punkte extrem beschleunigt.
Der Aufbau des Suchbaumes geschieht durch rekursive Einteilung des Da-
tensatzes in Cluster. Bei Erreichen der kritischen Clustergröße (ca. 60-200
Datenpunkte) bricht die Rekursion ab. Jeder Cluster wird durch sein Zen-
trum und seinen Durchmesser beschrieben. Diese Information wird später
beim Durchsuchen des Baumes genutzt, um all jene Cluster von der Suche
3In der Literatur auch ”Local Predictor“ genannt [13].
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Binärer Suchbaum




Abbildung 2.5: Schema der Verarbeitungsschritte
auszuschließen, die keine NN enthalten können. Die Verwendung eines in
Vorverarbeitungs- und Suchphase aufgeteilten Algorithmus bringt einen
großen Vorteil, denn das Erstellen des Suchbaumes auf einer großen Da-
tenbasis kann bereits im Vorfeld geschehen und fällt damit zeitlich nicht ins
Gewicht. Wenn man nun während des Hochlaufs den NN zu einer Unwucht-
messung sucht, so geht das Durchsuchen des Baumes sehr schnell, und der
NN ist praktisch sofort bekannt.
Bei der Untersuchung des Unwuchtproblems lag es nun nahe, eine Vorhersage
des Unwuchtlaufs durch ein lokales Modell zu versuchen. Natürlich liegt in
diesem Fall nicht der stetige Fluß eines dynamischen Systems vor, der es er-
lauben würde, die lokalen Modelle zur Vorhersage eines Systemzustandes zu
benutzen. Deshalb werden wir zuerst begründen müssen, warum der Einsatz
lokaler Modelle trotzdem sinnvoll ist. Die Bahn des Lichtzeigers in der kom-
plexen Auswuchtebene nehmen wir als eine stetige Funktion der Drehzahl des
Rotors an. Die Bewegung des Lichtzeigers können wir, wie oben dargelegt, als
Einschwingvorgang des Systems auf einen spezifischen Endwert der Unwucht
auffassen. Bei der serienmäßigen Produktion von Rotoren in hoher Stück-
zahl kommt es bei den ansonsten völlig baugleichen Exemplaren gewöhnlich
zu kleineren Unterschieden in der Massenverteilung aufgrund fertigungsbe-
dingter Toleranzen. Unserem Ansatz liegt nun die Annahme zugrunde, daß
Rotoren mit ähnlichen Masseverteilungen auch ähnliches Verhalten beim Ho-
chlauf zeigen sollten, was sich a posteriori bestätigte.
Einen einzelnen Unwuchtlauf ~U mit k Meßwerten beschreiben wir nach Glei-
chung 2.3 als einen Vektor im Ck. Der Endwert des Unwuchtlaufs, also die zu
schätzende Unwucht in der komplexen Auswuchtebene, wird durch das k-te
Element des Vektors ~U gegeben. Die Hochlaufphase wird durch die ersten n
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Einträge u1, . . . , un des Vektors ~U repräsentiert. Aus diesen Vektoren stellen
wir die Datenbasis zusammen, in der die Suche nach den benachbarten Un-
wuchtläufen stattfinden soll. Der zugrundeliegende Vektorraum ist der Cn.
Um die Unwucht zu einem vorgegebenen Unwuchtlauf ~U ref im Hochlauf vo-
rherzusagen, benutzt man den Vektor aus der Datenbasis ~UNN, der den ge-
ringsten Abstand zu ~U ref besitzt. Dessen Endwert uNNk wird als Schätzung
für urefk benutzt.
Dieser Ansatz wurde zuerst an einem Datensatz getestet, der bei Unwucht-
messungen an Elektroaggregaten aufgenommen wurde. Er lieferte recht viel-
versprechende Ergebnisse, obwohl bei der Datenaufnahme die Bedingungen
ungünstig waren, da die Motoren während des Auswuchtvorganges in ihren
Gehäusen gelassen wurden. Auf diese Weise wurden den Schwingungssignalen
der unwuchtigen Rotoren noch resonante Eigenschwingungen der Gehäuse-
teile überlagert. Ein Beispiel für die Vorhersage der Unwucht eines solchen
Elektroaggregates ist in Abbildung 2.6 abgebildet. Die Schleife im Verlauf des
Polarzeigerdiagramms wird als Durchfahren einer Resonanzfrequenz des Ro-
tors oder des angegliederten schwingungsfähigen Systems interpretiert [25].
Nach diesem ersten Test der Unwuchtvorhersage wurden in einem zweiten
Durchgang die Anker von Elektromotoren an einer Auswuchtmaschine aus-
gemessen, die in der industriellen Fertigung zum Einsatz kommt. Dabei wur-
den nur die Rotoren ohne Gehäuseteile ausgemessen, um die Störungen durch
Resonanzeffekte gering zu halten. In Abbildung 2.7 sind fünf Unwuchtläufe
und die entsprechenden Vorhersagen durch benachbarte Unwuchtläufe dar-
gestellt. An diesem Beispiel sieht man die Ähnlichkeit der verschiedenen Un-
wuchtläufe. Obwohl sie sich in Betrag und Phase unterscheiden, scheint ihnen
die gleiche Grundform zugrunde zu liegen.
Um einen Eindruck von der Leistungsfähigkeit der Unwuchtvorhersage zu be-
kommen, wurde das Verfahren an einem Datensatz aus 210 Unwuchtläufen
in jeweils zwei Auswuchtebenen erprobt. Ein einzelner Unwuchtlauf wurde
gemäß Gleichung 2.3 durch einen Vektor im C400 repräsentiert, die Hochlauf-
phase durch einen entsprechend verkürzten Vektor.
1. Ein Referenzlauf ~U ref mit bekannter Unwucht uref400 wurde aus der Da-
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Abbildung 2.6: Diese Abbildung illustriert die NN-Vorhersage der Unwucht
eines Elektroaggregats im Hochlauf. Die schwarze Linie ist die Bahn des
Zeigers in der Auswuchtebene, der rote Punkt am Ende der Bahn ist die
Unwucht bei konstanter Drehzahl, die geschätzt werden soll. Dazu werden
die ersten 20 Werte des Unwuchtlaufs verwendet (durch schwarze Kreise am
Anfang der Bahn gekennzeichnet) und mit allen anderen Unwuchtläufen der
Datenbasis verglichen. Der Unwuchtlauf mit dem kleinsten euklidischen Abs-
tand zum Referenzlauf wird zur Vorhersage der Unwucht benutzt (blauer
Kreis am Ende der blau gekennzeichneten NN-Bahn). Die Schleife der Bahn
ist ein Hinweis auf das Durchfahren einer Resonanzfrequenz des Systems.
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Abbildung 2.7: In dieser Abbildung ist die Unwuchtvorhersage für fünf ver-
schiedene Rotoren (Anker von Elektromotoren) dargestellt. Die Unwucht der
Referenzbahn ist durch einen roten Punkt markiert, die Vorhersage durch die
benachbarte Bahn durch einen blauen Punkt. Die ersten 50 Meßwerte eines
jeden Unwuchtlaufs, die zu Suche der nächsten Nachbarn und zur Vorhersage
der Unwucht verwendet wurden, sind durch Kreise gekennzeichnet.
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tenbasis ausgewählt.
2. Die Länge der Hochlaufphase wurde festgesetzt.
3. In der Datenbasis wurde unter allen Unwuchtläufen nach dem nächsten
Nachbarn ~UNN des Referenzlaufs gesucht.
4. Die Unwucht uNN400 wurde mit der Unwucht des Referenzlaufs verglichen
und der Vorhersagefehler bestimmt.
Als Vorhersagefehler bezeichnen wir die Differenz zwischen Vorhersage der
Unwucht uNN400 und der Unwucht des Referenzlaufs u
ref
400, also die komplexe
Zahl
uerror := uNN400 − uref400 .
Um die Fehler der Unwuchtvorhersage miteinander vergleichen zu können,
müssen wir zu den Beträgen übergehen. Der absolute Fehler der Vorhersage






In Abbildung 2.8 sind die Ergebnisse dargestellt. Der mittlere relative Fehler
ist gegen die Länge der zur Vorhersage verwendeten Hochlaufphase aufgetra-
gen. Dabei wurde über alle Vorhersagen gemittelt und die Standardabwei-
chung σrel als Fehlerbalken eingezeichnet. Es zeigte sich, daß man ab einer
Länge von 100 Meßpunkten des Hochlaufs bereits einen mittleren relativen
Fehler von weniger als 10% erreicht. Dieser Fehler ist für die praktische An-
wendung des Verfahrens akzeptabel und innerhalb der Fehlertoleranzen des
Auswuchtvorgangs [12]. Für dieses Beispiel bedeutet das eine Verkürzung
des Auswuchtvorgangs auf ein Viertel der Zeit, die ein kompletter Hochlauf
erfordern würde.
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Abbildung 2.8: Der mittlere relative Fehler der Vorhersage als Funktion der
Dauer der Hochlaufphase für die Auswuchtebene 1 (oben) und die Auswuch-
tebene 2 (unten). Ein einzelner Unwuchtlauf wurde durch 400 Meßwerte re-
präsentiert. Die Vorhersagen wurden über 208 Unwuchtläufe gemittelt und
die Standardabweichung als Fehlerbalken eingezeichnet. Ab einer Länge der
Hochlaufphase von 100 Samples, also rund einem Viertel des Unwuchtlaufs,
liegt der mittlere relative Fehler unter 10%.
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2.4 Die Drehinvarianz des Auswuchtpro-
blems
Im folgenden werden wir unser Auswuchtproblem, also die Schätzung der
dynamischen Unwucht nach Betrag und Phase, unter dem Gesichtspunkt der
Symmetrie des Problems betrachten. Der Betrag und die Phase der Unwucht
sind Größen, die fest mit dem Rotor verbunden sind, in dem Sinne, daß sie
sich nicht ändern, wenn man den Rotor bei einem zweiten Unwuchtlauf in
einer anderen Position in die Meßapparatur einlegt oder die Nullmarkierung
verschiebt, auf die sich die Angabe der Phase der Unwucht bezieht. Diese
Symmetrie bezüglich des Nullpunktes der Auswuchtebene werden wir nun
ausnutzen. Ein Unwuchtlauf ~U mit n Meßwerten läßt sich nach Definition
2.3 darstellen als ein Vektor im Cn. Im weiteren Verlauf werden wir die













Eine Drehung der Bahn des Unwuchtlaufs in der Auswuchtebene um den
Winkel ϕ wird beschrieben durch die Multiplikation mit einem Phasenfaktor:
Dϕ(~U) := e
iϕ~U . (2.8)
Besonders wichtig wird der Abstand zweier Unwuchtläufe ~U und ~V aus De-
finition 2.4, wenn man ihn als Funktion des Drehwinkels ϕ auffaßt:
Aϕ(~U, ~V ) := ‖~U −Dϕ(~V )‖2 . (2.9)
Die Bedeutung dieses Ausdrucks ergibt sich aus der Drehinvarianz des Aus-
wuchtproblems. Für einen (bis auf die Überwuchtmasse) symmetrischen Ro-
tor sollte die Auswahl des benachbarten Unwuchtlaufes nicht von dem Winkel
ϕ abhängen. Um den benachbarten Unwuchtlauf zu einem gegebenen Refe-
renzunwuchtlauf zu finden, werden alle Unwuchtläufe so gedreht, daß sie
minimalen Abstand zum Referenzlauf haben. Unter allen dergestalt gedreh-
ten Unwuchtläufen kann man nun den nächsten Nachbarn suchen, um den
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Verlauf des Referenzdatensatzes vorherzusagen. In Abbildung 2.9 ist diese
Situation veranschaulicht.
Wichtig für die Anwendung ist die Frage, ob die Funktion Aϕ(~U, ~V ) aus Defi-
nition 2.9 für zwei gegebene Unwuchtläufe ~U und ~V ein eindeutiges globales
Minimum bezüglich des Drehwinkels besitzt und ob eventuell noch lokale
Minima existieren, in die sich ein Suchalgorithmus verirren könnte. Antwort
darauf gibt der folgende
Satz 2.1. Für zwei Unwuchtläufe ~U, ~V ∈ Cn hat die Abstandsfunktion
Aϕ(~U, ~V ) die Darstellung
Aϕ(~U, ~V ) = C + A sin(B + ϕ)
mit den Konstanten (C,A,B) ∈ R+0 ×R+0 × [0, 2π).


















und der Drehwinkel ϕ ∈ [0, 2π). Die Abstandsfunktion Aϕ(~U, ~V ) wird dann
zu:
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2 − 2rukrvk cos(θuk − θvk − ϕ)
]
.
Dieser Ausdruck läßt sich zunächst einmal zusammenfassen zu
Aϕ(~U, ~V ) = C +
n∑
k=1
ak sin(bk + ϕ)













− (θuk − θvk) .
Es muß noch gezeigt werden, daß folgendes gilt:
n∑
k=1
ak sin(bk + ϕ) = A sin(B + ϕ) . (2.11)
Die linke Seite in Gleichung 2.11 läßt sich umschreiben zu
n∑
k=1
ak sin(bk + ϕ) = cos(ϕ)
n∑
k=1

















und müssen nun zwei Fälle unterscheiden:
1. Fall: A 6= 0













2. Fall: A = 0
Im Fall A = 0 läßt sich B beliebig wählen:
A sin(B) = 0 ,
A cos(B) = 0 .
Für diesen Fall setzen wir B = 0.
Damit ist Satz 2.1 bewiesen.
4Dabei benutzen wir einen Satz aus der Analysis [35]: Gilt für zwei Zahlen x, y ∈ R die
Beziehung x2 + y2 = 1, so existiert genau ein t ∈ [0, 2π) mit x = sin(t) und y = cos(t).
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Aus diesem Satz folgt für A 6= 0 die Existenz eines eindeutigen Minimums für
den Abstand zweier Unwuchtläufe. Allerdings bleibt noch der mathematisch
unbefriedigende Fall A = 0, bei dem die Konstante B = 0 gesetzt wird.
In diesem Fall existiert kein eindeutiges Minimum der Abstandsfunktion.
Aber dieser Fall besitzt keine praktische Relevanz. Bei der Auswertung der
Experimente kam dieser Fall auch niemals vor. Die Erklärung dafür erhält
man, wenn man versucht, den Fall A = 0 zu konstruieren, d.h. man muß zwei
Unwuchtläufe finden, deren Abstand sich bei der oben definierten Drehung
nicht ändert.
Dazu muß nach Gleichung 2.12 gelten:
















Bahn V        
Bahn U        
Bahn U gedreht
Abbildung 2.9: Diese Figur zeigt die Referenzbahn ~V (rot) und eine weitere
Bahn ~U (grün), die um den Winkel ϕ = 5.45 RAD gedreht wurde (schwarz),
um den Abstand Aϕ(~U, ~V ) aus Definition 2.9 zu minimieren.
n∑
k=1
ak sin(bk) = 0 und
n∑
k=1
ak cos(bk) = 0 . (2.14)
Dies ist sicher der Fall, wenn alle ak verschwinden, also ~U = ~0 oder ~V = ~0.
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Abgesehen davon, daß dieser Fall ohnehin äußerst selten auftreten wird, kann
man ihn auch einfach abfangen, indem man eine untere Grenze für den Betrag
der Unwucht angibt, ab der nicht mehr ausgewuchtet wird und zusätzlich alle
Unwuchtläufe mit ~U = ~0 aus der Datenbasis entfernt.
Wesentlich interessanter ist der Fall A = 0 für ~U 6= 0 und ~V 6= 0, bei dem sich
die Anteile der einzelnen Komponenten kompensieren. Solche Unwuchtläufe
kann man erzeugen, indem man die beiden n-dimensionalen Vektoren ~U und
~V jeweils um einen Eintrag un+1 bzw. vn+1 erweitert, so daß gilt:
Aϕ(~U, ~V ) + (un+1 − vn+1)(un+1 − vn+1) = konst.
Diese Argumentation läßt sich nun umkehren. Sollte einmal der Fall A = 0
auftreten, dann kann man durch Verlängern (bzw. Verkürzen) der Hochlauf-
phase um einen Meßwert bereits wieder den Fall A 6= 0 erhalten. Dies ist eine
unmittelbare Folgerung aus Satz 2.1, wenn wir annehmen, daß die hinzuge-
nommenen (bzw. weggenommenen) Meßwerte von Null verschieden sind.
Da nach Satz 2.1 für A 6= 0 immer ein globales Minimum für den Abstand
zweier Unwuchtläufe als Funktion des Drehwinkels existiert, ergibt sich die
Frage, wie dieses Minimum möglichst schnell gefunden werden kann. Aus der
expliziten Formel für die Konstanten A,B und C in dem Ausdruck
Aϕ(~U, ~V ) = C + A sin(B + ϕ)
können wir den Winkel ϕmin, der den kleinsten Abstand liefert, direkt berech-
nen. Die Konstante C aus Gleichung 2.10 und die Amplitude A aus Gleichung
2.12 sind nur bei der Berechnung des Abstands nötig, die Lage des Minimums








Die Vorhersage der Unwucht im Hochlauf unter Berücksichtigung der Dreh-
invarianz läuft im Grunde analog zum oben beschriebenen Fall, allerdings
werden die Unwuchtläufe der Datenbasis erst gedreht bis sie den geringsten
Abstand zum Referenzlauf haben. Auf den gedrehten Unwuchtläufen wird
dann eine Suche des nächsten Nachbarn durchgeführt, und mit diesem wird
die Unwucht im Hochlauf vorhergesagt.
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2.5 Vergleich der beiden Verfahren
Nun stehen zwei Verfahren zur Verfügung, um die Unwucht im Hochlauf zu
schätzen. Man kann einfach die Datenbasis nach dem nächsten Nachbarn
durchsuchen (statisches Verfahren) oder man kann die Unwuchtläufe vor der
Suche gegeneinander drehen. Es erhebt sich die Frage, welches Verfahren in
der Praxis zum Einsatz kommen sollte. Dabei sind folgende Kriterien aus-
schlaggebend:
• Die Qualität der Vorhersage, also der mittlere Vorhersagefehler und die
zugehörige Standardabweichung.
• Die Geschwindigkeit der Vorhersage.
• Die Größe der Datenbasis, dabei gilt: je kleiner, desto besser. Eine
kleine Datenbasis läßt sich relativ schnell erstellen und durchsuchen.
Diese Kriterien haben nicht alle das gleiche Gewicht. Unser Industriepart-
ner zeigte sich vorallem darüber besorgt, daß der Aufwand zum Erstellen
einer geeigneten Datenbasis den potentiellen Kunden verschrecken könnte.
Aus diesem Grund hatte die zweite Methode, welche die Drehinvarianz des
Problems ausnutzt, besonderen Reiz. Obwohl der Rechenaufwand größer ist,
da jede Bahn erst einmal gedreht werden muß, ist die benötigte Datenbasis
erheblich kleiner. In unserem Beispiel ergibt sich aus der achtzähligen Sym-
metrie des untersuchten Rotors eine Verkleinerung der Datenbasis um den
Faktor acht. Dieses Argument war für unseren Industriepartner Grund ge-
nug, dieser Methode den Vorzug zu geben.
In Abbildung 2.10 wird der relative Vorhersagefehler der beiden Verfahren
verglichen. Dabei zeigt sich, daß der relative Fehler der statischen Methode
für kurze Hochlaufphasen größer ist als der relative Fehler der gedrehten
Bahnen. Ab einer Länge von 90 Punkten (Ebene 1) bzw. 80 Punkten (Ebene
2) sinkt der mittlere relative Vorhersagefehler der statischen Methode un-
ter den Fehler der gedrehten Bahnen. Für dieses Verhalten fand sich bisher
keine Erklärung. Die Standardabweichung des mittleren Vorhersagefehlers
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der gedrehten Bahnen ist auf jeden Fall immer kleiner als bei der statischen
Methode.
Bei der Vorhersage in Abbildung 2.11 haben wir die ersten 50 Werte des Ho-
chlaufs nicht bei der Erstellung der Datenbasis berücksichtigt. Nur die Punkte
zwischen dem 50. und dem 150. Meßwert wurden als Referenzwerte herange-
zogen. In diesem Bereich des Unwuchtlaufs steckt besonders viel Dynamik,
deshalb lag der Schluß nahe, dort besonders viel Information über den End-
wert zu finden. Die Ergebnisse bestätigen diese Vermutung. Hier reichen 40
Meßwerte, um den mittleren relativen Fehler in die Nähe der Zehn-Prozent-




mittlerer rel. Fehler (lange Hochlaufphase) + −
Standardabweichung (lange Hochlaufphase) − +
mittlerer rel. Fehler (kurze Hochlaufphase) − +
Standardabweichung (kurze Hochlaufphase) − +
Rechenzeitbedarf + −
Größe der Datenbasis − +
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Abbildung 2.10: Diese Abbildung zeigt den Vergleich zwischen den beiden
Methoden der Vorhersage für die beiden Auswuchtebenen. Die rote Kurve
ist der Vorhersagefehler aus Abbildung 2.8. Die blaue Kurve repräsentiert den
mittleren relativen Vorhersagefehler mit der Methode der gedrehten Bahnen.
Die Standardabweichung (Fehlerbalken) ist kleiner als bei der statischen Me-
thode, d.h. die Vorhersage mit der Methode der gedrehten Bahnen ist die
zuverlässigere.
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Abbildung 2.11: Diese Abbildung zeigt den Vergleich zwischen den beiden
Methoden der Vorhersage, allerdings wurden die ersten 50 Meßwerte des Ho-
chlaufs ausgespart. Der für die Vorhersage relevante Abschnitt des Hochlaufs
liegt hier zwischen dem 50. und dem 150. Meßwert. Die rote Kurve stellt den
Vorhersagefehler der statischen Methode dar. Als blaue Kurve ist der mittlere




In diesem Kapitel soll ein Verfahren vorgestellt werden, das ebenfalls im Rah-
men des Verbundprojektes
”
Analyse von Maschinen- und Prozeßzuständen
mit Methoden der Nichtlinearen Dynamik“ entstanden ist. Es handelt sich
dabei um ein Verfahren zur Signaltrennung an umlaufenden Rotoren. Die An-
regung zur Untersuchung dieses Problems erhielten wir von der C. Schenck
AG. Es stellte sich heraus, daß wir durch eine geeignete Erweiterung der
bestehenden Meßapparatur und eine nachgeschaltete Datenanalyse die ge-
forderte Signaltrennung erreichen konnten. Da von Seiten unseres Industrie-
partners Interesse daran bestand, das Verfahren zur Patentreife zu bringen,
wurde das Problem weiter von uns verfolgt und zum Abschluß gebracht.
Der Patentantrag wurde beim Deutschen Patent- und Markenamt unter dem
Titel
”
Verfahren zur berührungslosen Schwingungsmessung an rotierenden
Maschinen“ eingereicht.
3.1 Problemstellung
Bei der Überwachung und Steuerung rotierender Maschinen ist die Kennt-
nis der Bewegung, insbesondere der maximalen Auslenkung einer Welle im
Lager, von großer Bedeutung. In Gleitlagern befindet sich zwischen der Ober-
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fläche der Welle und der Innenwand des Lagers ein dünner Flüssigkeitsfilm,
der für die Schmierung der Welle im Lager sorgt. Bei zu großen Auslenkungen
der rotierenden Welle im Lager wird dieser Flüssigkeitsfilm überbrückt, und
die Welle kommt in direkten Kontakt mit der Lagerwand. Im Maschinenbau
nennt man diesen Vorgang Anschleifen [31]. Dabei kann es zu Beschädigungen
von Lager und Welle kommen, was in der Regel kostenintensive Reparatu-
rarbeiten nach sich zieht1.
Ferner kann eine Analyse der Wellenbahn bei der Diagnose von Maschi-
nenschäden hilfreich sein, so lassen sich zum Beispiel auf diese Weise Risse im
Wellenquerschnitt detektieren [32, 79]. Um eventuelle Lagerschäden bereits in
der Frühphase erkennen zu können, muß man die Position der Welle im Lager
zu jedem Zeitpunkt kennen. Diese Aufgabe wurde bei unserem Industriepart-
ner, der C. Schenck AG in Darmstadt, bisher durch eine Meßapparatur gelöst,
wie sie in Abbildung 3.1 skizziert ist. Sie besteht aus zwei Abstandssenso-
ren, die im Winkel von 90◦ gegeneinander montiert sind. Bei der genaue-
ren Untersuchung der durch diese Methode rekonstruierten Wellenbahnen
zeigte sich allerdings, daß bei einem Meßaufbau mit zwei Sensoren ein syste-
matischer Fehler auftritt, der von den Inhomogenitäten der Welle herrührt.
Im folgenden werden wir diesen Meßaufbau beschreiben und eine Erweite-
rung vorschlagen, die durch eine nachgeschaltete Auswertung der Meßdaten
den systematischen Fehler weitgehend herausrechnet. Der Preis dafür ist ein
zusätzlicher Meßaufnehmer, der in den alten, Zwei-Sensoren-Aufbau einge-
gliedert werden muß.
3.2 Meßaufbau (zwei Sensoren)
In Abbildung 3.1 ist der Meßaufbau mit zwei Sensoren skizziert. Die Meßauf-
nehmer arbeiten induktiv und liefern ein Wechselspannungssignal, dessen
genaue Interpretation in Abschnitt 3.3 gegeben wird. Dabei ist wichtig, daß
sich diese Wechselspannung in eine Größe umrechnen läßt, die im wesent-
1In unserem Fall untersuchten wir die Lager von Kraftwerksgeneratoren, wo jeder re-
paraturbedingte Ausfall mit erheblichen Kosten verbunden ist.
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lichen der Auslenkung der Welle aus der Ruhelage entspricht. Das Signal
enthält allerdings noch zusätzliche Komponenten, die im folgenden als die
Inhomogenitäten der Welle bezeichnet werden und die man in zwei Katego-
rien unterteilen kann:
1. Mechanisch bedingte Meßfehler im Schwingungssignal
Diese entstehen, wenn eine Abstandsänderung gemessen wird, die nicht
von einer Verlagerung oder Bewegung der Welle herrührt. Die Ursa-
chen hierfür sind Kratzer, Risse, Rost oder andere Ablagerungen, eine
unrunde Welle, abgeflachte Wellenteile oder Gravierungen der Welle-
noberfläche.
2. Elektrisch bedingte Meßfehler im Schwingungssignal
Elektrisch bedingte Meßfehler entstehen durch Inhomogenitäten der
elektrischen und magnetischen Eigenschaften der Wellenoberfläche,
wenn also die elektrische Leitfähigkeit oder die Permeabilität des Ma-
terials entlang der Meßspur schwankt oder wenn lokale Magnetfelder
auf der Wellenoberfläche vorhanden sind.
Die Sensoren sind im Winkel von 90◦ zueinander montiert und tasten die
Welle in äquidistanten Zeitschritten ab, die mit der (als konstant angenom-
menen) Drehzahl synchronisiert sind. Bei den Datensätzen, die wir von der
Firma Schenck erhalten haben, wurden von jedem Sensor 64 Meßwerte pro
Umdrehung aufgenommen. Insgesamt wurden 16 Umdrehungen aufgezeich-
net. In Abbildung 3.2 ist ein solcher Datensatz visualisiert. Die bisherige
Methode zur Rekonstruktion der Wellenbahn, also der Bewegung des Wel-
lenmittelpunktes, bestand darin, die beiden Sensorsignale gegeneinander auf-
zutragen. Durch die Inhomogenitäten der Welle, die dem
”
reinen“ Signal der
Bahn überlagert sind, ergibt sich ein systematischer Fehler. Entdeckt wurde
dieser Fehler, als man einmal eine zweite Meßanordnung um 45◦ versetzt
zum primären Meßaufbau anbrachte und die rekonstruierten Wellenbahnen
miteinander verglich und dabei eine Abweichung feststellte.
Um die Fehler bei der Rekonstruktion der Wellenbahn zu vermeiden, ent-
schloß man sich zu einem zweistufigen Meßverfahren. Im ersten Schritt wurde














Abbildung 3.1: Die Abbildung zeigt den bisher verwendeten Aufbau mit zwei
Abstandssensoren zur Bestimmung der Wellenbahn im Lager. Der Abstand
der Welle zur Lagerwand ist zur besseren Anschauung nicht maßstabsgetreu
dargestellt. Der Mittelpunkt der Welle ist durch das blaue Kreuz markiert, er
bewegt sich im Lager auf der Wellenbahn, die als gestrichelte Linie angedeutet
ist. Die Wellenbahn wird im lagerfesten Koordinatensystem beschrieben. Der
Ursprung dieses Koordinatensystems liegt in der Ruheposition der Welle. Die
beiden Sensoren sind in einem Winkel von 90◦ zueinander montiert.
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die Welle sehr langsam, sozusagen im
”
Leerlauf“, vermessen, um die Welle-
ninhomogenitäten zu bestimmen. Dabei ging man davon aus, daß die Aus-
lenkungen der Wellenbahn erst im Normalbetrieb der Maschine einsetzen,
also bei hohen Drehzahlen und Belastungen des Rotors2. Im zweiten Schritt
wurden diese Daten dann dazu benutzt, die Welleninhomogenitäten aus dem
Sensorsignal zu eliminieren. Dieses Verfahren hat jedoch mehrere Nachteile.
Zum einen kann man nicht mit Sicherheit davon ausgehen, daß die Welle
im Lager keine Mittelpunktsbewegung mehr ausführt, wenn sie langsam und
ohne Belastung umläuft. Zum anderen können sich die Materialeigenschaften
der Welle während des Betriebs verändern. So werden z.B. die Messungen der
Welleninhomogenitäten bei Kraftwerksgeneratoren vor der Inbetriebnahme
durchgeführt, also im
”
kalten“ Zustand. Nach der Inbetriebnahme erwärmt
sich die Welle und der Wellendurchmesser verändert sich durch die ther-
mische Ausdehnung des Materials.
Wie wir später sehen werden, kann man diese Probleme durch Hinzunahme
eines dritten Sensors umgehen. Unser modifizierter Meßaufbau versetzt uns
sogar in die Lage, Veränderungen der Welle während des Betriebs zu diag-
nostizieren.
3.3 Die Interpretation des mittelwertfreien
Sensorsignals
Zunächst werden wir eine Interpretation des mittelwertfreien Sensorsignals
geben. Dabei beziehen sich alle Bezeichnungen auf Abbildung 3.3.
Bei der Überwachung der Wellenbewegung im Lager erfolgt die Abstand-
smessung berührungslos über induktive Meßaufnehmer. Diese liefern ein
Spannungssignal, das sich in zwei Komponenten aufteilen läßt. Zum einen
in den Gleichanteil, mit dem diese Sensoren betrieben werden und zum
anderen in den Wechselspannungsanteil, der durch die Bewegung der Welle
2In unserem Fall ging es in erster Linie um die Verbesserung schwingungsdiagnostischer
Überwachungssysteme für Turbogeneratoren in Kraftwerken. Die Arbeitsdrehzahl eines
üblichen Gas-Dampf-Generators beträgt 3000 U/min, die Drehzahl einer Dampfturbine
liegt bei ca. 6000 U/min.
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Abbildung 3.2: In der linken Abbildung sind die beiden Sensorsignale gegen
die Zeit aufgetragen, also die Auslenkung der Welle aus der Ruhelage und die
überlagerten Inhomogenitäten der Wellenoberfläche für sechzehn Umdrehun-
gen der Welle. Das Standardverfahren zur Rekonstruktion der Wellenbahn
besteht nun darin, die vertikale Zeitfunktion gegen die horizontale Zeitfunk-
tion aufzutragen. Dabei macht man einen systematischen Fehler, denn man
erhält nicht das Bild der Bahn, sondern die Bahn wird durch die überlagerten
Inhomogenitäten der Wellenoberfläche verzerrt wiedergegeben.
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und die Welleninhomogenitäten hervorgerufen wird. Aus meßtechnischen
Gründen wird der Gleichanteil durch einen Hochpaßfilter unterdrückt. Die
Information über die Auslenkung der Welle ist im Wechselspannungsanteil
enthalten.
In Abbildung 3.3 ist die Situation zwischen Sensor und Wellenoberfläche
skizziert. In der Mitte des Lagers befindet sich das rot gekennzeichnete
Koordinatensystem zur Beschreibung der Wellenbahn. Bezüglich dieses
lagerfesten Systems hat der Mittelpunkt der Welle die Koordinaten (x, y).
Der Sensor
”
sieht“ in diesem Fall aber nur die Bahnkomponente in Richtung
der x-Achse des Koordinatensystems. Die Idealgestalt der Welle ist durch
das Kreisprofil mit dem Radius R gegeben und als gestrichelter blauer
Kreis dargestellt. Das reale Wellenprofil zeigt nun Abweichungen von
dieser Idealgestalt, die mit ∆R bezeichnet werden und die es neben den
Bahnkoordinaten zu bestimmen gilt. In der oberen Figur von Abbildung
3.3 ist die Nullstellung der Welle im Lager als gestrichelter roter Halbkreis
angedeutet. Wir gehen davon aus, daß sich in der Ruhestellung der Wellen-
mittelpunkt ebenfalls im Zentrum des Lagers befindet, ansonsten muß das
Koordinatensystem zur Beschreibung der Wellenbahn vom Lagerzentrum
in diese Ruhestellung verlegt werden. Bezüglich dieser Stellung mißt der
Sensor die Position der Welle, also gerade die relative Schwankung des
Abstands von Wellenprofil und Nullstellung, denn die Nullstellung ist ja
gerade der Gleichanteil (bzw. der Mittelwert) des Signals, der durch die
Hochpaßfilterung eliminiert worden ist. In der unteren Figur von Abbildung
3.3 ist die Situation noch einmal vergrößert dargestellt. Das Sensorsignal
setzt sich aus der Bahnkomponente X und der Abweichung des Wellenprofils
∆R zusammen. Der absolute Abstand von Wellenoberfläche und Sensor Sx
geht ebensowenig in die Betrachtung ein, wie der Wellendurchmesser R oder
der Innendurchmesser des Lagers.
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: Abweichung von  R
R: mittlerer Wellenradius
Sx
Abbildung 3.3: Zur Interpretation des mittelwertfreien Sensorsignals: In der
oberen Figur sieht man das Koordinatensystem zur Beschreibung der Wel-
lenbahn (rot). Der rote gestrichelte Halbkreis symbolisiert die
”
Nullstellung“
einer idealen kreisrunden Welle, der blaue Kreis ist die ideale Welle mit
den Bahnkoordinaten (x, y). Die
”
reale“, von der Idealgestalt um ∆R ab-
weichende Wellenoberfläche ist als durchgezogene blaue Linie in der Nähe
des Sensors angedeutet. Die untere Figur gibt die Verhältnisse am Sensor
wieder. Das mittelwertfreie Sensorsignal setzt sich aus der Bahnkomponente
und der Abweichung der Wellenoberfläche vom idealen Kreisprofil zusammen.

























Abbildung 3.4: In der linken Abbildung sieht man den modifizierten Meßauf-
bau zur Bestimmung von Wellenbahn und Wellenprofil. Die drei Sensoren
sind um jeweils 45◦ versetzt angeordnet. In der rechten Abbildung ist die
Zusammensetzung des Signals am zweiten Sensor skizziert.
3.4 Modifizierter Meßaufbau (drei Sensoren)
Im folgenden wird der modifizierte Meßaufbau mit drei Sensoren beschrieben,
der es ermöglicht, die gewünschte Signaltrennung zwischen der Wellenbahn
und den Inhomogenitäten der Welle zu erreichen. Zunächst werden folgende
Voraussetzungen gemacht:
• Der maximale Radius der Wellenbahn ist klein gegenüber dem Radius
der Welle.
• Die Drehfrequenz der Welle ist bekannt und während der Messung kons-
tant.
• Bei jedem Umlauf wird die Welle von jedem Sensor jeweils 64 mal
abgetastet.
• Es werden 16 Umläufe der Welle aufgezeichnet.
• Während der Messung ändert sich das Wellenprofil nicht.
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• Die Sensoren messen die relativen Schwankungen des Abstands zur
Welle in Richtung des Lagermittelpunktes, d.h. das Signal ist mittel-
wertfrei bzw. hochpaßgefiltert.
Diese Voraussetzungen entsprechen der experimentellen Situation während
des Betriebes.
In Abbildung 3.4 ist der modifizierte Meßaufbau skizziert. Dabei wurde der
dritte Sensor zwischen die beiden vorhandenen Sensoren montiert, also unter
einem Winkel von 45◦ zu Sensor 1 und Sensor 3. Es sind auch andere Positio-
nen möglich, doch das ändert nichts an den grundsätzlichen Überlegungen.
Da der Sensor 2 nicht in Richtung der Achsen des lagerfesten Koordinaten-
systems montiert ist, ist er in der Lage, Anteile von beiden Bahnkomponenten
zu detektieren. Im rechten Teil von Abbildung 3.4 ist die Geometrie des Pro-
blems veranschaulicht. Die Basis des rechtwinkligen Dreiecks ABC hat die
Länge
√
2(x+ y)2. Somit ergibt sich für die Komponente Bxy der Bahn in





Die Idee des Lösungsansatzes besteht darin, die Rekonstruktion von Wellen-
bahn und Welleninhomogenitäten auf die Lösung eines linearen Gleichung-
ssystems zu reduzieren, indem man die Geometrie des Systems ausnutzt.
Dabei ist es wichtig, daß die Welle mit konstanter Drehzahl läuft und die Da-
tenaufnahme in äquidistanten Zeitschritten erfolgt. Die Anzahl der Meßwerte
pro Umdrehung muß ein Vielfaches von acht sein. Dadurch wird gewährleis-
tet, daß jeder Sensor pro Umdrehung einmal denselben Bereich der Welle-
noberfläche
”
sieht“, d.h. dieselbe Inhomogenität der Wellenoberfläche mißt,
der jeweils noch das Bahnsignal überlagert ist.
Um das zugehörige Gleichungssystem aufzustellen, wird der Wellenquersch-
nitt gleichmäßig in jeweils acht korrespondierende Radien R1, . . . , R8 unter-
teilt. Jeder Radius repräsentiert einen Bereich auf der Wellenoberfläche. Die
Inhomogenitäten der Welle in diesen Bereichen werden mit ∆R1, . . . ,∆R8
bezeichnet. Das Koordinatensystem zur Beschreibung der Wellenbahn legen
wir in die Mitte des Lagers (Nullstellung der Welle). In Abbildung 3.5 ist dies











R: Radien der Welle
S: Sensoren





Abbildung 3.5: Die Abbildung zeigt die gleichmäßige Unterteilung der Welle
in acht korrespondierende Radien. Jeder Radius markiert einen Bereich auf
der Oberfläche der Welle, der während einer Umdrehung von jedem der drei
Sensoren einmal abgetastet wird.
noch einmal dargestellt. Während einer Umdrehung der Welle läuft jeder die-
ser acht Radien an allen drei Sensoren vorbei, und zwar zu fest definierten
Zeitpunkten bzw. definierten Drehwinkeln ϕi der Welle. In Abbildung 3.6 ist
dies für zwei verschiedene Drehwinkel veranschaulicht. Im letzten Abschnitt
wurde gezeigt, daß sich das Sensorsignal aus der Bahnkomponente und der
Inhomogenität der Welle zusammensetzt. Dies benutzen wir nun zum Auf-
stellen des linearen Gleichungssystems. Betrachten wir zunächst den ersten
Umlauf der Welle, also jene Sensorsignale, die bei den Drehwinkeln
ϕk = (k − 1) ·
π
4
, für k = 1, . . . , 8 ,
vorliegen. Für ϕ1 bis ϕ8 liefern die drei Sensoren S1, S2, S3 folgendes Glei-
chungssystem:





S3(ϕ1) = −y1 + ∆R3


















Abbildung 3.6: Die Position der Welle auf ihrer Bahn für die beiden Dreh-









S3(ϕ2) = −y2 + ∆R4





S3(ϕ3) = −y3 + ∆R5





S3(ϕ4) = −y4 + ∆R6





S3(ϕ5) = −y5 + ∆R7
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S3(ϕ6) = −y6 + ∆R8





S3(ϕ7) = −y7 + ∆R1





S3(ϕ8) = −y8 + ∆R2 (3.1)
Nach einem Umlauf erhalten wir auf diese Weise ein lineares Gleichungssy-
tem mit 24 Gleichungen (8 Drehwinkel mit jeweils drei Sensorsignalen) und
24 Unbekannten (8 Radiuskomponenten und 2×8 Bahnkomponenten). Nach
einem vollen Umlauf befindet sich die Welle wieder in ihrer ursprünglichen
Stellung, allerdings kann sich der Wellenmittelpunkt unter Umständen auf
einer neuen Position befinden, denn die Wellenbahn muß nicht in sich ges-
chlossen sein. Aus den Daten eines Umlaufs kann man bereits die Wellen-
bahn und die Welleninhomogenitäten gewinnen, indem man versucht, das
entsprechende Gleichungssystem zu lösen. Durch Umsortieren kann man das
Gleichungssystem 3.1 in die bequemere Matrizenschreibweise überführen zu
~S = A · ~r , (3.2)
mit dem Vektor ~S der Sensorsignale, dem Vektor ~r der Bahnkomponenten
und Welleninhomogenitäten und einer dünnbesetzten 24× 24-Matrix A mit
den Matrixelementen aij ∈ {−1, 0, 1√2 , 1}. Zuerst erhebt sich die Frage nach
der Auflösbarkeit des Gleichungssystems 3.2. Die Matrix A ist singulär und
hat den Rang 22, es gilt also
dim(ker(A)) = 2.
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Das Gleichungssystem besitzt demnach keine eindeutige Lösung, sondern die
Lösungen bilden einen 2-dimensionalen affinen Unterraum des R24. In diesem




‖A · ~r − ~S‖2 = ‖A · ~r0 − ~S‖2 . (3.3)
Diese Lösung hat zwei Eigenschaften, die sie für unser Problem interessant
machen:
1. Die Lösung ~r0 ist eindeutig, und es existiert ein numerisch stabiler
Algorithmus, um ~r0 zu berechnen.
2. Die Lösung ~r0 ist die physikalisch sinnvolle Lösung des Problems.
Zu 1:
Für eine reelle (m × n)-Matrix, also A ∈ Mat(m,n,R), existiert genau eine
Moore-Penrose-Inverse A\ ∈ Mat(n,m,R). Diese Matrix liefert diejenige
Lösung, die das Residuum aus Gleichung 3.3 minimiert. Es gilt also
~r0 = A
\ · ~S. (3.4)
Der Beweis hierzu findet sich bei Stoer [73].
Zur Berechnung der Moore-Penrose-Inversen kann man auf die Sin-
gulärwertzerlegung (SVD) zurückgreifen, die zur numerischen Behand-
lung des Problems in verschiedenen bewährten Programmbibliotheken zur
Verfügung steht, z.B. in den Numerical Recipes in C [61]. Bei der SVD wird
die (m× n)-Matrix A zerlegt in das Produkt einer zeilenweise orthogonalen
(m×n)-Matrix U , einer diagonalen (n×n)-Matrix W und einer orthogonalen
(n× n)-Matrix V †, also
A = U W V † (3.5)
mit
U † U = En, V
† V = En









Die Diagonalelemente der Matrix W nennt man die singulären Werte von A.
Die Anzahl der von Null verschiedenen singulären Werte liefert die Dimension
des Bildes der zur Matrix A gehörenden linearen Abbildung. Die Moore-
Penrose-Inverse A\ ergibt sich dann als











wobei die Diagonalelemente wie folgt definiert sind:
w̃i :=
{
1/wi für wi 6= 0
0 für wi = 0
.
Zu 2:
Um die Lösung ~r0 aus Gleichung 3.4 physikalisch zu interpretieren, muß man
die Struktur des Lösungsraumes genauer untersuchen. Der Kern von A, also
die Lösungen des homogenen Gleichungssystems
A · ~r0 = 0 , (3.6)
ist ein zweidimensionaler Untervektorraum des R24. Alle Lösungen des Glei-
chungssystems 3.2 erhält man, indem man eine spezielle Lösung des Glei-
chungssystems mit den Elementen des Kerns kombiniert. Ist also ~r0 die spe-
zielle Lösung der Moore-Penrose-Inversen, so erhält man alle Lösungen
von ~S = A · ~r in der Form
~r = ~r0 + ~y mit ~y ∈ ker(A) .
























Wellenbahn Inhomogenität der Welle
X
Y
Abbildung 3.7: Hier sind zwei Vektoren visualisiert, die zusammen eine Or-
thogonalbasis des Kerns der Abbildung 3.6 bilden. Jeder dieser Vektoren
aus dem R24 läßt sich übersetzen in acht Positionen der Welle mit den zu-
gehörigen Welleninhomogenitäten. Das Diagramm oben links zeigt die acht
Positionen der Wellenbahn auf einem Kreis mit dem Radius λ (links). Zu
diesen acht Punkten der Wellenbahn gehört das Wellenprofil auf der rechten
Seite, das für den Drehwinkel ϕ = 0 dargestellt ist. Der gestrichelte blaue
Kreis gibt das ideale Kreisprofil wieder, und die blauen Pfeile geben die Ab-
weichung der Wellenoberfläche vom idealen Kreisprofil in radialer Richtung
an (der Durchmesser ist nicht maßstabsgetreu eingezeichnet). Wenn sich die
Welle zum Drehwinkel ϕ = 0 auf dem Punkt 1 ihrer Bahn befindet, dann
liefern die drei Sensoren, die sich in Richtung der Punkte 4, 5 und 6 befinden,
gerade das Nullsignal, denn die Auslenkung der Welle auf ihrer Bahn wird
genau durch die Inhomogenitäten der Welle kompensiert. Das gilt auch für
die Punkte 2 bis 8 der Wellenbahn, wenn sich die Welle (und damit ihr Profil)
um jeweils π/4 weitergedreht hat. Die gleiche Betrachtung gilt für die beiden
unteren Diagramme des zweiten Basisvektors.
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Um die Struktur des Kerns aufzuklären, kann man bei der Singulärwertzer-
legung der Matrix A sowohl die Orthogonalbasis des Bildes von A als auch
die Orthogonalbasis des Kerns berechnen [21, 61]. Die beiden orthogonalen
Basisvektoren des Kerns lassen sich wieder in Bahnkomponenten und Wel-
leninhomogenitäten zurückübersetzen. In Figur 3.7 ist dies veranschaulicht.
Zum Verständnis dieser Figur muß man sich klarmachen, daß diese beiden
Basisvektoren den Lösungsraum des homogenen Gleichungssystems 3.6 auf-
spannen, also den Fall, in dem alle drei Sensoren in den acht Positionen der
Welle (siehe Figur 3.6) das Nullsignal liefern. Dieses kann zwei Ursachen
haben. Entweder befindet sich der Mittelpunkt der Welle im Ursprung des
lagerfesten Koordinatensystems und die Wellenoberfläche zeigt keine Inho-
mogenitäten, oder die Auslenkung der Welle aus der Ruhelage wird in allen
acht Positionen genau durch die Inhomogenität der Wellenoberfläche kom-
pensiert. Dieser letzte Fall ist aber in der Praxis äußerst unwahrscheinlich,
da die Inhomogenitäten der Wellenoberfläche mindestens um eine Größenord-
nung kleiner sind als die Auslenkungen der Wellenbahn [80].
Bei allen möglichen Lösungen des Gleichungssystems 3.2 kann man also da-
von ausgehen, daß sich die Bewegung der Wellenbahn und die Inhomoge-
nitäten der Welle nicht kompensieren. Dadurch schränkt man den Lösung-
sraum auf eine einzige Lösung ein, nämlich auf die Lösung, die durch die
Moore-Penrose-Inverse gegeben ist.
Im allgemeinen Fall des inhomogenen Gleichungssystems 3.2 gelten die glei-
chen Überlegungen wie im homogenen Fall. Der Vektor ~r0, der das Residuum
aus Gleichung 3.3 minimiert, steht orthogonal auf dem Kern der Abbildung
und verschiebt die Moore-Penrose-Lösung des homogenen Gleichungssys-
tems auf den affinen zweidimensionalen Unterraum, in dem die Lösungen des
inhomogenen Gleichungssystems liegen. Die Lösung mit der kleinsten eukli-
dischen Norm ist auch in diesem Fall die Lösung, die nicht davon ausgeht,
daß sich die Bewegung des Wellenmittelpunktes und die Inhomogenitäten
der Welle genau kompensieren. Aus diesem Grund ist die Lösung ~r0 die phy-
sikalisch sinnvolle Lösung des Problems.
Die bisherigen Betrachtungen bezogen sich auf acht verschiedene Drehwinkel
der Welle und lieferten für diese die Position des Wellenmittelpunktes und
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Meßspur: 64 Meßwerte/Umdrehung
Abbildung 3.8: Die Abbildung zeigt die 64 Punkte der Wellenoberfläche, die
von den Sensoren während eines Umlaufs ausgemessen werden, einmal abge-
wickelt. Aus diesen 64 Meßwerten wählt man jeweils acht korrespondierende
Radien R1 bis R8 aus, um mit ihnen das Gleichungssystem 3.1 aufzustellen.
Auf diese Weise verfährt man mit allen 64 Meßwerten eines Umlaufs, um die
Bewegung der Welle zu rekonstruieren
die Inhomogenitäten der Wellenoberfläche. Nun wird die Welle während einer
Umdrehung 64 mal abgetastet, so daß man das beschriebene Verfahren auch
für die verbleibenden Meßwerte in gleicher Weise anwenden kann. Dazu wählt
man aus den 64 Meßwerten eines Umlaufs jeweils acht korrespondierende Ra-
dien gemäß Abbildung 3.5 aus und stellt das zugehörige Gleichungssystem
in der Art von Gleichung 3.1 auf. In Abbildung 3.8 ist diese Vorgehensweise
veranschaulicht. Wenn man alle 64 Meßwerte eines Umlaufs verwendet hat
und die zugehörigen Gleichungssysteme gelöst hat, kann man die Ergebnisse
in geeigneter Weise zusammenfügen und erhält ein Bild der Wellenbahn und
der Welleninhomogenitäten.
Wie bereits erwähnt, werden bei diesem Verfahren gleich 16 Umläufe hin-
tereinander aufgezeichnet. Man kann das bisher beschriebene Verfahren für
einen Umlauf der Welle problemlos auf die allgemeine Situation übertragen.
Dabei wird angenommen, daß sich die Inhomogenitäten der Welle während
der Messung nicht ändern. Das ist eine realistische Annahme, da die Mes-
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sung von 16 Umläufen bei 3000 U/min nur 0,32 Sekunden dauert, also eine
Zeitspanne, in der z.B. die thermische Ausdehnung der Welle nicht von Be-
deutung ist.
Um die 16 Umläufe in einem Gleichungssystem zusammenzufassen, müssen
wir zuerst eine Funktion zur Indizierung einführen. Für i ∈ N soll gelten:
mod8(i) :=
{
i mod 8 für i 6≡ 0 mod 8
8 für i ≡ 0 mod 8 .
Das Gleichungssystem für 16 Umläufe hat dann folgende Gestalt:
Für i = 1, . . . , 128:





S3(ϕi) = −yi + ∆Rmod8(i+2) .
Dies führt insgesamt auf 3 × 8 × 16 = 384 lineare Gleichungen mit 8
Unbekannten für die Welle und 2 × 8 × 16 Unbekannten der Bahn. Dieses
Problem läßt sich wieder in der Matrizenschreibweise formulieren als
~S = A · ~r , (3.7)
mit dem Vektor ~S der Sensorsignale, dem Vektor ~r der Bahnkomponen-
ten und Welleninhomogenitäten und der 384 × 256-Matrix A. Für dieses
Gleichungssystem läßt sich wieder mit Hilfe einer Singulärwertzerlegung eine
Moore-Penrose-Inverse finden, welche die Lösung des Gleichungssystems
3.7 mit der kleinsten euklidischen Norm liefert. Die Matrix hat den Rang
254, für den Kern von A gilt wieder
dim(ker(A)) = 2 ,
wobei die Betrachtungen über die Struktur des Kerns analog zu dem oben
diskutierten Fall der 24×24-Matrix für eine Umdrehung der Welle verlaufen.
Die graphische Darstellung der Basis des Kerns hat die gleiche Form wie in
Abbildung 3.7, mit dem Unterschied, daß nun 16 Umdrehungen der Welle
betrachtet werden müssen. Dadurch erhält man 16 identische Diagramme
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für die Bahnkomponenten der 16 Umdrehungen in Form des Diagramms in
Abbildung 3.7.
Die Lösung des Gleichungssystems 3.7 durch die Moore-Penrose-
Pseudoinverse ist ebenfalls wieder die physikalisch sinnvolle Lösung, da sie
die Fälle ausschließt, in denen die Bewegung der Welle genau durch die In-
homogenität der Wellenoberfläche ausgeglichen wird.
3.5 Betrachtung systematischer Fehler-
quellen
In diesem Abschnitt soll auf die systematischen Fehlerquellen eingegangen
werden, die bei dem vorgestellten Verfahren von Bedeutung sind. Zunächst
gibt es einen systematischen Fehler, der in der Geometrie des Aufbaus be-
gründet ist. In Abbildung 3.9 sind die Verhältnisse veranschaulicht, die zwi-
schen Wellenoberfläche und Sensor bestehen. Der Sensor 3 vermißt nicht den
Bereich der Wellenoberfläche um den Radius R6, sondern den benachbarten
Bereich R̃6, bedingt durch die Auslenkung der Welle. Dadurch ändert sich





Nimmt man für Radius und Auslenkung der Welle realistische Werte an, so
ergeben sich für den Fehler ∆3 Werte, die eine Größenordnung unter den In-
homogenitäten der Welle und zwei Größenordnungen unter der Auslenkung
der Welle liegen. Diesen Fehler kann man in der Praxis vernachlässigen.
Eine weitere Fehlerquelle liegt in der Richtcharakteristik der induktiven Abs-
tandssensoren. Es ist klar, daß ein solcher induktiver Meßaufnehmer niemals
punktgenau messen kann, also nicht den exakten Abstand zwischen einem
definierten Punkt auf der Wellenoberfläche und einem definierten Punkt auf
der Oberfläche des Sensors liefert. Vielmehr mißt ein solcher Meßaufnehmer
einen ganzen Bereich der Wellenoberfläche aus und liefert dementsprechend
einen mittleren Abstand als Ergebnis. Dies ist aber ein generelles Problem
der induktiven Abstandsmessung.
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Abbildung 3.9: Darstellung des systematischen Fehlers der Rekonstruktion




Außerdem besitzen beide Verfahren (2- und 3-Sensoren) noch eine systema-
tische Fehlerquelle, die in der Hochpaßfilterung der Signale ihre Ursache hat.
Da die Sensoren auf diese Weise nur die Schwankungen der Abstände um
eine angenommene Ruhestellung angeben (siehe Abschnitt 3.3), ist die wirk-
liche Lage dieser Ruhestellung nicht bekannt. In unserem Fall haben wir diese
besagte Ruhestellung in die Mitte des Lagers gelegt, so wie es auch in der
Praxis bei der 2-Sensoren-Methode gemacht wird.
3.6 Numerische Simulation
In diesem Abschnitt sollen einige Ergebnisse vorgestellt werden, die aus einer
numerischen Simulation der beiden Verfahren gewonnen wurden. In einem
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separaten Programm wurden Datensätze erzeugt, welche die Sensorsignale in
einem Meßaufbau gemäß Abbildung 3.4 simulieren. Diese Datensätze wurden
verwendet, um das Wellenprofil und die Wellenbahn zu rekonstruieren und
mit den wahren Werten zu vergleichen. Alle Sensorsignale wurden von ihrem
Mittelwert befreit. Es wurden die typischen Abmaße eines realen Meßaufbaus
zugrundegelegt [80]:
• Der Innendurchmesser des Lagers beträgt 30,0 cm.
• Der mittlere Radius der Welle beträgt 14,9 cm.
• Der mittlere Radius der Bahn beträgt 0,05 cm.
• Die Schwankungen im Wellenprofil liegen eine Größenordnung unter
dem Bahnradius (0,006 cm).
Ferner wurden die Sensordaten mit künstlichem Meßrauschen versehen, und
zwar mit einer N (0, 1)-normalverteilten Pseudozufallszahlenfolge, die mit ei-
nem vorgegebenen Signal-Rausch-Verhältnis (SNR) zu den reinen Sensorda-
ten hinzuaddiert wurde.
Die Ergebnisse der Simulation sind in den folgenden Abbildungen darges-
tellt. Das vorgestellte Verfahren wurde zusätzlich mit der bisher von der Fa.
Schenck verwendeten Methode verglichen, die darin besteht, die Signale von
Sensor 1 und Sensor 3 gegeneinander aufzutragen (2-Sensoren-Methode). Da-
bei bleibt die Inhomogenität des Wellenprofils unberücksichtigt, was zu Feh-
lern in der Rekonstruktion der Wellenbahn führt.
Bei der Auswertung der Simulationen zeigte sich, daß unser modifiziertes Ver-
fahren in der Lage ist, die Wellenbahn und die Schwankungen des Wellenpro-
fils zu detektieren. Auch bei verrauschten Daten liefert es bessere Ergebnisse
als die bisherige 2-Sensoren-Methode (siehe Abbildung 3.11 und 3.12).
Bei der Simulation der Wellenbahn in Abbildung 3.13 wurde auf einen Da-
tensatz zurückgegriffen, der uns von Herrn Dr. Weigel zur Verfügung gestellt
worden ist. Dabei wurde eine Wellenbahn aus einer realen Messung modi-
fiziert und mit einer künstlichen Welleninhomogenität überlagert. Auch in
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diesem Fall liefert unser Verfahren bessere Ergebnisse als die herkömmliche
Methode.
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Rekonstruktion der Bahn (2 Sensoren)
Rekonstr.
Original






























Abbildung 3.10: Rekonstruktion von Wellenbahn und Wellenprofil für einen
Datensatz ohne Meßrauschen.
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Rekonstruktion der Bahn (2 Sensoren)
Rekonstr.
Original































Abbildung 3.11: Rekonstruktion von Wellenbahn und Wellenprofil für einen
Datensatz mit künstlichem Meßrauschen (SNR: 50 dB).
3. Rekonstruktion von Wellenbahn und Wellenprofil 55

























































Rekonstruktion der Bahn (2 Sensoren)
Rekonstr.
Original
































Abbildung 3.12: Rekonstruktion von Wellenbahn und Wellenprofil für einen
Datensatz mit künstlichem Meßrauschen (SNR: 40 dB).
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Rekonstruktion der Bahn (2 Sensoren)
Rekonstr.
Original





























Abbildung 3.13: Rekonstruktion von Wellenbahn und Wellenprofil für einen
Datensatz ohne künstliches Meßrauschen. Zur Simulation der Wellenbahn
wurde einer der
”
echten“ Datensätze aus einem 2-Sensoren-Meßaufbau he-
rangezogen und mit einem künstlichen Wellenprofil überlagert.
Kapitel 4
Die Hilbert-Transformation
und das analytische Signal
In diesem Kapitel werden wir das Konzept des analytischen Signals vorstellen
und seine Herleitung näher begründen. Die Bedeutung dieses Konzeptes wird
in Kapitel 5 klar, wenn wir die instantane Frequenz einführen und deren
Anwendung in der Zeit-Frequenz-Analyse anhand der EMD erläutern.
4.1 Die Hilbert-Transformation
Das analytische Signal wird über die Hilbert-Transformation definiert, aus
diesem Grund sollen im folgenden einige ihrer Eigenschaften erläutert wer-
den. Für ein Signal s(t) wird die Hilbert-Transformation H [s(t)] gegeben
durch
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Für Signale s(t) mit
∞∫
−∞
(s(t))2 dt < ∞
existiert das Integral in Gleichung 4.1 fast überall im uneigentlichen Sinne
und wird der Cauchysche Hauptwert (p.v.) des Integrals genannt [75]. Alle
nachfolgenden Integrale der Hilbert-Transformation sind immer im Sinne
des Cauchyschen Hauptwertes zu verstehen.
Die Hilbert-Transformation ist eine Integraltransformation mit folgenden
Eigenschaften [9]:
Linearität : H [αx(t) + βy(t)] = αH [x(t)] + βH [y(t)] ,











s(t)H [s(t)] dt = 0 .
4.2 Das analytische Signal
Das Konzept des analytischen Signals wurde 1946 von D. Gabor [30] in die
Signalverarbeitung eingeführt und hat seitdem weite Verbreitung gefunden.
Die Idee besteht in der
”
Fortsetzung“ eines reellen Zeitsignals s(t) in die kom-
plexe Ebene. Dabei wird das ursprüngliche Signal als Realteil eines komplex-
wertigen Signals aufgefaßt. Der zugehörige Imaginärteil wird aus der Hilbert-
Transformierten H [s(t)] des Realteils gewonnen. Das analytische Signal ist
dann gegeben durch
s̃(t) = s(t) + iH [s(t)] . (4.2)
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Gabor gibt für dieses Vorgehen ein heuristisches Argument an, das hier kurz
erläutert werden soll. Angenommen, das Signal habe die Gestalt
s(t) = α cos(ωt) + β sin(ωt) ,
dann läßt sich s(t) als Realteil von
s̃(t) = (α− iβ)eiωt
schreiben. Der Imaginärteil von s̃(t) ist dann gerade die Hilbert-
Transformierte des ursprünglichen Signals
= [s̃(t)] = H [s(t)]
= α sin(ωt)− β cos(ωt) .
Bei komplizierteren Signalen wird dieses Verfahren auf die Fourierdarstellung
angewandt.
Gabor läßt sich bei der Einführung des analytischen Signals von dem Ge-
danken leiten, den mathematischen Formalismus der Quantenmechanik für
die Signalverarbeitung zu nutzen. In seiner Arbeit Theory of Communication
[30] schreibt er dazu:
In order to apply the simple and elegant formalism of quantum
mechanics, it will be convenient first to express the signals am-
plitude s(t) in somewhat different form.
Das analytische Signal benutzt er, um die die Zeit-Frequenz-Unschärferela-
tion ∆t∆f ≥ 1/2 für Signale abzuleiten, analog zur Heisenbergschen Un-
bestimmtheitsrelation der Wellenmechanik1. Die Zeit-Frequenz-Unschärfere-
lation spielt bei der Bestimmung des spektralen Ausflösungsvermögens in der
Zeit-Frequenz Analyse eine entscheidente Rolle [15, 16].
1 Bei der Ableitung der Zeit-Frequenz-Unschärferelation folgt er einer Idee W. Paulis
und H. Weyls [81], die den heuristischen Ansatz Heisenbergs [33] verallgemeinerten und
einen strengen Beweis der Unschärferelation gaben, der auf der Schwarzschen Ungleichung
basiert.
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Über die mathematische und physikalische Begründung des analytischen Si-
gnals ist seit der richtungsweisenden Arbeit Gabors viel geschrieben wor-
den. Einige Autoren vertreten die Ansicht, das analytische Signal besitze nur
”
physikalisch relevante Frequenzen“, denn für ein analytisches Signal gemäß
Gleichung 4.2 enthält das Fourierspektrum nur positive Frequenzen [8]. Die-
ser Standpunkt ist allerdings nicht haltbar, worauf z.B. Cohen hingewiesen
hat [16].
4.3 Die Hilbert-Transformation und die Fort-
setzung des Signals
Im folgenden wird eine Begründung für die Einführung des analytischen Si-
gnals gegeben, die sich auf ein Argument aus der Funktionentheorie stützt.
Dabei wird sich zeigen, daß die Definition des analytischen Signals über die
Hilbert-Transformation unter bestimmten Voraussetzungen zwingend wird,
nämlich genau dann, wenn man das Signal s̃(t) als den Randwert einer ana-
lytischen Funktion darstellen will.
Die physikalische Motivation zur Untersuchung solcher Randwertprobleme
stammt aus der Potentialtheorie, wo man vor der Aufgabe steht, eine im In-
neren eines Gebietes harmonische2 Funktion zu finden, die auf dem Rand des
Gebietes vorgegebene Werte annimmt. Problemstellungen dieser Art wurden
bereits von Gauß und Dirichlet untersucht (Dirichlet-Problem).
Real- und Imaginärteile holomorpher lassen sich als harmonische Funktio-
nen auffassen, wenn man die komplexe Ebene mit dem R2 identifiziert [29].
Überlegungen dieser Art veranlaßten B. Riemann, sich eingehender mit dem
Studium harmonischer Funktionen zu befassen, und in seiner Dissertations-
schrift von 1851 benutzte er ein Theorem im Beweis seines Abbildungssatzes,
welches erst zu Beginn des 20. Jahrhunderts von D. Hilbert im Zusammen-
hang mit der Theorie der linearen Integralgleichnugen endgültig bewiesen
wurde [37] und seitdem als
”
Riemann-Hilbertsches Problem“ bezeichnet wird.
2Eine Funktion f(x, y) im R2 heißt harmonisch, wenn sie die Laplace- oder Potential-
gleichung erfüllt: 4f = 0.
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Dabei geht es darum, eine in einem gewissen Gebiet analytische Funktion zu
finden, die eine gegebene Beziehung zwischen den Randwerten ihres Real- und
Imaginärteils erfüllt. Eine eingehende Beschreibung der historischen Entwi-
cklung des Randwertproblems und die Auswirkungen auf den Fortgang der
Funktionentheorie findet sich in Felix Kleins Werk
”
Entwicklung der Mathe-
matik im 19. Jahrhundert“ [45].
In gewissem Sinne lassen sich die nachfolgenden Überlegungen auch als Spe-
zialfall des Riemann-Hilbertschen-Problems für unbeschränkte Gebiete for-
mulieren; allerdings bezahlt man diesen abstrakten Standpunkt mit einem
erheblichen begrifflichen Aufwand, und aus diesem Grund werden wir uns
dem Hauptergebnis dieses Abschnitts auf elementarem Wege nähern. An das
Signal s(t) werden folgende Bedingungen gestellt:
• s(t) ist ein energiebeschränktes Signal:
∞∫
−∞
|s(t)|2 dt < ∞ . (4.3)
• s(t) ist hölderstetig, d.h. es gibt zwei Konstanten K > 0 und 0 < α ≤ 1,
so daß für alle t1, t2 ∈ R gilt
|s(t1)− s(t2)| ≤ K · |t1 − t2|α . (4.4)
• s(t) verschwindet im Unendlichen:
lim
t→±∞
s(t) = 0 . (4.5)
Für die weiteren Überlegungen benötigen wir einen Satz, der in der Funktio-
nentheorie unter dem Namen Plemelj-Sochozki-Formeln bekannt ist und der
für unsere Zwecke in einer modifizierten und weniger allgemeinen Fassung
Anwendung findet [40, 28]. Die nachfolgende Version dieses Satzes ist dem
Buch von E. Meister [54] entnommen, in welchem sich auch der Beweis findet
(S.108 ff.).
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Satz 4.1 (Plemelj-Sochozki-Formeln). Es sei f eine auf R ∪ {∞}
hölderstetige reellwertige Funktion mit dem Grenzwert lim
|x|→∞










eine in C\R = H+∪H− stückweise holomorphe Funktion, die eine hölders-
tetige Randfunktion
F o(x) := lim
y→0



















dt : y < 0
besitzt und im Unendlichen die Randwerte
F o(∞) := lim
z→∞
F (z) = 0
annimmt. Hierbei bezeichnet H+ die obere und H− die untere Halbebene, das
Integral ist wieder im Sinne des Cauchyschen Hauptwerts zu verstehen.
Betrachten wir nun eine auf H+ holomorphe Funktion
F (z) = U(x, y) + iV (x, y) , y > 0
mit hölderstetigen Randwerten F o(x) = U(x, 0)+iV (x, 0), die der Bedingung
lim
|x|→∞
F o(x) = 0
genügen sollen. Die Funktion F (z) läßt sich in H+ über das Cauchyintegral









Diese Situation ist in Abbildung 4.1 veranschaulicht. Die Plemelj-Sochozki-










Abbildung 4.1: Das obere Bild zeigt die reelle Achse als Rand der oberen
Halbebene H+. In der unteren Abbildung sieht man die in H+ analytische
Funktion F bei der Annäherung an ihre hölderstetige Randfunktion F o.
















































V (x, 0) +H [U(x, 0)]
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.
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Soll also die Funktion F o(x) Randwert einer analytischen Funktion sein,
so müssen Real- und Imaginärteil über die Hilbert-Transformation zusam-
menhängen:
U(x, 0) = −H [V (x, 0)] ,
V (x, 0) = H [U(x, 0)] . (4.6)
Diese Gleichungen sind in der Elektrodynamik auch als Dispersionsrelationen
oder Kramers-Kronig-Relationen bekannt und werden dort für die verallge-
meinerte Suszeptibilität aufgestellt [46].
Für die Signalverarbeitung liefert Gleichung 4.6 eine mathematische Be-
gründung für die Definition des analytischen Signals, nämlich als Randwert
einer analytischen Funktion. Wenn ein reelles Zeitsignal s(t) die Bedingungen
4.3 bis 4.5 erfüllt (und Signale aus
”
echten“ physikalischen Systemen sind im
allgemeinen energiebeschränkt, von endlicher Dauer und lassen sich durch
hölderstetige Funktionen approximieren), dann gibt es nur eine Möglichkeit,
einen Imaginärteil zu s(t) hinzuzufügen, so daß ein
”
analytisches“ Signal
entsteht. Der Imaginärteil muß über die Hilbert-Transformation eingeführt
werden, denn Gleichung 4.6 liefert eine notwendige und hinreichende Bedin-
gung dafür, Randwert einer analytischen Funktion zu sein. Diese Aussagen
lassen sich noch verallgemeinern, wenn man die Voraussetzung 4.4 (Hölders-
tetigkeit) fallen läßt und sich auf beliebige L2-Funktionen bezieht, allerdings
gelten die Randwerteigenschaften dann nur noch fast überall auf R.
In diesem Kapitel haben wir ein mathematisches Argument für die
Einführung des analytischen Signals über die Hilbert-Transformation gelie-
fert. Ein weiterer interessanter Ansatz findet sich bei Vakemann [76, 77]. Auf
den Zusammenhang zwischen analytischem Signal und dem Kausalitätsprin-





Wenn Du scharf sehen kannst, dann sieh hin“ (so hat jemand
gesagt)
”
und urteile so weise wie möglich.“
Marc Aurel, Selbstbetrachtungen, VIII
Im folgenden werden wir ein Verfahren zur Zeit-Frequenz-Analyse vorstel-
len, das von Huang et al. [39] als
”
Empirical Mode Decomposition“ (EMD)
in die Datenanalyse eingeführt wurde. Der Grundgedanke besteht in der
Einführung von fundamentalen Moden1, aus denen man sich das zu analysie-
rende Signal zusammengesetzt denkt. Diese Zerlegung wird als
”
empirisch“
bezeichnet, weil die fundamentalen Moden nicht a priori gegeben sind, son-
dern in einem iterativen Verfahren aus dem Signal extrahiert werden.
Für jede dieser fundamentalen Moden kann man mit Hilfe des zugehörigen
analytischen Signals einen momentanen Wert der Frequenz angeben, aus dem
sich ein spezielles Spektrogramm aufbauen läßt. Durch die Beschränkung
auf fundamentale Moden verliert das Verfahren an Allgemeingültigkeit ge-
genüber den klassischen Fourier-Methoden der Zeit-Frequenz-Analyse, aber
man gewinnt dadurch eine adaptive Basis zur Beschreibung des Signals.
1In der Originalarbeit von Huang et al. [39] wird eine solche fundamentale Mode als
”intrinsic mode function“ (IMF) bezeichnet.
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Bei diesem Ansatz geht man davon aus, daß sich ein schwingungsfähiges
System aus verschiedenen Subsystemen zusammensetzt, die auf charakteris-
tischen Energie- und Zeitskalen schwingen. Bisher wurde die EMD in erster
Linie in der Geophysik eingesetzt, z.B. zur Analyse seismischer Daten [50],
zur Untersuchung atmosphärischer Schwankungen [82] und zum Studium des
nichtlinearen Verhaltens von Wasserwellen [38].
5.1 Zeit-Frequenz-Analyse
Die Zeit-Frequenz-Analyse ist ein bevorzugtes Werkzeug zur Untersuchung
nichtstationärer Prozesse. Sie ist ein Beispiel dafür, wie sich eine Idee (in die-
sem Fall die harmonische Analyse periodischer Signale) weiterentwickelt und
sich immer größere Anwendungsfelder erschließt. Wenn man ein schwingung-
sfähiges System betrachtet, dessen Eigenschaften sich mit der Zeit ändern,
dann wird das Spektrum allein wenig über diese Änderungen aussagen. Hin-
gegen werden viele Kurzzeitspektren, deren zeitliche Entwicklung man ver-
folgen kann, die Dynamik des Prozesses gut erfassen.
Das Konzept der gefensterten Fourierspektren wurde im Laufe der Zeit er-
weitert. So zum Beispiel um das Skalogramm, welches auf der Theorie der
Wavelets aufbaut [14, 41] oder die Wigner-Ville-Verteilung. Diese beiden
Darstellungen lassen sich in der verallgemeinerten Cohen-Klasse der Zeit-
Frequenz-Kerne zusammenfassen [16, 15].
Der große Vorteil dieser Methoden ist die klare theoretische Formulierung
des Konzeptes. So hat man in der Fourieranalyse ein orthogonales Funktio-
nensystem zur Verfügung, das als Basis für eine große Klasse von Signalen
geeignet ist. Aber die Funktionen (in diesem Beispiel die harmonischen Funk-
tionen), die als Funktionenbasis Verwendung finden, sind a priori gegeben.
Dadurch unterliegen sie starken Beschränkungen bezüglich der erreichbaren
Auflösung im Spektrum, die durch die Zeit-Frequenz-Unschärfe gegeben ist.
Eine Erweiterung des Fourierschen Konzeptes stellen die evolutionären Spek-
tren dar, die von Priestley in die Zeit-Frequenz-Analyse eingeführt wurden
[62, 63]. Dabei wird den Koeffizienten im Fourierspektrum eine schwache Zei-
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tabhängigkeit zugestanden. Allerdings ist die Schätzung evolutionärer Spek-
tren schwierig und noch Gegenstand aktueller Forschung [23, 43, 19].
Die Verallgemeinerung der evolutionären Spektren durch die Einführung ei-
ner zeitabhängigen Phase wurde von Detka et al. vorgeschlagen [20].
Ein weiterer Ansatz stammt von Mallat et al. [52]. Darin wird das Signal
in eine Summe von Wellenformen zerlegt, die aus einer redundanten Familie
von Basisfunktionen ausgewählt werden. Dabei stand der adaptive Charakter
dieser Zerlegung im Vordergrund, den man z.B. in der digitalen Bildverar-
beitung zur effektiven Datenkompression nutzen kann [51].
Die erreichbare Auflösung im Spektrogramm ist eine Frage der verwendeten
Basisfunktionen, deren Auswahl sich nach dem Vorwissen über das zu analy-
sierende Signal richtet. Deshalb bedeutet die Zeit-Frequenz-Unschärfe in der
Signalverarbeitung keine prinzipielle Schranke, obwohl die formale Analogie
zur Quantenmechanik diesen Schluß nahelegt.
5.2 Das Konzept der instantanen Frequenz
Im folgenden soll das Konzept der instantanen Frequenz vorgestellt werden,
welches eng verwandt ist mit dem Konzept des analytischen Signals. Der
Begriff der instantanen Frequenz ist eine zwiespältige Angelegenheit. Auf
der einen Seite ist er intuitiv einleuchtend und erscheint völlig natürlich.
Betrachtet man zum Beispiel einen
”
Chirp“, also ein Sinussignal mit linear
ansteigender Frequenz, dann ist die Bedeutung der instantanen Frequenz na-
heliegend. Der Hörer eines solchen Chirps würde sofort die Tonhöhe mit der
instantanen Frequenz in Verbindung bringen.
Auf der anderen Seite wird die Interpretation der instantanen Frequenz
schwierig, wenn im Signal mehr als eine Frequenzkomponente enthalten ist.
Dies ist einer der Gründe, warum eine allgemeingültige Definition der ins-
tantanen Frequenz noch immer aussteht [10, 11].
Zuerst werden wir die Definition der instantanen Frequenz vorstellen, die
über das analytische Signal gegeben wird. Es sei s(t) ein reelles Zeitsignal
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und s̃(t) das zugehörige analytische Signal in der Form
s̃(t) = s(t) + iH [s(t)]
= A(t)eiϕ(t) . (5.1)
Dabei ist A(t) die zeitabhängige Amplitude und ϕ(t) die zeitabhängige Phase.
In der Radiotechnik interpretiert man die zeitabhängige Amplitude als die
Einhüllende, bzw. als den AM-Anteil, und die Phase als den FM-Anteil des






Versucht man nun, dieses Konzept auf Signale mit verschiedenen Frequenz-
komponenten anzuwenden, so gelangt man schnell zu Widersprüchen zur
Anschauung. Betrachtet man zum Beispiel das Signal
s(t) = A1 cos(ω1t) + A2 cos(ω2t) (5.3)










2 + 2A1A2 cos((ω2 − ω1)t) ,
ϕ(t) = arctan
(
A1 sin(ω1t) + A2 sin(ω2t)
A1 cos(ω1t) + A2 cos(ω2t)
)
.











In Abbildung 5.1 ist die instantane Frequenz für unterschiedliche Amplitu-
den A1, A2 der verwendeten harmonischen Signale dargestellt. In einem der
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Abbildung 5.1: Das Schwingungssignal aus Gleichung 5.3 für ω1 = 5 und
ω2 = 10 sowie die zugehörigen instantanen Frequenzen als Funktion der Zeit.
beiden Fälle beobachtet man das Auftreten von negativen instantanen Fre-
quenzen, die der Anschauung zuwiderlaufen, da diese Frequenzen im Spek-
trum des Signals keine Repräsentation besitzen. Diese negativen instantanen
Frequenzen kommen durch die negativen lokalen Maxima des Signals zus-
tande.
Das Konzept der instantanen Frequenz und des analytischen Signals wurde
bereits erfolgreich zur Analyse technischer Systeme eingesetzt [27, 26], aller-
dings beschränkte sich die Anwendung auf mittelwertfreie Signale mit we-
nigen Frequenzkomponenten [38]. Um multikomponente Signale zu untersu-
chen, muß man mehrere, auf die einzelnen Komponenten bezogene instantane
Frequenzen einführen [6, 10, 11, 15, 16]. Die Zerlegung des Signals in einzelne
Komponenten mit definierter instantaner Frequenz ist das Ziel der EMD.
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5.3 Die fundamentalen Moden eines Signals
Die fundamentalen Moden des Signals bilden den Kern der EMD. Diese Mo-
den werden aus dem Signal in einem iterativen Verfahren extrahiert. Jede
Mode repräsentiert einen Oszillator, der mit zeitlich veränderlicher Ampli-
tude und Frequenz schwingen kann. Eine fundamentale Mode der EMD ents-
pricht formal einer harmonischen Funktion in der Fourieranalyse.
An eine fundamentale Mode werden zwei Bedingungen gestellt:
1. Die Anzahl der lokalen Extrema und die Anzahl der Nulldurchgänge
muß entweder gleich sein oder darf sich nur um Eins unterscheiden.
2. Die Einhüllende der lokalen Maxima und die Einhüllende der lokalen
Minima addieren sich in jedem Punkt zu Null.
Die erste Bedingung stellt sicher, daß die instantane Frequenz einer funda-
mentalen Mode zu jedem Zeitpunkt einen wohldefinierten positiven Wert
besitzt. Diese Bedingung sorgt nämlich gerade dafür, daß die lokalen Maxi-
ma der fundamentalen Mode positiv und die lokalen Minima immer kleiner
als Null sind. In der zweiten Bedingung wird die Symmetrie der Einhüllen-
den einer fundamentalen Mode gefordert. Dadurch lassen sich unerwünschte
Fluktuationen der instantanen Frequenz unterdrücken. In Abbildung 5.2 ist
eine fundamentale Mode dargestellt. Die Einhüllende der Extrema wurde
durch einen kubischen Spline approximiert.
Die fundamentalen Moden werden in einem iterativen Verfahren berechnet,
das in der Tabelle 5.1 beschrieben ist. Dabei bezeichnet s(t) das reelle Signal,
das in die k fundamentalen Moden c1(t), . . . , ck(t) und das Residuum r(t)




ci(t) + r(t) . (5.4)
Jede fundamentale Mode wurde so konstruiert, daß sie sich durch ihre ins-
tantane Amplitude und ihre instantane Phase darstellen läßt [39, 38]. Es sei
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Abbildung 5.2: Diese Abbildung zeigt exemplarisch eine fundamentale Mode
eines Signals (blaue Kurve). Die Einhüllende der lokalen Maxima und die
Einhüllende der lokalen Minima ist jeweils rot dargestellt. Nach jedem Extre-
mum folgt ein Nulldurchgang der fundamentalen Mode, und die Einhüllenden
der Extrema sind symmetrisch bezüglich der Zeitachse.
cj(t) die j-te fundamentale Mode des Signals. Diese Mode können wir als
reelles Signal auffassen und durch Anwendung der Hilbert-Transformation in
das analytische Signal c̃j(t) verwandeln
c̃j(t) = cj(t) + iH [cj(t)]
= Aj(t)e
iϕj(t) ,
wobei Aj(t) die zeitabhängige Amplitude und ϕj(t) die zeitabhängige Phase
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1. Zur Initialisierung werden r0(t) = s(t) und i = 1 gesetzt.
2. Zur Berechnung der i-ten fundamentalen Mode sind
folgende Schritte erforderlich:
(a) Zur Initialisierung werden h0(t) = ri(t) und j = 1 gesetzt.
(b) Die lokalen Extrema von hj−1(t) werden bestimmt.
(c) Durch die lokalen Maxima und durch die lokalen Minima
von hj−1(t) wird jeweils ein kubischer Spline gelegt, um die
obere und untere Einhüllende von hj−1(t) zu approximieren.
(d) Der Mittelwert mj−1(t) aus der oberen und der
unteren Einhüllenden wird gebildet.
(e) Zwischen hj−1(t) und mj−1(t) wird die Differenz gebildet:
hj(t) = hj−1(t)−mj−1(t).
(f) Falls hj(t) das Abbruchkriterium erfüllt, hat man
die i-te fundamentale Mode gefunden: ci(t) := hj(t).
Anderenfalls setzt man j = j + 1 und geht wieder zu 2b.
Die Berechnung wird abgebrochen, wenn sich die Anzahl der
Extrema und die Anzahl der Nulldurchgänge von hj(t)
höchstens um Eins unterscheiden.
3. Die fundamentale Mode ci(t) wird von ri−1(t) abgezogen:
ri(t) := ri−1(t)− ci(t).
4. Wenn das Residuum ri(t) noch mehr als zwei Extrema besitzt,
setzt man i = i+ 1 und geht wieder zu 2.
Anderenfalls ist die EMD beendet und es verbleibt das
Residuum r(t) := ri(t). Das Signal s(t) besitzt dann
die Darstellung s(t) =
∑i−1
k=1 ck(t) + r(t).
Tabelle 5.1: Algorithmus zur empirischen Modenzerlegung des Signals s(t)
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Die instantane Frequenz der k-ten fundamentalen Mode erhält man gemäß





Auf dieser Grundlage kann man nun ein modifiziertes Spektrogramm auf-
bauen, indem man in der Zeit-Frequenz-Ebene die instantane Frequenz der
einzelnen Moden gegen die Zeit aufträgt und die zugehörigen instantanen
Amplituden farbkodiert. Dieses Spektrogramm wurde von Huang et al. als
Hilbert-Spektrum bezeichnet [39].
5.4 Anwendungen
Die EMD ist zur Analyse oszillatorischer Signale gedacht, also zur Untersu-
chung von Systemen, die aus schwingungsfähigen Subsystemen zusammen-
gesetzt sind. Die Schwingungen dieser Subsysteme versucht man durch die
Extraktion der fundamentalen Moden zu detektieren. Es macht offensicht-
lich keinen Sinn, unbekannte stochastische Prozesse mit der EMD untersu-
chen zu wollen. Wie bereits erwähnt, wurde die EMD bereits erfolgreich zur
Untersuchung geophysikalischer Daten eingesetzt. In den untersuchten Syste-
men liegen verschiedene Subsysteme vor, die auf ihren eigenen Energie- und
Zeitskalen schwingen und deren Verhalten sich in den fundamentalen Moden
trennen läßt.
Als Beispiel für die breiten Anwendungsmöglichkeiten der EMD soll ein Da-
tensatz aus der Geophysik untersucht werden. Es handelt sich hier zwar nicht
um ein technisches System, aber es illustriert die Bedeutung der fundamen-
talen Moden eindrucksvoll. Am Mauna Loa Observatorium auf Hawaii wird
seit Ende der fünfziger Jahre der CO2-Gehalt der Erdatmosphäre gemessen.
Eine ausführliche Beschreibung des Forschungsprogramms2 und der meßtech-
nischen Details findet sich in der Arbeit von Pales und Keeling [57]. Die von
uns untersuchten Daten dokumentieren den monatlichen Mittelwert der CO2-
Konzentration der Atmosphäre vom Januar 1959 bis zum Dezember 1998.
2Die zugehörigen Daten sind im Internet frei verfügbar unter der URL:
http://ingrid.ldgo.columbia.edu/SOURCES/.KEELING/.MAUNA LOA.cdf/ .



























































Abbildung 5.3: Das obere Diagramm zeigt die CO2-Konzentration im monat-
lichen Mittel von Jan. 1959 bis Dez. 1998, gemessen am Mauna Loa Obser-
vatorium auf Hawaii. Darunter sind in absteigender Folge die fundamentalen
Moden des Signals und das Residuum dargestellt.
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Abbildung 5.4: Die Abbildung zeigt die erste fundamentale Mode des Mauna
Loa Datensatzes und die zugehörige instantane Frequenz im Zeitraum von
1965 bis 1990. Die Einbrüche der instantanen Frequenz zeigen den Beginn
des Südsommers an.
In Abbildung 5.3 sind die Daten dieser Messung visualisiert. Man erkennt
deutlich die jahreszeitlichen Schwankungen der CO2-Konzentration, die von
einem Langzeittrend überlagert werden. Die EMD des Signals liefert 3 funda-
mentale Moden und das Residuum. Die Ergebnisse der EMD sind ebenfalls
in Abbildung 5.3 zu sehen. Die 1. Mode zeigt die jährlichen Schwankun-
gen und das Residuum den kontinuierlichen Anstieg der CO2-Konzentration
im beobachteten Zeitraum. Die starken Schwankungen am Anfang der 2.
und 3. fundamentalen Mode sind mit großer Wahrscheinlichkeit numerische
Artefakte. Solche Randeffekte treten häufig auch bei Spektrogrammen und
Skalogrammen auf und sind nur schwer zu unterdrücken [7]. Sehr interessant
ist das Verhalten der 2. und 3. Mode nach 1974. Die Schwankungen dieser
Moden deuten einen kurzzeitigen Rückgang der CO2-Konzentration an, der
von Keeling et al. mit der Ölkrise in Zusammenhang gebracht wurde [44].
Einen Ausschnitt der 1. fundamentalen Mode und der zugehörigen instanta-
nen Frequenz sieht man in Abbildung 5.4. Betrachtet man zunächst die 1. fun-
damentale Mode der CO2-Konzentration, dann sieht man die dominierende
jährliche Schwankung. Durch die ungleichmäßige Land-Wasser-Verteilung
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zwischen Nord- und Südhalbkugel und durch die unterschiedliche Vegetation
spielt der Sommer auf der Nordhalbkugel bei dieser Oszillation die Haup-
trolle. Mit dem Beginn der Vegetationsperiode im Frühling fällt die CO2-
Konzentration drastisch ab, weil CO2 durch Photosynthese in den Pflanzen
gebunden wird – die instantane Frequenz erreicht ihren höchsten Wert. Mit
dem Ende der Vegetationsperiode auf der Nordhalbkugel steigt der CO2-
Gehalt der Atmosphäre wieder an. Dieser Anstieg wird durch den Südsom-
mer etwas gebremst, in den Jahren 1964 und 1967 sieht man dies deutlich
als
”
Knick“ in der 1. Mode und besonders an der extrem niedrigen instan-
tanen Frequenz. Am Absinken der instantanen Frequenz sieht man deutlich
den retardierenden Einfluß, den der Südsommer auf den Anstieg der CO2-
Konzentration ausübt.
5.5 Anmerkungen zur EMD
Die empirische Modenzerlegung ist kein unumstrittenes Verfahren zur Date-
nanalyse. Obwohl die EMD durchaus erfolgreich eingesetzt werden konnte,
besitzt sie doch einige Schwachpunkte, die im folgenden diskutiert werden
sollen.
Ein wesentlicher Kritikpunkt ist der lückenhafte theoretische Hintergrund
des Verfahrens. Huang et al. behaupten, die EMD sei nach Konstruktion
vollständig, und Gleichung 5.4 sei eine Identität [39]. Bisher wurde allerdings
die Konvergenz des Verfahrens noch nicht bewiesen. Dieser Beweis ist aber




Ein Nachteil des iterativen Verfahrens besteht darin, daß es bisher noch nicht
möglich ist, die fundamentalen Moden des Signals in geschlossener Form an-
zugeben. Dadurch ist ein analytischer Zugang zur EMD verwehrt, und es ist
im Grunde nicht möglich, saubere Beweise bezüglich der Vollständigkeit und
der Orthogonalität der Basis zu führen. Wenn sich die EMD als Standardver-
fahren der Zeit-Frequenz-Analyse etablieren soll, so muß diese theoretische
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Lücke geschlossen werden3.
Ein weiterer Kritikpunkt betrifft die Wahl des Interpolationsverfahrens zur
Berechnung der Einhüllenden. Neben den kubischen Splines, die von Huang
et al. vorgeschlagen wurden, verwendeten wir die Akima-Interpolation, die an
die kubischen Splines angelehnt ist, allerdings auf die Stetigkeit der zweiten
Ableitung verzichtet [36, 2]. Als wir die Ergebnisse verglichen, zeigten sich
erhebliche Abweichungen zwischen den fundamentalen Moden, die wir durch
die beiden Methoden erhielten. Da es keine zwingende Notwendigkeit für die
Verwendung kubischer Splines gibt, ist das Ergebnis der EMD in diesem Fall
von der Wahl der Interpolationsmethode abhängig.
Bei der Anwendung der EMD auf Datensätze aus der technischen Praxis
zeigten sich noch einige Mängel. Das Verfahren in seiner ursprünglichen Form
[39] zeigte sich anfällig gegen den Einfluß von Rauschen. Dabei hatten wir
den Eindruck, daß sich die fundamentalen Moden bei verrauschten Daten
nicht sauber trennen lassen. Dieses Phänomen wird von Huang et al. in einer
neueren Arbeit beschrieben und als mode mixing bezeichnet [38]. Um diesem
störenden Einfluß zu begegnen, schlagen Huang et al. vor, die fundamentalen
Moden jeweils auf einen bestimmten Frequenzbereich einzuschränken.
Zusammenfassend kann man sagen, daß sich die EMD trotz theoretischer
Unklarheiten bei der Untersuchung von Systemen bewährt hat, die zum ei-
nen aus oszillierenden Subsystemen aufgebaut sind und zum anderen eine im
wesentlichen unverrauschte Messung gestatten.
3Es ist bekannt, daß die wesentlichen Konvergenzsätze für Fourierreihen nicht zeitgleich
mit ihrer heuristischen Einführung durch J.B.J. Fourier bewiesen wurden, sondern erst im




Ein Ziel dieser Arbeit lag in der Entwicklung und Erprobung neuer Analyse-
verfahren zur Untersuchung technischer Systeme. Dieses Ziel konnte im Falle
des Auswuchtproblems durch Auswahl und Modifikation bekannter Metho-
den der Nichtlinearen Dynamik erreicht werden. Die Vorhersage eines Sys-
temzustandes durch benachbarte Zustände ist ein gängiges Verfahren, das seit
langem erfolgreich in der NLD eingesetzt wird. Für dieses Verfahren haben
wir ein neues Anwendungsfeld erschlossen, indem wir es an die technischen
Besonderheiten des Auswuchtvorgangs anpaßten und seine Leistungsfähig-
keit unter Berücksichtigung der Drehinvarianz entscheidend verbesserten.
Bei der Untersuchung der Bewegung einer umlaufenden Welle stand die Si-
gnaltrennung im Vordergrund. Es war bekannt, daß die Wellenbahnen ro-
tierender Maschinen ein breites Spektrum nichtlinearer Effekte aufweisen,
wie beispielsweise subharmonische, quasiperiodische und chaotische Schwin-
gungen [1]. Außerdem waren bei unserem Industriepartner bereits nichtli-
neare Modelle zur Rekonstruktion der Wellenbahn erprobt worden [83]. Aus
diesem Grund schien der Einsatz NLD-basierter Methoden erfolgverspre-
chend. Es zeigte sich jedoch beim Fortgang unserer Bemühungen, daß sich die
gewünschte Signaltrennung durch eine Erweiterung der bestehenden Meßa-
nordnung auf die Lösung eines linearen Gleichungssystems zurückführen läßt.
Durch eine eingehende Untersuchung des Lösungsraums konnten wir zeigen,
daß unsere Methode die physikalisch relevante Lösung des Problems liefert.
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Auf der Grundlage dieser Untersuchung konnte das Verfahren der Rekons-
truktion von Wellenbahn und Wellenprofil zur Anwendungsreife gebracht
werden.
Der Schwerpunkt des zweiten Teils dieser Arbeit lag in der Untersuchung des
analytischen Signals und dessen Anwendung in der Empirical Mode Decom-
position. Es wurde gezeigt, daß der Imaginärteil des analytischen Signals über
die Hilbert-Transformation eingeführt werden muß, wenn das analytische Si-
gnal der Randwert einer holomorphen Funktion sein soll. Durch diese Über-
legungen konnten wir der heuristischen Einführung des analytischen Signals
ein mathematisches Argument zur Seite stellen. Das Konzept des analyti-
schen Signals ist ein wesentlicher Bestandteil der EMD. Dieses Verfahren zur
Zeit-Frequenz-Analyse wurde vorgestellt und an einem Datensatz erprobt,
wo sich seine Leistungsfähigkeit unter Beweis stellte. Allerdings bereitete die
Anwendung des Verfahrens auf verrauschte Daten aus der technischen Praxis
noch einige Schwierigkeiten, so daß sich hier noch Raum für weitere Unter-
suchungen ergibt.
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