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Abstract
In a case of radioactive release in the environment, modeling the radionuclide atmospheric dispersion
is particularly useful for emergency response procedures and risk assessment. For this, the CEA has devel-
oped a numerical simulator, called Ceres-Mithra, to predict spatial maps of radionuclide concentrations at
different instants. This computer code depends on many uncertain scalar and temporal parameters, de-
scribing the radionuclide, release or weather characteristics. The purpose is to detect the input parameters
the uncertainties of which highly affect the predicted concentrations and to quantify their influences.
To this end, we present various measures for the sensitivity analysis of a spatial model. Some of them
lead to as many analyses as spatial locations (site sensitivity indices) while others consider a single one,
with respect to the whole spatial domain (block sensitivity indices). For both categories, variance-based
and dependence measures are considered, based on recent literature. All of these sensitivity measures are
applied to the C-M computer code and compared to each other, showing the complementarity of block
and site sensitivity analyses. Finally, a sensitivity analysis summarizing the input uncertainty contribution
over the entirety of the spatio-temporal domain is proposed.
Keywords: Spatio-temporal models, Global sensitivity analysis, Sobol’ indices, Dependence measures, Site
& block sensitivity measures, Gaussian process model.
1 Introduction
The Ceres-Mithra (C-M) application is a numerical simulator developed by the CEA for the modeling of
radionuclide atmospheric dispersion, after a radioactive material release [26]. This phenomenon can be a
consequence of a nuclear power plant accident or accidental releases due to other events. Such a simulator
is very useful for emergency response procedures and risk assessment; it allows scientists to make an efficient
characterization of the released radioactive substance transport to long distance and an accurate tracking of
the more impacted areas. This model takes into account many physical parameters describing in particular the
weather conditions and radionuclide release characteristics. The C-M simulator provides, as output, several
radionuclide concentration maps. The input variables are highly uncertain due to instrumental limits, lack
of knowledge, intrinsic variability and modeling hypotheses. An important objective is to evaluate how these
uncertainties can affect the C-M code predictions and to identify the most influential uncertain parameters.
Global sensitivity analysis (GSA) aims at explaining the model output variability according to the input
parameter uncertainties [32]. Quantitative GSA methods are helpful in the understanding of physical phe-
nomenon; they can guide its modeling through a model variance reduction by dropping the non-significant
variables and increasing the characterization of the influential ones. The input contributions are usually quan-
tified using the Sobol’ indices [33]], a set of sensitivity measures representing the contribution of any single
input parameter or interacting input group to the model output variance. Other sensitivity indices are based
on probability density functions [4], model output derivatives [34] or, coarsely, finite differences [27].
Most of the GSA tools deal only with scalar variables while computer codes often consider more complex
input or output parameters. In particular, the C-M simulator returns a spatial variable discretized over a grid
for different instants and this specificity has to be taken into account. Moreover, the C-M code is CPU time
expensive, which limits the number of possible simulations; consequently, quantitative GSA methods requiring
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thousands of Monte-Carlo runs cannot be directly applied. This paper proposes solutions to deal with these
two problematics.
In order to deal with the CPU time limitation, surrogate modeling is a widely used technique replacing an
accurate but costly computer code with a fast mathematical function, called surrogate model or metamodel,
copying as much as possible the numerical simulator output behavior [30, 12]. Due to its low calculation time
and its satisfying approximation level, a surrogate model can be used in place of the computer code for a GSA
based on intensive Monte-Carlo methods. For example, Crestaux et al. [6] and Marrel et al. [22] compute
the Sobol’ indices using polynomial chaos expansion [16] and Gaussian process model [29] respectively. In
the context of the C-M application, Marrel et al. [24] approximate the spatial model output using a proper
orthogonal decomposition the coefficients of which are modeled by Gaussian process models.
For the problem of sensitivity analysis in presence of a spatial and more generally multivariate output, some
recent works try to provide a solution. From a semantic point of view, Saint-Geours [31] opposes the notions
of site and block sensitivity indices, the first ones running a GSA for each local site of the discretized output
and the second proposing global sensitivity indices with respect to all the sites included in an area of interest.
Among site methods, Marrel et al. [21] map the Sobol’ indices over the grid associated to the model output.
With respect to block sensitivity indices, Campbell et al. [5] use an empirical orthogonal decomposition of the
multidimensional model output (Legendre polynomial, Principal Component Analysis or Partial Least Square
decomposition) and apply one dimensional variance-based GSA to the more informative components. To go
further than this component by component GSA, Lamboni et al. [19] propose a generalized sensitivity index
for each input variable; this is a weighted sum of the first-order Sobol’ indices associated to this input and
computed for the different components of the decomposition. This method has been applied to an industrial
nuclear reactor application [2]. More recently, Gamboa et al. [15] propose an explicit generalization of Sobol’
indices for vectorial outputs and study it from a theoretical point of view. The authors mention the link
between their sensitivity measures and those proposed by Lamboni et al. [19] when all the components are
used in the weighted summation.
All the previous approaches are based on the decomposition of the output variance. Recently, Da Veiga [7]
introduced the use of dependence measures in a sensitivity analysis framework. He considers the covariance
between some non-linear transformations of the input and output parameters in reproducing kernel Hilbert
spaces [17]], or the distance between the output probability density function and the one conditioned by the
input variable of interest [35]. De Lozzo and Marrel [8]extend this use to a screening purpose, the objective
of which is to separate the input parameters into two groups: the significant and the non-significant. Besides
the fact that these dependence measures require less observation than the Sobol’ indices for the estimation
step, Da Veiga [7] opens the way for their use with multidimensional variables, providing a first application on
a problem of pollutant migration in a waste storage site [36]. Lastly, Marrel et al. [23] apply these dependence
measures to a 3-length vectorial output and compare them to generalized Sobol’ indices on a nuclear accident
assessment.
In this paper, we shall focus our attention on the comparison of sensitivity methods based on
variance decomposition and dependence measures for the GSA of the spatio-temporal C-M model.
These methods are based on generalizations of sensitivity measures for multivariate outputs. This
work is guided by many constraints: the spatial-temporal characteristic of the C-M model output,
the time-dependence of some inputs and the important CPU cost of each C-M simulation.
Firstly, we describe the Ceres-Mithra atmospheric model in Section 2. Then, sensitivity measures for a
spatial output are then presented in Section 3, considering variance decomposition methods and dependence
measures, from both site and block points of view. Last, we apply these tools in Section 4 to the C-M problem
and compare their results and interpretations.
2 Ceres-Mithra case study
2.1 Atmospheric model description
Following an accidental release of radionuclides in the atmosphere, the Ceres-Mithra (C-M) simulator evaluates
instantaneous and time integrated activity concentrations for different points and moments. To do this, several
phenomena are simulated: transport, diffusion, impaction and sedimentation. Atmospheric transport modeling
is carried out with the Gaussian puff model [26]. This model assumes that a sequence of individual puffs of
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Figure 1: Flowchart of the studied C-M scenario, with the uncertain input parameters in bold.
which are function of travel time are the default option used in this study. Instantaneous and time integrated
volume activity concentrations are predicted. Deposits on the ground result from mechanisms of diffusion,
impaction and sedimentation from washing out of puffs during rainy situations. The dry deposition velocity is
considered independent of distance from the emissary. Quite important rain leads to more significant deposits.
The calculation of wet deposition velocity with distance from emissary is possible by taking into account the
washing out rate. For aerosols or vapors, depletion due to dry and wet deposition is calculated. Instantaneous
and time integrated surface activity concentrations are predicted.
2.2 Studied scenario of accidental release
In this paper, we consider the scenario studied by Marrel et al. [24]. It is made up of a cesium 137 (noted
137Cs) release occurring simultaneously in two installations of a nuclear site, with distinct locations and heights
of release, during one hour with a constant 137Cs activity. The radionuclide atmospheric dispersion is studied
during two hours from the beginning of the accidental releases, with time steps of 20 minutes. This dispersion
process is function of the radionuclide deposition velocity and of the released radionuclide quantity. Concerning
the weather conditions, there is no rain and the temperature, the hydrometry and the atmospheric stability
are assumed to be constant. Moreover, we supposed that the wind is blowing from the West, with an origin
direction lying in [249◦; 333◦]; this situation represents a dry weather class which is the most likely one. For
the considered nuclear site, because of its role in the radioactive puff spread, the temporal variation of the
wind speed and direction period has to be taken into account in the phenomenon study.
Then, the model output predicted by the C-M simulator is a discretized spatial map of time integrated
surface activity concentration of 137Cs (Bq.s.m-3), at moments t0 + 20′, t0 + 40′, ..., t0 + 120′ where t0 is the
beginning of releases. The associated two-dimensional spatial grid is made up of 60× 45 = 2700 points and
is the same for any C-M simulations. Figure 1 represents the flowchart of this scenario.
2.3 Input uncertainty modeling
In this problem, six input parameters are considered as uncertain and Table 1 describes the probability dis-
tributions modeling these uncertainties. More details about these choices and the law hyperparameters are
given in the article [24]. The release heights of both installations (HR1 and HR2), used by the C-M simulator,
depend on the atmospheric stability conditions which involve effective heights different from the installation
ones. From expert judgment, their uncertainties are modeled by uniform distributions. The released radionu-
clide quantity, represented by the source term activity (STA), is assumed to follow a log-normal distribution
parametrized by the sensor measure error. The same kind of probability law governs the deposition velocity
(DV); this assumption is based on expert opinion. Lastly, the wind speed and direction (WS and WD) are
random temporal processes approached by first-order autoregressive models (AR1)
(Xt − µ) = a (Xt−1 − µ) + εt, where εt ∼ N (0, σ2)
where µ, a, σ2 are the AR1-hyperparameters. For both WD and WS, these parameters have been estimated
in a previous study by maximizing the likelihood associated to a database of ten year meteorological records
obtained from a sensor placed on the nuclear site, with a 10-minute time step [24]. To simulate a realization
of WS (or WD), a trajectory is sampled by 10-minute time step using the AR1 model from a fixed initial value.
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Uncertain inputs Notation Nature Probability distribution
First height of release (m) HR1 real scalar Uniform
Second height of release (m) HR2 real scalar Uniform
Deposition velocity (m.s-1) DV real scalar Log-uniform
Source term activity (Bq) STA real scalar Log-uniform
Wind direction (◦) WD real vector AR(1) truncated process
Wind speed (m.s-1) WS real vector AR(1) truncated process
Uncertain outputs
Time integrated 137Cs TIC real matrices
concentrations (Bq.s.m-3) (1 per time step)
Table 1: Uncertainty characterization of the inputs and outputs, for the C-M application.
As a result, to obtain a 2-hour trajectory, 12 values of white noise εt are sampled. The C-M simulator dealing
with a 20-minute time step, the simulated WS and WD trajectories are then averaged by 20-minute interval,
leading to two vectors of length 6. Consequently, there is a total of 4 + 12 × 2 = 28 random parameters for
each simulation: 1 for HR1, 1 for HR2, 1 for STA, 1 for DV, 12 for WD and 12 for WS. At the end, we are
interested in the impact of 6 uncertain variables on the radionuclide concentration map: 4 scalar ones (HR1,
HR2, DV and STA) and 2 vectorial ones (WD and WS).
3 Sensitivity measures for spatial outputs
We look at the spatial numerical simulator
Y = f(X) = f (X1, . . . , Xd1 ,Xd1+1, . . . ,Xd1+d2) (1)
where X1, . . . , Xd1 are d1 real scalar input parameters, Xd1+1, . . . ,Xd1+d2 are d2 vectorial input variables,
Y ∈ Rp is a vectorial output and d = d1 + d2 is the total number of parameters. More precisely, for any
i ∈ {1, . . . , p}, the component Yi (also noted Y (X; zi) or Y (zi)) represents the simulator output value at
the spatial point zi of the grid Z = {z1, . . . , zp}. The d input parameters are considered as random variables
whose laws are perfectly known. About the d2 vectorial input variables, we have in mind discretized versions
of functional data, such as temporal curves or spatial fields. Note that for the C-M application, d2 = 2 and
the two corresponding vectorial inputs for the C-M prediction at the time t = t0 + i× 20′, i ∈ {1, . . . , 6}, are
















being the value of the wind components at time •. The initial values (WD[t0],WS[t0])
are fixed and assumed to be known.
In the following, we present two families of sensitivity measures for quantifying the influence of an input
parameter on the computer code output Y: a first one based on output variance decomposition and a second
one based on dependence measures. Using the terminology introduced by Saint-Geours [31], site and block
versions are proposed for both types, what provides sensitivity measure maps corresponding to the grid Z and
scalar sensitivity measures summarizing these informations.
In the framework of the C-M application, the sensitivity measure estimators will be built using S =(
X(i),Y(i)
)






3.1 Use of Sobol’ indices
Since the original paper of Sobol [33], the variance-based sensitivity measures called Sobol’ indices are widely
used in GSA industrial applications and the literature about their enhancement is abundant.
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3.1.1 Classical Sobol’ indices for a real scalar output
We consider a numerical simulator Y = f (X1, . . . , Xd) ∈ R function of the independent random input




<∞, the following decomposition is derived [11]:














where f∅ = E[f(X)], fj(Xj) = E[f(X)|Xj ] − f∅ and fu(Xu) = E[f(X)|Xu] −
∑
v⊂u fv(Xv), with the
notation Xu = (Xi)i∈u, for any u ⊂ {1, . . . , d}. All the 2d summands in (2) have zero mean and are mutually











where Su and STu are the first-order and total Sobol’ indices for the input set Xu. (Su)u⊂{1,...,d} are the
elements of the f(X) variance decomposition according to Equation (2), normalized by the output variance;
these elements sum to one.
Most of the time, we only consider the effect of a single variable Xi, i ∈ {1, . . . , d}, rather than an input
group one Xu. In this case, the Sobol’ indices takes the form:
Si =
V [E [f(X)|Xi]]







Meaning. The first-order Sobol’ index Si represents the part of the output variance explained by the iso-
lated input parameter Xi. The total one STi corresponds to Si completed by the part of the output variance
explained by Xi in interaction with any other input or group of inputs.
Estimation. Many estimators exist for the approximation of the first-order and total Sobol’ indices [32],
using evaluations of the numerical simulator or evaluations of a surrogate model, when this model is CPU
time expensive. Most of the estimation methods are implemented in the R package sensitivity [28].
Limitation. Classical Sobol’ indices are dedicated to scalar outputs. For the spatial model (1), they can
be used for every element of the grid Z and thus, provide a classical Sobol’ index map for any input parameter
(see, e.g., [24]); in this case, these measures are called “site sensitivity indices” and make sense. On the other
hand, for many years, extensions and other approaches have been proposed to deal with multidimensional input
and output parameters (see, e.g., the review in [31]). In the following, we focus on recent works dedicated to
multidimensional outputs.
3.1.2 Generalization of the Sobol’ indices to a spatial output
Gamboa et al. [15] introduce generalized Sobol’ indices for any input parameter Xi, i ∈ {1, . . . , d}, in the
explanation of the multidimensional output variance. To achieve this, they consider the multidimensional
model Y = f(X) ∈ Rp satisfying E [‖f(X)‖2] <∞ and apply the Hoeffding decomposition to the function
f : Rd 7→ Rp:
f(X) = f∅ + fi(Xi) + f∼i(X∼i) + fi,∼i(Xi,X∼i)
where f∅ = E[Y], fi = E[Y|Xi] − f∅, f∼i = E[Y|X∼i] − f∅ and fi,∼i = Y − f∼i − fi − f∅, with
X∼i = (Xj) 1≤j≤d
j 6=i
. Then, they compute the covariance matrix of both sides of this equality and apply
the trace operator in order to turn the matrix format into a scalar one:
trace(Σ) = trace(Ci) + trace(C∼i) + trace(Ci,∼i)
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where Σ = V [f(X)] ∈ Mp(R), Ci = V [fi(Xi)], and so on. Finally, dividing both sides by trace(Σ) leads










where V[Yl] is the variance associated to the lth scalar output and Si,l is the first-order Sobol’ index associated
to the lth output for the ith input parameter.























































with Xˇ(j)∼i being an







i,∼i = 1− S[G]∼i .
These generalized Sobol’ indices are equal to the sensitivity measures proposed by Lamboni et al. [19],
when all the terms of the output proper orthonormal decomposition (POD) used in their work are kept in the
global sensitivity index computation.
3.2 Hilbert-Schmidt independence criterion
Da Veiga [7] introduces the use of dependence measures for global SA and De Lozzo and Marrel [8] extend
this work to a screening purpose. Among these dependence measures, we focus on the Hilbert-Schmidt
Independence Criterion (HSIC) which is based on input and output parameter space transformations. These
new indices can be extended to multivariate inputs and outputs. Marrel et al. [23] have recently applied them
on a 3-length vectorial output for a nuclear assessment study. These tools have also been used on a spatial
output field for a an industrial application of pollutant migration in a waste storage site [7]. In this section,
we present the HSIC firstly, in a site point of view, and secondly in a block one.
3.2.1 HSIC definition, associated sensitivity measure and estimator
Gretton et al. [17] propose the Hilbert-Schmidt independence criterion (HSIC) for detecting the dependence
between the random variablesW1 ∈W1 andW2 ∈W2, based on the covariance between some transformations
of W1 and W2. For any i ∈ {1, 2}, an universal reproducing kernel Hilbert space (RKHS) Fi composed of
functions mapping from Wi to R and defined by the kernel function ki is considered. 〈f, g〉Wi denotes the
scalar product over Wi between the elements f and g of Wi. See [1] for details on RKHS theory.
Then, the operator of crossed-covariance CW1W2 is the linear operator mapping from F2 to F1 and defined
for any f ∈ F1 and any g ∈ F2 by:
〈f, CW1W2g〉F1 = Cov (f(W1), g(W2)) .
This operator generalizes the notion of covariance between W1 and W2.
Finally, the Hilbert-Schmidt Independence Criterion (HSIC) [17] is defined as the Hilbert-Schmidt norm of
the operator CW1W2 [9]:




where (ui)i≥0 and (vj)j≥0 are orthonormal bases of F1 and F2, respectively. Considering W ′1 and W ′2 inde-
pendent copies of W1 and W2, HSIC(W1,W2) can be rewritten:
HSIC(W1,W2)
= EW1,W ′1,W2,W ′2 [k1(W1,W
′
1)k2(W2,W ′2)]















Dependence. This dependence measure is equal to zero if and only if the random variables W1 and W2
are independent. This assertion is no longer valid if the RKHS are not universal.
GSA. Applying the HSIC formula to the model (1) in a GSA purpose, Da Veiga [7] proposes the following





Estimator. Considering the N -sample S, an estimator of the measure HSIC(Xk, Y ) is proposed in [17]:
ĤSIC(Xk,Y) =
1
(N − 1)2 Tr(KXkHKYH)

















1≤i,j≤N . Then, Ri





The computational cost of these estimators are in O(N2).
Kernel choice. The kernel functions involved in the HSIC definition can belong to various classes of
kernel functions, such as the Gaussian, Laplacian or Matérn families [14]. These functions often require
hyperparameter values which can be deduced from heuristic processes or fixed in order to maximize the HSIC



















the empirical median associated to
(∣∣∣w(i)k − w(j)k ∣∣∣)1≤i,j≤N .
Block and site sensitivity indices. Referring back to the spatial model (1) and considering the input
parameter Xk, k ∈ {1, . . . , d}, the block sensitivity index is given by Equation (4) and the site sensitivity
indices are equal to
Rk(zi) =
HSIC(Xk, Y (zi))√
HSIC(Xk, Xk)HSIC(Y (zi), Y (zi))
. (6)
for any i ∈ {1, . . . , p}.
For high dimensional input and output variables such as temporal curves or spatial fields, Da Veiga [7]
advises the use of kernels depending on semi-metrics dedicated to functional data [13]. In the following, we
present this method for a random output variable Z(t) indexed by a real scalar parameter t.
3.2.2 HSIC for functional variables




<∞, the functional principal com-

































W (i)(t)−W (j)(t)) vk(t)dt)2 (7)
they call it the PCA semi-metric. Then, because we do not observe the function W but a discretized version





















where V is the p× q real matrix whose columns are the eigenvectors associated to the q greatest eigenvalues
of the covariance matrix ΓˆM where Γˆ = 1N
∑N
i=1W(i)W(i),T and M = diag(m1, . . . ,mp) is the diagonal
matrix made of quadrature weights, usually mi = ti − ti−1, for i ∈ {1, . . . , p}.
In practice, the number of principal components q is such that some ratio α of the total variance is








where λ1 ≥ . . . ≥ λJ are the eigenvalues of ΓˆW .
Finally, given a kernel function k acting on R, the kernel function applied to the observations W (i) and
W (j) is







In particular, for the Gaussian case, we write







Extension to a spatial variable. The PCA semi-metric (Equation (7)) has been proposed by Ferraty and
Vieu [13] for functional variables indexed by a real scalar, such as spectrometric or temporal curves. Its use has
been recently extended to spatial variables [7]. However, the approximation of Expression (7) by Expression (8)
can be questionable when the discretization Z is irregular or not sufficiently fine; this criticism is emphasized
by the dimension of the functional variable index. In the C-M case study for example, the output variable is
indexed by a two-dimensional parameter z ∈ Z representing the spatial location, even by a three-dimensional
one (z, t) ∈ Z × {t0 + 20′, t0 + 40′, . . . , t0 + 120′} if we consider the spatio-temporal aspect parametrized by
a large time step. The mesh density, relatively to the physical phenomenon scale, is often lower in this kind
of problems because of the high CPU time associated to a fine mesh in two or three dimensions and the use
of Equation (8) is not appropriate.
To face this limitation, we propose in this paper an alternative kernel function to (9) based on a proper
orthogonal decomposition (POD) of the model output vector:
Y = µ+ VH
with µ = E [Y], V is the matrix whose columns v1, . . . ,vp are the eigenvectors of Σ = V [Y ], also called
components, and H = VT (Y− µ) is a random vector. The eigenvalues associated to v1, . . . ,vp are noted
λ1, . . . , λp.












where Y¯ = 1N
∑N
i=1Y(i). Similarly, we note λˆk and vˆk, the kth eigenvalue and eigenvector of Σˆ respectively






where Hˆik = 〈Y(i) − Y¯, vˆk〉2, 〈, 〉2 being the scalar
product on Rp. Finally, we propose the following kernel function:
















empirical median associated to the output distance sample
(∣∣∣Y(i)k −Y(j)k ∣∣∣) 1≤i6=j≤N
1≤k≤p
.
Equation (11) replaces the classical squared Euclidean distance between W and W′ by the same distance
applied on linear transformations of these variables, which are function of the output POD.
3.3 Randomized dependence coefficient
We also consider in this paper the randomized dependence coefficient (RDC), which is another dependence




corr (g(Xk), h(Y)) ,
where g and h are Borel-measurable functions with finite variance. To our knowledge, this dependence measure
has never been used in a GSA purpose. This dependence measure has an advantageous computational cost in
O(N log(N)) whereas the HSIC one is in O(N2). For any N -sample S = (X(i),Y(i))1≤i≤N of (X,Y) with





















with wY,1, . . . ,wY,γ i.i.d∼ N (0, δIp) and bY,1, . . . , bY,γ i.i.d∼ N (0, δ), the same thing being done for Xk. The
RDC between Xk and Y measures the largest canonical correlation between random non-linear projections
of their respective empirical copula-transformations and is used for testing their dependence, based on the
property “RDCk = 0 if and only if Xk and Y are independent”. The reader is referred to [20] for more details.
In our study, we estimate the RDC using the default values of γ and δ given by the authors.
The RDC can deal with vectorial inputs and outputs. Consequently, a first approach to take into account
functional variables consists in considering discretized versions of these quantities in a vectorial way.
4 Application to the Ceres-Mithra case study
Now, we apply the sensitivity indices presented in Section 3 to the Ceres-Mithra (C-M) study case described
in Section 2. Both site and block versions are considered and the performances and interpretations of these
different measures are compared. In a last part, we extend the notion of block sensitivity index to the temporal
evolution of the spatial output, in order to summarize the contribution of an input uncertainty to the output
one over the whole spatio-temporal domain.
The estimation of Sobol’ indices requiring a high number of evaluations, the surrogate model built by
Marrel et al. [24] is necessary because of the important CPU time cost of each C-M run. This metamodel is
an orthogonal decomposition of the spatial output, whose coefficients are approximated by Gaussian process
models (GPMs). These GPMs have been parametrized using a learning sample of size N , based on a maximin
Latin hypercube sampling design [25, 18], with N = 200, and validated by cross-validation. Note that, from
the AR1 model properties, these metamodels use the independent time increments of the wind components
rather than the original vectors WD[t] and WS[t], in order to consider independent inputs in the surrogate
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modeling. For an equitable comparison, this surrogate model is also used for the sensitivity indices based on
a HSIC and RDC dependence measure, even if these indices require less simulations and could have been es-
timated directly from the C-M simulator. The different sensitivity indices are estimated from many thousands
simulations of the previous metamodel.
For an easier lecture, site and block sensitivity indices (4) and (6) based on the HSIC and the RDC are








for any j ∈ {1, . . . , p} and any k ∈ {1, . . . , d}.
4.1 Site sensitivity indices
Firstly, for any input parameter and any instant, we consider a sensitivity map where each pixel represents
the value of a given sensitivity index at this specific point. Figure 2 represents the temporal evolution of the
sensitivity maps associated to the significantly influential input variables in the HSIC sense, with Gaussian
kernel and σ calibration using the empirical standard deviation. The heights of release and deposition velocity
are not represented because the estimated sensitivity indices are negligible what reveals that their uncertainty
has no impact on the output variability. This figure is completed by Figure 3 representing these results av-
eraged over the spatial domain (only the spatial points where the empirical output variance is significant are
considered). After 20 minutes, the source term activity (STA) has an important impact (around 25%) on
the variability of the plume central part, while the wind direction (WD) highly impacts bottom and top sides
of the plume and the wind speed (WS) explains almost the totality of the uncertainty localized at the right
extremity. Logically, wind conditions play an important role in the plume shape, WD and WS focusing on the
plume width and length respectively. When the time passes, STA still has an almost exlusive influence in the
central part but also to the right side which is opposed to the wind origin direction, while the wind conditions
highly impact top and bottom parts (between 35% and 70%). Finally, these results are qualitatively similar to
those obtained with the total Sobol’ indices in Marrel et al [24], but the latter give a higher weight to the wind
direction. These quantitative differences between dependence measures and variance-based indices have been
highlighted by De Lozzo and Marrel [8] on test functions comprising linear, monotonous or non-monotonous
effects.
Figures 4 and 5 show that the RDC leads to conclusions qualitatively closer to the HSIC’s ones than to
the Sobol’ ones. Moreover, HR1, HR2 and DV have local contributions to the output variability up to 20% in
terms of RDC, which are greater than in terms of HSIC or Sobol’ indices. The associated sensitivity maps are
not represented in this paper for clarity reasons and because they are significantly less influential than STA,
WD and WS. The qualitative similarity can be explained by the fact that both indices are dependence measures
based on transformations of the model parameters. Out of the scope of this paper, complementary studies
about the RDC should be realized for a better use and comprehension of this dependence measure in GSA.
Particularly, it seems appropriate for a screening purpose, due to its definition and to many advantages such
as a low computational cost and the intrinsic possibility to deal with vectorial input and output parameters.
4.2 Block sensitivity indices
Now, we turn to a block sensitivity analysis where the interest is to summarize the contribution of an input
parameter to the output uncertainty by a single real scalar, rather than by a sensitivity map. Concretely, we
compare the following sensitivity indices:
• the generalized Sobol’ indices for the whole output (see Expression (3));
• the HSIC-based sensitivity indices for the whole output (see Expressions (4-5)), with a Gaussian kernel
function whose hyperparameters σ are calibrated by empirical standard deviations or the medians;
• the distance correlation (a particular HSIC with a non-parametric kernel, rather than a Gaussian one);
• the RDC applied to the first principal components (PCs) of the output proper orthogonal decomposition.
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Figure 2: Temporal evolution of normalized site HSIC for the significantly influential inputs.
Figure 3: Temporal evolution of normalized site HSIC averaged over the spatial domain.
4.2.1 Spatial consideration
Figure 6 represents the time evolution of the block sensitivity indices based on HSIC, RDC, distance correlation
(a particular HSIC without hyperparameter; see [7]) and Sobol’ decomposition for the whole model output.
Firstly, all measures agree on the dominance of the wind direction and source term activity. Secondly, Sobol’
indices and distance correlations lead to similar conclusions which do not vary with time: the WD contribution
to the output variability is between 60% and 80%, the STA one between 15% and 20% and the WS one
between 5% and 20%. Then, the HSIC gives different results according to the choice of the hyperparameter
σˆ, except that the group STA-WD explains more than 80% of the output behavior (up to 90% for some
instants) and the group HR1-HR2-DV has almost no effect on the output uncertainty. When the empirical
median is used and following the timeline, the STA/WD contribution goes from 25%/60% after 20 minutes to
40%/50% at the final time. In other words, the wind direction is clearly the more significant input parameter
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Figure 4: Temporal evolution of normalized site RDC for the significantly influential inputs.
Figure 5: Temporal evolution of normalized site RDC averaged over the spatial domain.
at the beginning of the release while after 2 hours, its contribution is close to the source term activity one.
When the empirical standard deviation is considered for σ, the wind component contributions slighly change
over time while the other input uncertainties keep the same impacts on the output variability. We can see
that different calibrations of σ lead to results slightly different. Particularly, the choice of the median seems
to give a higher relative contribution to the less influential input parameters. Finally, according to the RDC
and independently from the considered instant, wind components and source term activity explain almost
80% of the output variability (30% for STA, 30% for WD and 20% for WS) and the group HR1-HR2-DV
explains a total of 20% of the output variability. These results are rather different from those obtained with
the HSIC-based sensitivity measures or with the Sobol’ indices and distance correlations. However, we can
notice that the latter are closed to the RDC applied to the first component of the output POD, which explains
more than 50% of the variability presented in the output of the learning sample used for the surrogate model
construction. When the number of components increases, the RDC tends to the previous results for the whole
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output. These differences of results can be due to the formulation of RDC which computes empirical copula
transformations for each pixel of the output map or for each component of the POD. Further studies could
be perfomed with advanced tools dealing with copula for spatial output.
To conclude, block HSIC and Sobol’ sensitivity indices lead to consistent results but some quantitative
differences occur. This is essentially due to the fact that these indices are different by definition, with Sobol’
indices measuring the input contributions to the output variance and HSIC ones measuring the dependence
between the input parameters and the output in a more general way.
4.2.2 Spatio-temporal consideration
Finally, we apply the sensitivity indices based on the HSIC and the RDC to the whole temporal scenario in
order to summarize the input uncertainty contribution to the output variability by a single percentage rather
than one by time step. We consider that these sensitivity indices are more appropiate for structured outputs,
such as spatio-temporal variables, than the generalized Sobol’ indices. For the HSIC approach, we simply
extend the Gaussian kernel version (Expression (11)) dealing with the principal components of a spatial map
to the spatio-temporal cases:











where σˆ is the empirical median computed from the sample
(∣∣∣Y (i)[t0+t×20′],k − Y (i′)[t0+t×20′],k∣∣∣)1≤i,i′≤n,1≤t≤6,1≤k≤ny








way, we obtain the results presented in Table 2. From this point of view, it is clear that the uncertainty on the
wind direction and the source term activity plays an important role in the model output variability (between
35 and 50% for each of these input parameters). From this, characterization efforts should be oriented on
these two variables in order to efficiently reduce the uncertainty on the simulator forecasts. To a lesser extent,
the wind speed plays also a significant role. As is the case for site and block points of view, the use of RDC
leads to different conclusions, with a greater weight for the variables HR1, HR2 and STA, even if WD, STA
and WS remain the most influential parameters.
It is important to point out that the use of this sole all-in-one GSA is not recommended because it can
hide very different input parameter contributions occurring at some instants of the plume temporal evolution.
On the contrary, we advise this synthetic approach in addition to block GSAs (even also site GSAs) for the
different instants.
HSIC HSIC RDC
with median with standard deviation
med(|Y − Y ′|) std(Y )
HR1 3% 1% 9%
HR2 3% 1% 13%
DV 4% 1% 14%
STA 40% 35% 21%
WD 46% 49% 21%
WS 5% 12% 21%
Table 2: Normalized block sensitivity measures over the whole time and space variation domain.
5 Conclusion
This paper presents several sensitivity indices dealing with spatial model outputs. They are based either on
dependence measures or on variance decompositions. More precisely, the dependence measures are function
of the Hilbert-Schmidt Independence Criterion using a Gaussian kernel while the variance-based measures are
the conventional Sobol’ indices.
For the latter, a recent extension to spatial output is presented, based on output covariance matrix decom-
position. A link is mentioned between both these generalized Sobol’ indices and those of Lamboni et al. [19],
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which aggregate elementary sensitivity analyses applied to the components of an output proper orthogonal
decomposition.
Moreover, we mention that dependence and variance based sensitivity measures can be computed either
for any single pixel of the output map, thereby producing spatial maps of site sensitivity indices, or for the
whole output, leading to block sensitivity measures summarizing the contribution of the input parameter
uncertainties to the entire spatial output variability. Both approaches are compared on an environmental
application and appear to be complementary: the first one focuses principally on local perturbations due to
the input variable uncertainties while the second one looks for the origin of the whole output uncertainty. In
this way, site sensitivity measures advantageously highlight possible local contributions which are hidden by
global measures. However, in a qualitative GSA with a screening purpose, spatial maps can be too informative,
thereby making their comparison and the ranking of input variables difficult. In this case, block sensitivity
measures become a useful tool that can be used to prioritize characterization efforts, for example. Through the
industrial application and the comparison of the different indices (dependence measures and Sobol’ indices)
and their different versions (block and site ones), we give a first methodological guide for the global sensitivity
analysis in a high dimensional context. Lastly, results obtained with variance-based and dependence measures
are consistent but the second ones have the great advantage of requiring much less observation for the
estimation step which can be carried out directly from the computer code, without any surrogate model.
Future research could focus on the randomized dependence coefficient in a GSA framework, this measure
having proved to be encouraging from a CPU time point of view and from its ability to deal with vectorial
output parameters. We have successfully applied it on the environmental study case and compared it with the
other dependence measure based on HSIC, even if its interpretation is less straightforward.
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