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Re´sume´ – Cet article pre´sente une me´thode de segmentation des images obtenues au moyen d’un sonar a` antenne synthe´tique (SAS), afin de
mettre en e´vidence certaines caracte´ristiques des e´chos (nombre, position, forme, . . . ) des mines sous-marines, pose´es au fond de la mer. Cette
me´thode de segmentation est base´e sur les caracte´ristiques statistiques de l’image sonar, mises en e´vidence par la repre´sentation moyenne /
e´cart-type. Elle est automatise´e en utilisant un crite`re d’entropie.
Abstract – A segmentation method of synthetic aperture sonar (SAS) images is presented, in order to highlight some characteristics (num-
ber, position, shape, . . . ) of under-water mines echoes. This segmentation method is based on statistical characteristics of the sonar images,
highlighted by the mean – standard deviation plane. It is automated by using an entropy criterion.
1 Introduction
1.1 Le sonar a` antenne synthe´tique (SAS)
La de´tection et la classification des diffe´rents types de mines
sous-marines sont aujourd’hui des proble`mes strate´giques pri-
mordiaux [1]. Ces dernie`res anne´es, le sonar a` antenne synthe´-
tique (SAS) est de plus en plus utilise´ dans l’imagerie des fonds
marins graˆce a` sa bonne re´solution. En effet, e´tant constitue´
d’un sonar actif que l’on de´place le long d’un rail rectiligne, il
permet de simuler une antenne de grande dimension qu’il serait
impossible de re´aliser pour des raisons techniques et de couˆt.
Apre`s un processus classique, la synthe`se d’ouverture, per-
mettant de combiner les signaux enregistre´s en diffe´rentes posi-
tions et une compensation des diffe´rents retards,nous obtenons
une image sonar repre´sentant le fond marin dont on peut tirer
les informations qui nous inte´ressent.
FIG. 1 – image obtenue apre`s traitement des donne´es SAS
(e´chelle en dB)
Les donne´es re´elles traite´es et pre´sente´es dans cet article
ont e´te´ enregistre´es lors de la mission IFSAS’99 dans le cadre
d’une collaboration entre la DGA (De´le´gation Ge´ne´rale pour
l’Armement) et la DERA (Defense Evaluation and Research
Agency, Royaume-Uni) qui a fourni le mate´riel expe´rimental.
Nous obtenons une image du fond marin repre´sentant une sur-
face de 10m sur 20m avec une re´solution de 1cm environ dans
les deux directions (figure 1). On remarque alors la pre´sence de
deux mines que l’on peut voir graˆce aux ombres projete´es sur
le fond marin et aux e´chos (points brillants devant l’ombre).
Dans la suite de cet article, les resultats seront presente´s sur la
partie de l’image contenant la mine de type “rockan”.
1.2 Proprie´te´s statistiques des images
Les images sonar obtenues par le syste`me SAS sont forte-
ment bruite´es par du speckle qui donne a` l’image un aspect gra-
nulaire. Ce bruit est duˆ a` la pre´sence d’e´le´ments (sable, roches,
. . . ), de petites dimensions par rapport a` la longueur d’onde,
distribue´s ale´atoirement sur le fond marin. Le capteur rec¸oit
alors le re´sultat de l’interfe´rence de toutes les ondes re´fle´chies
par ces diffuseurs contenus dans une cellule de re´solution [2, 3].
La re´ponse R sur une cellule de re´solution peut alors eˆtre
mode´lise´e par l’e´quation suivante :
R = A. exp (j.φ) = X + j.Y (1)
avec X et Y des variables ale´atoires gaussiennes.
L’amplitude A =
√
X2 + Y 2 e´tant le parame`tre qui nous
inte´resse, on calcule sa densite´ de probabilite´. On obtient alors
une loi de Rayleigh de la forme :
RA(A) = A
α2
exp
(
− A
2
2α2
)
;A ≥ 0 (2)
Cette formule aboutit a` une proprie´te´ inte´ressante de la loi de
Rayleigh qui est la relation de proportionalite´ entre l’e´cart-type
σA et la moyenne µA de l’amplitude A :
µA = kR.σA avec kR ≈ 1, 91 (3)
Cette mode´lisation du speckle est la plus classique. Mais elle
n’est pas toujours re´aliste expe´rimentalement, notament quand
on observe une diminution sensible du nombre de diffuseurs
dans une cellule de re´solution, ce qui est souvent le cas dans
l’imagerie sonar haute re´solution [3]. L’amplitude A du signal
rec¸u est alors mode´lise´e par une loi de Weibull :
WA(A) = δ
β
(
A
β
)δ−1
exp
{
−
(
A
β
)δ}
;A ≥ 0 (4)
Le parameˆtre δ, que l’on estime par maximum de vraissem-
blance sur l’image sonar, offre une plus grande souplesse que la
loi de Rayleigh (cas particulier avec β = √2α et δ = 2). Avec
cette loi, on conserve une relation de proportionnalite´ entre σA
et µA, mais avec un coefficient kW (δ) de´pendant de δ :
kW (δ) =
Γ(1 + 1
δ
)√
Γ(1 + 2
δ
)− Γ(1 + 1
δ
)2
(5)
Cette proprie´te´, qui conduit ge´ne´ralement a mode´liser le spe-
ckle comme un bruit multiplicatif, sera utilise´e par la suite pour
la segmentation des images sonar.
1.3 Traitements du speckle
Le traitement d’images bruite´es par du speckle a donne´ lieu a`
une litte´rature particulie`rement abondante, non seulement dans
le domaine du sonar [3], mais aussi dans l’imagerie radar [4] et
me´dicale [2].
Parmi les traitements propose´s, certains sont base´s sur le ca-
racte`re multiplicatif du speckle (e´quation 3) que l’on cherche
a` re´duire. C’est le cas du filtre de Lee [5] base´ sur le calcul
de la moyenne et de l’e´cart-type localement sur l’image so-
nar. Les filtres de type homomorphique [6] tranforment le bruit
multiplicatif en bruit additif (en passant par le logarithme) afin
d’utiliser les filtres classiques pour les bruits additifs (moyen-
neur, me´dian, . . . ).
Dans le cadre de la chasse anti-mines sous-marines, de pre´-
ce´dents travaux ont cherche´ a segmenter et e´tudier les ombres
projete´es en utilisant une mode´lisation markovienne de l’image
sonar [3].
Dans ce papier, nous cherchons a` re´aliser une segmentation
des e´chos des mines en utilisant les caracte´ristiques statistiques
locales de l’image SAS, afin de mettre en e´vidence les re´gions
d’inte´reˆt pour une de´tection et une classification des mines sous-
marines. Afin de pre´server l’information statistique de l’image,
mode´lise´e dans le paragraphe 1.2, aucun filtrage de l’image
d’origine n’est ici effectue´.
2 Repre´sentation moyenne / e´cart-type
Des e´tudes re´centes [7] ont montre´ que la projection de l’i-
mage sonar dans un repe`re moyenne / e´cart-type permet de
bien se´parer les e´chos du bruit de fond, ceci graˆce a` leurs ca-
racte´ristiques statistiques diffe´rentes : le bruit et les ombres ont
des moyennes et e´carts-types faibles, tandis que les e´chos, qui
sont des e´le´ments de´terministes, ont des moyennes e´leve´es et
des e´carts-types faibles, avec une transition a` e´cart-type e´leve´
et moyenne croissante.
La figure 2 pre´sente la repre´sentation moyenne / e´cart-type
de l’image contenant la mine de type “rockan” (figure 3). Apre`s
estimation locale de la moyenne et de l’e´cart-type sur un voi-
sinage 5 × 5, chaque pixel est repre´sente´ par un point du plan
moyenne / e´cart-type. Le choix de la taille de la feneˆtre de cal-
cul doit se faire sur un compromis entre une taille trop faible,
qui provoque une variance trop importante dans l’estimation,
et une taille trop e´leve´e qui fait disparaıˆtre les structures de´ter-
ministes dans le bruit.
On peut alors remarquer une structure line´aire qui s’explique
par la relation de proportionalite´ entre la moyenne et l’e´cart-
type vue pre´ce´demment. Les structures en forme de “cornes”
correspondent aux e´chos sur l’image sonar. Ainsi, on peut voir
plusieurs “cornes” en diffe´rentes positions et de diffe´rentes tail-
les, correspondant chacune a` un e´cho. Ces caracte´ristiques peu-
vent alors nous permettre, assez facilement, de diffe´rencier les
e´chos entre eux, et avec le bruit de fond dont les points corres-
pondants dans la repre´sentation sont proches de l’origine.
3 Segmentation
3.1 Description de la me´thode de segmentation
Afin de mettre en e´vidence certaines caracte´ristiques des e´-
chos et pour localiser des re´gions d’inte´reˆt pour la de´tection et
la classification de ces mines, on proce`de a` une segmentation
de l’image sonar par simple seuillage dans le plan moyenne /
e´cart-type.
Pour cela, nous partons du fait que les points de la repre´sen-
tation moyenne / e´cart-type associe´s au bruit et a` l’ombre sont
proches de l’origine. On peut alors les isoler en imposant des
seuils en moyenne et en e´cart-type et en conside´rant les points
de la repre´sentation en dessous de ces seuils comme corres-
pondant a` des pixels du bruit. La relation de proportionalite´
entre la moyenne et l’e´cart-type du bruit (e´quation 3) permet
de de´terminer le seuil en moyenne une fois le seuil en e´cart-
type fixe´.
Trois solutions s’offrent a` nous :
– soit on prend le coefficient e´value´ par la loi de Rayleigh
(≈ 1, 91) et on calcule le seuil en moyenne avec ce fac-
teur,
– soit on prend le coefficient e´value´ par la loi de Weibull,
– soit on calcule par la me´thode des moindres carre´s la droi-
te de re´gression de la repre´sentation et on calcule le seuil
en moyenne comme e´tant l’image du seuil en e´cart-type
par cette droite.
Par re´gression line´aire sur la repre´sentation moyenne / e´cart-
type de l’image de la “rockan” (figure 2), nous obtenons une
droite de pente 1, 57 environ. La diffe´rence entre cette valeur
et le coefficient de la loi de Rayleigh est due aux limites de la
mode´lisation statistique du bruit par cette loi. Une mode´lisation
par une loi de Weibull donnerait un coefficient beaucoup plus
proche du re´sultat de la re´gression (e´quation 5, meˆme valeur a`
10−2 pre`s).
Pour la segmentation, nous choisissons ici la dernie`re solu-
tion, avec la droite de re´gression aparaissant en pointille´s et les
seuils en traits gras (figure 2). Nous obtenons alors un re´sultat
tel que celui de la figure 4 ou` on voit bien apparaıˆtre les e´chos
des mines segmente´s.
FIG. 2 – Repre´sentation moyenne / e´cart-type : comparai-
son des relations de proportionnalite´ par Rayleigh (points)
et par Weibull ou e´value´e par re´gression line´aire (tirets)
et repre´sentation des seuils pour la segmentation (e´cart-
type : 4000 ; moyenne : 6751)
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FIG. 3 – image de la “rockan”
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Segmentation: seuils: ecart−type = 4000, moy. = 6751
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FIG. 4 – image de la “rockan” segmente´e et re´partition des
points segmente´s selon les deux axes. Entropies calcule´es : abs-
cissses : 3,46 ; ordonne´es : 4,58
3.2 Automatisation de la segmentation : entro-
pie de l’image segmente´e
Dans le paragraphe pre´cedent, nous avons vu une me´thode
de segmentation ne´cessitant le re´glage du seul seuil en e´cart-
type, le seuil en moyenne se de´duisant de celui-ci. Nous propo-
sons alors dans ce papier d’automatiser la me´thode de segmen-
tation, en re´glant automatiquement ce parameˆtre. Pour cela, on
re´alise une segmentation progressive, en abaissant le seuil en
e´cart-type, et on se donne un crite`re d’arreˆt qui est ici l’entro-
pie de l’image segmente´e selon les deux axes. Cette entropie
est e´value´e en comptant le nombre de pixels segmete´s colonne
par colonne (respectivement ligne par ligne) sur l’axe des abs-
cisses (respectivement l’axe des ordonne´es), et on normalise a`
1 afin d’identifier les re´sultats a` des densite´s de probabilite´ (fi-
gure 4). On calcule alors l’entropie Haxe sur chaque axe selon
la formule :
Haxe = −
∑
paxe(i) 6=0
paxe(i). log2 paxe(i); i = 1 . . .Naxe (6)
avec Naxe le nombre de colonnes (respectivement de lignes) et
paxe(i) le “nombre de points segmente´s” (apre`s normalisation)
dans la colonne (respectivement la ligne) i. Ces crite`res per-
mettent d’e´valuer la dispersion des points segmente´s selon les
deux axes : plus l’entropie est e´leve´e, plus les points segmente´s
sont re´partis uniforme´ment sur l’image (le seuil atteint alors le
niveau du bruit).
En effectuant une segmentation progressive (on diminue le
seuil progressivement), on peut alors voir l’entropie selon les
deux axes augmenter, mais pas de fac¸on re´gulie`re (voir la fi-
gure 6). On peut ainsi observer deux ruptures de pente, dont
une tre`s nette, en ordonne´e (azimut), et une rupture de pente
nette en abscisse (site). Les ruptures de pente sont indique´es
par des fle`ches sur la figure : la rupture 1, seulement visible
en azimut, est a` un e´cart-type d’environ 6250 et la rupture 2 a`
environ 4000.
Pour comprendre la signification de ces irre´gularite´s, regar-
dons les re´sultats pour des segmentations a` des seuils com-
pris entre ces ruptures (figure 5). Nous pouvons ainsi voir que
lorsque l’on diminue progressivement le seuil dans le plan moy-
enne / e´cart-type, on commence par segmenter l’e´cho principal.
Ensuite, on commence a` segmenter le second e´cho, d’ou` un
saut d’entropie (saut 1), les points segmente´s e´tant regroupe´s
maintenant en 2 groupes au lieu d’un. Et enfin, on segmente
le bruit de fond, d’ou` le saut d’entropie tre`s net (saut 2). Les
deux e´chos segmente´s e´tant paralle`les a` l’axe des azimuts, la
premie`re rupture de pente est seulement visible en azimut : en
effet, tout le long de la segmentation, jusqu’a` ce que l’on com-
mence a` segmenter le bruit, l’axe en site ne “voit” qu’un seul
objet segmente´.
La segmentation optimale, c’est-a`-dire permettant de voir les
deux e´chos avec une surface maximale, est alors celle dont
le seuil correspond a` la rupture de pente la plus forte, e´tant
donne´ que en dessous de celui-ci, on commence a` segmenter
des e´le´ments du bruit de fond. Le re´sultat est celui de la fi-
gure 4 ou` on voit bien apparaıˆtre deux e´chos distincts, ce qui
peut ensuite permettre de caracte´riser la mine.
4 Conclusion et perspectives
Nous avons vu dans cet article une me´thode de segmentation
automatique des images sonar SAS utilisant les caracte´ristiques
statistiques de celles-ci (repre´sentation dans le plan moyenne
/ e´cart-type). L’automatisation a e´te´ ici re´alise´e en se servant
d’un crite`re (l’entropie) e´valuant la dispersion des points seg-
mente´s, ce qui permet de diffe´rencier une segmentation des
e´chos de celle du bruit de fond. Cette segmentation, ne´cessitant
peu de connaissance a priori du re´sultat, permet de faire de la
de´tection et de localiser des re´gions d’inte´reˆt pour la classifica-
tion des mines sous-marines.
Cette me´thode de segmentation est assez robuste, une va-
riation assez importante du seuil ne modifiant pas grandement
le re´sultat : par exemple, dans notre cas, une augmentation du
seuil en e´cart-type de 50% ne modifie pas le nombre d’objets
segmente´s (2 e´chos). De plus, avec cette me´thode, une correc-
tion de gain entre le de´but et la fin de la sce`ne sur l’image SAS
n’est pas ne´cessaire, les variations e´tant suffisament basses fre´-
quences pour ne pas modifier l’e´cart-type local, qui est ici le
crite`re principal. Mais, cette me´thode pourrait eˆtre rendue plus
performante en prenant une feneˆtre de calcul anisotrope pour
la repre´sentation moyenne / e´cart-type, celle-ci permettant de
diminuer la variance de l’estimateur.
Note : Ce travail est soutenu par le Ministe`re de la De´fense et la
Marine franc¸aise (DGA/DCE/GESMA) via le marche´ nume´ro
01 – 59 – 918.
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Segmentation: seuils: ecart−type = 1000, moy. = 2029
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Segmentation: seuils: ecart−type = 5000, moy. = 8325
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FIG. 5 – segmentations re´alise´es a` diffe´rents seuils en e´cart-
type : 1000 (a), 5000 (b) et 8000 (c)
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FIG. 6 – variation des entropies en fonction du seuil en e´cart-
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