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Abstract— Ubiquitous computing has been getting deployed 
into many applications in daily life. However, one of the 
difficulties to make it reliable is the lack of security. The 
constraints of area and power are the challenges for the 
cryptographic algorithms to be implemented. In this paper, 
the implementation of Advanced Encryption Standard 
(AES) encryption algorithm is proposed in terms of resource 
and power optimisation. The design is based on a 8-bit 
architecture and implemented on Altera Cyclone II 
EP2C672C6. The proposed design exhibits 272 LEs and 
takes 5.88 mW of power which is an improvement in 
comparison with other published works. 
Keywords: AES-128 encryption, embedded system, FPGA, 
resource-limited application 
I.  INTRODUCTION 
The popularity of the embedded applications such as 
smart card, wireless sensor network, RFID technology, 
etc. has been growing steadily in these recent years. 
However, the security and privacy issue is one of the most 
crucial obstructions and concerns to deploy these 
applications to everyday life usage. Therefore, the 
requirement of cryptography plays the key role to make 
these technologies more reliable and effective. 
In 2001, a cryptographic algorithm, Advanced 
Encryption Standard (AES), developed by two Belgian 
researchers was introduced and approved by NIST [1]. 
AES provides the strong security, flexible and effective 
implementation on both software and hardware. Although 
it is sufficient to perform AES on software, the hardware 
implementation is preferred because of the high 
performance and throughput [2], [3]. 
Generally, the embedded applications do not require 
very fast speed but have a very limited area and low 
power consumption constraints [4], [5]. These criteria 
become the critical significance because they affect 
directly to the cost and performance of an embedded 
system. They, therefore, have to be taken into account 
when implementing the AES algorithm on the hardware. 
In this paper, the AES encryption implementation 
which is operating with the 128-bit cipher key is 
proposed. The design adopts an 8-bit architecture for 
entire operations. Further investigations and 
enhancements are carried out in order to achieve 
effectively the logic occupancy and power consumption. 
As the results of the synthesis and compilation the AES-
128 encryption design has shown the evident reduction 
and compactness, where the hardware usage is less than 
1% of the chip. 
The rest of this paper is formed into six parts. Section 
II is a brief literature review about AES implementation of 
ASIC and FPGA. In section III, the proposed AES-128 
implementation is presented. Section IV shows the 
verification and result achievement. A modified version is 
presented in section V. And the last section, section VI, is 
the conclusion of the paper. 
II. LITERATURE REVIEW 
Both Application Specific Integrated Circuits (ASIC) 
and Field Programmable Gate Array (FPGA) are the 
interests to realise AES. In ASIC design flows, FPGA is 
usually used as the prototype for verification before going 
through the fabrication. However, FPGA has been 
becoming the modern trend for embedded system 
demands because of the advantages of the fast time to 
market, low design cost and reusability [6], [7], [8], [3]. 
[9], [10], [11], [12], [13] and [14] target for ASIC 
whilst [15], [8], [7], [16] and [17] target for FPGA. Some 
of them pay attention on achieving the high throughput of 
Gbps such as [11], [18], [19]. In these high speed designs, 
the data are processed in parallel by applying the pipeline 
technique in each cipher round. Furthermore, the 
SubBytes transformation is pre-computed and stored in 
the Ram block which allows the reduction in computation 
time. Generally, this approach requires many hardware 
resources which are usually thousands of logic elements.  
In contrast, some researchers focus on reducing the 
area occupancy [9], [13]. The typical method is trying to 
reuse the components as much as possible and restraining 
the Ram implementation. From the resource reuse 
perspective view, only one SBox is implemented and one 
round is iteratively repeated to complete the encryption. 
To avoid using the Ram block, the SBox function is 
represented in the composite field which also benefits to 
apply the pipeline technique and breakable delay of 
processing. Other functions, e.g. Key Expansion, are 
generated on the fly. As the results of those works, the 8-
bit data path, though not producing the high operation 
speed of the circuit, is considered as the most suitable 
architecture for giving the smallest area and optimised 
power dissipation. 
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III. AES IMPLEMENTATION 
The AES-128 algorithm designed in this paper is 
operating in the Electronic Code Book (ECB) mode. Its 
Register Transfer Level (RTL) architecture is roughly 
depicted in Figure 1 which comprises of six principle 
components: Controller, two blocks of Ram 16x8, Rcon, 
SBox, MixColumns, and Key Expansion. There are two 
instances of Ram 16x8 blocks that represent the storages 
for the cipher key and the cipher data. Only one SBox 
transformation is implemented in order to save the logic 
elements usage. 
 
Figure 1.  AES encryption architecture 
The flow chart of the operation is shown in Figure 2.  
 
Figure 2.  The flow chart of the operation 
The cipher key is initially stored in the key ram 16x8. 
Afterward, the plaintext is XORed with the cipher key to 
complete the first round and then stored in the State Ram 
16x8. In the rest of rounds, the transformations such as 
SubBytes, MixColumns, etc. are applied to generate the 
final cipher-text. In each round, 4 bytes of key ram are 
loaded into 4 registers firstly. And then 4 bytes of state 
ram are transformed by SBox function and loaded into 4 
registers inside MixColumns function. This approach 
takes 32 clock cycles to encrypt 4 columns of the State 
array per round. 
A. SBox 
The direct implementation of SBox on the memory as 
a lookup table is preferred in high-speed applications. 
Generally, the full-size AES employs 20 SBoxes to 
complete the encryption/decryption round where 16 of 
them are engaged for SubBytes transformation and the 
remainings are for Key Expansion transformation [16], 
[17], [18]. However, since the SBox function comes up 
with much expense of power and hardware resource [20], 
a memory-based approach is not an appropriate choice in 
low-area design perspective. Instead, the combinational 
logic based implementation is adopted, which offers much 
reduction of area occupancy [20], [19]. Furthermore, in 
order to save more logic elements, only one SBox is 
employed in this proposal which is shared between the 
MixColumns transformation and Key Expansion 
transformation in turn. 
The multiplicative inverse operation of SBox function 
is calculated in the composite field. This initially requires 
the isomorphic mapping of the elements in GF(2
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) by arithmetically performing the 
multiplication with the matrix . The value after 
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-1
 are shown in 
3. TABLE I. displays the irreducible polynomials which 
are needed to construct the composite fields from the 
lower order ones. 
 
Figure 3.  Isomorphic mapping and the inverse 
TABLE I.  FIELD TRANSFORMATION AND CORRESPONDING 
POLYNOMIALS 
Field transformation Irreducible Polynomial 
GF(2)    GF(22) P0(x) = x
2+ x + 1 
GF(22)    GF((22)2) P1(x) = x
2+ x +  
GF((22)2)    GF(((22)2)2) P2(x) = x
2+ x +  
 
There are 2 different values of  and 8 different values 







) respectively [21]. As stated in [22], the choices 
of  and  make the impact on complexity of subfield 
operations and the critical path issue. Therefore,  = {10}2 
and  = {1000}2 are opted as one of the optimum results 
[22]. 
Let b= b1x + b2 express the multiplicative inverse of 




), where ai,bi  GF(2
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{1, 2}. Hence: 
 a.b = 1 modulo P2(x) (1) 
 (a1x + a2)(b1x + b2) = 1 modulo P2(x) 
 a1b1x
2
 + (a1b2 + a2b1)x + a2b2 = 1 modulo P2(x) 
 a1b1(x + ) + (a1b2 + a2b1)x + a2b2 = 1 modulo P2(x) 




It is noted that the subtraction operator in the 





a1b1 + a1b2 + a2b1 = 0 
a1b1  + a2b2 = 1 













(a1 + a2) 
(2) 
Deriving from (2), the multiplicative inverse, depicted 
in Figure 4, can be computed by the combination of a 
squarer, a multiplier with constant , multipliers and an 
inverter in GF(2
4
). These operations can be carried out in 
the subfields as exposed in TABLE I.  The addition in the 
finite field is simply the bitwise XOR operation. In order 
to shorten the critical path, a pipeline stage is inserted 
inside the SBox. 
 
Figure 4.  Pipelined SBox architecture 
B. MixColumns + SubBytes 
The MixColumns and SubBytes transformation are 
combined into one operation. Instead of applying the 
SubBytes function to the entire State array, each byte in 
each column before going to MixColumns is transformed. 
The 8-bit implementation of MixColumns whose 
architecture is interpreted Figure 5, requires 4 registers to 
store 4 bytes of a column and perform the multiplication 
with the set of coefficients {02, 03, 01, 01}. Although the 
typical implementation of MixColumns is rotating the 
coefficients, it is acceptable that the 4 input bytes are 
iterated but still allow obtaining the same result. 
 
Figure 5.  MixColumns architecture 
In order to reuse the multiplier, the multiplication of 
03 is split into two parts: 
03 = {11}2 = {10}2 XOR {01}2 = 02 XOR 01 
Therefore, the first column calculation can be 
expressed as: 
Out = 02 byte0+ 03 byte1+ 01 byte2+ 01 byte3 
=02 byte0+02 byte1+01 byte1+01 byte2+ 01 byte3 
=02 (byte0+ byte1) + 01 (byte1+ byte2+ byte3) 
With this method, the multiplication by 03 is not 
required any more. Only one multiplier used to compute 
the multiplication by 02 and 4 XOR operations to perform 
addition operation is implemented. This leads to an 
optimised resource usage in comparison with other 
implementations of MixColumns. An extra logic is also 
added to get the bypass of MixColumns function when 
reaching the last round. The multiplication by 02 for the 8-
bit input a7a6a5a4a3a2a1a0 is detailed in equation (3). 
(a7a6a5a4a3a2a1a0<<1)  {000a7a70a7a7} (3) 
A comparison in term of number of Look Up Table 
(LUTs) with [23] and another design reported in their 
paper is resulted in TABLE II.  
TABLE II.  COMPARISON RESULT OF MIXCOLUMNS 
IMPLEMENTATION 
 Number of logic elements 
Proposed MixColumns 36 
[23] 43 
[24] 48 
C. Key Expansion 
Key Expansion is an independent routine that 
generates the round key for encryption/decryption process. 
Its architecture is described in Figure 6. As mentioned in 
section IIIA, Key Expansion transformation shares the 
SBox function with MixColumns transformation. 
Therefore, four internal registers are needed to store the 
four bytes of the round key after transformed by SBox..  
 
Figure 6.  Key Expansion architecture 
The round key are generated on the fly, rather than 
pre-computing and storing in RAM block as introduced in 
[4]. This method reduces the memory usage and power 
consumption since the circuit is only activated when 
needed. 
D. Rcon 
Rcon is the circuit that generates the round constants 
for Key Expansion and is constructed in form of {(x)
i-1
, 
(00), (00), (00)}, where i starting from 1. It can be implied 
that only the first byte of each element of key schedule 
array is affected by the Rcon function. Thus this function 
is only activated one time per round. 
E. Ram 16x8 
There are two dual-port Ram 16x8 blocks 
implemented; one is used to store the cipher key (key ram) 
during key scheduling process and the other is to hold the 
State array elements (state ram) for the round 
transformations. Since the SubBytes, MixColumns and 
Key Expansion transformation are performed on the fly, 
there is no requirement for any extra RAM storage. 
F. Controller 
The operation of the AES-128 core is maintained by a 
controller which is realised as a finite state machine 
(FSM) which is shown in Figure 7. 
 Figure 7.  The states of FSM 
The entire process of encryption goes through 12 
states to produce the cipher text. At each state, the related 
control signals are triggered to correlate the corresponding 
transformation functions. The state is encoded using one-
hot coding style to improve the efficiency of the power 
usage and restrain the undesired glitch [25], [9], [26]. 
Furthermore, the ShiftRows transformation is also 
completed inside the controller by providing the 
appropriate read/write address to Ram 16x8 blocks. For 
the key ram, the address is directly generated by a 4-bit 
counter. However, for the state ram, it is not simply an up-
counter. The analysis on the address generation show that 
it iterates every four steps as sketched in Figure 8. 
 
Figure 8.  State ram address generation 
Each cell address in the State array can be expressed 
by the equation (4). All variables in this equation are 2-bit 
length. Hence, the variables row and column are in range 
of [0…3]. The value of coeff in former calculation is 
reused for next turn. 
if (row=00) coeff = column; else coeff = coeff + 
index 
cell_addressrow,column = row + coeff  2
2 
                       
(4) 
Each byte of the State array is rewritten to the same 
address where it was read from after transformation and 
adding with the round key. 
IV. VERIFICATION AND RESULTS 
A. Verification method 
The AES-128 design is implemented in Verilog 
Hardware Description Language. The Web Edition 
version 11.1 of Altera Quartus II is associated with the 
low-cost target device FPGA Cyclone II EP2C35F672C6 
which is mainly used for executing the routines of 
synthesis, place-and-route and netlist generation. 
The netlist generated by Quartus software is then 
verified by Modelsim Altera Starter Edition. The input 
vectors of the cipher key and plaintext are adopted from 
[1]. Power consumption is measured by Altera PowerPlay 
Power Analyzer tool. The Xilinx ISE Design Suite 13.4 is 
also employed to fairly make the resource usage 
comparison with other proposals. 
B. Resulst for power consumption 
Power consumption of the circuit is taken into 
consideration when designing the AES-128. FPGA chip 
power is composed of the dynamic and static parts [27]. 
Since static power depends much on the transistor 
technology and operating temperature, it is not feasible to 
control at system level. Therefore, the dynamic power 
caused by the switching activity of the signal is considered 
in order to reduce the power dissipation. 
The first technique applied is one-hot coding for the 
finite state machine. This technique ensures two-bit 
transition when the state changes. Secondly, an 
investigation on SBox operation indicates that SBox 
function is not necessary in 16 clock cycles in each round. 
This leads to the fact that it can be turned off in 160 clock 
cycles to save the power. Therefore, the clock-gating 
technique is applied at the pipeline stage of the SBox to 
deactivate its functionality. In order to measure power 
usage, Modelsim Altera Starter Edition software is used to 
generate the Value Change Dump (vcd) file which is the 
input for Altera PowerPlay Power Analyzer tool. It should 
be noted that the ambient temperature is set at the constant 
of 25ºC. The dynamic power consumption is given in 
Figure 9 and the comparisons with other designs are given 
in TABLE III. It can be seen that the proposed 
implementation achieves significant reduction in total 
dynamic power dissipation. 
 
Figure 9.  The power consumption of proposed design 
TABLE III.  COMPARISON IN POWER CONSUMPTION  





Proposed design 5.88 
C. Resulst for area and thoughput 
The resource utilisation of the AES-128 core is shown 
in Figure 10. The total logic elements occupied on 
Cyclone II EP2C35F672C6 is 272 including the controller 
which is less than 1% of the chip area. Two simple dual-
port Rams used to store the cipher key and State array 
consume 128 memory bits each. There is a total of 20 I/O 
pins dedicated for the input and output. As seen from 
Figure 10, SBox takes the most resource area. The part 
“Others” in the pie chart explains the multiplexers and 
some glue logics to control the data path. 
 
Figure 10.  Area occupied by the resource components 
The encryption process requires 352 clock cycles to 
yield the cypher text. The maximum operation clock 
obtained in this design is 78.39 MHz which results the 
throughput of 28.5 Mbps. In order to compare with other 
researches in term of area usage, the proposed design is 
synthesised in Xilinx ISE tool with similar target devices. 
Furthermore, instead of using BRAM, the tool is 
configured to employ the slices only in order to calculate 
the total equivalent logics. The comparison results are 
shown in Figure 11. 
 
Figure 11.  The comparisons of logic occupancy 
In comparison with [7], [24], [28], the proposed AES-
128 reduces the logic occupancy about 30% to 100%. 
Compared to the designs of [17] and [15], the resource 
usage is significantly lower since those designs are 
implemented on 128-bit architecture and they use memory 
to store the outputs of SubBytes transformation. 
 The comparisons in term of efficiency are exposed in 
Figure 12. The equation to compute efficiency can be 
derived from equation (5). It should be noted that not all 
of the designs presented in area comparison are compared 
here because some of them are lack of information to 
calculate the efficiency. 
Efficiency= Throughput/logic resource = 
(128*clock speed) / (clock cycles*no. of logics) 
(5) 
 
Figure 12.  The comparisons of efficiency 
V. MODIFIED MIXCOLUMNS 
In the MixColumns function of the proposed 
architecture, 4 registers are used to store the values of 
each columns of the State array. This approach however 
requires 4 clock cycles just to reload the new columns 
after successfully processing the current one and takes 16 
clock cycles in one round. In order to improve the 
throughput, another 4 registers are inserted. The 
architecture of the modified MixColumns is depicted in 
Figure 13. 
 
Figure 13.  The modified MixColumns 
This design makes use of the period when the current 
column is being processed; the next column will be loaded 
and then continuously carried out in next turn. 
Consequently, each round can be completed in 16 clock 
cycles in comparison with 32 cycles in the original 
approach. Obviously, the logic element occupancy 
increases as shown in TABLE IV. It can be observed that 
the modified version offers higher efficiency due to much 
clock cycle decrease (31.25%) but little resource usage 
increase (18.77%). The maximum operating frequencies 
of two designs are very similar. 
TABLE IV.  COMPARISON BETWEEN ORIGINAL  AND MODIFIED 
VERSIONS 
 Original design Modified design 
Mixcolumns 36 LEs 75 LEs 
Total LEs 277 329 
Clock cycle 352 242 
Fmax (MHz) 78.39 72.42 
Efficiency 102.9 116 
Power (mW) 5.88 6.38 
 
VI. CONCLUSION 
In this paper, an optimised area and power 
implementation of the AES-128 encryption algorithm is 
presented on FPGA. Regarding the constraints of resource 
occupancy and low-power requirement, the design is 
developed on the 8-bit architecture and adopts some 
techniques to reduce the power consumption, e.g. one-hot 
coding, clock gating. The results of the simulation and 
verification have shown a very compact circuit of 277 
logic elements and 5.88mW energy dissipation. The 
proposed architecture is also compared with other 
published designs in order to demonstrate the 
effectiveness and improvement of the proposal. In 
addition, a modified version is presented which offers a 
higher speed and better efficiency in comparison with the 
original design but it takes higher logic usage. 
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