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Abstract 
In this paper, we forecast the volatility and price of SET50 Index using the Markov Regime Switching GARCH (MRS-
GARCH) models. These models allow volatility to have different dynamics according to unobserved regime variables. 
The main purpose of this paper is to find out whether the MRS-GARCH models are an improvement on the GARCH type 
models in terms of modeling and forecast volatility and price of the SET50 Index. The MRS-GARCH under the GED 
distribution is best performance model for the SET50 Index volatility. Moreover, we forecast closing price of SET50 
Index, we found the MRS-GARCH under t-distribution with two degree of freedoms model is perform best. 
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1. Introduction 
The characteristic that all stock markets have in common is the uncertainty, which is related with their short 
and long-term price state. This feature is undesirable for the investor but it is also unavoidable whenever the 
stock market is selected as the investment tool. The best that one can do is to try to reduce this uncertainty. 
Stock market forecasting (or Prediction) is one of the instruments in this process.The stock market forecasting 
task divides researchers and academics into two groups those who believe that we can devise mechanisms to 
predict the market and those who believe that the market is efficient and whenever new information comes up 
the market absorbs it by correcting itself, thus there is no space for prediction. Furthermore they believe that 
the stock market follows a random walk, which implies that the best prediction you can have about tomorrow's 
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value is today's value. In time series, a financial price transformated to log return series for stationary process 
which look like white noise. Mehmet (2008) said financial returns have three characteristics . First is volatility 
clustering that means large changes tend to be followed by large changes and small changes tend to be 
followed by small changes. Second is fat tailedness (excess kurtosis) which means that financial returns often 
display a fatter tail than a standard normal distribution and the third is leverage effect which means that 
negative returns result in higher volatility than positive returns of the same size. The generalized 
autoregressive conditional heteroskedasticity (GARCH) models mainly capture three characteristics of 
financial returns. The development of the GARCH type models was started by Engle (1982). Engle introduced 
the ARCH to model the heteroskedasticity by relating the conditional variance of the disturbance term to the 
linear combination of the squared disturbances in the recent past. Bollerslev (1986) generalized the ARCH 
(GARCH) model by modeling the conditional variance to depend on its lagged values as well as squared 
lagged values of disturbance. The Exponential GARCH (EGARCH) model proposed by Nelson (1991) to 
cope with the skewness of ten encountered in financial returns, led to the GJR-GARCH which was introduced 
independently by Glosten, Aganathan, and Runkle (1993) to account for the leverage effect. Hamilton and 
Susmel (1994) stated that the spurious high persistence problem in the GARCH type models can be solved by 
combining the Markov Regime Switching (MRS) model with the ARCH models (SWARCH). The idea 
behind regime switching models is that as market conditions change, the factors that influence volatility also 
change. Many author use MRS to forecast in stock Index, Supot (2003) use the MRS-AR(2) forecast stock 
returns of the SET50 Index (The stock prices of the top 50 listed companies on the SET(Stock Exchange of 
Thailand) in terms of large market capitalization), Marcucci J.(2005) use the MRS-GARCH forecast volatility 
of S&P 100 and Mehmet A.(2008) use the MRS-GARCH forecast volatility of Turkish Stock Market. 
In this paper, we use GARCH, EGARCH, GJR-GARCH and MRS-GARCH models to forecast the 
volatility and price of the SET50 Index and to compare their performance with loss function. In the next 
section, we present the MRS-GARCH model. Estimation and in-sample evaluation results are given in section 
3. In section 4, Statistical loss functions are described and out-of-sample forecasting performance of various 
models is discussed. In section 5 we apply the forecasting price to the SET50 Index. The conclusion is given 
in section 6. 
2. Markov Regime Switching of GARCH model 
Let { }tP  denote the series of the financial price at time t and 0{ }t tr  be a sequence of random variables on 
a probability space ( , , )F P . For index t denotes the daily closing observations and 1,...,t R n . The 
sample period consists of an estimation (or in-sample) period with R observations ( 1,...,0)t R , and an 
evolution (or out-of-sample) period with n observations ( 1,..., )t n , let   be the logarithmic return (in 
percent) on the financial price at time t, i.e. 
 
1
100 ln( )tt
t
P
r
P
         (1) 
The GARCH (1,1) model for the series of the returns tr   can be written as 
 t t t tr h , 
2
0 1 1 1 1t t th h  
where  0 1 10, 0 and 0 are assumed to be non-negative real constants to ensure that 0.th  We 
assume t  is an i.i.d. process with zero mean and unit variance. 
 The parameters of the GARCH model are generally considered as constants. But the movement of 
financial returns between recession and expansion is different, and may result in differences in volatility. Gray 
(1996)  extended the GARCH model to the MRS-GARCH model in order to capture regime changes in 
volatility with unobservable state variables. It was assumed that those unobservable state variables satisfy the 
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first order Markov Chain process. 
 The MRS-GARCH model with only two regimes can be represented as follows: 
 , =t t tt S t S t t Sr h        (2) 
and 2, 0, 1, 1 1, 1t t t tt S S S t S th h where 1 or 2tS  , tS  is the mean and ,h tt S  is the volatility under regime 
tS  on 1tF , both are measurable functions of tF  for 1t . In order to ensure easily the positive of 
conditional variance we impose the restrictions 0, 0tS 1,, 0 tS 1.and 0tS . The sum 1, 1,t tS S  
measures the persistence of a shock to the conditional variance. 
 The unobserved regime variable tS  is governed by a first order Markov Chain with constant 
transition probabilities given by 1Pr( )t t jiS i S j p  for ,   1,2i j     (3) 
 In matrix notation, 11 21
12 22
1
1
p p p q
P
p p p q
     (4) 
2.1. Forecasting the Financial Volatility. 
In the MRS-GARCH model with two regimes, Klaassen (2002) forecast volatility for k-step-ahead by 
using the recursive method as in the standard GARCH model where k is a positive integer. In order to 
compute the multi-step-ahead volatility forecasts, we firstly compute a weighted average of the multi-step-
ahead volatility forecasts in each regime where the weights are the prediction probability ( 1Pr( )t tS i F  ).  
 Since there is no serial correlation in the returns, the k-step-ahead volatility forecast at time t 
depends on information at time t-1. Let ,t t kh denote the time t aggregated volatility forecasts for the next k 
steps. It can be calculated as follows:(See, for example Marcucci(2005), page 8 ) 
 
2
, , , ,1
1 1 1
Pr . t
k k
t t k t t t t S it t
i
h Sh i F h     (5) 
where , , tt t S ih  indicates the -step-ahead volatility forecast in regime i made at time t and can be 
calculated recursively as follows: 
 , , 1 0, 1, 1, 1 , 11 = .t t t tt t s i t t S i S i S i t t tt Th h S h SE i E i  (6) 
Also, in general the prediction probability in (5) is computed as 
 1 1 11
1 1 1
Pr 1 Pr 1
Pr 2 Pr 2
t t t t
t t t t
F FS S
P
F FS S
 
where P defined in (4) and  1 1Pr( )t tS i F will be discussed  in (11). Lastly, we compute expectation part 
1 , 1( )t t t tE h S i in (6) as follows: 
 
1 , 1 1 1
22
1 1 1 1 1 1 1 1
( ) ,
= [ , ] , [ , ] ,          (7)
t t t t t t t
t t t t t t t t t t
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 Similarly, we computed in the second term on the right hand side in (7) such that 
 
1
2 22
1 1 1 1 1,, 1
1
[ , ] , =
tt t t t t t S jji t
j
E E r S j F S i F p    (10) 
substitutes both (8) and (10) to (7) such that 
 
1 1 1
2 2 22
, 11 1, 1, 1,, 1 , 1
1 1
( ) .
t t t
t tT t t S j t S j t S jji t ji t
j j
E h S i p h p  
 In the next step, we will compute those regime probabilities 1Pr( )it t tp S i F  for 1,2i   in (9). 
Note that when the regime probabilities are based on information up to time t, we describe this as filtered 
probability ( Pr( )t tS i F ).  
 In order to compute the regime probabilities, we denote 1 1(: 1, )t t t tSf f r F  
2 1, ( 2, ):t t t tSf f r F . Then, conditional distribution of return series tr   becomes a mixture-of-distribution 
models in which mixing variables is regime probability itp . That is 
 1 11
1 2 1
( 1, )                with probability  
( 2, )   with probability 1- ,
t t t t
t t
t t t t t
f r S F p
r F
f r S F p p
 
 where 1( , )t t tf r S F denotes one of the assumed conditional distributions for errors: Normal Distribution (N),  
Student-t Distribution with only single degree of freedom (t) or double degree of freedom (2t) and 
Generalized error distributions (GED). 
 We shall compute regime probabilities recursively by following two steps (Kim and Nelson, 1999, 
page 63): 
 Step 1: Given 1 1Pr( )t tS j F  at the end of the time 1,t the regime probabilities 
1Pr( )it t tp S i F are computed as 
2
1 1 1
1
Pr( ) Pr( , )t t t t t
j
S i F S i S j F . Since the current regime 
( tS ) only depends on the regime one period ago ( 1tS ), then 
 
2 2
1 1 1 1 1 1
1 1
Pr( ) Pr( ) Pr( )= Pr( )t t t t t t ji t t
j j
S i F S i j S j F p S j FS . 
 Step 2: At the end of the time t, when observed return at time t ( tr ) the information at time t set 
1{ , }t t tF F r , the Pr( )t tS i F  is calculated as follows:
1
1
1
( , )
Pr( ) Pr( , )=
( )
t t t
t t t t t
t t
f r S i F
S i F S i r F
f r F
 
where 1( , )t t tf r S i F  is joint density of returns and unobserved regime at state i  for 1, 2i variables can 
be written as follows: 1 1 1 1 1( , ) ( , ) ( ) ( , )Pr( )t t t t t t t t t t t t tf r S i F f r S i F f S i F f r S i F S i F  
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and 1( )t tf r F  is marginal density function of returns can be constructed as follows: 
 
2
1 1 1
1
( ) ( , )Pr( ).t t t t t t t
i
f r F f r S i F S i F  
 We use Bayesian arguments 
 11 12 2
1
1 1
1 1
( , ) ( , ) Pr( )
Pr( )   =  = .                 (11)
( ) ( , ) Pr( )
t t t t t tt t it it
t t
t t
t t t t it itt
i i
f r S i F f r S i F S i F f p
S i F
f r F f r S i F S i F f p
 
 Then, all regime probabilities itp can be computed by iterating these two steps. However, at the 
beginning of iteration 0 0Pr( )S i F for 1, 2i  are necessary to start iteration. Hamilton (1989, 1990) 
suggest we should use unconditional regime probabilities instead of 0 0Pr( )S i F . These are given by 
1 0 0 2 0 0
1 1Pr( 1 ) , Pr( 2 )
2 2
q pS F S F
p q p q
.Given initial values for regime probabilities, 
conditional mean and conditional variance in each regime, the parameters of the MRS-GARCH model can be 
obtained by maximizing numerically the log-likelihood function. The log-likelihood function is constructed 
recursively similar to that in GARCH models. 
2.2. Forecasting the Financial price. 
 We forecast financial price at k-step-ahead with MRS-GARCH models. Denote ,t t kr  is k-step-
ahead forecasting logarithm return of financial price at time t depend on 1tF .  
 We compute as:
2
, , ,1 1
1
[ ] Pr( ) t kt t k t t k S it t k t k t
i
r E r S i F r    (12) 
, , 1 1 1 1
2 2
1 1 , 1
1 1
where                [ ]= [ ]= [ ] [ ]
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t t k S i t t k t k t t k t k t t k t t k t k
t k t k t S i Sji t
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r E r S i E S i E S i E S i
S j S i F p            
k i
 Forecasting financial price one-step-ahead , we use (12) and (1) combine in log-return of financial 
price is 
 
1
2 2
1 1 , 1
1 1
1
Pr( )
exp
100
tt t S iji t
i j
t t
S i F p
P P      (13) 
3. Empirical methodology and model estimation results. 
3.1. Data 
The data set used in this study is the daily closing prices of the SET50 Index ( )tP  over the period 
3/01/2007 through 30/03/2011 ( t 1 ,…, 1,038 observations). The data set is obtained from the Stock 
Exchange of Thailand. The data set is divided into in-sample ( R 1,016 observations) and out-of-sample 
( n  22 observations). The plot of tP  and its log returns series tr  (see equation (1)) are given in Fig. 1. Plot 
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 (a) The SET50 Index closing prices                                (b) The SET50 Index log return series   
tP and tr displays the usual properties of financial data series. As expected, volatility is not constant over that 
period of the time and exhibits volatility clustered with large changes in the index often followed by large 
changes, and small changes often followed by small changes. 
 
 
   
 
 
 
 
 
 
 
 
 
Fig. 1. (a) the SET50 Index closing prices  , (b) log returns series for the period 3/01/2007 through 31/03/2011 
 Descriptive statistics of tr  are presented in Table 1. As Table 1 shows, tr  has a quite small positive 
average return (about 0.04%). Standard deviation of tr  is 2.09%. Moreover, we tested for the normality of tr  
by using the Jarque-Bera test[1] under null hypothesis tr  is normal distribution and we find that the test 
statistic value is 1,142.19 which confirms of rejecting null hypothesis. So tr  is not normally distribution. 
 Also, the skewness and kurtosis of tr  are 0.29 (not equal zero) and 8.11 (greater than 3) respectively. 
These values indicate that the returns are not normally distributed, namely, it has fatter tails. Moreover, we 
test for stationary of tr  by the Augmented Dickey-Fuller test[2]. The test statistic value is -34.06 which 
indicate the stationary of tr . 
Table 1.  Descriptive statistics of the set50 index log returns series tr . 
Statistic Return 
Min -14.19% 
Max 11.46% 
Mean 0.04% 
Standard deviation 2.09% 
Skewness -0.29 
Kurtosis 8.11 
Jarque-Bera Normality test 1142.19 
Augmented Dickey-Fuller test -34.06 
  
 The autocorrelation functions (ACF) are presented in Table 2, when we apply Ljung and Box (1978) 
to test serial correlation in tP  and tr . We use the specified lag from the first to the tenth lags and the twenty-
second lag. Serial correlation in tP  confirmed as non-stationary but tr  is stationary because of the ACF 
values decrease very fast when lag increase and is confirmed by Augmented Dickey-Fuller test in Table 1. We 
analyze the significance of autocorrelation in the squared mean adjusted return 2( )tr  series by the Ljung-
 
 
[1] Jarque-Bera Normality test is a goodness-of-fit measure of departure from normality and can be used to test which has a  distribution with 2 degree of freedom under the null 
hypothesis that the data are from a normal distribution. The 5% critical value is, therefore, 5.99. 
[2] Augmented Dickey-Fuller test is a test for a unit root in a time series sample, the null hypothesis of ADF test is that the series is non-stationary. The 1%,5% and 10% critical value 
are -3.44, -2.86 and -2.57 respectively. 
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Box Q-test [3]and apply the Engle’s ARCH (Auto Regressive Conditional Heteroskedasticity) test[4] (1982) to 
test the ARCH effects. Therefore, the squared mean adjusted return is non-stationary which suggests the 
conditional heteroskedasticity. 
Table 2.  The ACF of the SET50 index closing price tP , log returns series tr , squared mean adjusted return and 
results for the Engle’s ARCH test. 
Lags ACF of tP  ACF of tr  ACF of 
2( )tr  Engle’s ARCH test 
ACF LBQ Test P-value ACF LBQ Test P-value ACF LBQ Test P-value ARCH Test P-value 
1 0.9956 1031.8485 0.0000 0.0466 2.2574 0.1330 0.3104 100.2341 0.0000 22.9338 0.0000 
2 0.9910 2055.2756 0.0000 0.0616 6.2035 0.0450 0.3205 207.1474 0.0000 30.9560 0.0000 
3 0.9864 3070.0535 0.0000 0.0009 6.2044 0.1021 0.2380 266.1549 0.0000 35.8222 0.0000 
4 0.9817 4076.1185 0.0000 -0.0276 6.9976 0.1360 0.1732 297.4317 0.0000 37.0357 0.0000 
5 0.9771 5073.7672 0.0000 -0.0317 8.0490 0.1536 0.2250 350.2836 0.0000 55.6840 0.0000 
6 0.9727 6063.5053 0.0000 -0.0947 17.4293 0.0078 0.1227 366.0157 0.0000 56.2168 0.0000 
7 0.9690 7046.5545 0.0000 0.0094 17.5216 0.0143 0.0950 375.4611 0.0000 56.4441 0.0000 
8 0.9651 8022.8416 0.0000 -0.0530 20.4654 0.0087 0.1152 389.3649 0.0000 56.4079 0.0000 
9 0.9617 8993.1194 0.0000 0.0564 23.8016 0.0046 0.2221 441.0534 0.0000 68.1630 0.0000 
10 0.9580 9956.8499 0.0000 0.0844 31.2811 0.0005 0.2744 520.0743 0.0000 205.3969 0.0000 
22 0.9031 20882.1117 0.0000 -0.0167 66.2389 0.0000 0.0269 822.0021 0.0000 251.4223 0.0000 
 
3.2. Empirical Methodology 
 This empirical part adopts the GARCH type and the MRS-GARCH(1,1) models to estimate the 
volatility of the tP . The GARCH type models that will be considered as GARCH(1,1), EGARCH(1,1) and 
GJR-GARCH(1,1). In order to account for the fat tails feature of financial returns, we consider three different 
distributions for the innovations: Normal (N), Student-t (t) and Generalized Error Distributions (GED). 
3.2.1. GARCH type Models 
Table 3, presents an estimation of the results for the GARCH type models. It is clear from the table that 
almost all parameter estimates including  in the GARCH type models are highly significant at 1%. Only the 
leverage effect  of the EGARCH and the GJR-GARCH models with N are significant at 5%. However, the 
asymmetry effect term  in the EGARCH models is significantly different from zero, which indicates 
unexpected negative returns implying higher conditional variance as compared to same size positive returns. 
All models display strong persistence in volatility ranging from 0.9319 to 0.9655, that is, volatility is likely to 
remain high over several price periods once it increases. 
3.2.2. Markov Regime Switching GARCH Models. 
Estimation results and summary statistics of the MRS-GARCH models are presented in Table 4. Most 
parameter estimates in the MRS-GARCH are significant different from zero at least at 95% confidence level. 
But  and 1 are insignificantly different in some state. All models display strong persistence in volatility 
ranging from 0.6972 to 0.9646, that is, volatility is likely to remain high over several price periods once it 
increases. 
 
 
 
 
[3] Ljung-Box Q-test is a type of statistical test of whether any of a group of autocorrelations of a time series are different from zero. The test is also distributed as a 2( )q , where q is 
the number of lags. 
[4] ARCH test is test with null hypothesis that, in the absence of ARCH components, we have 0i  for all 1,...,i q . The test is also distributed as a 
2
( )q , where q is the 
number of lags. 
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Table 3.  Summary results of the GARCH type models 
Parameters GARCH EGARCH GJR-GARCH N t GED N t GED N t GED 
 0.1359 0.1408 0.1341 0.096 0.1118 0.1054 0.1021 0.1157 0.1092 
Std.err. 0.0435*** 0.042*** 0.0412*** 0.0435** 0.0421*** 0.0415*** 0.0449** 0.0427*** 0.0419*** 
 0  0.1255 0.1494 0.1392 -0.1511 -0.1515 -0.1515 0.1478 0.1716 0.1615 
Std.err. 0.0269*** 0.0435*** 0.041*** 0.022*** 0.0305*** 0.0301*** 0.0302*** 0.0463*** 0.0446*** 
 1  0.1417 0.1516 0.1466 0.2336 0.2413 0.2370 0.1959 0.2148 0.2064 
Std.err. 0.0198*** 0.0319*** 0.0302*** 0.028*** 0.0421*** 0.0401*** 0.0295*** 0.0461*** 0.0443*** 
 1  0.81 0.7917 0.7997 0.9655 0.9585 0.9622 0.8049 0.7861 0.7941 
Std.err. 0.0179*** 0.0337*** 0.0305*** 0.0077*** 0.0126*** 0.0117*** 0.0201*** 0.0353*** 0.0327*** 
     -0.0607 -0.0719 -0.0668 0.0764 0.0767 0.0761 
Std.err.    0.0155*** 0.0237*** 0.0224*** 0.0213*** 0.0326*** 0.0310*** 
   8.298 1.4452  8.9811 1.4914  8.6138 1.4634 
Std.err.  1.972*** 0.0832***  2.4141*** 0.0905***  2.0748*** 0.0835*** 
Log(L) -1886.3 -1872.55 -1872.26 -1875.63 -1864.86 -1864.56 -1880.13 -1867.25 -1867.3 
Persistence 0.9517 0.9433 0.9463 0.9655 0.9585 0.9622 0.9411 0.9319 0.9354 
Note: *** and  ** refer the significance at 99% and 95%  confidence level respectively. 
Table 4. Summary results of the MRS-GARCH models. 
Parameters 
 
MRS-GARCH 
N t 2t GED 
State i   1i  2i  1i   2i  1i  2i  1i  2i  
 i  0.2404 -0.0271 0.2416 -0.0226 0.2380 -0.0235 0.2358 -0.0283 
Std.err. 0.0541*** 0.0816 0.0562*** 0.0817 0.0811 0.0566*** 0.0586*** 0.0827 
 0
i  0.2137 0.2093 0.2062 0.2215 0.2135 0.2337 0.2086 0.2093 
Std.err. 0.0759*** 0.0814*** 0.0679** 0.1079** 0.1165** 0.0664** 0.0936** 0.1048** 
 1
i  0.0000 0.0701 0.0000 0.0707 0.0000 0.0716 0.0000 0.0718 
Std.err. 0.0512 0.0178*** 0.0000 0.0253*** 0.0268 0.0000 0.0575 0.0232*** 
 1
i  0.6942 0.8945 0.7126 0.8869 0.6987 0.8835 0.7083 0.8892 
Std.err. 0.0847*** 0.0303*** 0.0788*** 0.0451*** 0.0472*** 0.0791*** 0.1050*** 0.0401*** 
 p  0.9649 0.9777 0.9674 0.9783 
Std.err. 0.0161*** 0.0123*** 0.0119*** 0.0108*** 
 q  0.9762 0.9663 0.9786 0.9669 
Std.err. 0.0097*** 0.0175*** 0.0171*** 0.0179*** 
 i    14.2112 161.3895 11.0786 1.6466 
Std.err.   0.1207*** 4.9475** 4.9317*** 0.1222*** 
Log(L) -1864.9700 -1860.9900 -1861.0900 -1861.3700 
 2  0.6988 5.9124 0.7174 5.2241 0.7084 5.2049 0.7151 5.3667 
  0.4041 0.5959 0.3982 0.6018 0.3963 0.6037 0.3960 0.6040 
Persistence 0.6942 0.9646 0.7126 0.9576 0.6987 0.9551 0.7083 0.9610 
Note: *** and ** refer the significance at 99% and 95%  confidence level respectively. 
3.2.3. In-Sample Evaluation. 
 We use various goodness-of-fit statistics to compare volatility models. These statistics are Akaike 
Information Criteria (AIC) Schwarz Bayesian Information Criteria (SBIC) and Log-likelihood (LOGL) 
values. In Table 5, the results of goodness-of- fit statistics and loss functions[7] for all volatility models are 
presented. According to the AIC and the SBIC, the EGARCH model with the GED distribution performs best 
in modeling the SET50 Index Price volatility. However, in contrast the AIC and SBIC ,the suggest that the 
EGARCH with normal performs best in the QLIKE and HMSE, with t-distribution performs best in the MSE1 
 
 
[7] 
2 2 2
2 2
2 2
1 , 2 , , 1 , 2 ,
, ,
1 1 1 1 1 1
1 1 1 1 1 1Loss functions: , , ln( ) , , , 1
n n n n n n
t K t K
t K t K t K t K t K t K t K t K t K
t K t K
t t t t t t
MSE h MSE h QLIKE h MAD h MAD h HMSE
n n n h n n n h
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and MAD2, the GJR performs best in the MSE2. The MRS-GARCH with normal distribution performs best 
in the MAD1, with t-distribution (two degree of freedoms) in the LOGL. 
Table 5. In-sample evaluation results. 
Models N* PERS* AIC SBIC LOGL MSE1 MSE2 QLIKE MAD2 MAD1 HMSE 
GARCH-N 4 0.9517 3.721 3.74 -1886.3 1.513 68.009 1.876 3.384 0.947 3.277 
GARCH-t 5 0.9433 3.696 3.72 -1872.55 1.498 67.421 1.876 3.356 0.944 3.326 
GARCH-GED 5 0.9463 3.695 3.72 -1872.26 1.502 67.649 1.876 3.363 0.944 3.322 
EGARCH-N 5 0.9655 3.702 3.726 -1875.63 1.443 64.989 1.856 3.27 0.932 2.958 
EGARCH-t 6 0.9585 3.683 3.712 -1864.86 1.433 64.617 1.857 3.259 0.931 3.023 
EGARCH-GED 6 0.9622 3.682 3.711 -1864.56 1.436 64.768 1.856 3.261 0.93 3.007 
GJR-GARCH-N 5 0.9411 3.711 3.735 -1880.13 1.47 65.106 1.864 3.34 0.938 3.212 
GJR-GARCH-t 6 0.9319 3.688 3.717 -1867.25 1.459 64.562 1.865 3.321 0.935 3.269 
GJR-GARCH-GED 6 0.9354 3.688 3.717 -1867.3 1.462 64.774 1.865 3.326 0.935 3.258 
MRS-GARCH-N 10 0.9646 3.691 3.739 -1864.97 1.477 68.167 1.861 3.302 0.929 3.333 
MRS-GARCH-2t 12 0.9576 3.687 3.745 -1860.99 1.473 68.16 1.859 3.296 0.932 3.166 
MRS-GARCH-t 11 0.9551 3.685 3.739 -1861.09 1.477 68.219 1.861 3.303 0.931 3.273 
MRS-GARCH-GED 11 0.9610 3.686 3.739 -1861.37 1.472 68.241 1.861 3.294 0.931 3.224 
Note: N=Number of Parameters, PERS=Persistence. 
4. Forecasting volatility in out-of-sample. 
In this section, we investigate the ability of the MRS-GARCH and GARCH type models to forecast 
volatility of the SET50 Index in out-of-sample.In Table 6, we present the results of loss function of out-of-
sample with forecasting volatility for one day ahead. , and we found the MRS-GARCH-GED model is 
performs best. 
Table 6. Result loss function of out-of-sample with forecasting volatility for one day ahead. 
Model MSE1 MSE2 QLIKE MAD1 MAD2 HMSE 
GARCH-N 38.3879 82.8206 14.1567 28.9676 42.1799 21.9001 
GARCH-t 38.4522 83.3696 14.1545 28.9786 42.2462 21.9000 
GARCH-GED 38.4204 83.1141 14.1536 28.9724 42.2134 21.9000 
EGARCH-N 43.5463 106.9684 16.6204 30.7887 47.5835 21.9105 
EGARCH-t 44.1814 110.7037 16.8510 30.9848 48.2456 21.9112 
EGARCH-GED 43.6013 107.7704 16.5907 30.7871 47.6392 21.9102 
GJR-GARCH-N 41.5379 97.7640 15.6615 30.0785 45.4826 21.9068 
GJR-GARCH-t 41.8758 99.9707 15.7649 30.1754 45.8345 21.9071 
GJR-GARCH-GED 41.6276 98.7445 15.6497 30.0894 45.5748 21.9066 
MRS-GARCH-N 42.7165 107.9492 15.6962 30.3001 46.6986 21.9053 
MRS-GARCH-2t 46.8062 122.8144 18.1511 31.9257 50.9956 21.9168 
MRS-GARCH-t 47.8918 128.6097 18.5713 32.2734 52.1263 21.9180 
MRS-GARCH-GED 37.5699 79.4244 13.7146 28.6605 41.3228 21.8982 
 
5. Forecasting price in out-of-sample. 
In this section, we investigate the ability of the MRS-GARCH, the GARCH type and random walk models 
to forecast price of the SET50 Index in out-of-sample with one day ahead.In Table 7, we present the result of 
loss function of out-of-sample with forecasting price for one day ahead , and we found the MRS-GARCH-2t 
model is perform best. 
Table 7. Result loss function of out-of-sample with forecasting price for one day ahead. 
Model MSE MAE MAPE 
GARCH-N 66.7153 6.6080 0.9335 
GARCH-t 66.8143 6.6195 0.9351 
GARCH-GED 66.9819 6.6376 0.9377 
EGARCH-N 67.6716 6.6999 0.9463 
EGARCH-t 67.3822 6.6756 0.9430 
EGARCH-GED 67.5379 6.6890 0.9448 
GJR-GARCH-N 67.1641 6.6557 0.9402 
GJR-GARCH-t 67.1693 6.6562 0.9402 
GJR-GARCH-GED 67.2598 6.6646 0.9414 
MRS-GARCH-N 66.0230 6.5078 0.9196 
MRS-GARCH-2t 65.9811 6.5046 0.9192 
MRS-GARCH-t 66.0597 6.5109 0.9200 
MRS-GARCH-GED 66.3461 6.5557 0.9262 
Random Walk 69.6096 6.8264 0.9640 
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6. Conclusion 
In this paper, we forecast volatility of the SET50 Index using the Markov Regime Switching GARCH 
(MRS-GARCH) models. These models allow volatility to have different dynamics according to unobserved 
regime variables. The main purpose of this paper is to find out whether the MRS-GARCH models are an 
improvement on the GARCH type models in terms of modeling and forecasting the SET50 Index closing 
price volatility. We compare the MRS-GARCH (1,1) models with GARCH(1,1), EGARCH(1,1) and GJR-
GARCH(1,1) models. All models are estimated under three distributional assumptions that are Normal, 
Student-t and GED. Moreover, Student-t distribution which takes different degrees of freedom in each regime 
is considered for the MRS-GARCH models. The loss function of out-of-sample with forecasting volatility for 
one day ahead, we found the MRS-GARCH with GED distribution model is performs best. The loss function 
of out-of-sample with forecasting price for one day ahead, we found the MRS-GARCH with t-distribution 
(two degree of freedoms) model is performs best. 
For further study, three or four volatility regimes setting can be considered rather than two-volatility 
regimes. Also, using the Markov Regime Switching with other volatility models e.g. the EGARCH, the GJR. 
In addition, the performance of MRS-GARCH models can be compared in terms of their ability to forecast 
Value at Risk (VaR) for long and short positions. 
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