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1. INTRODUCCION
Se han elegido cuatro grandes categorías de modelos para
un breve análisis:
sistemas de cadenas causales Pll1'OS (CCP), también
por sistemas de cadenas causales o recursivos. La
rllllaJación es completamente dinámica debido a que no en-
los supuestos básicos relaciones de equilibrio ni otros
estáticos.
sistemas interdependientes (ID). La formulación es
estática-dinámica.
sistemas de cadenas causales condicionales (CCC), Es
estático dinámico. Este tipo de modelo ha sido
o como una alternativa de los sistemas ID. Tanto los sis-
as 000 como los ID son más generales que los sistemas
,. pero no siendo completamente dinámicos, marcan una
stica limitación al nivel deseado del análisis explicativo.
I. Traducción del texto inglés hecha por el Licenciado en Cien-
eonómícas Aldo Antonio Dadone, de "ISI - The International
ical Institute - L'Instítut International de Statistique - 32
n- SO/5 - 9/6 1960 - Tokyo".
'AGRADECIMIENTO - Deseo expresar aquí mi más profundo agra-
lento a la' gentileza y atención del eminente estadístico y
etrista Prof. Herman Wold de la Universidad de Upsala
que accedió con todo desinterés a la traducción y publi-
este trabajo en nuestra Revista; al Bureau del Instituto
de Estadistica, su Director E. Lunenberg y al Comité
del S29 Congreso del Instituto Internacional de Esta-
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Los sistemas ele insumo-producto (IP). Se trata esencial.
mente de un enfoque estático.
1.1. Los cuatro enfoques involucran una evolución científica
de los modelos determinísticos a los modelos estocásticos, o ex-
presado de otra manera, una transición de las ecuaciones exac-
tas a las ecuaciones con perturbaciones aleatorias en los sis-
temas.
La noción clave en nuestro análisis es la esperamea nuüe-
mática condicional (EMO). El argumento básico es muy sim-
dística celebrado en Tokio en 1960 y a su Presidente del Sub-Comité
de Programas Prof. Yuzo Morita, todos ellos por haber accedido
con igual desinterés y propósito de amplia colaboración a fin de
hacer posible esta publicación.
Este trabajo fue presentado por el Prof. Herman Wold al 329
Congreso del Instituto Internacional de Estadística, por especial
invitación del Comité Organizador. Fue publicado en "BuHetin de
L'Institut International de Statistique", Tome 38, 4e Livraison, pp.
111-136.
Las contribuciones científicas del Prof. H. Wold revelan pro-
fundidad, originalidad, vigor y rigor metodológico.
Discipulo del reconocido maestro de la Estadistica Prof. Harald
Cramér, llamó poderosamente la atención del mundo científico con
su penetrante y rigurosa tesis doctoral "A study in the analysis of
stationary time series" cuya primera edición fue publicada en 1938.
La segunda edición, con un apéndice del Prof. Peter Whittle, se
publicó en 1954.
Desde esas fechas las contribuciones científicas del Prof. H.
Wold se suceden ininterrumpidamente, tanto en los dominios de la
Estadística Matemática como en la Econometría.
En este último dominio, resulta una cita obligada su famoso
libro "Demand analysis. A study in Econometrics", en colaboración
con L. Juréen, publicado en 1952 y traducido al español en UD
meritorio esfuerzo del Consejo Superior de Investigaciones Cientí-
ficas de España. En ella ya realiza un penetrante análisis crítico de
los fundamentos metodológicos en la construcción de modelos de
ecuaciones simultáneas en Teoría Económica. La década de 1950 es
testigo- de un formidable debate alrededor de este argumento. Se
realiza un esclarecedor estudio comparativo de los modelos con
especial referencia a los de ecuaciones interdependientes de Haavel-
mo y los de cadenas causales de Wold y teniendo presente sus
bondades desde el punto de vista de sus supuestos básicos, usos
operativos del modelo con fines de análisis teórico y en trabajos de
aplicación -con particular énfasis en sus propiedades predictivas-
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q7siisuponemos que la eeuacion del modelo constituye una
Csometida a perturbaciones aleatorias, esta hipótesis sumi-
J:a,i(I) las bases racionales para el uso operativo de la ecua-
en trabajos teóricos y aplicados, y (2) las bases raeio-
étodos de estimación de parámetros.
Las contribuciones del Prof. H. Wold a este debate continúan
a la fecha con singular brillo y talento cientifico.
En efecto, a la bibliografia que se da al final de su estudio co-
ponde agregar los siguientes trabajos sobre este tema, publicados
posterioridad:
A tríptych on Causal Systems:
l. Recursive vs. Nonrecursive systems by Robert H. Strotz y
H. O. A. Wold;
!l. Interdependence as a specification error by Robert H. Strotz;
ID. A generalization of Causal Chain Models by H.O.A. Wold,
publicado en Econométrica, Vol. 28, N9 2, 1960 pp. 417-463;
H. Wold (1960): Unbiased predictors Proc. Fourth Berkeley
Symp. Stat. Prob., Vol. 1, Berkeley University of California
Press, pp. 719-761.
H. Wold (1963): Forecasfing by the chain principIe. In Time
series analysís symposium, ed. M. Rosenblatt, pp. 471-497. John
Wiley and Sonso New York.
Robihson E. and H. Wold (196S): MinimUIi delay structure of
least-squares/co-ipso prodíctíng systems for stationary stochas-
tic processes. In Time series analysis symposium, ed. M. Ro-
senblatt, pp. 192-196. John Wiley and Sonso New York.
Gadd, A. and H. Wold (1964): The Janus Coefficient: A mea-
sure for the accuracy of prediction in Econometric model buil-
ding: The causal chain approach, ed. H. Wold. North Holland
Publíshíng Co. Amsterdam.
H. Wold: On the consistency of least squares prediction. San-
khya Silver Jubille Volume (En imprenta).
Basmann, "R.: A review of some basic considerations in eco-
nometríc model Building. Econometrica. (En imprenta).
Strotz, R. and H. Wold: Reply to the previous paper by Pro-
fessor R. Basman. Econometrica. (En imprenta).
Wold, H.: The approach of model building and the possíbtlí-
ties of its utilizaticn in the human sciences. Trasactions des
Monaco entretiens. (En imprenta).
Wold, H.: Towards a verdict on macroeconomic simultaneous
equations. Study week of the Pontifical Academy of Sciences,
7th-14th. October 1963.
DR. CAMILO DAGUM
Decano de la Facultad de
Ciencias Económicas
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nales para estimar sus parámetros por el clásico método de
mínimos cuadrados.
Por el uso sistemático de este argumento obtenemos una
visión unificada de los principios de construcción de los cuatro
tipos de modelos. Para cada modelo resumimos: (O) sus supues-
tos básicos, (1) su uso operativo, y (2) los métodos estadís-
ticos de estimación de parámetros. En la introducción, Seco 2,
el mismo argumento es aplicado al caso especial de los modelos
uni-ecuacionales. Este análisis se vincula al problema de "la
elección de la regresión" que en las décadas de los años 1920
y 1930 fue muy discutido en la formulación econométrica del
análisis de la demanda.
1.2. El material revisado, estando disperso en amplias áreas,
no pretende constituir un estudio completo.
El material analizado está seleccionado y ordenado con el
objeto de elucidar los alcances y las limitaciones de los distin-
tos tipos de modelos. El énfasis no está puesto en las conside-
raciones básicas de la construcción de modelos. Destacaremos
los siguientes ·puntos :
(i) Las aplicaciones potenciales de los tres primeros mo-
delos no están limitadas a la econometría; son de aplicación
general en las ciencias socio-económicas y, en forma más gene-
ral aún, en el amplio dominio del análisis de los datos no
experimentales. Si comparamos con otras áreas socio-económicas,
los modelos econométricos están más articulados en la especi-
ficación de las hipótesis, y son más generales y avanzados en
la construcción formal.
(ii) Los modelos son genuinas innovaciones en el amplio
dominio de los modelos científicos. Por esto, aun cuando las
ciencias socio-económicas en su conjunto están menos desarro-
lladas que las ciencias naturales, el área que analizamos es una
notable excepción a la regla general que afirma que en lo fun-
damental, la construcción de modelos de las teorías soeio-eeonó-
96
CONSTRUCCIÓN DE MODELOS DE ECUACIONES sIMULTÁNEAs
;cllssiguen los moldes que en principio ya están establecidos
las ciencias naturales.. Las características innovadoras de
~nlOdelos en discusión residen en el tratamiento de sus pro-
Elmas sobre la reversibilidad de las ecuaciones.
Aquí se encuentran también las profundas y earacterís-
<las diferencias entre los cuatro sistemas. Los modelos han
do muy debatidos como es natural en vista de las nuevas
racterísticas de los mismos y las profundas diferencias de
Semoques.
(íii) El desiderátum general en la construcción de mo-
elos es hacer un uso operativo de dos tipos de ecuaciones, a
ber: (a) las ecuaciones de conducta que constituyen el total
parte del sistema en su forma est1'lwt1lml, y (b) las eeuaeio-
es (generalmente dinámicas) del sistema en su forma redu-
ida. Los dos requisitos son cumplidos por los sistemas eep,
ytambién por los sistemas donde todas las ecuaciones se supo-
en exactas, como es el caso, para las especificaciones acos-
tllmbradas, de los sistemas IP. En general, los dos requisitos
stán en conflicto irrevocable, y esto produce la separación de
os caminos entre los sistemas eee y los sistemas ID. Los sis-
étiias eee están especificados a fin de hacer un uso operativo
de ecuaciones (a), mientras que los sistemas ID hacen uso de
las ecuaciones (b).
(iv) La elección entre los sistemas eee y los sistemas ID
]:loes una cuestión de representatividad de la muestra obser-
da, ni de diferencias en la estimación estadística de los pará-
etros. Esto está ilustrado por un caso especial donde un sis-
ma eee y un sistema ID define un mismo proceso estocástico,
los dos modelos por lo tanto dan precisamente la misma bon-
de ajustamiento a la muestra observada. En principio, una
paración de tales modelos puede ser llevada a cabo en
situación hipotética -fuera de la muestra observada-
97
REVISTA DE ECONOMÍA y ESTADÍSTICA
cuando todas las -perturbaeiones (estocásticas) cesan de pre-
sentarse desde un determinado momento.
(v) La elección entre los sistemas cce y los sistemas Il>
es una cuestión que depende del uso operativo que se vaya a
hacer de los modelos. En lo referente a fundamento, los dos
enfoques son más bien complementarios que competitivos.
(vi) Unavez que un modelo está especificado con respecto
a su estructura teórica y a su uso operativo, el problema esta-
dístico de la estimación de parámetros es una cuestión técnica,
y por lo tanto, en principio, un tema no sujeto a controversias.
1.3. El análisis econométrico en términos de modelos de
ecuaciones simultáneas es un enfoque relativamente nuevo. Esto
es así en particular con respecto a sus aplicaciones. El trabajo
aplicado, aunque relativamente voluminoso, está aún en sus
- comienzos.
El trabajo aplicado con sistemas de ecuaciones simultáneas
no está comprendido en este análisis. Solamente en cada intro-
ducción se considerarán brevemente algunas de las caracterís-
ticas de los campos de aplicación, con fines de información
básica. También, el trabajo aplicado es citado solamente con
fines ilustrativos y sin pretender evaluarlos.
Son de especial interés en la parte aplicada los grandes
proyectos de construcción de modelos maeroeconómicos, reali-
zados por equipos de trabajo con presupuestos comparables a
los grandes l costosos proyectos en las ciencias naturales. Des-
pués del trabajo de Tinbergen con los sistemas CCP en la
década de 1930, el escenario ha sido dominado hasta hace poco
por los sistemas IP y los sistemas ID. Estos esfuerzos pioneros
han sido provechosos e importantes en varios aspectos, pero
cuando llega el momento de predecir resultados de tangible
relevancia práctica se ha extraído relativamente poco de estos
grandes proyectos. Esta afirmación no debe entenderse como
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"I'.rItlCa; por el contrario, es deseable que las innovaciones
estén probadas en la práctica por vía de trabajos apli-
escala apropiada. Lo que quiero destacar es la urgente
ceS1Ui:1,u de evaluaciones comparativas sistemáticas de los re-
publicados, con miras a obtener en el futuro una mejor
para investigaciones teóricas y aplicadas. La importancia
~una eficiente distribución de los recursos disponibles para
f~1:>ajos aplicados con modelos macro económicos está reforzada
Or el hecho que gran parte de los costos son insumidos por la
lllpilaciónprevia de datos estadísticos, y que los diferentes
()delos hacen uso de relativamente distintos tipos de datos; al
ecir esto estoy pensando en el conflicto que en cierto modo
:Xlsteentre los requisitos de los sistemas CCP y los IP.
Los recientes, desarrollos dentro del área de los sistemas
CCP son muy interesantes, siendo de destacar los progresos
()ncretos en el uso de tales modelos como instrumentos para
redicciones macroeconómicas de corto plazo. No es ésta la opor-
unidad de entrar en una evaluación de los resultados obteni-
os hasta ahora en los trabajos de aplicación con modelos de
ecuaciones simultáneas, pero haremos brevemente algunos co-
mentarios para subrayar que en tal evaluación, lo relevante
o es solamente la propiedad general de los distintos tipos de
modelos, sino también los diferentes grados en que los recursos
potenciales del material teórico y empírico han sido explotados
n la construcción de modelos.
(i) Los promisorios resultados de los recientes trabajos
aplicados con los sistemas CCP son parcialmente -yen una
gran medida- una cuestión que no tiene nada que ver con la
elección entre los sistemas CCP y los otros tipos de modelos.
sí, en los modelos macro económicos de predicción anterior-
'ente mencionados es una característica importante el hecho
e trabajen con: (a) series cronológicas trimestrales, y (b) con
tadísticas sobre órdenes de compras e inventarios. Especial-
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mente esto último abre posibilidades que no están todavía ex-
plotadas en otros tipos de modelos. Además se hace referencia
a mejoramientos ad 'LOe de naturaleza teórica, tal como una
selección más adecuada de las variables explicativas en las
ecuaciones de comportamiento.
(ii) En segundo lugar, los promisorios resultados, otorgan
en parte, ventajas a los sistemas CCP. Con referencia a 1.2
(m), el punto principal es quizás, que los sistemas CCP son
más flexibles, en los usos operativos, que los sistemas CCC o
los sistemas ID, por cuanto los sistemas CCP pueden ser usa-
dos para inferencias causales y de predicción, tanto en su f01:-
ma original como en la reducida.
Los sistemas ID, como ilustramos en la sección 6.1, fre-
cuentemente dan valores, para los parámetros estimados, mar-
cadamente superiores comparados con los que se obtienen para
los sistemas CCP y CCC. Esta característica, sin embargo, no
nos da una guía que nos explique cómo es que los sistemas ID
han dado hasta ahora pobres predicciones en las aplicaciones,
donde el uso operativo de los sistemas ID está basado en su
forma reducida,no en sus ecuaciones originales. Un argumento
más importante es que el paso a la forma reducida usualmente
lleva a ecuaciones con muchas variables explicativas, y esto
da lugar a colinealidades, problemas de identificación, y con-
siguientes dificultades en la estimación de parámetros.
Las dificultades recién mencionadas para el sistema ID no
se presentan en los sistemas cec. Esto sin embargo no signi-
fica que en los sistemas CCC, un modelo ideado con propósitos
de análisis estático-dinámico ofrezca un enfoque enteramente
satisfactorio. Así, (ver Advertencia 6 .12) los sistemas CCC
están en la zona de peligro donde se pueden cometer conside-
rables errores de especificación para el caso típico cuando las
hipótesis del enfoque mixto incluyen una ecuación de equilibrio
instantáneo. Al mismo tiempo, sin embargo, este ejemplo nos
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~stra que el error de especificación surge de los mismos su-
~stos de equilibrio instantár:eo, y no de la formulaciónespe-
'cade los sistemas CCO. Por otra parte, a juzgar por los
~l1lplos·5.11-12, los sistemas CCC son usados a menudo en la
llstrucción de modelos esencialmente estáticos.
En lo tocante al sistema IP por último, no es correcto
~parar los resultados de sus predicciones con aquéllos de los
stemas CCP. Con su esquema rígido de coeficientes técnicos
otomando en cuenta la dimensión tiempo, el sistema IP es
enfoque estático y primariamente descriptivo. Cuando se lo
con fines de predicción, aunque no es un modelo acurado,
embargo puede ser atractivo como un simple y tosco recurso
onmado.
4. Este artículo es principalmente expositivo. Su contribu-
'ór1 consistiría en parte en el ordenamiento del material ana-
iado, y en parte en los pasajes siguientes: Algunos funda-
lltos (principios) formales en la Seco 5.1; la interpretación
los Ejemplos 5.11-12 de los modelos (4.8) y (5.9) como
stemas CCC ; el enunciado explícito del procedimiento (5.21) ;
análisis en la Advertencia 6 .12 de la diferencia entre las
~timaciones de la elasticidad de la demanda dadas por la
euación CCP (6.2) y la ecuación CCC (6.4); la generaliza-
ción de los sistemas IP (7.1) por el enfoque de los sistemas
CCC.
Agradezco al Econometric Institute, Inc., de Nueva York,
ll>presidente Sr. Peter W. Hoguet y su director de investi-
aeÍones Dr. Colín Clark por permitirme informar acerca del
cdelo macroeconómico de predicción del Instituto (Ref. 9)
por poner a mi disposición material no publicado acerca del
delo. El Sr. G. Stojkovic ha puesto amablemente a mi dis-
sieión material no publicado (Ref. 37). Por sus críticas eons-
ctivas agradezco al círculo de amigos y asociados, incluyendo
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a los señores R. Bentzel, E. Lyttkens, G. Stojkovic y S. Thore,
quienes han leído el manuscrito en un primer borrador. Tomo
la responsabilidad exclusiva por las limitaciones que contenga
este artículo.
2. MODELOS UNIECUACIONALES COMO MATERIAL DE
CONSTRUCCION PARA LOS MODELOS EXPLICATIVOS (1)
2. O. Introd1wción
La transición de las ecuaciones exactas a las ecuaciones
con perturbaciones aleatorias en la construcción de modelos
descriptivos, es en parte una cuestión muy simple. En parte
es una generalización que involucra problemas que requieren
cuidadosa atención, como es atestiguado por el famoso peligro
latente en "la elección de la regresión". En esta introducción
la racionalidad de la inferencia explicativa a partir de modelos
uniecuacionales será brevemente analizada. El énfasis se pon-
drá en los procedimientos de fundamental relevancia, tanto en
los modelos uni-eeuacionales como en los multi-eeuaeionales.
Siendo el argumento de alcance general, será suficiente
considerar el caso de una sola variable explicativa. Sea:
(1 a-b) y = a + if:? x; y =a + ,8x +V
para ecuaciones exactas y con perturbaciones aleatorias, res-
pectivamente. La referencia se hace a fin de distinguir entre:
(a) errores en las variables, y (b) errores en las ecuaciones.
(a) Modelos que contienen errores en las oariables, Si
escribimos:
( 1 ) El problema central dé esta sección, tomado de las Refs. 57-58,
es tomar los supuestos de .típo (5)-(6) como base para el razona-
miento de: (a) el uso operativo de las ecuaciones explicativas, y
(b) la estimación estadistica de sus parámetros. También, el ma-
terial es bien conocido tras más de 50 años de debate sobre "la
elección de la regresión"; véase Refs. 34, SO, 14, 61, 12, 10, 13, 50,
21, 60, 55.
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,
X = X* + VI ; Y = s" + v. ; y* = a + f3 X"
básico de este enfoque es que las variables sin
<erroI'es x*, y* satisfacen tina ecuación exacta (2 c).
(b) Modelos con errores. en las ecuaciones:
(bl) La especificación de Gauss-Fiehe», La ecuación (1 b)
refiere aquí a observaciones no estocásticas de la variable x,
perturbación v se supone que es una variable aleatoria
esperanza matemática igual a cero para todo z. En el caso
simple se supone que v tiene la misma distribución normal
todo x.
(b-) La especi!¡<Jación de Galton-Yute. Las variables x e y
(1 b) se supone que tienen una distribución de probabi-
conjunta tal que v, para todo x, tiene esperanza mate-
(El'vI) igual a cero. En el caso más simple la distribu-
conjunta es normal.
Todos los sistemas considerados en este artículo son del
de (b-): Los modelos sometidos a análisis están, de este
proyectados para situaciones donde los errores de obser-
son pequeños en relación a las perturbaciones en las
ecuaciones. La experiencia demuestra que éste es, a menudo,
caso en Econometría, En el caso (b), los enfoques (b.) y
tienen mucho en común, y esto está acentuado por la
adopción de especificación para modelos uni-eeuaeionales que
las earaeteristicas básicas de ambos tipos de modelos.
Procedimientos básicos de inferencia.
.En el uso operativo de ecuaciones con perturbaciones alea-
los dos procedimientos siguientes son de fundamental
PRoCEDunENTo 2.10: Inferencia prediciioa, Considerando
ecuación (1 b), se suponen conocidas x e y. Entonces el
procedimiento es calcular y de (la) omitiendo la perturbación.
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Seguidamente consideraremos la situación cuando (1· b) es
un modelo de series cronológicas y x es el valor con rezago de y.
PROCEDIMIENTO 2.11: Inferencia S1tstit1diva. Considerando
el modelo de series cronológicas:
(3) Yt = a +'{3Yt-l + Vt
suponemos conocido el valor de Yt-2 mientras yt, e Yt-l son desco-
nocidos. Entonces el procedimiento es calcular Yt de:
(4) Y» = a + a. 13 + 132 • Yt-2
haciendo uso recursivo de (3) y omitiendo las perturbaciones.
2.2. Fundasnentos racionales ele los procedimientos 2.10-11.
Considerando primero el Procedimiento 2.10 adoptamos:
SUPUESTO 2.20. En el modelo (1 b) la EMO de y, dada z,
es:
(5) E(ylx) =a.+,8x
En el Supuesto 2.20, el Procedimiento 2.10 tiene un fun-
damento racional obvio: da el valor esperado (o promedio) de
y para x conocido.
Volviendo al Procedimiento 2.11, veremos que la situación
es similar.
SUPUESTO 2.21. En el modelo (3) la EMO ele Yt para Yt-l
conocido, está dada por:
(6) E (yt IYt-l) = a + f3 Yt-l
Por lo tanto, el reeiduo Vt, es independiente de Yt-l e Yt-2.
Por (6), el Procedimiento 2.10 se aplica a (3) y da el
valor esperado de yt, para Yt-l conocido. Luego, sustituyendo
Yt-l obtenemos (4), y gracias a la última parte del Supuesto
2.21 la expresión (4) da el valor esperado de Yt para Yt-2
conocido.
ADVERTENCIA 2.20. Resumiendo, el Procedimiento 2.10-11
tiene un claro fundamento racional como operaciones con las
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O.Tratando a (1 b) Y (3) como si fueran ecuaciones exae-
elprocedimíento da valores esperados (o promeclios) de y,
.alores exactos, para valores conocidos de x e Yt-2, respec-
ente.'
ADVERTENCIA. 2.21. Alternativamente, el fundamento del
¿edimiento 2.10-11 puede ser formulado como sigue: Supo-
do que x está sometido a cambios conocidos, mientras aque-
Ósfactores no especificados que están resumidos en la pertur-
¿i6n v permanezcan constantes, entonces el cambio sobrevi-
tite en y puede ser exactasnenie calculado de (1 a).
ADVERTENCIA. 2.22. e) En las dos advertencias anteriores,
fundamento de la inferencia desde ecuaciones con pertur-
¿iones se estableció en dos formas diferentes. Ambos argu-
ritos pueden ser considerados como una formulación más
ecisa de la cláusula ceieris pm"ib1lS que es el recurso aeos-
fubrado para este propósito. El argumento de la Adverten-
~2.20 involucra un supuesto ceieris pariinss, ya que los Pro-
dimientos 2.10-11 en la práctica se aplican fuera de la mues-
a observada, siendo el supuesto subyacente que las pertur-
ciones tengan la misma distribución que en la muestra. El
puesto ceteris parib1~s adoptado en la Advertencia 2.21 re-
<Í~iere mucho más, porque mientras la muestra observada invo-
lucra perturbaciones, los procedimientos son aplicados a situa-
iones donde las perturbaciones se supone que no se presentan:
'tuaciones hipotéticas donde las ecuaciones' pueden ser trata-
as como si fueran exactas.
Si la cláusula ceteris paribus de las Advertencias 2.20-21
simbolizan respectivamente con A y B, repetimos que la
láusula A es mucho más general que la B. Es también claro
üe la cláusula B es de objetable relevancia debido a su natu-
eza hipotética. En el área analizada, la separación de los
minos se presenta en los modelos uni y multi-ecuacionales.
) Para el mismo argumento, véase también Ref. 58, Seco 6. 2.
105
REVISTA DE ECONOMÍA y ESTADÍSTICA
Las cláusulas ceteris pa,r'ibus a menudo no están presentadas
en un estilo bien articulado, pero frecuentemente se desprende
del contexto que la «láusula es del tipo A. EIi algunos casos
el uso operativo de ecuaciones con perturbaciones corresponde
a una cláusula del tipo B. Los Procedimientos 2.10-11 no son
típicos en este último aspecto; la cláusula B entra a jugar en
los procedimientos operativos donde las variables están trata-
das de una manera simétrica, en especial: (a) por reversión
de ecuaciones, y (b) por resolución de un sistema de ecuaciones
implícitas;
En este análisis, se pondrá énfasis sobre la cláusula cetcris
par'Íbus A. Este recurso nos ayudará a obtener una visión de
conjunto de la transición de las ecuaciones exactas a las ecua-
ciones con perturbaciones, en la construcción de modelos econo-
métricos. Desde este punto de vista, las aplicaciones de la
cláusula B aparecerán como reminiscencias fuera de lugar en
operaciones con ecuaciones exactas.
:2.3. In!e1'c1w'Ía causal e)
En la literatura sobre modelos econométricos, los conceptos
causales han jugado una parte polémica. Es cierto que hay
diferencias entre los modelos al nivel básico de las hipótesis
causales, pero la separación de los caminos descansa en un nivel
aún más profundo, especialmente en la especificación de los
modelos en términos de EMC y en las correspondientes pro-
piedades operativas de los modelos. Por ello sería posible con-
siderar el siguiente examen como un tratamiento puramente
matemático, con los argumentos claves expuestos, repito, en
términos de EMC. De todos modos servirá a nuestros fines de
( 3 ) Para una discusión de los conceptos causales desde el punto
de vista de una teoría general del conocimiento, véase Reís. 56, 59.
Para el uso de la terminología causal en los sistemas eep y cee
véase Reís. 45, 60, 53; para el uso en los sistemas ID véase Refs.
36,3, 39.
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la terminología causal de los sistemas CCP y CCC,
sólo fuera para mostrar que esta terminología está
con el sentido comúnmente usado de los conceptos
D.E:FllUC][ÓN 2 30. La ecuación (1 a) se llama una ecua-
si expresa la hipótesis que cuando a; cambia, enton-
muestra los cambios resultantes en y. La definición
xti,encle a las ecuaciones con perturbaciones, por ejemplo
(3), siendo entonces la hipótesis que las ecuaciones
peI·tu:rb~lCic)n(:s dan el cambio promedio o esperado en y.
/Qll1aIldo querramos destacar (1 a-b) y (3) como ecuaciones
serán escritas:
y~a+{3X ; y~a+{3x+v ; yt~a+,8yt-l+V
Cuando tratemos con las ecuaciones causales (7), la infe-
los Procedimientos 2.10-11 pueden ser especificados
térmillos causales. Distinguimos:
2.30: Inferencia ccusal: Considerando la
(7 b), el procedimiento es aplicar (5) para calcular
(esperado) y, cuando la causa a; es conocida.
hipótesis causal (7) en general no informa qué suee-
a; si hay un cambio en y. Así, en la situación (7 a)
o no tener:
1
x~- (y-a)
f3
emos tanto (7 a) como (8), las dos ecuaciones se llaman
sal:nw~nte reuersibles. Si definimos el sistema (3.4) sin per-
'baéiones, la ecuación (3.4 e) es un ejemplo de una ecuación
exacta que no es causalmente reversible.
lnfm"P.?I('Jn inversa.
los comienzos de la teoría de la correlación es bien
que las ecuaciones de regresión y las EMC no son
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reversibles en el mismo sentido como ecuaciones exactas. Enun-
ciamos este simple hecho como
TEOREMA 2.40. Las EMe son reuersibles solamente en el
caso especial ele ecuaciones exactas (no estocásticas). Es. decir:
1
x = - (y-.a) +v*
f3
con
1
(10) E(x Iy) = - (y-a)
f3
Los supuestos (1 b) Y (5) son compatibles con (9) - (10)
si, y solamente si:
(11) v=v*==:O (es decir, prob (v'=v*=O) =1).
Después de la detallada exposición de la Sección 2.1-3 Y
el Teorema 2.40, el siguiente procedimiento necesita poco o
ningún comentario.
PROCEDIMIENTO 2.40: La inversión ele ecuaciones exactas.
Considerando la ecuación (1 a), supongamos y = Yo conocido,
y x desconocido. Entonces el procedimiento es calcular x a par-
tir de la ecuación inversa:
1
(12) X'= - (y¿-a)
f3
PROCEDIMIENTO 2.41: Inoersa ele las ecuaciones con per-
turbaciones. Considerando la ecuación (1 b) , supongamos
Y = Yo conocida y x desconocida. Luego, el procedimiento con-
siste en usar (12) para calcular el valor x para el cual el valor
esperado de Y es Yo.
Volviendo a la inversa de las ecuaciones causales podemos
distinguir entre la dirección ele la inferenda causal y la elirec-
ción de la inflttencia causal. Se observará que el Procedimien-
to 2.42 se aplica tanto a las ecuaciones exactas como a las
lOS
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ll~ciones con perturbaciones, mientras que el Procedimiento
.43 se aplica solamente a ecuaciones exactas.
PR~CEDIl\IIENTO 2.42 : Inversión de la dirección de la infe-
~ncia causal. Considerando la ecuación (7 b), se supone la
~riable efecto y =. Yo conocida y la variable causa x deseono-
ida. Luego, el procedimiento es usar (12) para calcular el
lor x de la variable causa para el cual el efecto esperado
y=·Yo.
PROCEDDIIENTO 2.43: Inversión de la clil·ección de la in-
üencia causal. Considerando la ecuación (7 a), se supone que
a) es causalmente re-versible en el sentido de (8). Luego
procedimiento es considerar x como efecto e Y como causa, y
ar (12) para calcular el efecto incógnita x a partir de una
1lSa conocida Y = Yo.
.5. Estimación estadística de parámetros.
Primeramente se hace referencia a la observación gene-
al1.2 (vi).
ADVERTENCIA 2.50. Los procedimientos operativos tales
omo los considerados en la Sección 2.1-4 son los mismos en
plicaeiones teóricas y empíricas. Por lo tanto las notaciones
2.1-4 pueden ser tomadas tanto para referirse a conceptos
óricos como empíricos, de acuerdo al contenido.
En esta subsección las notaciones dadas en 2.1-4 pueden.
tomadas para referirse a conceptos teóricos. Para eeuacio-
como la (1 b) Y (3) estimadas empíricamente, escribimos:
y = a+ b x+ v ; Yt = a:+ b Yt-l + Vt
ºOIlsidler2~relnos (13 a) y (13 b) como la regresión de Y so-
z estimada por mínimos cuadrados. En consecuencia, con
símbolos habituales, los parámetros de (13 a) son:
coy (x, y) ~ (x---':x)y
b= ; a=y- b.x
var (x) ~ (x-xr
misma forma para (13 b).
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TEOREMA 2.50. Bajo condiciones muy gener-ales, las esti-
maciones mínimo cuadcético» (14) tender/in, par-a qrosule«
muestr-as, a los parémetra« teáricos, es decir:
(15 a-b) probo Iim a ,= a probo Iim b '= f3
Considerando brevemente una comprobación que compren-
de tanto (13 a) como (13 b), consideraremos (13 a), y avan-
zaremos en dos etapas:
(i) La ecuación (1 b) es, en el Supuesto 2.20 la regresión
mínimo cuadrática teórica de y sobre X. Por lo tanto a y f3
pueden ser expresadas en términos de los momentos teóricos
de los dos primeros órdenes. Esto daf3 como la razón eovarían-
za-varianza teóricas
(16) {3= ¡.Lxy 1 ¡.Lxx
(ii) Los momentos observados de primero y segundo orden,
bajo condiciones generales, tenderán a los correspondientes
momentos teóricos. En particular, coy (x, y) y val' (x) ten-
drán ¡.Lxy y ¡.Lxx como límites estocásticos.
ADVERTENCIA 2.51. El Supuesto 2.20 implica que la per-
turbación v de (1 b) tiene media cero y covarianza con x tam-
bién igual a cero,
(17 a-b) E[v] = O ; E[v.x] = O
En el tratamiento de ecuaciones con perturbaciones es costum-
bre adoptar supuestos del tipo (17 a-b) en las especificaciones
básicas. En cambio tomando (5) como supuesto básico, esta-
blecemos inmediatamente: (a) el fundamento del Procedi-
miento 2.10, y (b) la ecuación clave (16) en los argumen-
tos (i) - (ti).
Cae fuera del propósito de este artículo considerar los
errores standards de las estimaciones (14) o los problemas con-
siguientes de docimasia de hipótesis. _
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DE CADENAS CAUSALES PUROS (CCP) (1)
n._.~",rin Jan Tinbergen, en la década 1930-40 construyó
slSl;el1lla macroeconómico CCP para los Países Bajos (1937),
Unidos (1939) Y él Reino Unido (1951), su enfoque
trajo consigo varias líneas de desarrollo .científieo en
constructiva: Teoría económica (teorías de los
económicos; análisis por períodos; varios modelos diná-
en la forma de sistemas de ecuaciones simultáneas), aná-
matemático (tratamiento de sistemas dinámicos como ecua-
hes en diferencias, ordinarias o estocásticas), y métodos
éstadísticos (estimación de parámetros; docimasia de hipóte-
gis). Lo que sobre todo ha sido reconocido como un jalón en el
éllfoque de Tinbergen, es la sistemática coordinación del ma-
erial teórico y empírico en la construcción de modelos diná-
icos.
La intuición selectiva de Tinbergen en la formulación de
los principios de construcción de sus modelos dinámicos está
lllás allá de todo elogio. Y hasta cierto punto los fundamentos
de su enfoque fueron literalmente intuitivos, como cuando hizo
o de la regresión por mínimos cuadrados para la estimación
e. parámetros.
Los modelos de Tinbergen fueron de gran empeño, siste-
as con- más de cincuenta ecuaciones y unas setenta variables.
01' un momento estuvieron solos en el campo; habían trans-
úrrido más de veinte años antes de que se publicaran nueva-
ente trabajos empíricos con los sistemas CCP. En el intervalo,
os fundamentos de estimación de parámetros del sistema CCP
r cuadrados mínimos han sido establecidos sobre una base
) Las referencias básicas son Tinbergen (1939 - 1940). La pre-
exposición, siguiendo las Refs. 54, 56-57, destaca la coneep-
de los modelos desde el punto de vista de su uso operativo.
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3.1. Rasgos coracteristico« del enfoque
Considerando un sistema CCP de forma lineal generaliza-
do, escribiremos:
i= 1, .... ,ns, (t) =Li (y, x) +Vi (t)(1)
usando la siguiente notación (que utilizaremos en los modelos
subsiguientes) :
El sistema involucra n ecuaciones.
Todas las variables están dadas como series cronológicas,
como en (2.3) (los períodos de tiempo, ahora indicados entre
paréntesis algunas veces se omitirán) ;
Y" .... , u; son las variables endógenas que el modelo se
propone explicar; las variables x" .... , X m son exógenas, y re-
presentan influencias externas.
En el caso especial de Vi(t) == O la ecuación para Yi(t) es
una ecuación exacta. De otra manera las v, (t) son residuos
estocásticos.
( 2) Véase la Ref. 3, donde la base económica racional de los sis-
temas CCP vs, ID está explorada, y las Refs. 51-52, 60, 54, donde
el énfasis se pone sobre los aspectos estocásticos de la construcción
del modelo.
( 3) Como se comentó más arriba en la sección 1.3. se han regis-
trado promisorios resultados en las predicciones de un modelo ma-
croeconómico recientemente construido, Ref. 9, una ingeniosa con-
cepción híbrida entre el sistema ID y CCP con 85 ecuaciones. Véase
también la siguiente nota.
de máxima verosimilitud (ver Seco 3.3). Además los funda-
mentos del enfoque han sido fortalecidos por estudios teóri-
eosf"). Estos han establecido, por una parte el alcance general
de los sistemas CCP para propósitos de análisis dinámico, y
por la otra, los fundamentos del procedimiento operativo para
inferencia a partir de los sistemas CCP en trabajos teóricos
y aplicados. En años recientes el interés general en el enfoque
ha aumentado. Han sido publicados resultados de relevancia
práctica (3).
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i= 1, .... ,n
n r
i-l
r
+ ~ ~ 8¡jkXj (t-k)
j=l k=O
E[y¡(t) Iy,x] = L¡ (y,x)
L¡ es una forma lineal de tipo:
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siO'uientes supuestos básicos son'característicos para
'"~siStEJmas CCP:
RllrPUES~:O 3 ,ID " El sistema (1) explica las variables endó-
medio de las EMC. En símbolos:
[itaralmente : las variables explicativas x e y de la variable
ndógena y¡(t) pueden incluir:
Las variables endógenas y1 ( t ) " ... , y i-1 (t).
Cualquier valor rezagado Yj (t - k) de cualquier varia-
ble endógena.
Cualquier valor rezagado o no Xj (t - k) de cualquier
vaname exógena,
SUPUESTO 3.11. El residuo V¡ (t) es independiente de las
rríables x e y que entran en L¡(y,x) así también como de
uellas variables x e y que entran en esta ecuación cuando
a O. más variables endógenas rezagadas o no son eliminadas
deL1(y,x) por medio de sustituciones, haciendo uso recursivo
dejas ecuaciones (1) .
.ADVERTENCIA 3.10. Como en (2.17), el Supuesto 3.10
plica:
Para cada i, el residuo V¡ (t) no está correlacionado
las variables x e y que constituyen la forma lineal Ll(Y,X).
Del mismo modo, el Supuesto 3.11 implica:
Todos los residuos v¡(t) con o sin rezago, están mu-
iamente no correlacionados.
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Inversamente, si todas las distribuciones conjuntas son
normales, (i) es equivalente al Supuesto 3.10. Por lo tanto
(i) -:- (ii) pueden ser consideradas como versiones aproxima-
das de los Supuestos más rigurosos 3.10-11.
3.1.1. 1nierpretación caueol;
Las ecuaciones de los sistemas CCP permiten una inter-
pretación causal en el sentido de la Definición 2.30.
Las ecuaciones de los sistemas CCP, en general, son idea-
das como ecuaciones de comportamiento para cada una de las
unidades de decisión. Debido a la interpretación causal de las
ecuaciones (2), al comportamiento de la i-éeima. unidad de deci-
sión puede dársele una interpretación del tipo de estímulo
respuesta, con Yl(t) como variables respuesta (efecto) y las
variables x e y del segundo miembro, como factores estímulos
(causas).
EJEMPLO 3.10. Para ilustrar el enfoque de los sistemas
CCP, citaremos el siguiente modelo simplificado de oferta y
demanda para un mercado de libre competencia (4) :
s(t) = IXl+,81P(t-1) +Vl(t)
(4 a-c) p(t) = p(t-1) + y [d(t- 1) -s (t)} +V2(t)
d(t) = IX2 -,82P(t) +V3(t)
En el orden dado, las tres ecuaciones del sistema son: una
ecuación de oferta, un mecanismo de precio y una eouacio« de
demanda. Las tres ecuaciones son ecuaciones de comportamien-
to; las unidades de decisión son, respectivamente, los produc-
tares, los intermediarios y los eonsumidoree.
( 4) Véase Ref. 57, Seco 2.4, y, para un sistema CCP levemente
diferente, Refs, 51, 60 p. 15, 54. Además el mecanismo de precio
(4 b) es muy simple, y casi como un simple mecanismo ha dado
buenos ajustamientos en trabajos aplicados (el mercado estadouni-
dense de sandías, Ref. 56). El Sr. G. Stojkovic, Ref. 37, me informó
que el mismo simple mecanismo está trabajando bien para varios
otros bienes. .
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v¡(t), es decir
i= 1, .. , .,n
m s
+ ~ ~ 8*¡lk xj(t-k)
j=lk=O
1
w¡(t) = ~ A¡j Vj(t)
j=l
n s
R¡ = a\+ ~ ~ 1'*¡lkYl (t-k) +
j=1 k=1
Supuestos 3.10-11 implican:
'consideJrarnos a (1) como un sistema de ecuaciones im-
las variables endógenas y¡(t), y lo resolvemos con
.ellas, obtenemos lo que es conocido como la [orma
del sistema. La forma reducida puede ser expresada
el residuo w¡(t) es lineal en VI (t),
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E (y¡(t) Iy, x] = R¡ (y, x)
análogamente para la Advertencia 3.10:
El residuo w¡(t) no está correlacionado con las va-
iaruesv. x que constituyen la forma R(y, z) ;
(ii") Los residuos w¡(t), wj(t-k), que se refieren a dife-
momentos del tiempo están mutuamente no correlacio-
ados.
Para dar un ejemplo de sustituciones iteradas en el siste-
a. (4) deducimos la siguiente ecuación en diferencias finitas
ra p(t)
p(t)·= 1" (aZ- a l ) + (1-1' /31-1' [32) p(t-l) +
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(11) W(t) = V2(t) +1'.v3(t-1) -y. Vl(t)
no está correlacionada con p(t-1) .
. Ahora estamos en condiciones de enunciar los argumentos
básicos en relación a dos ventajas fundamentales de los siste-
mas CCP, a saber: por una parte su flexibilidad en el uso
operativo, y por otra su generalidad con fines de análisis
dinámico:
ADVERTENCIA. 3.11. Debido a la estructura recursiva del
primer sumatorio en (3), el procedimiento operativo que con-
duce del sistema CCP (1) a su forma reducida (5) es una
secuencia de sustituciones. Cada paso en la secuencia elimina
una variable endógena (Cf.al Procedimiento 2.11).
ADVERTENCIA. 3.12. Las propiedades de los residuos de los
sistemas CCP, y en particular el Supuesto 3.11, pueden pare-
cer a primera vista altamente restrictivos.1'or lo menos están
de acuerdo con lo que siempre puede ser logrado, al menos en
la versión aproximada de la Advertencia 3.10 (i)-(ii). En
efecto, con referencia al teorema general sobre el poder reso-
lutivo de los sistemas CCP,CS) si las series y¡(t) y Xk(t) están
dadas arbitrariamente en (1) y (3), es posible determinar el
máximo rezago r y los coeficientes a, f3, y, (j de modo que todas
las variables "no correlacionadas" en (i) e (ii) efectivamente
tendrán correlaciones que numéricamente son más pequeñas
que un número arbitrario dado b. > O.
3.2. Procedimientos operativos
En su trabajo pionero con el sistema CCP en la década
de los años 1930 el uso operativo de los modelos de Tinbergen
( 5 ) Véase Ref. 51 p. 16 (o Ref. 60 Teorema 12.6.1), una versión
degenerada de lo que se conoce como el teorema de la descompo-
sición predictiva de las series estacionarias del tiempo (para el
caso especial de una variable, véase Ref. 49, Teorema 7). Para los
correspondientes teoremas sobre el poder resolutorio de los siste-
mas como la forma reducida, véase Refs. 62, 31.
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deriva de los siguientes dos procedimientos fundamentales de
inferencia:
PROCEDIMIENTO 3.20 . -Inferencia prediciioa y causal con
las ecuaciones de comportamiento que constit1~yen el modelo en
su forma m·iginal.
PROCEDIMIENTO 3.21. 1-nferencia s1~stit1ttiva con el modelo
en su forma oriqintü, específicamente,
a. Inferencia prediciioa de 1¿n período para el siquienie.
(Esta forma de inferencia es equivalente a la inferencia pre-
dictiva con la forma reducida del modelo).
b. La construcción de ecuaciones en diferencias fin#as en
1~na »ariable endógena (las ecuaciones usadas para inferir so-
bre las propiedades oscilatorias intrínsecas del modelo).
Tinbergen usó los Procedimientos 3. 20-21 sobre una base
más o menos intuitiva. Es instructivo distinguir aquí los siste-
mas con ecuaciones exactas de los sistemas de ecuaciones con
perturbaciones. Es inmediato que los Procedimientos 3.20-21
son válidos como operaciones con ecuaciones exactas. Que el
procedimiento se extiende a las ecuaciones con perturbaciones
se deduce a partir del mismo argumento que en 2.2. Lo re-
mareable es que los procedimientos dan inferencia predietiva
yeausal en términos de EMC.
ADVERTENCIA 3.20. Los sistemas CCP, como se vio en los
Procedimientos 3.20-21, hacen uso operativo de: (a) las ecua-
'eíones de conducta que constituyen el sistema en su forma
original, y (b) la forma reducida. Tanto en (a) como en (b)
las ecuaciones toman la forma de El\fC. En general, las ecua-
ciones (a) especifican las fuerzas económicas que el sistema
explica y sus movimientos dinámicos, mientras que las ecua-
(b) muestran el dinamismo formal del sistema, ya que
forma reducida indica cómo las variables endógenas están
mtluenciadas por sus valores pasados y las variables exógenas.
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3.3. Estimación estadística de parámetros
Tinbergen hizo uso de la regresión mínimo cuadrática para
estimar los parámetros de sus sistemas CCP, siendo estimada
cada ecuación por la regresión del efecto variable sobre las
variables causales. Este enfoque fue adoptado sobre una base
intuitiva, sin entrar en los problemas específicos que surgen
cuando los datos están dados como series cronológicas (ver
Seco 2.5.). El fundamento del enfoque fue establecido por
Bentzel y Wold (1946), quienes demostraron que para los sis-
temas que satisfacen los supuestos de tipo (i) - (ii) en la
Advertencia 3 .10 Y para los cuales todas las distribuciones
conjuntas son normales, las estimaciones por mínimos cuadra-
dos coinciden con las de máxima verosimilitud. Más general-
mente, la prueba presentada en (2.15) se extiende al caso mul-
tidimensional, siendo los resultados claves que las estimaciones
por mínimos cuadrados de los sistemas CCP son asintótica-
mente insesgadas siempre que el proceso estocástico definido
por el sistema sea erqodico, es decir, si un conjunto de series
cronológicas generadas por el sistema contiene información
completa sobre el proceso (6).
4. LOS SISTEMAS INTERDEPENDIENTES (ID) (1)
4. O. 1ntrod1lCción
Los sistemas ID, luego de la introducción por T. Baavel-
roo en 1943, fueron inmediatamente sometidos a intensos estu-
( 6 ) Véase Ref. 57 p. S68.
( 1) Las Refs. 27, 20 son consideraciones normativas de la teoría
de los sistemas ID, con completa referencia a los primeros trabajos.
Las principales contribuciones sobre la parte aplicada comprende
las Refs. 22, 6, 19, 24, 40, 2. Para exposiciones en libros de texto
véanse las Refs. 47, 23. Para un estudio comparativo de los sistemas
CCP e ID, véanse las Refs. 4, 51, 60, 3, 54, 39, 56-58. El presente
examen se apoya fuertemente en lasReís. 39, 57, 58.
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bajo los auspicios de la Cowles Foundation. En una pri-
~fase la investigación se concentró sobre una multitud de
blemas teóricos que planteaban, prineipalmente : (a) la exi-
ricia de" nuevos métodos estadísticos de estimación de pará-
tros, Y (b) los problemas de identificación, una- engorrosa
~cterística de los sistemas ID. Á mediados de la década de
Oaparecen varios trabajos empíricos, que constituyen gran-
intentos con énfasis en los problemas de predicción. Estos
ajos de aplicación dejaron mucho que desear; así, en un
iente y autorizado mensaje, el iniciador del enfoque se ha
erido a los trabajos aplicados con los sistemas ID como
n.do predicciones pobres y siendo en su conjunto decepcio-
tes C).
En la evolución de los mo~elos estáticos a los dinámicos,
lóssistemas CCP están en la etapa final. Las aspiraciones de
~iehos sistemas son completamente dinámicas, ya que: (a) los
cambios temporales en las variables endógenas están explicados
n/términos de fuerzas económicas, estando formados los siste-
mas por ecuaciones de conducta que permiten una interpreta-
ión en términos de estímulo-respuesta; y (b) las proposiciones
obre las ecuaciones de equilibrio entre las variables u otras
características estáticas pueden surgir como teoremas deduci-
dos del modelo, pero ninguna relación estática se introduce
como hipótesis en la construcción del modelo. Desde este punto
de vista los sistemas ID son una involución: Se permite la
xistencia de elementos estáticos en la construcción del modelo.
otro punto de vista los sistemas ID son los más avanza-
y los más generales, ya que las interrelaciones entre las
raríablea endógenas no necesitan seguir la forma recursiva de
. Las formas no recursivas surgen de varios modos en
modelos hipotéticos. Los casos típicos son aquellos modelos
hacen uso de:
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(i) Ecuaciones de equilibrio instantáneo;
(ii) Otras restricciones lineales entre las variables endó-
genas;
(ili) Ecuaciones explicativas agregadas, siendo hecha esta
agregación con personas, el tiempo, o de otra manera;
(iv) Variables observadas como aproximaciones de varia-
bles anticipadas.
Hemos llegado ahora al punto de separación de los cami-
nos. Mientras los sistemas eep, como se afirmó en la Adver-
tencia 3.20, están diseñados para uso operativo del modelo
tanto en la forma original como en la forma reducida, en los
sistemas ID este dualismo se destruye. En realidad, los siste-
mas ID rompen la forma recursiva de (3.3); por consiguiente
la transformación a la forma reducida ya no puede ser hecha
por sustituciones sucesivas (ver Advertencia 3.11); la trans-
formación involucrará una o más reversiones de las ecuaciones
estocásticas; por lo tanto no será ya posible especificar las
ecuaciones tanto en la forma original como en la forma redu-
cida así como obtener inferencias en términos de EMe. Sien-
do irrevocable este dilema, el enfoque de los sistemas ID con-
siste en diseñar el modelo para uso operativo en la forma
reducida, pero no en la forma original. En otras palabras, las
ecuaciones en su forma original son consideradas como un sis-
tenia implícito para las variables endógenas, obteniendo las
ecuaciones explícitas en la forma reducida. Estas ecuaciones
toman la forma de EMe. La otra alternativa del dilema corres-
ponde al enfoque de las cadenas causales condicionales (siste-
mas cee, tratados en la Sección 5), estando éstos diseñados
para uso operativo en la forma original, pero no en la forma
reducida. Así como cuando los comparamos con los sistemas
eep, es necesario recordar que tanto los sistemas ID como los
sistemas cee marcan una drástica limitación de los niveles
de aspiración en el uso operativo de los modelos.
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.I:i"P"'C'VVU camcte1'ísticos del enfoq1te
lineal general de un sistema ID puede ser escrita
; j3uy(t) = ,A¡(y, x) +v¡(t) i = 1, ... , n
n r
,A¡(y,x) = a¡+}4 }4 /'jjk Yj(t-k) +
j=l k=l
+}4 }4 Oljkxj(t-k)
j=lk=O
primer miembro de (1) puede tener o no una forma
¡!;t:!.Lt:!.'~!. que el modelo recursivo de las variables endóge-.
. La convención de llevar estas variables al primer
de (1) sirve para acentuar una característica típica
sistemas ID, aquélla por la cual las variables endógenas
en una misma ecuación, son tratadas: (a) en forma
y (b) como si fueran libremente reversibles de un
a otro de la ecuación.
AULt:llJlW:S, la diferencia entre los modelos (1) y (3.1) apa-
los residuos. Los supuestos típicos de (1) son los si-
(
SUPUES~~O 4.10. (i) Para cada i, el residuo v¡(t) no está
con todas las variables predeterminadas, es
todas las variables exógenas, con o sin rezago, y con
variables endógenas no rezagadas;
Dos desvíos cualesquiera, ·V¡(t), Vj (t -k) que se re-
distintos momentos de tiempo, están mutuamente no
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4.1.1. La [ornui 1'edueida
La definición de la forma reducida es literalmente la
misma que en la Seco 3.1.2. Para evitar. un nuevo conjunto
de notaciones simbolizaremos la forma reducida de (1) del
mismo modo que en (3.5-7), con el agregado de que ahora
(3.7) toma la forma:
(3) w, (t) = ~ Aij Vj(t)j='
Los supuestos 4.10 (i) - (ii) implican que los residuos de la
forma reducida tendrán precisamente las mismas propiedades
que en 3.1.2. (i*) - (iiv). Por lo tanto en el caso común
cuando todas las distribuciones conjuntas se suponen norma-
les, la ecuación (3.8) seguirá siendo cierta; repitiendo:
(4) E (Yi (t) Iy, x) = Ri (y, x) i = 1, ... ,n
Es decir que la forma reducida de un sistema ID provee EMe
para las variables endógenas. .
EJEMPLO 4.10.n Un caso simple de un sistema ID está
dado por:
rd(t) =!r,- ,G,p(t) +Vl(t) (Ecuación de demanda)
(5a-c))ls(t) =1!r2+ ,G2p(t-1) +V2 (t) (Ecuación de oferta)
d(t) = s(t) = q(t) (Ecuación de equilibrio instantáneo)
El precio p (t) Y la cantidad q (t) son variables endógenas. De
acuerdo con el Supuesto 4.10 (i), los residuos Vl(t) y V2(t) no
están correlacionados con el precio rezagado p (t -1). La for-
ma reducida consta de dos ecuaciones: la (5 b) y.
( 3) Este sistema ilustra la transición de las ecuaciones exactas
a las con perturbaciones, en cuanto los modelos de esta clase entran
en los trabajos pioneros sobre los sistemas ID (Refs. 16, 26, 15,
mientras cae bajo la· teoria de la telaraña de los primeros años de
la década de 1930 (Refs. 4:5, 11) si los residuos se omiten.
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al-a. {3.
p(t) = - -p(t-1) +w(t)
,[31 {31
w (t) no está correlacionado con p (t -1) .
El modelo (5) proporciona un claro ejemplo del argu-
básico sobre las EMC: Si omitimos el residuo w(t), la
(6) nos dará, para p(t-1) conocido, la EMC de
al-a' ,f3.
E[p(t) Ip(t-1)] = --p(t-1)
Pl 131
(5b) nos da la EMC de s(t)'[='q(t)} dado
(t -1), mientras (5 a) no nos dará en general, para p (t)
conocido, la EMC de d(t) [=. q(t)].
EJEMPLO 4.11. (4) El siguiente sistema ID, un modelo ma-
croeccillóm.i(;O simple del tipo keynesiano, ha jugado su papel
la discusión del enfoque de ecuaciones simultáneas,
{
C(t)=al + :131 Y(t) + V1(t)
(8a-c) 1 (t)=a.+,[3. Y(t) +V2(t)
Y(t) = C(t) + I(t)
_.
tres variables son endógenas: Y (t) es el producto nacional,
es el consumo, J(t) es la inversión. Los residuos de los
sistemas ID están en general, intercorrelacionados con las va-
endógenas; por lo tanto se supone que VI (t) Y V. (t)
correlacionados con Y (t ) .
El modelo (8) es un sistema degenerado. Como no hay
n::¿i:J.gulS, el sistema es estático en el sentido de un equilibrio
Dado que no hay rezagos ni tampoco variables exóge-
el sistema no tiene forma reducida.
4) Ref. 3; véase también Ref. 17.
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4.2 Procedimientos operativos.
Con referencia a las aplicaciones con los sistemas ID, el
uso operativo de los modelos se basa en el siguiente proce-
dimiento,
PROCEDIMIENTO 4.20. La inferencia que trabaja con la for-
ma reducida del modelo j incl'llye:
a. La inferencia predictio« de un período al sig'llientej
b. La inferencia susiiiuiiua, tal como la construcción. ele
ecuaciones en diferencias en una variable endógena.
Los Procedimientos 4.20 a-b tienen un claro fundamento
basado en los supuestos típicos de los sistemas ID. Los supues-
tos implican que las ecuaciones de la forma reducida, pero no
en general aquéllas de la forma no reducida, proporcionarán
EMC para las variables endógenas.
Con respecto a un sistema ID, en su forma no reducida,
debe ser considerado primariamente como un recurso auxiliar,
- un punto de partida para la construcción de la forma reducida.
Es una cuestión a debatirse para qué uso operativo puede ser-
vir el modelo en su forma original. Pero dado que es una cues-
tión al margen del presente estudio, la dejaremos así por el
momento.
4.2.1. Inte1'p1'etación causal.(")
La noción de dependencia causal en los sistemas ID se usa
en un sentido más general que en los sistemas de cadenas cau-
sales. En la terminología de los sistemas ID, las variables en-
dógenas son consideradas como causalmente dependientes de
las variables predeterminadas, en el sentido de una dependen-
cia conjunta. .Al mismo tiempo, cada ecuación en la forma re-
ducida de un sistema ID es causal en el estricto sentido de
( 5) Véanse las referencias de la Seco 2, nota 3, especialmente Re-
ferencia 39. Véase también Ref. 33, especialmente para destacar una
interpretación causal de las ecuaciones ímplícítas (el método de
Walras de tatonnement) ,
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mientras que las ecuaciones de la forma no reducida,
generar no son causales en el mismo sentido.
Estimación estadística de los parémeiros
ha sido señalado desde los comienzos del presente
la regresión mínimo cuadrática en general da estima-
sesgadas de los parámetros si es aplicada a un sistema
en. su forma original (6). Varias técnicas han sido desarro-
a.s para la estimación de parámetros en los sistemas ID,
lJ.yendo n: (a) Estimaciones de máxima verosimilitud;
El método de info1-mación limitada, que estima la forma
lJ.cida mediante la regresión mínimo cuadrática; (c) El mé-
8de estimación por mínimos cuadrados bietápieos. Todos
smétodos se basan en la forma reducida, dando todos ellos
IJJ.ismas estimaciones para los parámetros en el caso típico
damental cuando las ecuaciones son lineales, todas las dis-
lruciones conjuntas son normales, y el sistema es exactamente
tifícado. Un sistema ID es exactamente identificado si la
sformación de su forma reducida al sistema en la forma
-. al es una transformación biunívoca en el espacio para-
i~o. También puede suceder que el sistema sea swperiden-
ado o subidentificado. Por ejemplo, el sistema (5) es exae-
te identificado, mientras que el (8) es subidentificado.
embargo, en la mayoría de los casos, los sistemas ID son
ridentiñcados,
.4.. Una advertencia.
n la anterior exposición de los medios y fines de los
as ID, he tratado de sintetizar los trabajos normativos
16, 26.
las contribuciones sobre (a) véanse Refs. 27, 20, también
reflereuciiasadicionales;para (b) véase Ref. 15; para (e) véanse
52. El problema ide la identificación ha sido explorado
véanse las Refs. 27, 20_
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del enfoque, Refs. 27 y 20. El enfoque no es sin embargo su-
ficientemente uniforme. Así, con referencia a L. Klein (Refs.
22-24) se emplean a veces las ecuaciones en la forma no redu-
cida, para los usos operativos en las aplicaciones. Para señalar
otro caso, el método de estimación bietápico de H. Theil (Ref.
42) no trata las variables endógenas en forma simétrica. Tales
características ambivalentes de los sistemas ID, revelan que
sus principios básicos de construcción no están completamente
establecidos. Al mismo tiempo la ambivalencia torna difícil
tratar decididamente el enfoque.
5. LOS SISTEMAS DE CADENAS CAUSALES
CONDICIONALES (CCC). (1 )
5.0. Introd1lCción
Los sistemas CCC fueron introducidos en 1959 como una
construcción alternativa de los sistemas ID. El coeficiente tipo
es el mismo que para el sistema ID; por lo tanto, cualquier
sistema ID (4.1) puede ser reespecificado como un sistema
CCC, suponiendo que las ecuaciones de comportamiento del
sistema tengan la forma de EMC sujetas a perturbaciones es-
tocásticas. Como puntualizamos en la sección 4.0, la diferencia
relativa con los sistemas ID es ·de explicación explícita vs.
implícita de las variables endógenas. A un nivel básico, estos
distintos puntos de partida tienen repercusiones a través de
toda la construcción del modelo: En la interpretación causal
de las ecuaciones; en la estimación estadística de sus paráme-
tros; en el uso operativo del modelo tanto en trabajos teóricos
como en trabajos aplicados.
Mientras los sistemas CCP tienen una estructura uniforme
como modelos completamente dinámicos, surge claramente de
( 1) Esta sección se basa en las Refs. 57-58, con adición de algún
material nuevo de investigación.
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(i) - (iv) mencionadas en la Seco 4.0 que la
de Sistema CCC es una designación genérica que eu-
gama de modelos estático-dinámicos que van desde
mCldelOS esencialmente estáticos en un extremo a los mode-
cOInp.letlim'enl;e dinámicos en el otro. Todavía es demasiado
para evaluar la relevancia práctica del enfoque. Como
ilidlica,me}s brevemente en 1.3 (ti) es posible o más aún, proba-
que la respuesta arrojará diferencias sobre la amplia va-
de los modelos estático-dinámicos.
sistemas CCC son un tipo intermedio de modelo entre
sistemas CCP y los sistemas ID. Siendo fácilmente eompa-
con ambos, el enfoque trata de mejorar los conocimien-
el muy debatido problema de los sistemas ID. En la
exposición se pone el énfasis sobre este aspecto peda-
de los sistemas CCC.
Los aspectos característicos tiel. enioque
CCC de forma lineal y generalizada puede
así:
{
y,' (t) '~ ,~, e. y,(~+ A,(y,x) +v,(t) ; ~= 1,,,..,h
Cj(y,x) - O J - 1, ... , k, h + k-n
las notaciones y supuestos siguientes:
Las ecuaciones (1 a) son ecuaciones ele comportamiento.
ecuaciones (1 b) son condiciones adicionales, también
Iamadas restriceionee.
(t ) simboliza alguna variable especificada y1 ( t ), ... ,
digamos Yi+(t).
El apóstrofe n del primer sumatorio indica que el tér-
(3u* Yu(t) está ausente, es decir que 13m = O;
A¡(y,x) es una forma lineal del tipo de (4.2).
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n
(3) Bi(y,x) '=1 ~' f3iiYi(t) +Ai(y,x)
j=l
C;(y,x) es una forma lineal de variables sin restricciones,
endógenas o exógenas, con o sin rezago.
SUPUESTO 5.10. Las ecuaciones de comportamiento (1 a)
explican las variables endógenas por medio de EMC, en sím.
bolos:
E [Yi* (t) Iy,x] = Bi(y,x) i = 1, ... , h(2)
con
ADVERTENCIA 5. 10. Las ecuaciones de comportamiento (1
a) en general contienen perturbaciones, mientras que las res-
tricciones (1 b) se supone que son ecuaciones exactas. La dis-
tinción entre estos dos tipos de relaciones puede ser algo inde-
terminada. Así puede ocurrir, lo mismo que en los sistemas
CCP, que una identidad exacta se interprete como una ecuación
de conducta. Se notará también que el sistema (1) puede con-
tener dos ecuaciones explicativas para una misma variable j
por ejemplo, esto sucede si las restricciones (1 b) incluyen
una ecuación de equilibrio instantáneo, digamos yu(t) = YH(t).
ADVERTENCIA 5.11. Como en (2.17), el Supuesto 5.10 im-
plica:
(i) Para cada i, el residuo Vi(t) no está correlacionada
con las variables y, x que constituyen la forma lineal Bi(Y, x).
En general, el Supuesto 3.11 no tiene contrapartida en
los sistemas CCC. Como una consecuencia, los residuos simul-
táneos Vi(t), vlt-k) pueden perfectamente estar intercorrelacio-
nades, y el siguiente supuesto puede o no cumplirse:
(ii) Dos desvíos cualesquiera Vi(t), vlt-k) que se refieren
a distintos momentos del tiempo no están correlacionados en-
tre sí.
128
CONSTRUCCIÓN DE MODELOS DE ECUACIONES SIMULTÁNEAS
supuestos (i) - (ii) ponen de relieve que los sistemas
generalizan los sistemas CCP en la dirección de los siste-
ID. En efecto, el supuesto (i) coincide con 3.1 (i), pero
4.1 (i), Y (ii) coincide con 4.1 (ii) pero no con
Ejemplos
siguientes ejemplos se han seleccionado con miras a
: (a) que el enfoque de los sistemas CCC, aunque muy
da nacimiento a consideraciones enteramente nuevas
construcción de modelos (Ejemplos 5.10), y (b) que ese
puede encontrarse en la literatura anterior que está más
de acuerdo con el enfoque de los sistemas CCC (Ejem-
.11-12). Considerando a (b) uno podría preguntarse cómo
que el supuesto básico (2) de los sistemas CCC no
sido explotado antes en la construcción de modelos eco-
étricos. Una respuesta parcial a esto puede estar en la
úencia dominante del enfoque de los sistemas ID.
EJEMPLO 5.10(2). Vamos a considerar un modelo que sim-
. aremos como en (4.5 a-e), pero especificado como un sis-
CCC. Así, en concordancia con (2), tendremos:
E[q(t) Ip(t)] = 0:1- (31 p(t) ; E [q(t) Ip(t-1)] =
= 0:2 + ,82p(t-1).
mo en (2.17), esto implica que V1(t) no está correlacionado
rip(t), ni V2(t) con p(t-1). En contraste a (4.7), por otra
rte, la ecuación (4.6) de la forma reducida no tomará, en
presente modelo, la forma de una EMC .
.ADVERTENCIA 5.12 ("). Es instructivo comparar el Ejem-
.4.10 para .los siguientes valores:
57-58. Cf. también con la Ref. 39, p. 425.
la Ref. 57, también para una discusión más detallada
puntos a-e
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(5) al =a2 = ° ;{3l = 2 ; :(32=0,6 ; r[vl(t), v2(t)]= °
y el Ejemplo 5.10 para los siguientes valores:
(6) . al =a2 =0 ; ,{3l = 0,8 ; .{32=0,6 ; r[vl(t), v2(t)] '=0,3
Suponiendo que toda distribución conjunta es normal, es fácil-
mente verificable que el sistema ID, para los valores de (5)
define un mismo proceso estocástico que el sistema cee para
los valores de (6). El proceso es un proceso estacionario Gauss-
lVIarkov, con nueve parámetros, y los dos modelos dan los mis-
mos valores para los nueve parámetros. El caso da material
para varias conclusiones:
a. La diferencia entre los sistemas ID y cee no es una
cuestión que dependa de una mayor o menor aproximación a
la realidad. En efecto, desde que los sistemas dados por (5) Y
(6) definen un mismo proceso, los dos modelos darán precisa-
mente el mismo grado de bondad en el ajustamiento cuando
se aplica a un conjunto dado de datos estadísticos. 0, para
decirlo de otro modo, de cada uno de los modelos es posible
generar una serie artificial de datos temporales, pero después
no es posible decir qué datos provienen de qué modelo.
b. La diferencia entre los sistemas ID y cee no está
referida al sesgo en el procedimiento de estimación estadística.
En efecto, para cada modelo una estimación técnica que sea
apropiada para ese tipo de modelo, proporcionará estimaciones
consistentes para los parámetros del mismo. Así, con referencia
al último parágrafo, si nosotros empleamos la serie cronológica
artificial para la estimación de parámetros de acuerdo con el
sistema ID obtendremos estimaciones consistentes para los pa-
rámetros (5), y si los métodos de estimación de los sistemas
cee se aplican a la misma serie cronológica, obtendremos esti-
maciones consistentes para los parámetros (6). Espeeífieamen-
te, el coeficiente ,{3l de la ecuación de demanda (4. 5 a) del
sistema ID se estimará en aproximadamente 2, mientras que el
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PI de la ecuación de demanda del sistema cee se
Il aproximadamente 0,8.
i'diferencia entre los sistemas ID y cee es una eues-
gl."ida al uso de los modelos en trabajos teóricos yapli-
specíficamente, la ecuación de demanda (4.5 a) del
ID no es una ecuación de demanda en el mismo sen-
l."ativo que la ecuación de demanda del sistema cee.
referencia al caso donde las variables están dadas en
199~rítmica, el coeficiente PI = 2 en (5) no es una elas-
de· demanda en el mismo sentido que el coeficiente
en (6).
eremos sobre los puntos b y c.
"MPLO 5.11 (4). El modelo es (4.8), ahora reespecificado
sistema eec.
(t) IY(t)] =a,:+P,Y(t) ; E[I(t) IY(t)] = a2+p2Y (t )
uaciones (7) implican que v,(t) y V2(t) no están correla-
os con y(t).
n vista de la diferencia entre los Ejemplos 4.11 Y 5.11
eamos que hay varios caminos mediante los cuales se pue-
ar una interpretación de comportamiento a (7 a-b). Uno
onsiderar la variable agregada Y(t) como dividida en dos
~enentes, C(t) e I(t), con la división sujeta a una pertur-
ón estocástica, de acuerdo con (7). Esta interpretación
ca:
) Conforme a la Ref. 3, p. 166, donde se discute este tipo de
lo, rechazándoselo debido a sus implicaciones sobre los resí-
o:Entiendo que los autores D!) notan que las ecuaciones de tipo
) son automáticamente completadas por los residuos de la re-
íón: mínimo cuadrática. Cf. también con la Ref. 57, sección 4,
8.
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EJEMPLO 5 .12 e). El modelo está definido por
i·=·l, .... ,h
i= 1, ... ,h
i = 1, ... , h
E rx, IY] = ai + (3¡ Y(10)
(11)
5.1. 2. Interpretación ca1tsal
Gracias a (2), cualquier ecuación de comportamiento que
es parte de un sistema CCC permite una interpretación causal
en el sentido de (2.7 b). Al respecto, la situación es la misma
que para los sistemas CCP, pero fundamentalmente distinta
de los sistemas ID.
Formalmente, el modelo (9) es una directa generalización
del anterior Ejemplo 5.11. Proyectado para datos de sección
mixta (" cross section") en presupuestos familiares, el siste-
ma (9) divide el ingreso familiar Y en h. gastos agregados XI
y explica cada X¡ por una ecuación lineal de Engel, especifi-
cada como una EMC. En consecuencia:
. r X, . a¡ + {3¡ y + v,
(9 a-b) i
. L X, + .... + Xh = y
con la especificación
5.1. 3. La forma reducida
La noción de forma reducida se extiende en un sentido
formal a los sistemas CCC. Como ya destacamos en la Seco 4.0
(ver también Ejemplo 5.10), en general no toman la forma
de EMC, y en consecuencia no permiten una interpretación
causal en el sentido de (2.7 b).
( 5) Cf. con la Ref. 41, donde un modelo de tipo (9) está tratado
como un sistema ID, y la Ref. .35, donde la situación está discutida
sobre la base de argumentos que están estrechamente relacionados
a la especificación (10).
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a (2), los sistemas CCC permiten el siguiente uso
del modelo:
IWCEDIMIENTO 5.20. La inferencia predictiva y cat¿sal de
úaciones de comportamiento que [ormam. parte del modelo
¡{forma m'iginal, y la inferencia predict"íva de las ecua-
es exactas del modelo.
En lo tocante a inferencia inversa, las consideraciones de
eco 2.4 se extienden tanto a los sistemasCCP como a los
./Para los sistemas CCC destacamos:
PROCEDIJIHENTO 5.21. La reversión de la dirección de la
'-encía causal. Suponemos conocidos los valores de Yl*(t),
y,.*(t) en el sistema (1), mientras las demás variables son
onocidas. En este caso el procedimiento es omitir todos los
110S y usar (1) para determinar los valores de las otras
bles tales que los valores esperados de Yl*(t), ... , Yn*(t)
iguales a los valores conocidos.
Las incógnitas pueden estar sub, sobre o unívocamente
rminadas ; para el caso de correspondencia biunívoca, véa-
Seco 7.2. La siguiente cuestión está formalmente relacío-
a con el problema de identificación de los sistemas ID (6).
Sabiendo que en general (2) no es válido para las ecua-
olles de la forma reducida, es del caso preguntarse qué uso,
es que tiene alguno, puede hacerse de la forma reducida de
sistemas CCC. Al respecto la situación es la misma que
ra la forma no reducida de los sistemas ID. Mientras los
temas CCP, de acuerdo con (3.2) y (3.8), hacen uso opera-
d del modelo tanto en la forma original como en la reducida,
supuestos (4.4) Y (5.2) constituyen una separación de los
os lo cual es una inevitable consecuencia de: (a) el coefi-
La inferencia en el Procedimiento 5. 21 se refiere a las va-
mientras el problema de la identificación se refiere a los
rámetros, es decir, los coeficientes de las variables.
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ciente tipo no recursivo de los sistemas CCO e ID, y (b) tra-
bajar con ecuaciones de comportamiento que están sujetas a
perturbaciones:
ADVERTENCIA. 5.20. Con referencia a la Advertencia 2.22,
Y adoptando una cláusula ceieris paribus del tipo B, conside-
remos los sistemas CCC e ID en la hipotética situación de que
el flujo de perturbaciones llegue a detenerse, mientras las ecua-
ciones que reglan las variables endógenas permanecen igual
que antes. Entonces los sistemas pueden ser considerados como
formados por ecuaciones exactas, y podemos hacer uso opera-
tivo de la forma reducida de los sistemas CCC y también de la
forma original de los sistemas ID. En esta situación hipoté-
tica, se debe destacar, sería posible discriminar entre los dos
tipos de modelos, desde que el desarrollo sin perturbaciones
podría revelar los parámetros del modelo. Sin embargo, como
se destacó en la Advertencia 2.22, este argumento es de cues-
tionable relevancia, desde que la situación hipotética involucra
un cambio en las condiciones básicas de la muestra observada.
5.3. Estimación estadística de los pm"ámetros
Gracias a (2), el argumento dado en 2.5 Y 3.3 se extiende
a los sistemas CCC. Brevemente enunciado, el procedimiento
de estimación se aplica al modelo en su forma original, y aquí
el método de regresión mínimo cuadrático proporcionará, bajo
condiciones muy generales, estimaciones asintóticamente inses-
gadas para los parámetros. Si se desea, los parámetros de la
forma reducida pueden entonces ser estimados resolviendo el
sistema con respecto a las variables endógenas.
Se notará que el problema de identificación (ver Seco 4.3)
no surge en el enfoque de los sistemas CCC.
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6. EJEMPLOS EMPIRICOS
6. O. Es bueno notar que la cláusula ceteris paribu« B de
Advertencia 5. 20 donde la corriente de perturbaciones llega
a detenerse es enteramente diferente de la situación correspon-
diente a un modelo construído sin ninguna perturbación. En
esta última situación todas las ecuaciones son libremente rever-
sibles, la forma original y la reducida son equivalentes para
propósitos de predicción, y desaparecen las diferencias entre
los sistemas CCP, ID y CCC. Esto da lugar a la pregunta
¿cuál es la relevancia numérica de esa separación de caminos
entre los modelos cuando se trabaja, en la práctica, con ecua-
ciones con perturbaciones? La pregunta es de la mayor impor-
tancia, tanto más por haber sido menospreciado su tratamiento
~n la literatura, como tiende a suceder desde que el análisis del
asunto, trata a menudo con ecuaciones no estocásticas e).
El propósito principal de esta sección es poner de relieve
que las diferencias entre los sistemas CCP, ID y CCC son de
gran relevancia numérica.
6.1. Tres sistemas de ecuaciones simultáneas ajustados
para los mismos datos estadísticos (")
Citamos las ecuaciones de demanda de tres modelos de
oferta-demanda que han sido proyectados para el mercado de
sandías en los Estados Unidos, en el período 1930-1951. Nota-
~iones: X es la demanda; P es el precio, Y es el ingreso, N es
la población, F es el flete unitario, L es el costo del nivel de
.Yida. Las variables están dadas en forma logarítmica, y los
( 1 ) Para el caso en cuestión véase Ref. (7) i un temprano precur-
sor de la Ref. 9. Sus propiedades estocásticas, no estando especifi-
cadas, no es claro para mí si el modelo de la Ref. 7 (o la Ref. 9)
dría ser considerado mejor como un sistema CCP, un sistema ID
un sistema CCC. ,
( 2 ) Véase el artículo oríginal para los detalles sobre los modelos.
ara comentaríos más amplios, véase también la Ref. 57, Secc. 5.
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cocientes son los logaritmos de los cocientes de los valores no
Logarítmicos. Se omiten los residuos.
.Sistema interdependiente (Suits, 1955)
x y
(1) -=-0,901 P + 1,378--0,614F-O,126
N N
Cadena causal pura (Wold, 1959 a)
x P y
(2) -=-0,206;-+ 0,430---1,088
N L NL
Cadena causal condicional, primera variante (Wold, 1959b)
x y
(3) -=-0,417P +0,776--0,563F-0,882
N N
Cadena causal condicional, segunda variante (Wold, 1959b)
x P y
(4) -=-0,315 -+0,509--1,077
N L NL
Se notan grandes diferencias en los resultados numéricos,
y en particular en la elasticidad precio de la demanda, es de-
cir, el coeficiente paraP o P/L tomado con signo negativo.
Los resultados invitan a hacer varios comentarios:
ÁDVERTENCIA 6.10. El elevado valor de 0,901 en (1) con-
cuerda con algunos precedentes trabajos aplicados con los sis-
temas ID, donde se ha observado que las elasticidades han sido
mayores que las obtenidas en mercados comparables por los
métodos tradicionales. Desde que la estimación de (1) está
basada en la forma reducida, y que por lo tanto involucra la
reversión de las ecuaciones de demanda, apenas sorprende que
la elasticidad precio resulte más alta -en verdad más de cua-
tro veces mayor- en el sistema ID que en el sistema CCP.
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tlP]:etllm,en1;e la misma, la situación está relacionada
.cOlnocld.o hecho de que la inversión de la regresión
un coeficiente mayor que la regresión de X
6.11. Si las ecuaciones de un sistema ID y
()n.díente sistema cee dan un ajustamiento exacto
~tos observados, los dos modelos deberían tener los
r~metros.Por lo tanto surge claramente de (1) y
do se trabaja con ecuaciones aproximadas, la dife-
elos dos tipos de modelos es de gran relevancia
Repetimos lo expuesto en la Advertencia 5.12 e, es
el coeficiente 0,901 no puede ser interpretado como
idad de demanda en el mismo sentido directo que el
0,417 en (3).
ClA. 6.12C). Las ecuaciones cee (3)-(4) dan
Sprecio mayores que las ecuaciones eep (2). Aun-
átivamente pequeña comparada con el modelo (1),
·ón. se repite para distintos bienes. Por ello la des-
rece ser sistemática, y de acuerdo al siguiente argu-
ela naturaleza de un error de especificación.
3)-(4) se supone que la demanda iguala a la oferta
~1lll equilibrio instantáneo, y la cantidad X se toma
ción de la demanda observada D, y la oferta obser-
ora en la muestra observada, la diferencia S-D está
nada negativamente con P. Este descubrimiento em-
~de. ser interpretado como una característica general
cados de libre competencia: Si el precio de mercado
ser mayor (menor) que el precio de equilibrio ins-
igarnos P*, la diferencia p-p* tiende a ser relativa-
(grande) cuando el precio es alto, y relativa-
(peqlle'ña) cuando el precio es bajo. Si eombi-
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namos esta proposición empírica con el hecho de que la canti-
dad X en el modelo (2) se toma como la demanda observada
D, es fácil inferir que hay una diferencia sistemática entre las
elasticidades de (2) y (3)-(4), y que el error de especificación
yace en (3)-(4) y no en (2).
7. SISTEMAS INSUMO-PRODUCTO (IP) (1)
7. O. Introd1lcción
Estrechamente relacionado con los conceptos de contabili-
dad nacional y presupuestos, el análisis de insumo producto
de W. Leontief (1941) es un notable, aunque simple desarrollo
de este clásico orden de ideas. Desde el siglo XVIII, los orde-
namientos tabulares de este tipo han pertenecido en lo funda-
mental a la teoría económica (la tabla de Quesnay). El nuevo
giro en el análisis de Leontief es la inferencia inversa de los
coeficientes técnicos y las demandas finales dadas.
7.1. Aspectos caracieristicas del enfoque
Los sistemas IP existen con distintas variantes: con dis-
tinciones entre economías cerradas y abiertas, variables reales
o monetarias, etc. Para nuestro propósito será suficiente consi-
derar un caso típico simple. Nuestra exposición pondrá énfasis
en dos características específicas de los sistemas IP comparán-
dolos con los modelos de la sección 3-6, especialmente:
(i) El enfoque de los sistemas IP es estático, o más preci-
samente, una aplicación en gran escala de estática comparativa;
(ii) Los sistemas IP están especificados como ecuaciones
exactas (sin perturbaciones).
( 1 ) Las referencias básicas son: Leontief (1941; 1953), también
para generalizaciones en varias direcciones. Véase también "El aná-
lisis de Dorfman", Ref. 8.
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cómo el enfoque de los sistemas CCC se
:~JlerfLli2:ac:ión de los sistemas IP, en la dirección
perturbaciones.
inS1t11W-procl1tcto para N orueqa, 1948
de coronas noruegas (mcrs). Coeficientes
ciento (números subrayados)
Sectores productivos de destino Prod. Neto
I TI m IV v VI
1322 51 80 16 34 5606
18,6 1,7 1,6 0,5 0,4 (Yl)
- 22 26 64 9 111 2852
O,s 0,8 1,3 0,2 1,2 (Y2 )
-
-.
202 848 560 67 142 3302
2,9 27,5 11,0 1,9 1,6 (Ya)
- -56 45 28 18 689 2681
0,8 1,5 0,6 0,5 7,8 (Y4 )
-
2137 336 1453 :579 1147 3421
30,0 10,9 28,4 10,7 12,9 (Ys)
- -
-
.-
-
3370 1776 2936 3028 6750 1401
47,4 57,6 57,1 86,1 76,1
3083 5122 3517 8873 19263 .
100,0 100,0 100,0 100,0
- -- -- --
(X.). (Xa ) (X) (Xs )
considerar la industria de la construcción. La
da el producto bruto de esta industria,. 3.083
fila su producto neto 2.852 mers, La. dife-
es el producto de la industria de la eons-
por las cinco industrias, de las cuales 22
a la producción de bienes de consumo,
original, Ref. 5, tiene 34 x 34 entradas.
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(i=l, ... ,n)
(i = 1, ... , n)
(i, j = 1, ... , n)
X, = bu y, + .... + b,nYn
(2)
(3)
(1)
26 mcrs. son transferencias internas del sector de la construc-
ción, etc. De esta manera el cuadro muestra cómo la oferta
total de bienes y servicios, 19263 mcrs. (= producto nacional
bruto 14.092· mcrs. + importaciones 5.171) surge como una
producción neta tras la división en seis sectores. Los números
en bastardilla dan las transferencias entre los sectores, como
porcentaje del producto bruto del sector que recibe. Por ejem-
plo, las transferencias de "otras industrias" hacia el sector
de la construcción se elevan al 27,5 % del producto bruto de la
industria de la construcción. Los porcentajes son llamados coe-
ficientes técnicos. El supuesto básico del enfoque de Leontief
es que los coeficientes técnicos son estables en los cinco sectores
de compras. Por lo tanto, los coeficientes pueden ser usados
para calcular qué producto bruto Xi se requiere en los cinco
sectores para lograr un conjunto dado de demandas finales Yi,
es decir, de productos netos. En símbolos matemáticos esto pue-
de expresarse así:
7.2. Enfoqtles generalizados
Es una limitación inherente de los sistemas IP (1) que
los coeficientes técnicos se supongan estables, mientras que si
el sistema es aplicado a datos anuales consecutivos, los coefi-
cientes estimados a partir de (2) exhibirán variaciones alea-
torias y/o sistemáticas. En un reciente y muy interesante de-
donde Xi; son las transferencias entre los n sectores. Inversa-
mente, (1) puede ser resuelto para dar el producto bruto Xi
en términos de demandas finales Yi, es decir:
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supuesto de coeficientes estables se ha probado que
:ost;en:iblc~, Y sus tendencias han sido exploradas por una
de las técnicas de programación lineal. C)
de insumo producto tiene alguna semejanza
modelos de las secciones 4-5. Así en (1), podemos con-
Xi como variables endógenas y las Yi como variables
y (3) puede ser interpretada como la forma reducida
Haciendo uso de esta interpretación, el enfoque (1)
generalizado en un sistema CCC, el que tiene la
un sistema IP donde los coeficientes técnicos son
a través del tiempo. El recurso es: (a) agrupar los
é:rnrlnos en Xi Y escribir, digamos, a*u = au-1; (b) supo-
lié el sistema resultante, digamos (1*), da la EMC para
1 en términos de las Xi; Y (c) introducir los residuos
espondientes Ei-. En el supuesto que los coeficientes aij sean
les, y no hubiera tendencia a la colinealidad entre los pro-
d~ brutos Xi, los coeficientes aij y a*u pueden entonces ser
ados por regresión mínimo cuadrática, tratando con cada
ción de (1*) separadamente. Con esta interpretación gene-
·zada del sistema (1) la forma reducida (3) dará estima-
es para el producto bruto Xi tales que el valor esperado
producto neto igualará a las demandas finales dadas Yi.
Así generalizado, el sistema (1*) tiene alguna semejanza
1 enfoque del análisis factorial en psicología. Las deman-
inales Yi corresponden a los puntajes observados en las
as, el producto bruto Xi a los factores, y los coeficientes
a la ponderación de los factores. Sin embargo existe
íifereneia que la Xi no son observables en el análisis faeto-
sí lo son en el análisis de insumo producto. Por otra
referencia a la técnica de mínimos cuadrados del
factorial, desarrollado por Whittle (4), el sistema (3)
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es análogo a la estimación de los valores de los factores indivi-
duales en términos de los puntajes observados en las pruebas.
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