Abstract
Introduction
Classification represents a very important data mining problem [5] . The input database, also called training set, consists of a number of records consisting of a fixed number of attributes. Attributes whose underlying domain is totally ordered are called ordered attributes, whereas attributes whose underlying domain is not ordered are called categorical attributes. There is one distinguished categorical attribute which specifies the class label of each record. The objective of classification is to generate a concise and accurate description or a model for each class label in the training set. The model so generated is used to classify future datasets for which the class labels are unknown.
Classification is a well-studied problem [11] in the area of statistics and machine learning. Several classification models, including decision trees [1, 2] , statistical models [3] , and genetic models [4] , have been proposed over the years. Several algorithms have been proposed to construct decision trees. We will next review those that are most directly relevant to introduce our CMP method. A more general comparison of CMP with several other methods is given in Section 3..
The rest of the paper is organized as follows. In the next subsection we provide a simple description of decision tree classifiers. In Section 1. we introduce and compare several state-of-the-art classification algorithms, including SPRINT [17] and CLOUDS [14] . We present our CMP family classifiers in detail in Section 2., including the data structure, techniques to avoid accuracy loss, the prediction method and multivariate splitting criteria. A comparison of performance in various aspects is given in Section 3.. Section 4. concludes our work.
Decision tree classifiers
Building a decision tree from a training set consists of two phases. The initial decision tree derived in the construction phase may not be the best generalization due to over-fitting. So in the pruning phase, some branches and nodes are removed to improve the accuracy of the classifier. Typically, the time spent on pruning for a large dataset is insignificant (less than 1%) in comparison with the construction phase when the data is scanned multiple times. Therefore, in this paper we will focus on the construction phase only. For pruning , we use the algorithm in PUBLIC [9] , since this is applied during the generation phase of the decision tree.
Tree building
A decision tree classifier recursively partitions the training set until each partition consists entirely, or almost entirely, of records from one class. Each non-leaf node of the tree contains a split criterion which is a test on one or more attributes and determines how the data is partitioned. Figure  1 (b) is a sample decision-tree classifier based on the training set shown in Figure 1(a) . Two split criteria,´ ¾ µ and 
Splitting index
A splitting index is used to evaluate the "goodness" of all the potential splits according to some criterion. Several splitting criteria have been used in the past [1, 2, 11] ; in this paper, we use the Ò index which has been shown to be very effective, and has been used in many previous experiments, thus, making it easier to compare different algorithms. Consider a training set Ë consisting of Ò records from mutually disjoint classes. The Ò index for set Ë is defined as:
where Ô is the relative frequency of class in Ë . Thus, the more homogeneous a set is with respect to the classes of records in the set, the lower is its Ò index.
If Ë is partitioned into two subsets Ë ½ and Ë ¾ , the index of the partitioned data Ò ´Ë ÓÒ µ can be obtained by:
where Ò ½ and Ò ¾ are the number of records of Ë ½ and Ë ¾ , respectively, and ÓÒ is the splitting criterion.
The SPRINT algorithm
The SPRINT algorithm has been proposed to build decision trees for large datasets [17] . The splitting criterion used by SPRINT is based on the value of a single attribute (univariate). For a continuous attribute, it will have the form of where is an attribute and is a constant. SPRINT avoids costly sorting at each node by presorting continuous attributes only once, at the beginning of the algorithm. Each continuous attribute is maintained in a sorted attribute list. Each entry in the list contains a value of the attribute, the class label of the record, and its corresponding record id (Ö ). A best split point for a continuous attribute is derived by computing the Ò index on Ò ½ possible splits in an attribute list with Ò distinct values. The node is split on the attribute whose split point yields the least value for the Ò index. A hash table of the same order as the size of the training set maps each record (using key Ö ) to the subnode where it belongs after the split. Each entry in the attribute list is moved to the attribute list of the subnode after consulting the hash table as to which subnode (left or right) this Ö belongs to. The sorted order is maintained as the entries are moved in pre-sorted order.
Sampling and discretization
To improve time efficiency in dealing with continuous attributes in a large dataset, approximate techniques, such as sampling and discretization, are used.
Discretization is the process of transforming the numeric attribute into an ordered discrete attribute. It gives large reductions in learning time for datasets with many continuous attributes. One discretization method is based on an equal-width histogram that divides the range into an approximately equal widths. Another method is based on an equal-depth histogram (quantiling) that divides the range into sub-ranges of an approximately equal number of elements.
Another technique is sampling. C4.5 [2] uses a windowing technique which works as follows. A small sample is drawn from the dataset to build an initial tree. This sample is augmented with records that were misclassified in the initial tree. This process is repeated for a number of iterations.
Although approximate techniques can reduce learning time substantially, it is shown that larger training sets (typically involving several million records) improve accuracy of the classification model [12, 13] . It means that decision trees built by an approximate approach can carry a significant loss of accuracy in comparison with trees built by an exact approach like SLIQ [7] and SPRINT [17] .
The CLOUDS algorithm
Instead of computing Ò index for each distinct value of a numeric attribute, the CLOUDS algorithm samples the splitting points followed by an estimation step to narrow the search space of the best split. In CLOUDS, the range of each numeric attribute is divided into Õ intervals using a quantiling-based technique. Each interval contains approximately the same number of points. For each numeric attribute, the Ò index is computed at the points that separate two intervals (i.e., at the interval boundaries) and the 
The CMP classifier
The CMP algorithm can be best presented by first considering its single-variable version, CMP-S, and then extending it to the version using bivariate histograms, CMP-B. Finally, we add the functionality of using linear combinations of attributes as splitting criteria to CMP-B and present the complete CMP. The relationships between CMP-S, CMP-B and CMP are as follows:
CMP-S a variation of the CLOUDS algorithm, specialized to reduce disk access up to 50% (for classifying numeric attributes only). CMP-B CMP-S · using prediction to achieve multiple splits for each scan of the dataset. CMP CMP-B · using linear combination of attributes as splitting criteria.
The CMP-S algorithm
CMP-S uses the same discretization technique used in CLOUDS to reduce the computation of Ò index. This discretization method is based on an equal-depth histogram (quantiling) that divides a domain into a set of intervals each having approximately equal number of points.
A problem that comes with discretization is the potential loss of accuracy, since Ò is computed exactly only at the interval boundaries. CMP uses a simplified version of the estimation method (described below) proposed in CLOUDS to remedy accuracy loss in discretization. A major improvement of CMP-S over CLOUDS is that it manages to avoid scanning the dataset a second time to determine the exact split point.
Sampling the splitting points with estimation
For each continuous attribute , the Ò index is computed at the boundary between each two adjacent intervals; let Ò Ñ Ò denote the minimum of all of these values. Then, for each interval, we estimate the lower bound, denoted Ò ×Ø , using the method described below.
All the intervals with Ò ×Ø Ò Ñ Ò are called Ð Ú intervals. We retain Ð Ú intervals and discard all the rest of the intervals. CLOUDS algorithm requires another pass over the entire dataset to evaluate the Ò index at every distinct point in the Ð Ú interval and determine the exact splitting point. However, as we will see, CMP-S manages to eliminate this extra pass.
The lower bound Ò ×Ø for interval Ú Ð Ú Ù is obtained based on the gradient of Ò value at each interval boundary. In the following we describe the estimation heuristic of CLOUDS. We use the following notation:
Ü -the number of elements of class that are less than or equal to Ú Ð Ý -the number of elements of class that are less than or equal to ÚÙ -the total number of elements of class 
The value of the gradient along Ü is given by:
The lower bound Ò ×Ø is estimated using the value of gradient in a hill-climbing manner, that is, at each point starting from the left boundary of the interval, we always choose class which makes Formula 4 minimal. It is proved in [14] that we do not need to evaluate Formula 4 at each point in the interval. As a matter of fact, if class is chosen at the left boundary, then the next point at which we need to evaluate the gradient is the Ø point, where is the number of points of class in that interval. Then, if class gives the steepest descent at the Ø point, the next evaluation position will be at the´ · µ Ø point. Thus, the time requirements are proportional to the number of classes rather than the number of points in the interval.
We evaluate Ò ×Ø from the right boundary to the left boundary, and the final estimation is determined as follows:
where × Ø Ò ÄÊ and × Ø Ò ÊÄ are the minimal Ò index evaluated from left to right and from right to left respectively.
Number of alive intervals
The next step consists in finding the alive intervals (intervals whose Ò ×Ø is less than Ò Ñ Ò ) on the selected attribute . The alive intervals are a small set of intervals where the actual minimum value of the Ò index might fall. Figure  2 shows a hypothetical Ò curve, and three alive intervals (shaded areas in the figure).
Our experiments of the estimation method are summarized in Table 1 . The first four small datasets (Letter, Satimage, Segment and Shuttle) in the table are from the STATLOG project [6] , and the two large datasets (Function 2 and Function 7) are synthetic datasets described in [5] . In these test cases there were at most AE ¾ alive intervals: i) the one whose left boundary (or right boundary, depending on boundary gradient) has Ò index Ò Ñ Ò (the middle shaded area in Figure 2 ), and ii) the one whose estimated Ò index is the minimum among all the Ò ×Ø (the rightmost shaded area in Figure   2 ). Furthermore these two interval often coincide, yielding only one alive interval, especially for large datasets.
Unlike CLOUDS algorithm, which makes a second pass over the entire dataset to determine the splitting attribute At most AE alive intervals -those intervals whose Ò ×Ø are among the lowest AE of all the intervals on the spitting attribute -are selected, and the rest are pruned. Table 1 shows that these two restrictions do not reduce the accuracy of classification, provided that the number of total intervals is larger than 15 -in practice, we always use more than 100 intervals for large datasets. Also observe that with larger datasets the number of alive intervals tend to shrink to one. This increases the confidence in the validity of our approach.
The number of total intervals plays an important role in the accuracy of the classification. When the number of intervals is as low as ½¼, the CMP algorithm fails to split on the "best" attribute for dataset Letter and Segment and results in larger Ò values. Otherwise, CMP always finds the same split point as any exact algorithm. In most cases, limiting AE , the number of alive intervals to at most 2, is enough.
1
From approximate split to exact split CMP does not sort, copy, or modify the training set. All operations on the training set are read-only. To keep track of the node where a record belongs to, CMP uses a one-dimensional array (Ò ) to record the node id for each Ò index evaluated on records in alive intervals at next round.
4. '-' denotes that splitting attribute selected by CMP-S is the same as in the exact algorithm.
5. '-' denotes that Ò index computed by CMP-S is the same as in the exact algorithm. record. That is, Ò means that record belongs to node . In our implementation, Ò is swapped from and to disk. For smaller data sets this array could be kept in main memory. Our tests indicate that the resulting improvement in performance would be modest.
Initially, there's only one node, which is the root, and all the records belong to it. Hence every entry in the Ò array is initialized to node id 0. When node is partitioned into node and node , all the records with node id will be replaced by either or . To do this, the attributes of each record are tested against the splitting criteria. 
also set aside in buffers, where they are then sorted to determine the exact split point (i.e., the point where the gini index is minimum).
The exact splitting point for classification at the current level is unknown until the dataset is read again for classification at the next level. Therefore, at Step 4 we perform a preliminary split into · ½ nodes where is the number of alive intervals. Suppose there are two alive intervals which divide the dataset into three parts, as shown in Figure 3 , we create (temporarily) three subnodes for the current node. Records in area 1,2 and 3 are read to construct the histogram matrix for the left-most, middle, right-most subnodes respectively. Records in alive intervals (shaded area) are read into a buffer, and are not used to construct the histogram for the moment. After all the dataset is scanned, we compute the Ò index by analyzing the records in the buffer and find the best split. Assuming the best split falls into the alive interval on the right, then the histogram matrix of the subnode in the middle will be merged into the matrix of the left-most subnode, as shown in Figure 3 . Finally we construct the histogram for records in the buffer according to their class label and the final split point. After that, classification for the next level will start. Thus the process of deciding the split point will not require an extra pass of the dataset.
A high level description of the CMP-S algorithm
An overall description of the CMP-S algorithm is given in Figure 4 . We can think of it as having 3 parts. Part I (from line 02 to 14) reads the dataset and constructs the histogram. If there are previous splits, records being read are partitioned into the subnodes created by the previous split. Records in alive intervals are saved into a buffer since the final assignment of these records to subnodes is still pending. When all the records are read, an accurate splitting point can be derived by sorting the records in the buffer and evaluating the Ò index on the sorted list. Only then, records in the buffer are partitioned into their corresponding nodes.
Part II (from line 15 to 19) evaluates Ò index, selects the splitting attribute and determines the alive intervals. Splitting in this part is only preliminary, the exact splitting point is not decided until Part I is executed in the next round.
Part III (line 20) uses the PUBLIC algorithm to prune the decision tree. Since time spent on pruning is insignificant compared to the rest of the algorithm, it is not discussed in detail in this paper.
The CMP-B improvement Histogram matrix
Our previous CMP-S algorithm builds a class histogram for single variables, just like the CLOUDS algorithm; but CMP-B combines class histograms of two different variables into a matrix. That is to say, a cell Å in the matrix Å is the class histogram for records whose attribute a values are in the Ø interval and whose attribute b values are in the Ø interval. Figure 5 shows an example which has two classes.
The same attribute is used for all the X-axes of those matrices in a node. For example, in Figure 5 , all the matrices have × Ð ÖÝ as their X-axes. Thus, each node of the decision tree built by bivariate CMP contains AE ½ such matrices, where AE is the total number of attributes (excluding the class label) of a dataset.
For the root node of the decision tree, the attribute on the X-axes in its histogram matrix is selected randomly. For nodes other than the root node, the attribute on the X-axes is decided by prediction (Section 2.).
Ò index
The single-variable CMP-S algorithm computes Ò index at interval boundaries for each attribute using Equation 2.
Bivariate CMP-B computes the Ò index on twodimensional histogram matrices. Given a matrix formed by two attributes and , the Ò index of attribute is computed by summing up the histogram in all the intervals on attribute and the Ò index of attribute by summing up the histogram in all the intervals on attribute . Since all the matrices in a node have the same X-axis, only its first matrix needs to compute the Ò index along the X-axis.
Predicting next splitting attribute
We keep class histograms in matrices formed by two different attributes; thus, if the splitting-attribute for a node is on the X-axes of its matrices, we can use the same matrices for another split without having to scan the dataset.
For instance, in Figure 6 , the first split (vertical split) takes place on the × Ð ÖÝ attribute, which is on the X-axis for each matrix. This partitions the dataset into two subnodes. There is no need to scan the dataset again to construct the matrices for the two subnodes: the matrix for the right subnode is the shaded sub-matrix of the original matrix, and the matrix for the left node is the unshaded submatrix. Thus we already have the information to perform another split. In Figure 6 , subsequent splits on attribute and ÐÓ Ò attribute partition the node into 4 subnodes. Thus we are able to grow the decision tree more than one level for each scan of the dataset. However, if the first splitting attribute is on any of the Yaxis, we won't be able to split the subnodes again without a data scan since we do not have the histogram of attributes on the rest Y-axis for the subnodes. To maximize the probability that the next split will occur on the X-axes, CMP-B uses function predictSplit shown in Figure 7 to predict the attribute, , on which the next split is most likely to happen for a certain node. Histogram matrices will be constructed with as their X-axis. If the prediction is correct, the next splitting attribute will be on the X-axis and further splitting is made possible.
Function predictSplit(node,submatrix) computes the exact value of the Ò index on the X-axis and the Y-axis for the sub-matrices produced by the split. For the remain- ing attributes, we estimate the Ò index using the current matrices (before the split). While this a crude estimate, it appears effective in most cases. For instance, for the large dataset on 9-attributes used for Function 2, test results show about 80% of the predictions are accurate. However, it's likely that the accuracy of our prediction might decrease when the total number of attributes is very large.
If there is only one alive interval after a split -which is often the case for large datasets-the accuracy remedy mentioned in the previous section is still effective for the bivariate CMP with prediction. This is shown in Figure 8 . Records in shaded area will be read into buffer and exact split points for node A, B and C will be computed when the 
A high level description of the CMP-B algorithm
CMP-B is an extension of the CMP-S algorithm. Most part of the algorithm described in Figure 10 remains the same as that of Figure 4 .
The only difference of Part I (line 02 to 14) is that histogram in CMP-B is a two-dimensional matrix, all the operation on the histogram, including updating the counts, computing the gini index, are performed on the two-dimensional matrix.
Part II (line 15 to 20) evaluates Ò index and select the splitting attribute and the alive intervals. It also tries to split the matrix again should the first split take place on the X-axis of the matrix. When splitting for the current node finishes, we predict the next splitting attribute for each subnode and make that attribute as the X-axis for the attribute matrices in those subnodes.
The CMP algorithm
Almost all the current classification algorithms build univariate decision trees. When attributes in the underlying dataset are correlated, the limitations of these algorithms can be seen in two forms: (i) subtrees are replicated in the decision tree, and (ii) features are tested more than once along a path in the decision tree [8] .
For example, in the following synthetic dataset, class label (True or Flase) is decided by the truth value of Function : Figure 9 shows the decision tree built by algorithms such as Sprint or RainForest [16] for Function . The decision tree tends to be very big and is hardly comprehensible. On the contrary, an optimal decision tree ( Figure 1(b) ) will have only 2 levels and very easy to understand by humans.
Deriving splitting line
CMP takes advantage of the two-dimensional histogram matrices maintained by CMP-B to explore linear relationships between the X-axis and Y-axis for the underlying dataset. A splitting line ( Ü · Ý , the dashed line in Figure 11 ) will partition a matrix Å of a dataset Ë into 3 subsets, Ë Ù , Ë and Ë Ó : Ë Ù : Records under the line (light gray cells in Figure   11 ). These records satisfy Ü · Ý . where AE Ù , AE and AE Ó are the number of records of Ë Ù , Ë and Ë Ó , respectively, and AE is the total number of records. The algorithm to compute the best split line for a given matrix Å is described in Figure 12 . Procedure 
Limitations of the CMP algorithm
CMP can not detect all the linear relationships exist in a dataset for the following reasons: (i) For datasets with AE attributes, there are only AE ½ matrices (all matrices' X-axis represent a same attribute, which is predicted to have low Ò index) at each node, while detecting linear relationships between any 2 attributes require AE´AE ½µ ¾ matrices. (ii) The more attributes a dataset has, the more difficult to detect linear relationships between 2 attributes. This is because the value distribution of other attributes will make the linear relationships less obvious.
Performance results
In this section, we study the performance of the CM-P family classifiers and compare their scalability with several state-of-the-art classification algorithms, including SPRINT, RainForest [16] , and CLOUDS. Our experiments are carried out on a Ultra SPARC 10 running Solaris 2.6 with 128M memory. The SPRINT and CLOUDS algorithms were described in Section 1.
First, we examine the performance of CMP-S, CMP-B and CMP as the size of the input database increases. Our experiments divide an attribute domain into 100 to 120 intervals. Figure 14 and 15 shows the overall running time of the algorithms as the number of records in the training set increases from 200,000 to 2,500,000. Function 7 generates a much larger decision tree and thus the construction takes much longer than for Function 2. Both figures show that the running time grows nearly linearly with the number of records. CMP-B is almost 40% faster than CMP-S thanks to the prediction. The running time of CMP is slightly longer than that of CMP-B.
Next in Figure 16 and Figure 17 , we compare the performance of CMP with SPRINT, RainForest and CLOUDS. For algorithm RainForest, we use its RF-Hybrid version [16] with fixed size AVC-group buffer of 2.5 million entries. For both Function 2 and Function 7, RainForest algorithm slightly outperforms CMP. However, as we shall see later, the speed-up of RainForest mainly comes from the usage of main memory. In comparison with SPRINT, CMP is nearly five times faster.
When the underlying dataset is linearly correlated and this correlation is detected by CMP algorithm, CMP shows significant performance advantage over RainForest and other classifiers. Figure 18 summarizes our experiment on synthetic dataset generated by Function introduced in Section 3.. Since the decision tree created by CMP has only 2 levels, which means it only takes two passes over the dataset to complete classification, it is much faster than RainForest which tends to build very large decision trees.
Finally, we investigate memory space requirements for CMP family classifiers, RainForest algorithm and SPRINT algorithm. This is shown in Figure 19 . Since the RF-Hybrid version of RainForest uses a fixed size AVC-group buffer with 2.5 million entries and the dataset has 2 different class labels, the AVC-group will take ¾ £ × Þ Ó ´ ÒØµ £ ¾ ¾¼ Å memory space. The memory space requirement for CMP, which consists of the alive interval buffer, the Ö buffer and the histogram matrix, is considerably smaller. The memory space does not increase linearly for either CMP or SPRINT because disk swap is used.
Conclusions
The CMP classifier was designed to limit disk I/O, a critical issue on large data sets, while preserving good accuracy. These initial objectives were met as follows:
CMP uses discretization techniques to reduce computation of Ò index. It also avoids materializing sorted attribute lists and thus reduce disk I/O; CMP remedies loss of accuracy caused by discretization by using a simplified version of the estimation method proposed in CLOUDS. However, unlike CLOUDS, it eliminates the need to perform extra passes over the dataset to determine the exact split; CMP allows decision trees to grow more than one level after each scan of the dataset through the prediction technique;
CMP uses linear combination of attributes as splitting criterion to produce better models than those obtainable with SPRINT or CLOUDS.
Exact classification algorithms produce accurate univariate decision trees.
Approximate methods, for example, methods using discretization and sampling, reduce heavy computation and disk I/O at the cost of accuracy. CMP brings the strengths of several approaches together, and for large datasets, it is as accurate as SPRINT, but significantly faster. CMP is also almost as fast as RainForest, but uses much less memory and it is therefore expected to scale-up better.
Moreover, by using a linear combination of two variables as splitting criteria, CMP can uncover complex relationships unknown to previous algorithms.
