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The Fermi-LAT collaboration has recently released a new point source catalog, referred to as
4FGL. For the first time, we perform a template fit using information from this new catalog and
find that the Galactic center excess is still present. On the other hand, we find that a wavelet-based
search for point sources is highly sensitive to the use of the 4FGL catalog: no excess of bright
regions on small angular scales is apparent when we mask out 4FGL point sources. We postulate
that the 4FGL catalog contains the large majority of bright point sources that have previously been
suggested to account for the excess in gamma rays detected at the Galactic center in Fermi-LAT
data. Furthermore, after identifying which bright sources have no known counterpart, we place
constraints on the luminosity function necessary for point sources to explain the smooth emission
seen in the template fit.
Introduction: An excess of gamma rays has been de-
tected near the Galactic Center [1–3] (the “GCE”), ex-
tending to Galactic latitudes greater than 10◦ above the
midplane [4, 5]. This excess appears to be robust to un-
certainties in the modeling of expected diffuse emission
[6, 7], yet its origin remains debated. While originally in-
terpreted as evidence of dark matter annihilation [1, 2, 5],
the excess may have features suggestive of an origin in
a population of point sources [2, 8–12]. In particular,
Ref. [11] proposed a candidate population of sufficiently
luminous point sources using wavelet-based techniques.
Recently, Ref. [13] has found evidence that a mismod-
eled population of point sources could act as a source of
bias in the techniques of Refs. [9, 10]. Nonetheless, the
results of Ref. [11] appear less sensitive to the potential
for bias in statistical methods, so one may reasonably
conclude that such bias is not after all a concern for the
statistical methods employed thus far.
In this paper, we provide evidence that the large ma-
jority of the point sources originally found in [11] have
subsequently been independently discovered and charac-
terized by the Fermi-LAT collaboration as members of
the 4FGL point source catalog [14]: in some sense, [11]
predicted parts of the 4FGL catalog. Given the size and
quality of the 4FGL catalog, and given the claim that
the point sources identified in [11] were members of a
population bright enough to account for the GCE, it is
important to reevaluate evidence for the GCE using a
mask based on 4FGL sources. The 4FGL catalog pro-
vides spectral information for these point sources, so an
updated template-based search for the GCE across a wide
energy range is now warranted.
In this paper, we first perform a template fit to Fermi
data and then search for small-scale power therein. We
find that the GCE remains preferred at high statisti-
cal significance in the template fit, and, furthermore,
the normalization of the GCE does not appreciably de-
crease, beyond small finite-area effects, when we move
from a 2FGL to 4FGL mask. However, the amount of
small-scale power decreases almost entirely. Because the
“small-scale excess” goes away when including a mask
of 4FGL sources but the GCE is almost unchanged, we
argue that this is evidence that the GCE is not due to
bright point sources.
Template Fit With 4FGL: Motivated by the recent in-
troduction of the 4FGL point source catalog [14], we per-
form a template analysis of gamma-ray data (up to week
559 of the Fermi-LAT mission) after masking all 4FGL
sources. For this analysis, we restrict to a single diffuse
template model, Model A from [7], which was shown to
reproduce the fitted emission from the galactic center
with small deviations from the predicted diffuse compo-
nent fluxes. Model A contains contributions from inverse
Compton scattering, pi0, bremsstrahlung, the Fermi bub-
bles, and an isotropic component. We fix the relative nor-
malizations of pi0 and bremsstrahlung components. We
leave for future study a detailed analysis of the sensitivity
of the extracted normalizations to background models.
On top of Model A, we test two models of excess
emission: either a smooth NFW profile with a depen-
dence on galactocentric distance of ρ2NFW, where ρNFW ∝
(r/rs)
−1[1 + r/rs]−2; or a smooth generalized NFW pro-
file with dependence on galactocentric distance of ρ2gNFW,
where ρgNFW ∝ (r/rs)−γ [1 + r/rs]−3+γ and inner slope
γ = 1.2. We make two choices of point source mask: the
2FGL mask (which was current at the time of [5–7]) and
the 4FGL mask. With these templates, we use the emcee
MCMC program [15], to maximize the likelihood λ that
the data is described by our model with parameters θ.
We consider 0.1◦× 0.1◦ pixels in the region with galactic
longitude |`| ≤ 20◦ and latitude 2◦ ≤ |b| ≤ 20◦. The neg-
ative log likelihood for Poisson-distributed data is [16]
−2 lnλ(θ) = 2∑i∈pixels[µi(θ)− ni + ni ln niµi(θ)]+ χ2ext,
where the sum goes over the 360 × 400 pixels in our re-
gion of interest, for each of our 14 energy bins. Due to
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FIG. 1. Results of a template fit including a GCE with an NFW profile (left) and a gNFW profile (right), masking the entire
4FGL catalog. Shaded bands show approximate 95% preferred regions from our MCMC analysis. The dashed red line is the
expected total diffuse model. The GCE, with either morphology, is incompatible with zero at high statistical significance.
the drop in statistics at higher photon energies, we use
11 evenly log-spaced energy bins covering observed ener-
gies between 0.275 GeV and 4.91 GeV with 3 additional
wider energy bins from 4.91 GeV to 51.9 GeV. We fit each
energy bin independently. In −2 lnλ(θ), the term χ2ext
includes external constraints on the spectral properties
of the Fermi Bubbles and isotropic gamma-ray spectra
as in [7].
The Fermi PSF varies with energy so the masks we
use also vary. At each energy bin we use a mask with a
TS-dependent size, similar to [11] as follows. We place
a smaller mask whose radius decreases monotonically
from ∼ 1◦ at the lowest energy to half of our pixel size
(0.05◦) at the highest energy at each source in the 4FGL
point source catalog with a Fermi-LAT TS between 9 and
49. We place an approximately 3 times larger mask for
sources with a Fermi-LAT TS greater than 49.
Results for our NFW and gNFW analyses with 4FGL
mask are displayed in Fig. 1. The units of these curves
are normalized against the area of our |`| ≤ 20◦, 2◦ ≤
|b| ≤ 20◦ region of interest, of size 0.43 sr. We com-
pare our best fit spectrum to the GALPROP predicted total
energy spectrum (dashed red line). The shaded purple
region, representing the GCE with spatial dependence
ρ2NFW or ρ
2
gNFW, differs from zero at high significance.
The normalization of this new component depends at the
∼ 30% level on the spatial profile, but the preference for
a nonzero GCE is statistically very significant in both
cases. We provide values of −2 lnλ (summed over energy
bins) in Tab. I, using the best fit values of the component
normalizations θ for each model and each energy bin, as
determined by our MCMC analysis.
Searching for Small-Scale Power: Although the
change in the mask from the 2FGL to the 4FGL catalog
does not affect the preference for a new smooth emission
component in our template fit, it is still interesting to ask
how the new 4FGL mask impacts other searches at the
Galactic center; e.g., point source searches.
We use a matched-filter algorithm based on a Mexican
hat function, which we refer to as a wavelet, to identify
point sources in the region described by 2◦ ≤ |b| ≤ 12◦
and |`| ≤ 12◦ and the energy range 1 GeV ≤ Eγ ≤ 4 GeV,
as in [11]. We evaluate the test statistic defined by [11]
on a map of photon counts and bin the resulting maps by
values of S in each pixel. (We reproduce the definitions
of [11] in our appendix; the test statistic S is defined
in Eq. (A.4).) In Fig. 2 we compare the results of this
procedure using a map of actual photon counts D and on
many Poisson samples of expected counts from a range
of diffuse models Mi. The different annuli use, each of
width 3◦ and within, 2◦ ≤ |b| ≤ 12◦ and |`| ≤ 12◦, are
shown in Fig. 3.
For Mi, we use 60 models from [7], produced in
0.25◦ × 0.25◦ bins on a Cartesian grid. They were gen-
erated using GALPROP v54 WebRun [17, 18], re-binning
into 0.1◦ × 0.1◦ bins. We first calculate counts and ex-
pected diffuse emission fluxes, then smooth these model
maps we use the Fermi-LAT PSF profile information for
FRONT data [19]. We also include the isotropic gamma-
ray emission from [20] and the Fermi Bubbles emission
TABLE I. Difference in −2 lnλ (lower numbers are better) at
the best fit points of each model, summed over energy bins,
compared to our best fit for each mask.
Type of Mask NFW gNFW no excess
2FGL - 476 5430
4FGL - 368 3600
3FIG. 2. Impact of different point source masks on our test statistic S[D] defined in Eq. (A.4) for 1 GeV ≤ Eγ ≤ 4 GeV. We
show results from analyzing data with: no mask (solid purple line), a mask of the 3FGL point source catalog (dash-dotted
orange line), and a mask of the 4FGL point source catalog (dotted red line). We compare to S[Mi] (gray box and whiskers).
Because there are no pixels with S[D] ≥ 4 when the entire 4FGL point source catalog is used (aside from two point sources at
8◦ ≤ ψ < 11◦), all small-scale power must be documented in the 4FGL catalog.
from [21] (morphological information) and [22] (spectral
information). We Poisson sample each diffuse model 100
times, allowing the diffuse component normalizations to
vary within 15% of the total observed gamma-ray emis-
sion within 2◦ ≤ |b| ≤ 20◦ and |`| ≤ 20◦. We show the
results of the binned S maps of our diffuse models as
box-and-whiskers plots. These plots display features of
the distribution of the 60× 100 mocks that we generate:
the central line is the median value of this distribution,
the box shows the interquartile range of this distribution
(spanning 25% to 75% containment), and the whiskers
show 1.5 times the (asymmetric) interquartile range. The
most extreme outlier from each set of samples is shown
as a faint point if it lies outside of the whiskers. One
qualitative trend that is clear from the diffuse-only anal-
ysis is that the diffuse-only models are able to produce
pixels with S values up to 4, but only extreme outliers
produce any pixels with S[Mi] ≥ 4.
We compare these model expectations to a map of S
derived from data. First we do this with no point source
mask. From Fig. 2, we see that the data contains a large
number of pixels with S[D] ≥ 3 compared to the diffuse-
only expectation. It also copiously produces S[D] ≥ 4
pixels, which diffuse-only models cannot do. Of course,
many of the pixels with S[D] ≥ 4 host known point
sources. In some cases, these point sources are iden-
tified in multiple wavelengths, and are known to have
characteristics that make them unsuitable candidates to
explain the GCE. Thus, we should partially mask our
map of S[D].
To study the impact of masking, we alternately choose
two masks for the data. First, we consider the 3FGL
point source catalog [23], with a TS-dependent size, as
discussed earlier. Following [11], we place a mask of 0.3◦
at each source in the 3FGL point source catalog with
a Fermi-LAT TS between 9 and 49, and a mask of 1◦
at each source in the 3FGL point source catalog with
a Fermi-LAT TS greater than 49. Next, we consider a
mask using the entire 4FGL [14] point source catalog,
with the same sizing convention. In the appendix, we
also compare to a different mask advocated for in [11],
the results of which we are able to reproduce.
As we show in Fig. 2, upon applying a mask for all
4FGL point sources (dotted line), there are only two pix-
els with S[D] ≥ 4 in the 2◦ ≤ |b| ≤ 12◦ and |`| ≤ 12◦
region of interest. Because of the small number of surviv-
ing high-S[D] peaks when the entire 4FGL point source
catalog is used, we conclude that all bright point sources
in the Fermi-LAT data (aside from the two new sources)
have a counterpart in the 4FGL catalog. The 4FGL mask
makes a qualitative difference in this search for small-
scale power, despite the fact that it does not impact the
preference for a GCE in the template fit, as shown in
Tab. I. For energies ' 1.5 GeV, the 4FGL mask blocks
about 3 times more of the inner sky than the 2FGL
mask, while beyond 11◦ it is only a factor of 2 more.
From the inner to outer regions the 4FGL mask covers
47%, 24%, 16%, 12%, 13% of the sky, which is unlikely to
explain the drop in S > 4 pixels by accident alone.
Possible Interpretations: Because the wavelet-based
search we implemented above is good at finding isolated
bright pixels, the results presented so far are compatible
with an underlying smooth distribution of excess pho-
tons; we demonstrate this explicitly in the representative
4FIG. 3. Map of S[D]. Peaks with S[D] ≥ 4 in the region
2◦ ≤ |b| ≤ 20◦ and |`| ≤ 20◦ are shown as crosses. 4FGL
sources are shown in red circles of size 0.3◦(1◦) for 9 ≤ TS ≤
49 (49 ≤ TS). We find 8 sources (numbers 1 and 3 − 9)
that have no noticeable 4FGL counterpart, and one (number
2) that is sensitive to association proximity cut. The inner
dashed white lines show the angular regions used in Figs. 2,
5, 7, and 8; the outer dashed white lines shows the maximum
extent of a region of projected galactocentric distance 3 kpc.
See text for details.
case of dark matter annihilation in the appendix. Here,
we use our results to uncover some information about
the nature of a putative central source population (CSP)
which would account for the excess [11].
Because we are able to localize the high-S[D] pixels at
the sub-0.1◦ level, we begin by searching for counterparts
to the S[D] ≥ 4 pixels in the |`| ≤ 20◦, 2◦ ≤ |b| ≤ 20◦
box that we used for our template analysis. We show
the map of S[D] in Fig. 3. We find 115 pixels in this
region with S[D] ≥ 4. We find that 107 of these are near
a 4FGL source; we highlight the 9 points with S[D] ≥ 4
that are more than 0.3◦ away from a 4FGL source with
numbers in Fig. 3, and thus are unmasked in the analysis
of Fig. 2. The source labelled 2 is the closest of these; to
be conservative we connect it to the unassociated source
4FGL J1750.0-3849, which is 0.53◦ distant. All other
sources are at least 0.7◦ from a S[D] ≥ 4 pixel.
Of these pixels with counterparts in the 4FGL cata-
log, ∼ 40 of the counterparts are unknown or unasso-
ciated sources which we consider CSP candidate mem-
bers, or are Galactic center millisecond pulsars, which
are potential CSP members. The uncertainty on the
number of counterparts comes from the fact that this
counting is sensitive to our procedure for making asso-
ciations. Then number varies from 37 to 47 for differ-
ent reasonable choices for proximity cut, which are de-
scribed in the appendix. We compare the GCE from
Fig. 1 to the stacked spectra of 47 4FGL sources. For
the stacked spectrum, we include a 20% error bar, which
approximately accounts for: uncertainties in the magni-
tude of the 4FGL sources, which are ≤ 12% for the bright
sources; the absence of spectra for the 8 S[D] ≥ 4 pixels
with no nearby 4FGL source, some of which may be suit-
able for inclusion in this analysis; and possible infelicities
in our peak-finding and clustering algorithms, described
in the appendix.
We see from Fig. 4 that the peak of the GCE is a factor
of ∼ 4 higher than the stacked spectra of possibly inter-
esting 4FGL sources, or that the integral of EγdNγ/dEγ
above 687 MeV is a factor of 4.5 larger. Including a '
20% error, we deduce that if the GCE originates in a CSP
this CSP must have sub-threshold sources, which remain
unmasked, that outshine the above-threshold sources,
which are stacked and shown in Fig. 4, by a factor of 4±1.
For a power law luminosity function of the form dN/dL ∝
L−αL with hard cutoffs at Lmin, Lmax, the ratio of total
flux below and above the point source detection threshold
is
[(
Lthr
Lmax
)2−αL − ( LminLmax )2−αL]/[1 − ( LthrLmax )2−αL]. If we
take the upper cutoff to be exponential instead, the ratio
of total flux below and above the point source threshold is[
Γ
(
2−αL, LminLmax
)−Γ(2−αL, LthrLmax )]/Γ(2−αL, LthrLmax ). Us-
ing fiducial values Lthr = 10
34 erg/s, Lmax = 10
35 erg/s,
we find αL & 1.88 ± 0.03 (1.90 ± 0.02) for the expo-
nential (hard) cutoff in the limit Lmin → 0. For such
a sharply falling power law, the physics that sets the
lower cutoff becomes important, however. Imposing
Lmin = 10
29 erg/s, we find αL & 1.93± 0.04 (1.96± 0.04)
for the exponential (hard) cutoff. Changing the value of
Lthr to 3 × 1034 erg/s while taking the limit Lmin → 0
and keeping Lmax fixed, which is a very extreme set of
choices, makes αL ≥ 1.78±0.05(1.81±0.05) for the expo-
nential (hard) cutoff. These observations therefore rule
out the range of 1.2 ≤ αL ≤ 1.5 preferred by local ob-
servations of millisecond pulsars [24, 25] and the value of
αL = 1.5 assumed in [11]. After calculating αL as above,
one may calculate the corresponding number of sub-
threshold sources required to produce the GCE. With
Lmin = 10
29 erg/s, Lthr = 10
34 erg/s, Lmax = 10
35 erg/s,
we find Nsub = (3.1± 1.3)× 106 [(3.6± 1.5)× 106] for the
exponential [hard] cutoff, compared to 47 sources above
threshold.
Conclusions: We have explored the impact of the
4FGL catalog on the GCE and on the proposed point
source explanation thereof. We find that the GCE is
still preferred at high statistical significance over no ex-
cess even when the 4FGL catalog is masked. However,
our search for small-scale power using a wavelet-based
test statistic is extremely sensitive to the presence of the
4FGL catalog: when 4FGL is masked, only two pixels
with small-scale power remain in 2◦ ≤ |b| ≤ 12◦ and
|`| ≤ 12◦ region of interest. We demonstrated that
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FIG. 4. Our best fit GCE with 2FGL mask (blue dashed) or
4FGL mask (orange solid), compared with the stacked spectra
of 4FGL sources that appear in our matched-filter search with
S > 4 which are possibly members of a CSP (green dot-
dashed).
this discordance between template- and wavelet-based
searches implies that the GCE does not primarily orig-
inate in bright point sources, and for it to arise from a
sub-threshold population of dim sources there is a strong
constraint on the slope of the luminosity function.
Along the way, we have identified several high signifi-
cance points with no presently known 4FGL counterpart,
which may be uncovered in future point source catalogs.
Further study of these sources, and further characteriza-
tion of the GCE itself, is warranted in light of our results.
The future of the study of the GCE appears to us quite
bright.
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Data Selection
We use Pass 8 data, version P8R3 recorded from Aug
4 2008 to Feb 20 2019 (weeks 9-559 of Fermi-LAT obser-
vations)1. Using the Fermi ScienceTools P8v27h5b5c8
for selection event-cuts and to calculate the relevant ex-
posure cube-files and exposure maps2, we select only the
CLEAN, FRONT-converted data, with the additional fil-
ter of zmax = 100◦. Our data maps are centered at the
galactic center and cover a square window of 40◦ side in
galactic coordinates. Our pixels of size 0.1◦ × 0.1◦ are
on a Cartesian grid, thus do not have equal area which
we account for. For the results in Fig. 2 we focus on the
photons with energy 1.018 to 3.777 GeV (our 1 to 4 GeV
range); see Fig. 6 for further energy dependence from the
wavelet-based study.
Wavelets at the Galactic Center
The Mexican hat family of functions is defined by [26]
Mn(~x, σ) =
1
16pi 4n e−|~x|
2/2σ2 , where 4 is the Laplacian
operator and σ is the width of the function. The second
Mexican hat on the two-dimensional Cartesian grid is
M2(~x, σ) =
e−|~x|
2/2σ2
16piσ4
[( |~x|2
σ2
− 4
)2
− 8
]
. (A.1)
The Mexican-hat matched filter applied to a map of pho-
ton counts C is defined at a pixel Ω by
F [C|M2](σ,Ω) =
∑
Ω′
M2(||Ω− Ω′||p, σ) C[Ω′], (A.2)
where ||Ω − Ω′||p represents the distance between the
points Ω(′) ≡ {b(′), `(′)} in units of pixel size p. We
also make use of F [C|(M2)2](σ,Ω), obtained by squaring
the kernel inside Eq. (A.2) before performing the sum.
Following [11], we use the Mexican hat filter defined in
Eq. (A.2) with a width that varies with latitude. The in-
tent is to approximately match the filter to the expected
size of a point source observed by the Fermi-LAT instru-
ment, as given by the instrument’s point spread function
(PSF). The choice for σ in [11] is
σ = 0.4◦ × (0.53 + 0.3|b|/12◦), (A.3)
1 The Fermi-LAT data are publicly available at
https://fermi.gsfc.nasa.gov/ssc/data/access/
2 https://fermi.gsfc.nasa.gov/ssc/data/analysis/
6FIG. 5. Comparison to [11]. We find excellent agreement in replicating these results for both S[D] and S[M].
where 0.4◦ is approximately the Fermi-LAT PSF for pho-
ton energies Eγ ∼ GeV, which has remained essentially
unchanged between Pass 7 and Pass 8 Fermi-LAT data
releases over the energies of interest for this study [27].
We adopt Eq. (A.3) in the bulk of this paper.
The test statistic used in [11] is described as a signal-
to-noise ratio,
S[C](σ,Ω) ≡ F [C|M2](σ,Ω)√F [C|(M2)2](σ,Ω) . (A.4)
A map of S applied to Fermi data is shown in Fig. 3,
while the binned distribution of S is presented in Figs. 2,
5, 7, and 8.
Our clustering procedure is as follows. For each pixel
on the map of S, we compare its S value to those of its
north, east, south, and west nearest neighbors, and keep
the pixel if its S value is the largest. Next, we perform the
hierarchical clustering using scipy.cluster.hierarchy
with the ‘euclidean’ distance and ‘single’ linkage crite-
ria. This results in a hierarchical clustering dendrogram,
which we then truncate at a maximum cophenetic dis-
tance of 0.3◦ to get clusters of pixels. We represent the
(b, `) and S values of each cluster of pixels with (b, `) and
S values of the pixel with largest S of that cluster. This
procedure yields a map of peaks.
After obtaining the map of peaks, we mask: (1) the
boundary region, which is |`|, |b| ≥ 12◦(20◦) for the anal-
ysis in Fig. 2 (Figs. 3 and 4); (2) the disk region, |b| < 2◦;
and (3) the neighborhood of point sources at 0.3◦ around
sources with 4FGL TS between 9 and 49 and 1.0◦ around
those with 4FGL TS greater than 49. For the analysis
of Fig. 2 we then subdivided the unmasked region into
five sub-regions of 2◦ − 5◦, 5◦ − 8◦, 8◦ − 11◦, 11◦ − 14◦,
and 14◦ − 17◦ in projected angle from the Galactic Cen-
ter. Within each sub-region, we binned the unmasked
peaks according to their S value into (−∞, 2), [2, 3),
[3, 4), [4, 5), [5, 7), and [7,+∞) bins.
For the analysis resulting in Fig. 4, we leave the 4FGL
catalog unmasked and look for 4FGL sources within 0.55◦
of each S[D] ≥ 4 pixel. This somewhat arbitrary defini-
tion allows us to associate “peak 2” of Fig. 3 to the source
4FGL J1750.0-3849, which is unassociated. If the “adja-
cent” sources (by this definition) have no association or
are of unknown origin, we add their spectra to produce
the result in Fig. 4. If these sources are pulsars of un-
known distance or are within 2 kpc of the Galactic center
according to the ATNF pulsar catalogue [28, 29], we also
add them. None of the sources that survive these cuts
are classified as variable.
We also highlight an extended source near ` =
−18◦, b = −2◦. This source was also found and charac-
terized in [30]. Because of its extension and its distance
away from the disk, we remove it and all peaks within
1◦ of this source from our S[D] maps by hand when per-
forming our analysis of Fig. 4.
Further Comparison to Ref. [11]
In Fig. 5 we show our attempt to replicate the results
of [11]. This information is not present in Fig. 2 because
[11] uses a different mask derived from the 3FGL cat-
alog: we use the 3FGL catalog as a starting point for
this mask, but omit 13 unassociated point sources with
a hard spectrum and low variability, since these may in
principle be bright but representative examples of a pu-
tative central point source population. This mask, which
we refer to as “3FGL−”, is identical to our 3FGL mask
above, except with 13 fewer masked locations. Another
difference in the analysis of [11] is that they rely on a
single diffuse emission model. They report results using
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FIG. 6. Numbers of peaks over the entire sky with S[D] ≥ 4 for Eγ > 600 MeV, for two different energy binnings, and for four
different choices of mask.
only gll iem v06 model, which was the officially recom-
mended model for searching for point sources at the time
of publication.
The box-and-whiskers representing the spread of the
models that we sampled, S[Mi], encompasses the results
of [11] for the gll iem v06 model. We also check the
gll iem v06 and find that it falls within the variation of
our 60 models. Furthermore, we find very good agree-
ment on the comparison of S[D]. Slight discrepancies
are apparent: for instance, the 5 ≤ S[D] < 7 pixel they
detect in 11◦ ≤ ψ < 14◦ is apparently now found in
our 4 ≤ S[D] < 5 bin. These slight discrepancies are
likely due to the fact that we are using data which has
been reprocessed since the publication of [11], and we are
using front-converting Clean events instead of (all) Ultr-
aclean events. However, gross statistics like the number
of S[D] ≥ 4 pixels are very compatible between the two
analyses, lending further credence to the idea that the
wavelet-based approach is indeed detecting point sources
in a robust way.
Compared to the entire 3FGL mask, we see that the
number of high-S points increases slightly. This is due
to the additional unassociated point sources that are al-
lowed to remain unmasked when the 3FGL− mask is em-
ployed.
Energy-Dependence of Survival Function
Because the statistics of S are dependent on total
counts, and because Poisson variation averages out in the
large-N limit while a true point source will only grow in
significance, the number of pixels in any given S[D] range
can in principle depend on the energy range chosen for
analysis. Here, we attempt to display the robustness of
our results against choices of energy binning. We plot the
“survival function”, defined as the total number of pixels
with S[D] ≥ 4 across the |`| ≤ 12◦, 2◦ ≤ |b| ≤ 12◦ re-
gion of interest, for two choices of energy binning and for
four choices of mask in Fig. 6. Regardless of the choice
of binning, we find that in every energy bin the number
of point sources decreases to only very few pixels with
S[D] ≥ 4 upon applying the 4FGL mask. We have tested
extensively and found the same effect with other binning
choices. This indicates that the effect shown in Fig. 2
is present at all energies for which small-scale power is
present and for all choices of energy binning.
Effects of a Smooth Spatial GCE on S
In Fig. 7, we compare S[D] against S[Mi] for diffuse-
only models and for models that include both diffuse
emission and an entirely smooth spatial template. We
model this smooth spatial template as arising from dark
matter annihilation and normalize it to be bright enough
to account for the entirety of the GCE. In the second
box-and-whiskers of each S bin, we combine the distri-
butions for a squared NFW profile, a squared “cuspy”
gNFW profile with γ = 1.2, and a squared “cored” pro-
file, which is a gNFW profile with an inner slope γ = 0.8.
Despite the additional variance from this wider variety
of models, we find that the diffuse-only expectation is
very similar to the diffuse-plus-dark-matter annihilation
in every spatial and significance bin.
Because these overlap so significantly, and the excess
smooth emission does not produce any peaks with S[D] ≥
4, we conclude that the test of Eq. (A.4) is not sensitive
to new smooth emission. As a corollary, the lack of high-
S[D] peaks upon application of the 4FGL mask is not
8FIG. 7. Comparison of data to diffuse-only models and models that include diffuse emission plus a dark matter template.
Because these overlap so well, we conclude that the wavelet-based search for small-scale power is not sensitive to new smooth
emission.
a contraindication of dark matter annihilation. We can
calculate the negative log-likelihood for the number of
pixels with S[Mi] ≥ 4 for these dark matter simulations.
We find −2 lnλ(θ)|DM = 10.4, which is a good fit for 15
bins of data.
Effects of a Central Source Population on S
If we interpret all unassociated and unknown 4FGL
sources as possible bright representatives of a central
source population (CSP) (which do not contribute to the
template fit of Fig. 1, but which may nonetheless give us
clues as to the nature of the CSP), we should construct a
mask from the 4FGL catalog similar to the one described
in the main text but omitting all unassociated and un-
known sources. We refer to this mask as “4FGL−.”
We compare the data with the 4FGL− mask to sim-
ulations of CSPs that are bright enough to generate
the GCE. Our simulations have hard cutoffs at Llow =
1029 erg / s, Lhigh = 10
35 erg / s, and vary only by their
power law indices αL, with αL as defined in the main
text. We model the CSP using ten distinct random real-
izations of CSP member locations, and we take ten inde-
pendent Poisson samples of each resulting map; we use
all 60 models as in our diffuse-only analysis in Fig. 2.
We show the results using either no mask or the 4FGL−
mask for αL = 1.8 in Fig. 8. In similar simulations
for αL = 1.5(2.0), we find more (fewer) pixels with
S[Mi] ≥ 4, especially in the inner 8◦. We can com-
pare the negative log-likelihood for the number of pix-
els with S[Mi] ≥ 4 for these different CSP simulations.
At 95% CL, we expect −2 lnλ(θ) < 23.7 for 14 de-
grees of freedom, while we find −2 lnλ(θ)|αL=2.0 = 20.8,
−2 lnλ(θ)|αL=1.8 = 27.1, and −2 lnλ(θ)|αL=1.5 = 30.6.
This supports our analytic results in the main text that
if the GCE arises from a CSP, this population must have
αL & 1.9.
We also note that the insensitivity of our results to the
mask and the relatively narrow spread despite the differ-
ent spatial realizations are indications of the robustness
of our procedure to finite-area effects from our choice of
mask. Further tests of the CSP explanation of the GCE
are warranted in light of our results.
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