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RESUMEN
Publicación No.
Vidal Alfredo Trejo Rocha, M.C. en Ingeniería Eléctrica
Universidad Autónoma de Nuevo León, 2016
Profesor asesor: Dr. José Antonio de la O Serna
Las señales ortogonales son ampliamente utilizadas en losmodems (Modulator-Demodulador)
de los sistemas de comunicaciones digitales para la generación y descomposición formas de onda
portadoras de información. Particularmente, el esquema OFDM (Ortogonal Frequency Division
Multiplexing) se basa en lamodulación en paralelo de un conjunto de subportadoras sinusoidales
ortogonales las cuales subdividen el canal de comunicaciones en un conjunto de subcanales in-
dependientes de banda angosta. Esta división permite la implementación eficiente del modem
OFDM con procesamiento puramente digital mediante algoritmos DFT (Digital Fourier Trans-
form), reduciendo así la complejidad inherente al uso de bancos de osciladores analógicos tanto
en el transmisor y como en el receptor.
La idea objetivo del presente trabajo es modelado, simulación computacional, evaluación de
un esquema de modulación con funciones base no-ortogonales. Tales funciones corresponden a
los elementos de los modelos de señal de las transformadas TF (Taylor-Fourier) y LF (Legendre-
Fourier), utilizados para análisis de señales de SEP (Sistemas Eléctricos de Potencia). Este par de
modelos puede potencialmente expandir la base de señalización OFDM y permitir un incremento
en la cantidad de información binaria transmitida dado que losmodelos LF y TF pueden ser vistos
como expansiones de la base DFT por medio un conjunto de funciones polinómicas (Términos
Taylor o Polinomios de Legendre) a costa de una mayor sensibilidad al ruido.
En la presente tesis se discuten primero los fundamentos de las expansiones en bases no orto-
VIII
gonalesmediante el concepto de pares biortogonales. Esto incluyendo su implementación discre-
ta pormedio de lamatriz pseudoinversa y resaltado el papel de lamatriz gramiana en el problema
de dependencia lineal y sensibilidad al ruido de la base no ortogonal. Luego son expuestos el par
de modelos de señal TF & LF junto con sus características temporales y frecuenciales, así como
la dependencia de su matriz gramiana con los parametros de diseño del par de modelos. Por úl-
timo son evaluados los criterios de probabilidad de error en condiciones de ruido blanco, ancho
espectral y magnitud de las variaciones de amplitud.
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Capítulo 1
Introducción
El objetivo de los sistemas de comunicaciones digitales es transportar lamayor cantidad de in-
formación binaria de un punto a otro a traves de un medio de transmisión físico, sea alámbrico o
inalámbrico. Para alcanzar este objetivo, en el transmisor el modulador representa la información
binaria con un conjunto finito de formas de onda, llamados símbolos, los cuales estan sujetos res-
tricciones energéticas y en ancho de banda, además de presentar resistencia a los impedimentos
del medio de transmisión.
Los símbolos en los esquemas de modulación lineal son representados mediante la combina-
ción lineal de un conjunto de funciones ortogonales. Por ejemplo en los esquemas QAM (Qua-
drature Amplitude Modulation) y PSK (Phase Shift Keying) la información es codificada en cam-
bios discretos de amplitud en par de portadoras ortogonales (en cuadratura) de igual frecuencia.
OFDM (Orthogonal Frecuency Division Multiplexing) utiliza un conjunto de subportadoras orto-
gonales con una separación frecuencial mínima.
La propiedad de ortogonalidad permite la implementación del demoduladormediante bancos
de filtros correladores cuyas respuestas impulsionales coinciden con las formas de onda del con-
junto ortogonal. De manera particular, en OFDM este principio permite la realización de su Mo-
dem (Modulator Demudulator) con procesamiento puramente digital mediante pares de transfor-
madas DFT (Digital Fourier Transform).
1
2Cabemencionar que el uso de ortogonalidad en el contexto de sistemas de comunicaciones no
es exclusivo al proceso modulación. La técnica de acceso múltiple TDMA (Time DivisionMultiple
Access) separa la información distintos usuarios es asignada en ventanas temporales disjuntas o
”slots” donde una ortogonalidad es generada por la finitud y separación temporal de las venta-
nas. Similarmente, en CDMA (Code Division Multiple Access) la asignación de usuarios se realiza
mediante el uso de códigos ortogonales.
1.1. Descripción del problema
El propósito del presente trabajo es analizar los efectos y compromisos de diseño ligados al uso
de bases no-ortogonales en los esquemas de modulación multiportadora. Particularmente, son
considerados los esquemas Taylor-Fourier (TF) y Legendre-Fourier (LF) cuya no-ortogonalidad es
producida por la combinación de un grupo las subportadoras con conjunto finito de funciones
ventana. La importancia de este problema surge del interés de evaluar la posibilidad de un incre-
mento en tasa de transmisión al relajar la condición de ortogonalidad a independencia lineal.
La no-optimalidad de la probabilidad de error del receptor en canales de ruido blanco aditivo
gausiano (AWGN) es la principal razón por la cual la no-ortogonalidad no es tan ampliamente uti-
lizada enmodulación como la ortogonalidad [1]. Por lo que su desempeño de tasa de error binario
(BER) en dichos canales es investigado. De manera similar, es considerado el principal detrimen-
to de los sistemasmultiportadora actuales: Los picos de amplitud producidos por la combinación
lineal de señales, traducidos en una relación de potencia pico a promedio (PAPR) grande, que oca-
ciona una distorsión no-lineal de las señales posteriormente a su amplificación en la etapa de RF.
No es considerado el efecto de las señales moduladas LF y TF en la sincronización de porta-
dora y de trama. Tampoco lo son los modelos de canal desvanecientes y selectivos en frecuencia
propios de ambientes inalámbricos.
3En contraste con los trabajos realizados en [1] y [2] en el presente trabajo la no-ortogonalidad
es explorada con objetivo de una incremento en la tasa binaria y no la corrección de las distorsio-
nes producidas por las respuesta no-ideal del canal de comunicaciones.
1.2. Objetivos
El objetivo principal perseguido en la presente tesis es desarrollar y evaluar con simulación
computacional los esquemas de modulación no-ortogonal multiportadora TF & LF definiendo
claramente sus variables de diseño, para posteriormente determinar la dependencia entre dichas
variables con su desepeño. Los criterios de desempeño evaluados son la razón BER en condicio-
nes de canal AWGN, relación PAPR y ancho de banda. De manera complementaria al desempeño
BER, es buscada una relación general entre el efecto de la selección de la base con su sensibili-
dad a perturbaciones AWGN. Esto permitirá comprehender el compromiso entre uso de la no-
ortogonalidad y la probabilidad de error.
1.3. Metodología
Modificar el modelo de señal pasabanda TF propuesto en [3] para ajustarse al modelo de
generación en bandabase. Posteriormente, aplicar un muestreo adecuado a los elementos
base y con ellos construir lamatriz de antitransformada y transformadamediante elmétodo
de pseudoinversa.
Derivar con ayuda del concepto de par biortogonal la dependencia entre la matriz de cova-
rianzas de los coeficientes de expansión de un proceso de ruido blanco y la matriz gramiana
de la base de expansión.
Utilizar los operadores de antitransformada y transformada para simular los bloques demo-
dulación y demodulación respectivamente. De esta manera evaluar los criterios de desem-
peño de BER en un canal AWGN ideal, PSD (Power Specral Density) y relación PAPR.
41.4. Descripción de la tesis
La tesis se organiza de la siguiente manera:
El Capítulo 2 presenta los fundamentos de expansiones de en bases vectoriales ortogonales y
no ortogonales resaltando el papel del conjunto biortogonal y la matrix gramiana. Son discutidos
los efectos de la aproximación entre los casos en tiempo continuo y discreto e implementación del
caso discreto mediante el método de pseudoinversa. Se concluye con la derivación de la depen-
dencia entre las matrices Gramiana y de covarianzas.
El Capítulo 3 introduce los modelos LF y TF en tiempo continuo y discreto con sus variables
de diseño. Sonmostrados las características temporales y espectrales de los elementos base, la de-
pendencia entre las variables de diseño con la condición independencia lineal y la sensibilidad al
ruido blanco.
El Capítulo 4 expone los fundamentos de la modulación OFDM. Luego, son utilizados los mo-
delos LF y TF como esquema de modulación para la generación de símbolos en banda base. Su
principal objetivo es presentar los resultados del desempeño BER, PSD y PAPR de los esquemas
propuestos comparandolos entre sí y con OFDM.
Finalmente, el Capítulo 5 expone las conclusiones finales de la investigación y se presentan
sugerencias para trabajos futuros.
Capítulo 2
Expansiones lineales de vectores
La expansión lineal de señales es un procedimiento importante en muchas aplicaciones de
procesamiento digital de señales y consiste en la idea de descomponer una señal en la combi-
nación lineal x(t ) = ∑i αiφi (t ) de un conjunto base φi (t ) el cual constituye un modelo de señal
apropiado para reflejar cualidades útiles de la señal analizada. La bases pueden ser ortogonales o
no ortogonales. Normalmente la ortogonalidad es preferida sobre la no ortogonalidad pues permi-
te calcular los coeficientes de expansión sencillamente con el producto punto con cada elemento
φ j y por producir componentes estadísticamente descorrelacionados. Sin embargo el conjunto no
ortogonal es preferido cuando presenta alguna propiedad en particular que puede ser alterada por
la ortogonalización [4], como una forma de onda temporal y/o un contenido espectral deseable.
Para el caso de expansiones en conjuntos no ortogonales, el caso de la presente tesis, pue-
den utilizarse 2 metodologías: 1) ortogonalización del conjunto mediante el procedimiento Gram
Schmidt [5]. 2) Cálculo de un conjunto biortogonal. Dado que el cálculo análitico del conjunto
biortogonal [6] puede llegar a ser matemáticamente complicado de resolver y numéricamente di-
fícil de implementar en el presente trabajo se optó por el método númerico de pseudoinversa [7]
[8].
El capítulo está organizado como sigue: En la sección 2.1 se brinda una breve introducción a la
expansión de señales en bases vectoriales no ortogonales utilizando el concepto del par biortogo-
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6nal, resaltado el papel de lamatriz gramiana en el cumplimiento de la condición de independencia
lineal de la base. En la sección 2.2 se aborada la implementación de la expasión lineal mediante el
método de pseudoinversa y las consecuencias del error de aproximación entre los casos de tiem-
po continuo (TC) y discreto (TD). Y por último en la sección 2.3 se deriva una relación entre la
selección de la base y su sensibilidad ante los efectos del ruido blanco aditivo gausiano (AWGN)
por medio de la matriz gramiana.
2.1. Expansiónde vectores enbases ortogonales ynoortogonales
El concepto de biortogonalidad es una generalización de la ortogonalidad en donde a un gru-
po de vectores seleccionado le corresponde un segundo conjunto de vectores ortogonales. Da-
do un conjunto finito linealmente independiente de vectores Sφ = {φ j }Ndi mj=1 , existe un conjunto
S˜φ = {φ˜ j }Ndi mj=1 cuyos elementos cumplen con la condición
〈φi , φ˜ j 〉 = δi , j 1≤ i , j ≤Ndi m (2.1)
siendo 〈•,•〉 la operación de producto punto y Ndi m el número de elementos y se dice que S˜φ es el
conjunto biortonormal a Sφ y que ambos conjuntos (Sφ, S˜φ) conforman un par de bases biortogo-
nales. Mientras que los conjuntos ortonormales son aquellos que son su propio conjunto biorto-
gonal Sφ = S˜φ por lo que cumplen con la condición
〈φi ,φ j 〉 = δi , j 1≤ i , j ≤Ndi m (2.2)
En el caso biortogonal, los conjuntos (Sφ , S˜φ) son ambos son una base para unmismo espacio
de Hilbert finito dimensional X [4] [9], por lo que cualquier vector x ∈ X puede ser representado
7por las ecuaciones de síntesis como:
x =
Ndi m∑
j=1
α jφ j (2.3a)
x =
Ndi m∑
j=1
α˜ j φ˜ j (2.3b)
mediante los coeficientes de expansiónα j , α˜ j ∈C. Por otro lado, en el caso ortonormal se tiene que
ambos coeficientes conciden α j = α˜ j . Ambos casos son ilustrados en la fig. 2.1. Bajo una interpre-
tación geométrica los coeficientes pueden ser considerados como un conjunto de coordenadas
con respecto a un sistema de ejes definidos por los elementos de la base seleccionada, por ejem-
plo α j es la coordenada en el eje φ j del conjunto Sφ. Esta interpretación es usada en el diagrama
de espacio de señales de los sistemas de comunicaciones digitales [10] y permite la representar
por medio de vectores las formas de onda generadas por los esquemas de modulación lineales.
x
X
a
~a
Sφ
~Sφ
(a) Bi or tonor mal
x
X
a
Sφ
(b) Or tonor mal
Figura 2.1: Representación de un vector x en un espacio X mediante pares biortogonales Sφ y S˜φ
Gracias a la definición de biortonormalidad y la linealidad del producto punto los coeficientes
de la expansiones en la ec. 2.3 pueden ser obtenidos mediante la operación de producto punto en
8la ecuaciones de análisis como:
〈x, φ˜ j 〉 = 〈
Ndi m∑
i
αiφi , φ˜ j 〉 =
Ndi m∑
i
αi 〈φi , φ˜ j 〉 =α j (2.4a)
〈x,φ j 〉 = 〈
Ndi m∑
i
α˜i φ˜i ,φ j 〉 =
Ndi m∑
i
α˜i 〈φ˜i ,φ j 〉 = α˜ j (2.4b)
mostrando una dualidad en la que los coeficientes de la expansión de una de las bases resultan del
producto punto con elementos de la otra base. Por otro lado en el caso ortogonal cada coeficiente
puede ser calculado directamente como α j = 〈x,φ j 〉.
2.1.1. Relación entre coeficientes de síntesis
El par de ecuaciones anteriores pueden ser tambien expresadas como:
α j =
Ndi m∑
i
α˜i 〈φ˜i , φ˜ j 〉 (2.5a)
α˜ j =
Ndi m∑
i
αi 〈φi ,φ j 〉 (2.5b)
mostrando que el par de coeficientesα j , α˜ j poseen una relación dada por combinaciones lineales
ponderadas con los términos 〈φi ,φ j 〉 y 〈φ˜i , φ˜ j 〉 es decir el producto punto entre los elementos de
ambas bases. Estos términos en el caso de una base ortogonal son funciones delta, sin embargo lo
mismo no es válido para el caso no ortogonal. Utilizando notación matricial ec. (2.5b) puede ser
expresada como:


α1
α2
...
αNdi m


=


〈φ˜1, φ˜1〉 〈φ˜2, φ˜1〉 · · · 〈φ˜Ndi m , φ˜1〉
〈φ˜1, φ˜2〉 〈φ˜2, φ˜2〉 · · · 〈φ˜Ndi m , φ˜2〉
...
...
...
〈φ˜1, φ˜Ndi m 〉 〈φ˜2, φ˜Ndi m 〉 · · · 〈φ˜Ndi m , φ˜Ndi m 〉




α˜1
α˜2
...
α˜Ndi m


(2.6)
9o ambas ecuaciones de manera compacta
a= G˜a˜ a˜=Ga (2.7)
donde a, a˜ ∈M Ndi m×1 son vectores columna cuyos elementos son los de coeficientes de expansión
y G,G˜ ∈M Ndi m×Ndi m las matrices gramianas de las bases de síntesis. Así el par gramianas pueden
ser vistas como operadores de cambio de coordenadas entre los sistemas de síntesis. Asumiendo
que G es no singular, este último par de ecuaciones implica que:
G˜=G−1. (2.8)
Posteriormente se encontro que la anterior relación fue previamente reportada en [11].
2.1.2. Matriz de Gram
La gramiana es una figura recurrente en el proceso de la solución del problema de mínimos
cuadrados (LS) por medio de las ecuaciones normales. Para el conjunto de vectores {φ j }
Ndi m
j=1 se
define como:
G=


〈φ1,φ1〉 〈φ2,φ1〉 · · · 〈φNdi m ,φ1〉
〈φ1,φ2〉 〈φ2,φ2〉 · · · 〈φNdi m ,φ2〉
...
...
...
〈φ1,φNdi m 〉 〈φ2,φNdi m 〉 · · · 〈φNdi m ,φNdi m 〉


, (2.9a)
gi , j = 〈φ j ,φi 〉, (2.9b)
y tiene las tiene las siguentes propiedades:
1. G es Hermitiana simétrica [9].
2. El conjunto Sφ es linealmente independiente si y solo si G es no singular[12].
La propiedad (2) y su contrapositiva son de gran importancia práctica pues relaciona la condición
de independencia lineal del conjunto con la invertibilidad de su gramiana, la cual es una condi-
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ción necesaria para su función como base de un espacio.
La gramiana también brinda una manera de organizar la información del producto entre los
elementos de la base: en su diagonal principal se encuentran autocorrelaciones y fuera de ella
correlaciones cruzadas determinísticas. En el caso de vectores normalizados (||φ j || = 1 ), todos
sus elementos se encuentran acotados |gi , j | ≤ 1, debido a la desigualdad Cauchy-Schwartz, con
la igualdad en las posiciones de la diagonal |g j , j | = 1 y la magnitud fuera de ella dependerá del
nivel de correlación entre los vectores φ j y φi . El anterior acotamiento en G, sin embago, no es
valido para G˜ dada su relación inversa con Gmostrada en la ec. (2.8). Por último para un conjunto
ortonormal se tiene G= I.
2.1.3. Proyección ortogonal
En el caso de que el vector x no pertenezca al subespacio abarcado por las bases 1 X , la ecua-
cion de analisis realiza la siguiente descomposición:
x = xˆ+e, (2.10)
donde la aproximación xˆ ∈ X es la proyección ortogonal al plano X y el error e⊥X la componente
ortogonal al mismo. Por lo anterior el cuadrado de la norma de x cumple con el teorema pitagóri-
co:
||x||2 = ||xˆ||2+||e||2. (2.11)
Dada la ortogonalidad del error de aproximación al plano del modelo se tiene también que el
error es ortogonal a todos los elementos de las bases e ⊥ Sφ y e ⊥ S˜φ, y por tanto los productos
punto:
〈e,φ j 〉 = 0 1≤ j ≤Ndi m , (2.12a)
〈e, φ˜ j 〉 = 0 1≤ j ≤Ndi m , (2.12b)
1Ya sean ortogonales o no ortogonales
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Por otra parte la componente en el plano puede ser expandida en la base de síntesis como:
xˆ =
Ndi m∑
i
αiφi (2.13)
y cumple con la propiedad de ser la solución al problema demínimos cuadrados (LS) en el sentido
que el vector xˆ ∈ X minimiza la norma del error ||x− xˆ||2.
2.2. Aproximación de la expansión de señales en TC y TD
En la tabla 2.1 semuestra la operación de producto punto estándar, y las ecuaciones de análisis
y síntesis por medio de una base vectorial para señales tiempo continuo y tiempo discreto. En TC
es considerado un intervalo temporal finito [a,b] y en TD una cantidad finita de muestras Nsam .
Comúnmente el caso TD es usado como un aproximación al caso TC para la estimación de los
coeficientesα j bajo la condición demuestreo grande basada en la cercania de la integral continua
con una sencilla formula de integración numérica [13].
∫b
a
f (t )d t ≈ Ts
Nsam∑
n=1
f (tn) (2.14)
con Ts = (b−a)Nsam y lasmuestras f (tn) correspondiendo a unmuestreo uniforme cuando Ts → 0. Rem-
plazando al integrando con f (t ) = φ j (t )φi (t ) la aproximación de los productos punto TC y TD es
tomada en cuenta escalando las bases discretizadas
φ j [n]=
√
Tsφ j (tn) 1≤ j ≤Ndi m 1≤ n ≤Nsam (2.15)
Dado que no es posible considerar un número de muestras infinito, la frecuencia de muestreo
debe ser finita pero razonablemente grande. Esto produce una diferencia en la aproximación de
la ec. (2.14) y en las funciones ortogonales en TC una posible y ligera pérdida de ortogonalidad
posterior a su muestreo. Lo cual no es el caso para la base DFT la cual preserva su ortogonalidad
tanto en TC como TD. Las reglas de integración trapezoidal y de Simpson [13] [14] ofrecen una
alternativa para mejorar la aproximación entre los productos punto mediante la ponderación de
12
Tiempo continuo L 2 [a,b] Tiempo discreto ℓ2 [1,Nsam]
Producto punto 〈x, y〉 =
∫b
a x(t )y
∗(t )d t 〈x, y〉 =∑Nsamn=1 x[n]y∗[n]
Ecuación de análisis α j =
∫b
a x(t )φ˜
∗
j (t )d t α j =
∑Nsam
n=1 x[n]φ˜
∗
j [n]
Ecuación de síntesis x(t )=∑Ndi mj=1 α jφ j (t ) x[n]=∑Ndi mj=1 α jφ j [n]
Tabla 2.1: Operaciones básicas para expansión de señales.
las muestras de f (tn) de la ecuación, sin embargo, con la intención de expresar la espansión en
términos de productos punto estandar, tales opciones no son utilizadas en el presente trabajo.
2.2.1. Caso TD yMétodo de pseudoinversa
En el caso discreto, el cálculo del conjunto del conjunto biortogonal φ˜ j [n] y los coeficientes de
expansión es posible mediante el método de pseudoinversa ilustrado en la fig. 2.2. Construyen-
do una matriz Φ ∈M Nsam×Ndi m cuyas columnas son las Nsam muestras de las Ndi m señales base
entonces la ecuación de síntesis en TD puede ser escrita como
x=Φa (2.16)
donde x ∈M Nsam×1 contiene lasmuestras de señal en la forma de un vector columna y la ecuación
de análisis como:
a=Φ†x (2.17)
donde Φ† = (ΦHΦ)−1ΦH es la matriz pseudoinversa izquierda. La matriz gramiana está asociada
con el término G = ΦHΦ y su invertibilidad asegura la existencia del par biortogonal dado por
Φ˜= (Φ†)H =ΦG−1 i.e el conjunto biortogonal es una combinación lineal de la base ponderada por
la inversa de la gramiana.
Por último, con la finalidad de que la solución por el método de la peudoinversa sea válido, el
sistema de ecuaciones representado en la ec. (2.16) debe ser sobredeterminado, lo cual se cumple
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Análisis Síntesis
Φ
† Φ
x a xˆ
Figura 2.2: Ilustracion del método de pseudoinversa
si se respeta la condición
Nsam ≥Ndi m . (2.18)
2.3. Expansión del ruidomediante par biortogonal
En capítulo 4 se considera la expansión de señales generadas por la combinación lineal base de
los vectores de la base seleccionada con una perturbación AWGN perteneciente proceso de ruido
blanco de tiempo continuo N (t ) de media nula y varianza σ2.
En el caso TC, la salida de un par de filtros correladores de respuesta impulsional puramen-
te real ψ j (t ) y ψi (t ) tiene una media E
[
〈N ,ψ j 〉
]
= 0 y una covarianza cov
(
〈N ,ψ j 〉,〈N ,ψi 〉
)
=
σ2〈ψ j ,ψi 〉 [15]. En el caso de una expansión mediante un par biortogonal con n j = 〈N , φ˜ j 〉, un
vector de coeficientes de expansión n=
[
n1 n2 · · · nNdi m
]
, y considerando señales complejas,
la covarianza viene dada por
cov(ni ,n j )= E
[
ni n
∗
j
]
= E
[(∫
R
N (t )φ˜∗i (t )d t
)(∫
R
N (s)φ˜∗j (s)d s
)∗]
=
∫
R
∫
R
E
[
N (t )N ∗(s)
]
φ˜ j (s)φ˜
∗
i (t )d td s
a)=
∫
R
∫
R
σ2δ(t − s)φ˜ j (s)φ˜∗i (t )d td s
=σ2
∫
R
φ˜ j (t )φ˜
∗
i (t )d t
b)=σ2〈φ˜ j , φ˜i 〉
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donde se hautilizado a) la propiedadde autocorrelacióndel proceso de ruido blancoE [N (t )N ∗(s)]=
σ2 si t = s b) y la definición de producto punto en L 2(R). De esta manera la matriz de covarianzas
del vector de expansion del ruido
Σ(n)= E
[
nnH
]
= E


n1n
∗
1 n1n
∗
2 · · · n1n∗N
n2n
∗
1 n2n
∗
2 · · · n2n∗N
...
...
. . .
...
nN n
∗
1 nN n
∗
2 · · · nN n∗N


=σ2


〈φ˜1, φ˜1〉 〈φ˜2, φ˜1〉 · · · 〈φ˜N , φ˜1〉
〈φ˜1, φ˜2〉 〈φ˜2, φ˜2〉 · · · 〈φ˜N , φ˜2〉
...
...
. . .
...
〈φ˜1, φ˜N 〉 〈φ˜2, φ˜N 〉 · · · 〈φ˜N , φ˜N 〉


y por tanto:
Σ(n)=σ2G˜=σ2G−1 (2.19)
Este resultado expone el efecto de la selección de la base oblicua en las estadísticas del vector
de ruido y la sensibilidad en las estimaciones de los coeficientes de ponderación cuando las seña-
les analizadas son perturbadas por ruido blanco. La relación anterior concuerda con la obtenida
en [21].
2.4. Conclusiones
Semostro que la expansión enbases no ortogonales es posible utilizando el concepto biortogo-
nalidad y que es implementable en TD mediante el producto punto con la matriz pseudoinversa.
Sin embargo, el método se basa en la independencia lineal de la base de expansión, la cual puede
ser garantizada por la invertibilidad de su gramiana, que asegura la existencia del par biortogonal.
También fue observado que existe cierta impresición inherente a la aproximación entre los pro-
ductos punto en TC y TD debido a la finitud de la frecuencia de muestreo utilizada.
Ademas, se demostró que las bases no ortogonales tienen el inconveninente de que el efecto
del ruido blanco entre sus componentes es correlacionado, y que el nivel exacto de correlación
dependerá del contenido de la inversa de la gramiana.
Capítulo 3
Transformadas en tiempo discreto Taylor
Fourier y Legendre Fourier
Como fue visto en el capítulo anterior el concepto del par biortogonal implementado por el
método de pseudoinversa permite la expansión de señales en bases no ortogonales. Este es el
principio de implementación de la TFT (Taylor Fourier Transform) utilizada para la estimación del
fasor en señales de los Sistemas Eléctricos de Potencia (SEP’s) [8]. El modelo de señal TFT, referido
por razones de brevedad como modelo TF (Taylor Fourier), consiste en una expansión de la base
Fourier {e j2πm f1t }Mm=−M por medio del producto cartesiano con los términos Taylor {t
k }K−1k=0 [3], los
cuales son no ortogonales. Este modelo permite considerar fluctuaciones temporales de banda li-
mitada en cada armónica en intervalos temporales disjuntos, logrando errores de resconstrucción
bajos y una reducción de la interferencia interarmónica.
Como posteriormente será visto, debido a la no ortogonalidad de los términos Taylor se carac-
teriza por: 1) un número de condición elevado, el cual produce errores en cálculo de la pseudo-
inversa mediante SVD (Singular Value Decomposition)[16] y 2) una alta sensibilidad al ruido, la
cual es una característica crítica en los sistemas de comunicaciones. Por lo anterior, se propone
un remplazo de los términos Taylor por polinomios de Legendre lk(t ), los cuales son ortogonales
en el dominio de tiempo continuo y generan el mismo subespacio de señal [9], construyendo de
15
16
f1 2 f1 (M −1) f1
C0 C1 C2 CM−1
f
X ( f )
Figura 3.1: Diagrama Simplificado del espectro de frecuencias del modelo pasabanda
esta manera el modelo LF (Legendre Fourier).
El capítulo se encuentra organizado de la siguientemanera: En la sección 3.1 son introducidos
los modelos de señal TF y LF e ilustradas y comparadas sus características temporales y frecuen-
ciales; posteriormente, en la sección 3.2, se procede a la discretización de ambos modelos. En la
sección 3.3 será analizado el contenido de la matriz gramiana, y por medio de ella, en la sección
3.4, se evaluará el efecto de los parámetros de diseño en la condición de independencia lineal y en
la sensibilidad a los efectos del ruido AWGN.
3.1. Modelo de señal en Tiempo Continuo
Una versión pasabajas del modelo de señal pasabanda propuesto en [3], e ilustrado en la fig.
3.1, es dado por:
x(t )=
M−1∑
m=0
cm(t )e
j2πm f1t −1≤ t < 1, (3.1)
donde f1 representa la frecuencia de la primera armónica distinta de cero, M el número de ar-
mónicas incluidas en el modelo y cm(t ) una envolvente compleja centrada en la armónica m. El
término cm(t ) , considerado limitado en banda, permite considerar a cada envolvente como una
función temporal dentro del intervalo de observación [−1,1]. Luego, cada envolvente compleja a
su vez puede ser construida mediante combinación lineal de un conjunto de K funciones pk(t )
como:
cm(t )=
K−1∑
k=0
αm,k pk(t ) −1≤ t < 1. (3.2)
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Figura 3.2: Ilustración conceptual de las bases LF y T F . Funciones armónicas y términos polinó-
micos en colores negro y gris respectivamente
Para generar señales equivalentes pasabajas [17] elmodelo fuemodificado para incluir solo los
índices de frecuencias no negativas m ≥ 0, por lo que solo es adecuado puede generar y analizar
señales complejas, lo cual es el caso para la aplicación de sistema de comunicaciones: el objeti-
vo del presente del trabajo. Sin embargo el modelo puede ser expandido para considerar señales
puramente reales modificando el límite inferior del sumatorio a −(M −1). También con la finali-
dad de mantener la ortogonalidad del término exponencial en la ec. (3.1) en el intervalo temporal
[−1,1] f1 se ha seleccionado para incluir P oscilaciones completas de primera armónica en este
intervalo, así f1 = 2P .
3.1.1. Base vectorial LF y TF
La expresiónmatemática de los elementos de las bases de los modelos Taylor Fourier y Legen-
dre Fourier φm,k(t ) con 0 ≤ k ≤ M −1 y 0 ≤m ≤ K −1 son mostradas en la tabla 3.1. Los modelos
difieren por la elección entre el conjunto de los términos Taylor t k o los polinomios de Legendre
lk(t ) para la función pk(t ) (referido como término polinómico para facilidad de explicación) uti-
lizada para expandir la envolvente compleja. En ambos casos la enegía esta dada por εk = 22k+1 y
se tiene un total de Ndi m = MK elementos base con doble subíndice: m el índice armónico y k el
índice polinómico.
Taylor Fourier TF Legendre Fourier LF
φm.k(t )
1p
εk
t k e j2πm f1t 1p
εk
lk(t )e
j2πm f1t
Tabla 3.1: Bases de expansión en L 2[−1,1]
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Figura 3.3: Parte real de las señales de la base TF con M = 4, K = 4 y P = 8.
Como es ilustado en la fig. 3.2, ambosmodelos son el resultado de la translación frecuencial de
los K términos polinómicos a cada una de las M armónicas, donde f1 es la separación interarmó-
nica. Las tres variables K , M , y P conforman los parámetros de diseño de los modelos LF y TF en
tiempo continuo. Debido a la multitud de posibles combinaciones de parámetros en el presente
trabajo se ha seleccionado al caso con M = 4, K = 4 y P = 8 como el principal caso de visualización
de ambos modelos.
Características temporales
Los elementos base del modelo TF y LF pueden ser observados en las fig. 3.3 y 3.4 respecti-
vamente. Dado que el primer par de términos de Taylor y Legendre coincidicen (i.e l0(t ) = 1 y
l1(t ) = t ) las formas de onda TF y LF con k = 0,1 son idénticas. Para ambos modelos la máxima
amplitud instantanea en todas sus señales se presenta en los extremos del intervalo t =−1,1, de-
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Figura 3.4: Parte real de las señales de la base LF con M = 4, K = 4 y P = 8.
bido al factor de normalización de energía
√
2k+1
2
el cual crece de manera monótona con k. Por
otra parte, las formas de onda presentan diferencias: En el modelo TF, dado que los términos t k
tienden a aplanarse alrededor del centro del intervalo t = 0 la envolvente de cada armónica tam-
bién tiende a aplanarse en ese punto, mientras que en el LF los cruces por cero del polinómio lk(t )
genera k cambios de fase en las envolventes.
Características espectrales
En la fig. 3.5 y 3.6 es mostrada la densidad espectral de potencia (PSD) de las bases TF y LF
respectivamente con el primer par de parámetros fijos en el caso de estudio (M = 4,K = 4) y va-
riando el tercero (P = 2,4,8). De manera general puede ser observado que los espectros consisten
en el contenido frecuencial de cada polinomio centrado sobre cada frecuencia armónica m f1. Da-
do que el incremento del parámetro P aumenta la frecuencia fundamental tambien incrementa
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Figura 3.5: PSD de las señales de la base TF con K = 4, M = 4.
la distancia entre armónicas y su efecto en la gráfica PSD con eje de frecuencia normalizado es
comprimir todos los espectros alrededor de su frecuencia central. Es importante mencionar que
el incremento de P va de la mano con un incremento en el ancho de banda de las formas de onda
de la base.
En la base TF, debido a la propiedad de derivación frecuecial de la Transformada de Fourier
en tiempo continuo F [t k f (t )] =
(
− j
2π
)k
d k
d f k
X ( f ) [18] el espectro del k-ésimo término de Taylor
corresponde a la k-ésima derivada de la función seno cardenal X ( f )= si nc( f ) i.e la transformada
de la ventana temporal rectangular t0 y como puede ser visto en la fig. 3.5 presentan formas de
onda parecidas a la función sinc. Mientras que para LF, dado la relación entre los términos Taylor
y Legendre, el espectro de los términos Legendre corresponde a combinaciones lineales de las
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Figura 3.6: PSD de las señales de la base LF con K = 4, M = 4.
derivadas de la función sinc( f ). Los espectros con k > 1 presentan un par de lóbulos laterales
prominentes al lado de la frecuencia central y una región plana entre ellos. La distancia entre los
lobulos y el ancho del intervalo nulo aumenta con k. Lo anterior resulta en que los espectros de los
polinomios de alto orden generan un translape frecuencial mayor con los polinomios centrados
en armónicas aledañas.
3.1.2. Construcción por combinación lineal
Suponiendo provisionalmente que los Ndi m elementos de la base son linealmente indepen-
dientes 1 se tiene que cualquier señal xˆ(t ) que pertenece al espacio TF o LF puede se expresada
1Esta suposición se examinará a detalle en la sección 3.4.1
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mediante una combinación lineal:
xˆ(t )=
M−1∑
m=0
K−1∑
k=0
αm,kφm,k(t ) t ∈ [−1,1], (3.3)
donde αm,k es el coeficiente de ponderación para la armonica m y el polinomio k. En el caso de
que la señal analizada no pertenezca al subespacio de las bases entonces xˆ(t ) representa la mejor
aproximación bajo el criterio LS en el plano delmodelo. Los elementos de la base con doble índice
son organizados en un operador matricialΦ(t ) de la siguiente manera:
Φ(t )=
[
φ0(t ) φ1(t ) · · · φM−1(t )
]
, (3.4a)
φm(t )=
[
φm,0(t ) φm,1(t ) · · · φm,K−1(t )
]
, (3.4b)
donde φm reune el conjunto de K polinomios centrados en la m-ésima armónica. De esta manera
la ec. (3.3) puede ser escrita sencillamente como xˆ(t )=Φ(t )a. El orden seleccionado para los ele-
mentos de Φ(t ) no altera la condición de independencia lineal del conjunto y permite expresar la
matriz gramiana en términos de una matriz particionada la cual es más sencilla de analizar.
3.2. Discretización e implementación por pseudoinversa
Seleccionando una frecuencia demuestreo fs como unmúltiplo enteroQ de la primera armó-
nica fs =Q f1, las señales discretizadas para las bases TF y LF se expresan como en la tabla 3.2 con
Nsam = PQ muestras dentro del intervalo [−1,1) sin incluir la muestra del instante t = 1. Con el
fin evitar el aliasing de las señales centradas en la armónica más alta del modelo fM−1 el factor de
muestreo debe cumplir la condición:
Q > 2(M −1). (3.5)
El factor de normalización en tiempo discreto
√
2
Nsam
fue agregado para utilizar la aproximación
entre los productos punto TC y TD discutida en la sección (2.2).
Construyendo una matriz P ∈ M Nsam×K cuyas columnas son las muestras de los K términos
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Taylor Fourier TF Legendre Fourier LF
φm.k [n]
√
2
εk Nsam
(
2
Nsam
n
)k
e j
2π
Q mn
√
2
εk Nsam
lk
(
2
Nsam
n
)
e j
2π
Q mn
Tabla 3.2: Bases de expansión en ℓ2
[
−Nsam
2
,
Nsam
2
−1
]
.
polinómicos normalizados (términos de Taylor o polinomios de Legendre) y una matriz diago-
nalWm = diag(e j
2π
Q mn) con las muestras del término exponencial, la matriz de síntesis puede ser
construido como:
Φ=
[
W0P W1P · · · W(M−1)P
]
(3.6)
y la matriz de análisis mediante la pseudoinversa Φ† = (ΦHΦ)−1Φ. El par Φ†, Φ conforman los
operadores de transformada y antitranformada de losmodelos TF o LF. Por último la condición de
sobredeterminación se cumple si las variables de diseño sigen la relación:
Nsam = PQ ≥MK =Ndi m . (3.7)
3.3. Análisis de lamatriz de gramiana
Las entradas de la matriz gramiana corresponden al producto punto de los elementos de la
base y par los casos LF y TF el producto punto en L 2(R) entre un par de elementos φm1,k1(t ) y
φm2,k2(t ) corresponde a la transformada de fourier de la multiplicación del par de términos poli-
nómicos:
〈φm1,k1 ,φm2,k2〉 =
∫−1
1
pk1(t )pk2(t )e
− j2π∆m f1d t (3.8)
=F [pk1(t )pk2(t )]
∣∣∣
f =∆m f1
con ∆m =m2−m1 la diferencia entre los índice armónicos y la cantidad ∆m f1 su separación in-
terarmónica en la cual la transformada es evaluada. En ∆m = 0 es equivalente al producto entre
los polinomios en ausencia del término exponencial.
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La ecuación anterior expresa la magnitud de cada elemento de G, sin embargo la presencia de
los 2 pares índices m1,m2 y k1,k2 hace complicada su interpretación. Utilizando el operadorΦ la
gramiana de los modelos LF y TF se expresa como una matriz particionada en M2 bloques de K 2
elementos 2:
G=ΦHΦ=


G0 G−1 G−2 · · · G−M+1
G1 G0 G−1 · · · G−M+2
G2 G1 G0 · · · G−M+3
...
...
...
...
GM−1 GM−2 GM−3 · · · G0


, (3.9)
donde los bloques de subgramiana estan dados por G∆m = PTW∆mP y por la propiedad de sime-
tría hermitiana G(−∆m) = GH∆m y se caracteriza por tener bandas de bloques donde ∆m define la
distancia con los bloques en la diagonalG0. Los bloquesG0 corresponden a la gramiana de la base
polinómica pk(t ), 0≤ k ≤K −1 y G∆m a la mezcla polinomio-armónica. En particular para el caso
de estudio con M = 4 y K = 4 , se tiene (MK )2 = 162 elementos y 42 bloques de 42 elementos.
3.3.1. Base LF
Dado que los polinomios de Legendre son ortogonales G0 = IK y como puede observarse en la
fig. 3.7 los bloques ∆m = 1 tienen mayor correlación que los ∆m > 1. El incremento de distancia
interarmónica, controladomediante el párametro P , produce un decremento en lamagitud de los
elementos de los bloques G∆m con |∆m| ≥ 1 y se relaciona con la evaluación de la transformada
Fourier de la ec. 3.8 en una frecuencia más elevada. Esto permite una aproximacón casi otrogonal
G→ IMK con P →∞ de la base LF.
3.3.2. Base TF
Similarmente para la Gramiana de la base TF, ilustrado en la fig. 3.8, se tiene un decremento de
la magnitud de los bloques |∆m| ≥ 1 con el incremento de P . Sin embargo dado que los términos
Taylor no son ortogonales G0 6= IK , los elementos de la base TF no pueden ser ortogonalizados
2Siendo una aproximacion al caso TC
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(a) (b) (c) (d)
Figura 3.7: Magnitud normalizada de los elementos de G para base LF. a) P = 1. b) P = 2. c) P = 4.
d) P = 8
(a) (b) (c) (d)
Figura 3.8: Magnitud normalizada de los elementos de G para base TF. a) P = 1. b) P = 2. c) P = 4.
d) P = 8
mediante el incremento de la separación interarmónica.
3.4. Efectos de los parámetros de diseño P y K
Como fue observado en la sección anterior la matriz gramiana varía de contenido y dimensio-
nes con el cambio de los parámetros de diseño K ,M y P , por lo que alteran tanto condición de
dependencia lineal de la base y como su sensibilidad al ruido blanco. Estos puntos son analizados
a continuación.
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Figura 3.9: Número de condición de las matriz gramiana. M = 4 y como funcion de K y P .
3.4.1. Condición de independencia lineal
El número de condición k(G) usando la norma l2, definido como la razón entre los valores
singulares demayor ymenormagnitud de lamatriz deG [19], se encuentra acotado en el intervalo
semicerrado [1,∞) presentandose estos casos cuando [20]:
κ(G)=


1, si G es identidad
∞, si G es singular
. (3.10)
El primer caso coincide con el de una base ortonormal y el segundo, con una linealmente de-
pendiente, por lo que un número de condición elevado puede ser asociado a una cercanía a la
dependencia lineal.
La fig. 3.9 muestra la variación de κ(G) para las bases LF y TF con distintos parámetros de
diseño P y K y manteniendo al número de portadoras fijo M = 4. Para ambas casos se tienen las
siguientes características:
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1. El incremento de la separación interarmónica provoca un decremento en el número de con-
dición.
2. La inclusión de polinomios en general aumenta el número de condición.
La característica 1 es producida por la aproximación de las submatrices G∆m → 0, que en el caso
LF permite que κ(G) converja a 1 para toda cantidad de polinomios incluidos, mientras que en el
caso TF converge a un valor mayor a 1 dependiendo del número de polinomios K incluidos en el
modelo. La característica 2 es producida por el incremento en las dimensiones de la gramiana.
Por último es observado que para solo un polinomio incluido K = 1 (ventana temporal rectan-
gular en ambas bases) la varianza permanece unitaria para todo valor P pues los elementos base
coinciden la base Fourier, la cual es ortogonal. Por otro lado los casos de separación distancia
interarmónica mínima P = 1 con K > 1 son siempre los casos de mayor dependencia lineal.
3.4.2. Sensibilidad al ruido blanco
Dada la relación inversa entre la matriz de covarianzas y la gramiana, derivada en el capitulo
anterior, la varianza en cada uno de los MK coeficientes de expansión se obtiene como:
σ j = var(α j )=σ2g˜ j , j 1≤ j ≤MK (3.11)
donde g˜ j , j son lo entradas en la diagonal de G−1. Por lo que la varianza del ruido inducida en
los coeficientes por el proceso AWGN puede ser incrementada dependiendo del contenido de la
gramiama. Las gráficas de máxima varianza como función de los parámetros de diseño y la selec-
ción del modelo, mostrada en la fig. 3.10, tiene un comportamiento muy similar a las del número
de condición en la fig. 3.9: Los casos de máxima varianza (P = 1) son los de mayor dependen-
cia lineal, la inclusión de los polinomios (K > 1) eleva las varianzas y las variazas decrecen con el
incremento del parámetro P .
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Figura 3.10: Varianza Máxima de los coeficientes coeficientes de expansión como función de P y
K . Variables de M = 4 fija.
3.5. Conclusiones
Fueron expuestos los modelos de expansión pasabanda TF y LF con normalización en enegía
y restricción de armónicas solo positivas. Fueron fijadas sus variables de diseño M , K y P y obser-
vado su efecto tanto en la formas de onda temporales, contenido espectral de los elementos base
y en el contenido de su matriz gramiana.
La oblicuidad de la base TF se debe a la no ortogonalidad de los términos polinómicos y de
la combinación polinomio-armónica, mientras que en la base LF, solo por la de la combinación
polinomio-armónica. En ambos casos la inclusión de los términos polinómicos incrementa tanto
el número de condición como su sensibilidad al ruido. Tales deficiencias pueden ser disminuidas
mediante el incremento de la distancia interarmónicaP . Sin embargo, solo en la base LF es posible
llegar a una varianza unitaria para un valor P grande dado que solo en este caso la gramiana de la
base polinómica G0 es identidad.
Capítulo 4
EsquemaOFDM extendidomediante
transfrormadas LF y TF
4.1. introducción
Los esquemas de modulación digitales lineales codifican información binaria mediante una
colección de señales analógicas simbólicas las cuales son transmitidas por el canal de comunica-
ciones analógico. En el modulador los símbolos portadores de información son sintetizados me-
diante la combinación lineal de un conjunto de funciones ortonormales {φi (t )}, lo que permite en
el receptor realizar la estimación de la i -ésima amplitud simbólica con producto punto del símbo-
lo con elemento i del conjunto. En esta idea se basa la implementación práctica de los receptores
mediante estructuras de bancos de filtros acoplados y correladores.
El sistemaOFDM (Ortogonal FrequencyDivisionMultiplexing), propuesto inicialmente por en
1966 [22], se basa en la modulación en paralelo de un conjunto de subportadoras ortogonales las
cuales permiten subdividir el canal de comunicaciones un conjunto de subcanales de banda an-
gosta, independientes, de baja tasa y respuesta a la frecuencia plana. Esta división tiene la virtud
de simplificar los procesos de ecualización, que bajo ciertas condiciones puede ser realizada por
un filtro de un solo coeficiente para cada subcanal [23]. Por otra parte, el modem OFDM es im-
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plementado eficientemente con técnicas puramente digitales mediante pares de Transformadas
DFT (Digital Fourier Transform) [24], reduciendo la complejidad inherente al uso de bancos de
osciladores sinusoidales analógicos tanto en el transmisor como en el receptor.
4.1.1. Fundamentos de OFDM
El modulador OFDM, ilustrado en la parte izquierda de la fig 4.1, divide y distribuye un stream
de datos de alta velocidad en M substreams paralelos, por medio de un convertidor Serie-Paralelo
(S/P), que modulan un conjunto M subportadoras. Las subportadoras φm(t ) = 1pTs ym e
j2π fm t ar-
mónicamente relacionadas con la frecuencia simbólica fm =m fs ym conforman el conjunto orto-
gonal (base Fourier) en el periodo simbólico Ts ym . Considerando el caso sin portadora, los símbo-
los OFDM se expresan como:
s(t )=
M−1∑
m=0
αmφm(t )=
1p
Ts
M−1∑
m=0
αme
j2πm fs ym t (4.1)
con αm la amplitud símbolica, que pertenece a una constelación QAM o PSK, de la subportadora
m. Luego, en el receptor, a la derecha de la fig 4.1, las amplitudes son estimadas mediante por un
banco de M filtros correladores y luego reoganizadas por medio de un convertidor Paralelo-Serie
(P/S) para su posterior decodificación.
Utilizando una frecuencia de muestreo fs =Q fs ym , con Q > 2M , el símbolo discretizado s[n]
se expresa como:
s[n]= s(nTs)=
1p
Ts
Q−1∑
m=0
αme
j 2πQ mn 0≤ n ≤Q−1 (4.2)
que corresponde a la tranformada inversa de fourier s[n]= 1p
Ts
IDFT[αm] deQ puntos. Y así la esti-
maciónde las amplitudes puede ser realizadamediante la transformadade Fourier de lasmuestras
de la señal recibida α˜m = 1pTs DFT[r [n]]. Las primeras M muestras del vector αm corresponden a
las amplitudes simbólicas y las restantes Q −M a un relleno de ceros. En la implementación del
modem con pares de transformadas DFT, ilustrado la fig. 4.2, se agrega un convertidor P/S a la
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Figura 4.1: Diagrama a bloques del transmisor y receptor OFDM pasabajas.
CHQAM S\P ... IDFT
... P\S S\P DFT
...
... P\S QAM
I s[n] r [n] I˜
Figura 4.2: Diagrama a bloques del transmisor y receptor OFDMmediante DFT.
salida del bloque IDFT para reorganizar las muestras del símbolo y un convetidor S/P para reor-
ganizar las muestras del símbolo recibido para procesamiento por la DFT.
4.2. Esquema propuesto
El esquema FFT-OFDM y sus variantes DWT-OFDM (Discrete Wavelet Transform)[25] resaltan
la relación estrecha entre los procesos descomposición-reconstrucción de señales de los algorit-
mos DSP y el proceso el modulación-demodulación de los sistemas de comunicaciones digitales
lineales. La idea principal del presente trabajo es la contrucción de un sistema de transmisión
de información por medio de las formas de onda generadas por las base TF y LF realizando su
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Figura 4.3: Diagrama a bloques modelo de canal AWGN.
implementación discreta mediante sus operadores de antitransformada y transformada, como es
ilustrado en la fig.4.3, de manera similar al esquemas FFT-OFDM y DWT-OFDM
En el lado del transmisor de la fig. 4.3 una secuencia I de MK bits alimenta a un codificador
BPSK produciendo un vector de MK amplitudes simbólicas a. Luego las muestras del símbolo
a son generadas con la multiplicación del operador Φa. En el receptor, una versión del símbolo
corrompida r por el ruido AWGN N [n] es multiplicada por la pseudoinvesa generando la estima-
ción de a+n, donde el término n esta relacionado con la infiltración del proceso de ruido en las
columnas de Φ. Luego el decodificador BPSK estima los coeficientes a por la polaridad (−,+) de
sus elementos, para luego extraer la información binaria Iˆ con una probabilidad de error depen-
diente de las estadísticas del vector n.
Cabe mencionar que la estimación de a en el receptor mediante la expansión sobre las co-
lumnasΦ† concuerda con la implementación del receptor por medio de bancos de correladores o
filtros acoplados [17] con respuestas impulsionales discretizadas, con la particularidad de que las
formas de onda de recepción son biortogonales a las formas de onda de transmisión. En el pre-
sente trabajo se analiza el caso en que el conjunto biortogonal a la base LF o TF es empleado en el
receptor, sin embargo dado que el papel de conjunto biortogonal es intercambiable, conceptual-
mente las formas de onda de transmisión y de recepción pueden también ser intercambiadas.
Razón Binaria
Usando codificadores QAM de q puntos, los esquemas TF y LF codifican MK log2(q) bits de
información por forma onda, mientras que el esquema ODFM M log2(q) bits, considerando el
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caso de unmismo número de portadoras sin tonos piloto. De esta manera para los esquemas LF y
TF se tiene una razón binaria:
Rb =MK (log2 q)Rs ym (4.3)
y para el OFDM:
Rb =M(log2 q)Rs ym (4.4)
donde en ambos casos Rs ym es la tasa simbólica.
Energía simbólica y de bit
La energía de una señal producida por la combinación lineal de una base s(t ) = Φ(t )a puede
ser expresada sin necesidad de la integración de s2(t ) promedio de la forma cuadrática: ||s(t )||22 =
aHGa [9]. Sin embargo en los casos LF y TF es necesario el cálculo de la expresión anterior q MK
veces para determinar la energía simbólica promedio. Una relación sencilla es obtenida directa-
mente mediante el operador de valor esperado
εs,av g = E
[
||s(t )||22
]
= E
[∫
s(t )s∗(t )d t
]
=
∫
E
[
MK∑
i=1
αiφi (t )
MK∑
j=1
α∗j φ
∗
j (t )
]
d t
=
∫MK∑
i=1
MK∑
j=1
E
[
αiα
∗
j
]
φi (t )φ
∗
j (t )d t (4.5)
a)=
∫MK∑
i=1
MK∑
j=1
δi , jφi (t )φ
∗
j (t )d t
b)=
MK∑
j=1
∫
|φ j (t )|2d t
c)=
MK∑
j=1
||φ j (t )||22
=MK ,
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donde a) se deduce dado que las amplitudes simbólicas son no correlacionadas con E
[
α2j
]
= 1
para el caso BPSK, b) por la propiedad de muestreo de la función delta de Kronecker y c) a la nor-
malización de las bases. De esta manera la energía promedio es solo dependiente del número de
elementos de la base.
Por otra parte, la energía de bit promedio se obtiene dividiendo la energía simbólica promedio
entre la cantidad de bits por símbolo como:
εb,av g =
εs,av g
MK log2 q
, (4.6)
y utilizando de la ec. (4.5) en el caso BPSK q = 2 tenemos que:
εb,av g = 1. (4.7)
Esta relación simplifica en granmedida las simulaciones del esquema ahorrando el paso del cálcu-
lo de energía promedio de bit para cada selección de base (TF o LF) y de sus parámetros de diseño
(M , P y K ). Además permite expresar la relación EbNo , utilizada en las gráfica de tasas de error bina-
rio, solo en términos de la potencia del ruido N0.
4.3. Pruebas en canal AWGN
Las pruebas fueron simuladas en un canal modelo de canal AWGN con un respuesta a la fre-
cuencia plana y no limitada en banda. Para simplicidad de la simulaciónes, los vectores a fueron
organizados en una matriz A =
[
a1 a2 · · · aR
]
donde R es el número de realizaciones y así los
símbolos son calculados con la multiplicación S=ΦA con las columnas S contiendo las muestras
de los símbolos de cada realización. Demanera similar, gracias a la ausencia de interferencia sim-
bólica (ISI), la estimación de los coeficientes se realiza como Aˆ=Φ†R donde R es la matriz con los
símbolos modificadas por el canal AWGN.
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Figura 4.4: Tasa de error binario.
En la fig. 4.4 semuestra y compara el desempeño BER de los esquemas propuestos TF y LF con
parámetros de diseño del caso de estudio (M = 4 y K = 4) contra un OFDM de 16 subportadoras
(para considerar igualdad de bits de información por forma de onda) con R = 40000 realizaciones
y de ella puede ser observado:
1. El desempeño de LF es superior al TF dado que tienen una probabilidad de error menor en
las mismas condiciones de energía de ruido y mismos parámetros de diseño. Por ejemplo,
una relación
Eb
N0
= 6dB y con P = 8 la BER del esquema LF es 4.094×10−3, mientras que para
TF es 0.1504. Es decir, una diferencia en un factor de 36 aproximadamente .
2. El incremento de la distancia frecuencial disminuye la probabilidad de error. En la relación
Eb
N0
= 6dB , para la base LF se tiene una diferencia en un factor de 7.509 entre los parámetros
P = 4 y P = 8. Mientras que en la base TF una diferencia de 1.35.
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Figura 4.5: Diagramas de constelación QAM. Base: LF , subportadora: m = 2, polinomio k = 2.
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Figura 4.6: Diagramas de constelación QAM. Base: TF , subportadora: m = 2, polinomio k = 2.
Canal AWGN con
Eb
N0
= 7dB .
3. El desempeño de LF es cercano pero no superior a esquema OFDM cuando la distancia in-
terarmónica incrementa.
El efecto del ruido decrece con el incremento del parámetro P para ambas bases, tal y como
observado en la dispersión de las constelaciones QAM, en la fig. 4.5 y 4.6, y la variación de rui-
do en ambos casos la variación se estabiliza para un valor P grande. Sin embargo, dado que este
parámetro define la distancia interarmónica existe un compromiso entre la sensibilidad al ruido
blanco y el ancho de banda. Para P = 2 para ambas bases, el ruido peturba las estimaciones de las
amplitudes simbólicas a tal grado que las desplaza fuera de la ventana de observación. Por esta
misma razón, el caso distancia interportadoramínima (P = 1) no es considerado. Las observaicio-
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nes anteriores pueden ser explicadas con los resultado de la sección anterior donde es derivada la
varianza máxima del ruido expandido en la base.
4.4. Evaluación de la Relación PAPR
Comúnmente, los amplificadores de alta potencia (HPA’s) son utilizados en los sistemas de ra-
dio para asegurar una potencia de transmisión adecuada. Sin embargo, para mayor eficiencia de
la potencia de salida, los HPA’s requieren trabajar cerca de su región de saturación, haciéndolos
sensibles a variaciones en la amplitud de la señal [28]. Los picos grandes de amplitud conducen
a distorsiones no lineales posterior a la amplificación, produciendo ruido en el ancho de banda
de transmisión y en canales adyacentes [27]. Por otra parte, el modulador, normalmente imple-
mentado con un procesador digital de señales (DSP), necesita de convertidores digital-analógico
(DAC’s) demayor presición (y costo) conformemayor sea el rango dinámico requerido [28]. Por lo
que es necesario controlar las variaciones bruscas de amplitud del modulador.
El anterior problema es común en los sistemas multiportadora y constituye uno de sus princi-
pales detrimentos. Para resolver tal situación, muchos métodos tienen por objetivo la minimizar
la relación PAPR (Peak to average Power Ratio), que para señales de duración finita −1 ≤ t ≤ 1 se
define como[28]:
PAPR=
ma´x
−1≤t≤1
[
|s(t )|2
]
E
[
||s(t )||22
] , (4.8)
es decir, la razón entre el máximo pico de energía dentro del intervalo simbólico y su energía pro-
medio. Existenmuchos técnicas en el contexto de OFDM para disminuir la relación PAPR [28], sin
embargo en el presente trabajo se ha limitado a su cálculo análitico sin aplicar dichas técnicas.
En la fig. 4.7 semuestra un ejemplar de la envolvente compleja generada por el esquemaLF con
de diseño variables del caso de estudio y correspondiente a un vector de amplitudes simbólicas:
a= [1,1,−1,1,1,−1,−1,1,1,1,−1,1,1,−1,1,−1] .
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Figura 4.7: Ejemplar del símbolo .Variables de diseño M = 4, K = 4 y P = 8.
Se observa que las componentes en fase sI (t ) y en cuadratura sQ(t ) poseen amplitudes grandes al
inicio del intervalo, lo cual es consecuencia de la amplitud de los polinomios Legendre en el ins-
tante t = −1. De manera similar, la energía instantánea s2(t ) = s2I (t )+ s2Q(t ) [26], mostrada en fig.
(4.7(b)), presenta picos de energía cerca del inicio del intervalo.
El cálculo analítico del PAPR se realiza utilizando energía simbólica promedio E
[
||s(t )||22
]
=
MK , derivada en la ec. (4.5). Por otro lado, el máximo pico de energía entre todas las realizaciones:
ma´x
−1≤t≤1
[
|s(t )|2
]
= ma´x
−1≤t≤1
α j ∈{−1,1}
[(
MK∑
j=1
α jφ j (t )
)2]
,
es derivado mediante análisis de la forma de onda temporal de las bases LF o TF. En el caso de
BPSK con un número de polinomios K par, existen dos posiblesmáximos de igualmagnitud: a) En
t = 1 con α j = 1 y b) en t =−1 con α j = (−1) j+1. En el primer caso la amplitud de la exponencial es
1 y la del término polinómico es el factor 1p
εk
y por lo tanto:
ma´x
−1≤t≤1
[
|s(t )|2
]
=M2
(
1p
ε0
+ 1p
ε1
+·· ·+ 1p
εK−1
)2
. (4.9)
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Figura 4.8: Símbolo de máxima PAPR. variables de diseño M = 4, K = 4 y P = 8.
Entonces la PAPR para los esquemas base LF y TF se expresa como:
PAPRLF =
M
K
(
1p
ε0
+ 1p
ε1
+·· ·+ 1p
εK−1
)2
(4.10)
Mientras que en un OFDM de M subportadoras se tiene que PAPROF DM =M [29].
El caso de máxima energía instantánea en t = −1, mostrado en la fig. 4.8, tiene un pico de
enegía de s2(t =−1)= 463.7681 y promedio de E
[
||s(t )||22
]
= 16 lo cual corresponde a una PAPR de
PAPRLF =
4
4
(
p
2+
√
3
2
+
√
5
2
+
√
7
2
)2
= 28.9855 (4.11)
o bien 14.62 dB. Por otro lado para un OFDM de 16 subportadoras se PAPROF DM = 12 dB, por lo
que los esquemas propuestos tienen una degradación del PAPR por 2.62 dB. Esto quiere decir que
un sistema OFDM con igual cantidad de bits por símbolo tendrá una PAPRmenor que el esquema
LF en un factor 1.8281 aproximadamente.
El incremento del PAPR se debe principalmente a los factores de normalización εk de los tér-
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minos Taylor y Legendre. La amplitud de ambos términos se encuentra acotada entre −1 y 1, sin
embargo la normalización en energía hace que los términos de alto orden k incrementen su am-
plitud, resultando en señales de gran amplitud al ser sumadas y como fue visto anteriormente
esta suma es crítica en los extremos del intervalo. Posibles soluciones a este problema pueden ser
limitar el términos polinómicos o reescalar los términos de mayor amplitud.
4.5. PSD de los esquemas LF y TF
Considerando que la secuencia de bits proporcionados al codificador BPSK es aleatoria, se
tiene que la señal generada en cada intervalo simbólico tambien es aleatoria, por lo que la señal
modulada total s(t ) t ∈R es un proceso aleatorio expresado como
s(t )=
∑
u∈Z
su(t −uTs ym)
=
∑
u∈Z
N∑
i=1
ai [u]φi (t −uTs ym). (4.12)
donde la función ai [u] representa la amplitud simbólica para la base i en el intervalo u y la cual
es modelada como un proceso aleatorio discreto estacionario. Específicamente s(t ) es un proceso
aleatorio cicloestacionario con periodo Ts ym del tipo PAM N-dimensional cuya PSD RS( f ) viene
dada por [30]:
RS( f )=
1
Ts ym
(
Φ1( f ) . . . ΦN ( f )
)


Ra1,a1(Ts ym f ) . . . Ra1,aN (Ts ym f )
... . . .
...
RaN ,a1(Ts ym f ) . . . RaN ,aN (Ts ym f )




Φ
∗
1 ( f )
...
Φ
∗
N ( f )

 (4.13)
= 1
Ts ym
Φ( f )R( f )ΦH ( f )
donde Rai ,al ( f ) es la DTFT de rai ,al [v]= E
[
ai [u]a
∗
l [u+ v]
]
la funciones de correlación cruzada en-
tre las secuencias i , l y Φi ( f ) la CTFT del elemento base i
1. La expresión anterior es generalizada
pues incluye el efecto de autocorrelación y correlación cruzada entre todos los pares de secuen-
1El calculo análitico de la PSD realizado en [30] ha sido incluido en la seccíon apéndices de la tesis
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Figura 4.9: PSD nomalizada analitica y calculada con 700 realizaciones.Variables de diseño M = 4,
K = 4 y P = 8.
cias de amplitudes simbólicas en la matriz de espectros cruzados R( f ).
Simplificaciones a la ec. (4.13) pueden ser realizadas gracias a que los procesos ai [u] son se-
cuencias de variables aleatorias independientes, identicamente distribuidas y de media nula. Pri-
mero, los procesos de las distintas bases son ortogonales i.e. rai ,al [v]= 0 ∀i 6= l ∀v ∈Z y por tanto
los elementos fuera de la diagonal de R( f ) son nulos. Y segundo, la secuencia de amplitudes de
cualquier base en particular es descorrelacionada con rai ,ai [v] = δ[v], por lo que los elementos
en la diagonal son espectros constantes de magnitud unitaria. De esta manera la matriz espectros
cruzados se reduce a R( f )= IN ( f ) y la PSD del proceso, a la suma de la PSD de los elementos de la
base
RS( f )=
1
Ts ym
N∑
i=1
|Φi ( f )|2. (4.14)
En la fig. 4.9 es comparada la PSD de los esquemas LF y TF calculada analíticamente con la
ec.(4.14) y la calculada con el promedio de la PSD de 700 realizaciones de sv (t ). Como puede ser
visto la forma de onda del espectro del caso analítico difiere poco del caso promedio. En TF el
contenido espectral está más concentrado sobre las subportadora a comparacion del LF, en el
cual se tiene lobulos más anchos sobre las subportadoras. Lo anterior se debe a que las PSDs de
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los elementos base |Φi ( f )|2 en TF tienen formas parecidas a senos cartenales y cuya suma tiene
una mayor contribución en el centro de cada subportadora. Por otro lado en LF el par de lóbulos
móbiles de las PSDs mantienen una contribución distribuida alrededor de las subportadoras. La
PSD de los elementos bases TF y LF fue mostrada en la fig. 3.5 y fig 3.6.
4.6. Conclusiones
La base LF necesita de un incremento de la distancia interarmónicaP > 1 para tener un desem-
peño equiparable al esquemaOFDM en igualdad de condiciones de información binaria transmi-
tida y tasa señal a ruido. El compromiso para asegurar este desempeño es unamayor utilización de
ancho espectral, a diferencia de la base Fourier que es ortogonal con sus subportadoras mínima-
mente distanciadas P = 1. Como fue visto en el capítulo anterior, este aumento de la sensibilidad
al ruido es consecuencia de la inclusión del término polinómico K > 1 en las bases TF y LF.
La inclusión de los polinomios también aumenta la potencia instantánea pico de las señales
generadas, particularmente en los extremos del intervalo simbólico, agravando la relación PAPR.
De manera general mientras más polinomios son incluidos mayor será el valor PAPR. En el caso
BPSK con amplitudes simbólicas descorrelacionadas, la relación PAPR puede ser calculada direc-
tamente con la formula proporcionada en ec. (4.10).
Por último, la PSD de los esquemas propuestos depende solo de la suma de las PSDs de las
señales base si se asume que las amplitudes simbólicas son independientes e identicamente dis-
tribuidas.
Capítulo 5
Conclusiones y trabajo futuro
5.1. Conclusiones
En la presente tesis fueron desarrollados un par de esquemas de modulación no-ortogonales
construidos con las formas de onda de los modelos LF y TF. Ambos modelos consisten en la ex-
tensión del modelo de Fourier, consistente en funciones armónicamente relacionadas, mediante
un conjunto de polinomios limitados en tiempo y centrados en cada armónica. La motivación de
considerar la no-ortogonalidad fue explorar la posibilidad del incremento de la tasa de binaria con
la relajación de la condición de ortogonalidad a independencia lineal. Sin embargo como fue visto
a lo largo del presente trabajo, la no-ortogonalidad de ambosmodelos conlleva un fuerte compro-
miso entre la eficiencia espectral y la probabilidad de error.
El efecto de ruido en las estimaciones de la base de expansión varía con los paramétros de
diseño (M , K y P ). Las distintas combinaciones de parámetros tienen distinta sensibilidad. Sin
embargo, en general la inclusión de los polinomios al modelo de Fourier aumenta la sensibilidad
al ruido. Entre las combinaciones de mayor sensibilidad se encuentran las del caso de mínima se-
paración frecuencial e inclusión de polinomios (P = 1 y K > 1). Por lo anterior dicho caso tuvo que
ser desechado para la aplicación del sistema de modulación.
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Por otra parte, el comportamiento de la sensibilidad al ruido depende del contenido fuera
de la diagonal de la matriz gramiana. Tal contenido fue dividido en la contribución de la no-
ortogonalidad de los polinomios y de la combinación polinomio-armónica. La sensibilidad al rui-
do puede ser disminuida mediante: 1) la limitación de la cantidad de polinomios incluidos en
cada subportadora y 2) el incremento de la separación interarmónica. Lo cual es la causa del com-
promiso entre la eficiencia especral y la probabilidad de error de los esquemas propuestos. Sin
embargo, para alcanzar un desepeño comparable al del esquemaOFDM es necesaria una gran se-
paración interarmónica.
La energía simbólica de cada señal producida por la base depende de la gramiana, la cual pue-
de ser asociada a la configuración geométrica de los elementos de la base. Sin embargo, su prome-
dio depende solo de la energía individual de cada elemento base y de la correlación cruzada. De
manera similar, la PSD promedio depende del espectro de cada elemento y de las autocorrelació-
nes y las correlaciones cruzadas.
Finalmente, otro compromiso asociado con la inclusión de los polinomios es el incremento de
la relación PAPR causado por los picos de amplitud de los polinomios en los extremos de su inter-
valo temporal. Fue derivado analíticamente su valor en su casomás crítico para los parámetros de
diseño del caso de estudio.
5.2. Recomendaciones
El control del parámetro P ∈ Z+ en los modelos de señal LF y TF en el presente trabajo se
obtiene manteniendo fija la duración los términos polinómicos y variando la separación
interarmónica en un factor P . Sin embargo el mismo valor P puede obtenerse fijando la se-
paración interarmónica y alargando la duración de los términos polinómicos para incluir P
oscilaciones de la primera portadora. Es decir un intercambio entre la separación frecuen-
cial por el escalamiento del intervalo temporal de los polinomios.
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La distribución probabilística del vector de ruido n ∈ CNdi m , además de brindar informa-
ción importante sobre la sensibilidad al ruido, también tiene una ventaja algorítmica en la
simulación de los esquemas. Unmodelo vectorial del canal equivalente al modelo de forma
de ondas puede permitir cambiar la suma de las muestras del proceso de ruido blanco con
sumas de vectores de ruido generados para corresponder a la distribución derivada por el
método de la gramiana.
5.3. Trabajo futuro
Utilizar métodos de pulse shaping para una mejora de la eficiencia espectral, tomando en
cuenta que con ello se espera una alteración del la condición de ortogonalidad.
Probar otros conjuntos de funciones ortogonales en el modelo TF y LF tratando de reducir
la no-ortogonalidad de la combinación polinomio-armónica para unamenor sensibilidad a
ruido.
Explorar compatibilidades entre losmodelos transformadas TF y LF con FFT, demanera que
las estimaciones FFT puedan ser utilizadas para el cálculo de las estimaciones TF y LF.
Explorar la posibilidad de usar las estimaciones LF y TF como un método de estimación o
ecualización de canal compatible con el algoritmo FFT de OFDM. Quiza incluyendo polino-
mios solo en la frecuencias que representan tonos pilotos de OFDM.
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Apéndice A
Términos de Taylor y Polinomios de Legendre
A.1. Términos de Taylor
Los términos de taylor son un conjunto de funciones de la forma t k con 0≤ k ≤K −1 definidos
en el intervalo [−1,1]. Su norma o energía esta dada por
εk =
∫1
−1
t k t k d t = 1
2k+1[1+ (−1)
2k ]= 2
2k+1 (A.1)
por lo que una versión normalizada en energía de losmismos puede ser ontenida dividiendo cada
término con la raiz de su energía t
kp
εk
. El producto punto entre un par de sus elementos viene dado
por:
〈t k1 , t k2〉 =
∫1
−1
t k1 t k2d t = 1
k1+k2+1
[1+ (−1)k1+k2] (A.2)
La ec.A.2 es positiva y diferente de 0 cuando la suma k1+k2 es impar y no solo para los índices
k1 = k1, por lo que el conjunto es no de términos de Taylor es no ortogonal.
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Figura A.1: 6 Términos de Taylor normalizados en energía
A.2. Polinomios de Legendre
Los Polinomios de legendre lk(t ) conforman un conjunto de funciones ortogonales en el inter-
valo t ∈ [−1,1], y son resultado del proceso de ortogonalización Gramm Schimdt sobre los térmi-
nos de Taylor.
l0(t )= 1 l1(t )= t
l2(t )=
1
2
(3t2−1) l3(t )=
1
2
(5t3−3t )
l4(t )=
1
8
(35t4−30t2+3) l5(t )=
1
8
(63t5−70t3+15t )
...
...
La energía del k-ésimo polinomio de Legendre al igual que los términos Taylor como εk = 22k+1 .
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Figura A.2: 6 Polinomios de Legendre normalizados en energía
Cálculo de los Polinomios de Legendre
Los polinomios de legendre puede ser obtenidos mediante la combinación lineal de los tér-
minos Taylor y de manera equivalente por medio de una operación de multiplicación matricial.
Denotando la base de los término de Taylor T (t ) =
[
1 t t2 · · · t K−1
]
y la base polinomios de
Legendre L(t )=
[
l0(t ) l1(t ) l2(t ) · · · lK−1(t )
]
entonces
L(t )= T (t )PT→L , (A.3)
donde PT→L es la matriz de base la base Legendre con respecto a la base Taylor. Sea pk la k-ésima
columna de la matriz PT→L , de esta manera
PT→L =
[
p0 p1 · · · pK−1
]
. (A.4)
Dado que el primer par términos Taylor y Legendre coincide, i.e l0(t ) = 1, l1(t ) = t , así que el
primeras columnas de la matriz son pT0 =
[
1 0 0 · · · 0
]
y pT1 =
[
0 1 0 · · · 0
]
y de la formula
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recursiva [31]
lk+1(t )=
1
k+1 ((2k+1)lk(t )t −klk−1(t )) , (A.5)
las siguientes columnas pueden ser construidas como
pk+1 =
1
k+1

(2k+1)

 0
pk

−kpk−1

 (A.6)
de esta manera para el calculo del K polinomios Legendre es necesario K términos de Taylor y la
multiplicación con la matriz de cambio de base. Debe notarse que se uso multiplicación matri-
cial por la derecha para la compatibilidad con la posterior discretización de las bases en las cuales
sus muestras seran organizadas en en columnas. La normalización puede realizarse mediante la
multiplicación de una matriz diagonal cuyos elementos corresponden con los factores de norma-
lizacion de cada polinomioD= di ag ( 1p
εk
).
Lnor m(t )= L(t )D (A.7)
A continuación se muestran los valores para la matriz de cambio de base para el cálculo de 5
polinomio de Legendre.
[
l0(t ) l1(t ) l2(t ) l3(t ) l4(t )
]
=
[
1 t t2 t3 t4 t5
]


1 0 −1
2
0 3
8
0 1 0 −3
2
0
0 0 3
2
0 −15
4
0 0 0 5
2
0
0 0 0 0 35
4


(A.8)
Dado que para el cálculo del térmio de Legendre Lk1(t ) es necesario una combinación lineal de los
términos Taylor de orden 0≥ k ≥ k1, la matriz PT→L es triangular superior y es invertible dado que
los elementos de la diagonal son distintos de cero. La inversa PL→T = (PT→L)−1 define la matriz de
la base Taylor con respecto a la base Legendre.
Appendix A
Power Spectral Density of
Digital Modulation Schemes
Mikael Olofsson — 2008 & 2009
We would like to determine the power spectral density of digital modulation. We are inter-
ested both in a general expression of the PSD and in explicit expressions for the standard
signal constellations that we have considered. To determine an expression of the PSD of
digital modulation, we need to consider not just one signal interval as we have done so far.
Instead we consider the input to be an infinite sequence A[n] of symbols. For the explicit ex-
pressions for standard signal constellations, we will for simplicity assume that those symbols
are independent and identically distributed (i.i.d.).
A.1 Multi-Dimensional Pulse-Amplitude Modulation
Consider a wide sense stationary information process which is an infinite sequence A[n] of
symbols from the symbol alphabet used. We will refer to this process as the information
process. This sequence is first mapped onto an infinite sequence S[n] of N -dimensional
signal vectors. Each dimension in this vector sequence is a real valued time-discrete stochas-
tic process Si[n] of its own, which we will refer to as a component process. Since the
information process is wide sense stationary, then the component processes are jointly sta-
tionary in the wide sense. These vectors are then modulated using the N basis functions.
For the n-th vector in that sequence, we use the time-shifted (real-valued) basis funtions
{φi(t− nT −Ψ)}
N
i=1. Here Ψ is a random delay, independent of A[n] for all n, and uni-
formly distributed over the signalling interval [0, T ). This random delay is as usual intended
to maintain the wide sense stationarity. The resulting signal is then
S(t) =
∑
n
N∑
i=1
Si[n]φi(t− nT −Ψ)
1
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i.e. the component processes Si[n] are pulse-amplitude modulated using their basis functions
as pulse shapes and added. Note that we are using the same Ψ in all dimensions to maintain
orthogonality among the basis functions.
A.1.1 General expression
We can write the ACF of the resulting signal S(t) as
rS(τ) = E
{
S(t)S(t+ τ)
}
= E
{∑
n
N∑
i=1
Si[n]φi(t− nT −Ψ)
∑
m
N∑
l=1
Sl[m]φl(t+ τ −mT −Ψ)
}
= E
{∑
n
∑
m
N∑
i=1
N∑
l=1
Si[n]Sl[m]φi(t− nT −Ψ)φl(t+ τ −mT −Ψ)
}
.
We use the linearity of the expectation to rewrite that as
rS(τ) =
∑
n
∑
m
N∑
i=1
N∑
l=1
E
{
Si[n]Sl[m]φi(t− nT −Ψ)φl(t+ τ −mT −Ψ)
}
.
From the assumption that the random delay Ψ and the symbol sequence M [n] are indepen-
dent we find that also the signals Si[n] are independent of the delay. Then we get
rS(τ) =
∑
n
∑
m
N∑
i=1
N∑
l=1
E
{
Si[n]Sl[m]
}
E
{
φi(t− nT −Ψ)φl(t+ τ −mT −Ψ)
}
We identify the first expectation as the cross correlation of two component processes. Recall
that the component processes are jointly stationary in the wide sense. Thus, this cross
correlation is a function of n−m. The second expectation is the expectation of a function
of Ψ. Since Ψ is uniformly distributed over [0, T ), its probability density is 1/T in that
interval, and zero elsewhere. These observations give us
rS(τ) =
∑
n
∑
m
N∑
i=1
N∑
l=1
rSi,Sl [n−m]
T∫
0
φi(t− nT − ψ)φl(t+ τ −mT − ψ)
1
T
dψ
We introduce the new variables k = n−m and u = t− nT − ψ. Then we get
rS(τ) =
1
T
∑
k
N∑
i=1
N∑
l=1
rSi,Sl [k]
∑
n
t−nT∫
t−nT−T
φi(u)φl(u+ τ + kT ) du
=
1
T
∑
k
N∑
i=1
N∑
l=1
rSi,Sl [k]
∞∫
−∞
φi(u)φl(u+ τ + kT ) du
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Next, the power spectral density of S(t) is the Fourier transform of rS(τ). We get
RS(f) =
∞∫
−∞
1
T
∑
k
N∑
i=1
N∑
l=1
rSi,Sl [k]
∞∫
−∞
φi(u)φl(u+ τ + kT ) du e
−j2πτf dτ.
Now, in the inner integral, let v = u+ τ + kT . Then we have
RS(f) =
1
T
∞∫
−∞
∑
k
N∑
i=1
N∑
l=1
rSi,Sl [k]
∞∫
−∞
φi(u)φl(v) e
−j2π(v−u−kT )f du dv
=
1
T
N∑
i=1
N∑
l=1
∑
k
rSi,Sl [k]e
j2πkfT
∞∫
−∞
φi(u)e
j2πuf du
∞∫
−∞
φl(v)e
−j2πvf dv.
We identify the two integrals in the last expressions as Fourier transforms of φi(−t) and
φl(t), and the innermost sum as the Fourier transform of rSi,Sl [−k]. I.e. we have
RS(f) =
1
T
N∑
i=1
N∑
l=1
R∗Si,Sl [fT ]Φ
∗
i (f)Φl(f) =
1
T
N∑
i=1
N∑
l=1
RSl,Si [fT ]Φ
∗
i (f)Φl(f),
where we have used the relation rSi,Sl [−k] = rSl,Si [k], which in the spectral domain corre-
sponds to R∗Si,Sl [θ] = RSl,Si [θ]. Totally, we can express this formula as the quadratic form
RS(f) =
1
T
(
Φ∗1(f), . . . ,Φ
∗
N (f)
)
RS1,S1 [fT ] · · · RSN ,S1 [fT ]
...
. . .
...
RS1,SN [fT ] · · · RSN ,SN [fT ]




Φ1(f)
...
ΦN (f)


This expression does not hold only for digital modulation. It is a general expression for
simultaneous pulse-amplitude modulation of several stochastic processes using possibly dif-
ferent pulse shapes for each process. We note that the orthonormal property of the basis
functions is not at all used above.
We can notice that since the resulting power-spectral density has to be real, then all imagi-
nary parts of the terms RSl,Si [fT ]Φ
∗
i (f)Φl(f) have to cancel out. Actually, they cancel out
in pairs, which can be realized by observing that
Φ∗i (f)Φl(f) =
(
Φ∗l (f)Φi(f)
)
∗
holds. As we have noted, we have RSi,Sl [θ] = R
∗
Sl,Si
[θ]. Therefore, the imaginary part of the
mixed term RSl,Si [fT ]Φ
∗
i (f)Φl(f) cancels out the imaginary part of RSi,Sl [fT ]Φ
∗
l (f)Φi(f).
This observation will have implications further on.
