Prostate segmentation in 3D ultrasound images is an important step in the planning and treatment of 3D end-firing transrectal ultrasound (TRUS) guided prostate biopsy. A semi-automatic prostate segmentation method is presented in this paper, which integrates a modified distance regularization level set formulation with shape constraint to a rotational-slice-based 3D prostate segmentation method. Its performance, using different metrics, has been evaluated on a set of twenty 3D patient prostate images by comparison with expert delineations. The volume overlap ratio of 93.39 ± 1.26% and the mean absolute surface distance of 1.16 ± 0.34mm were found in the quantitative validation result.
Introduction
Prostate cancer is the most frequent cancer in men in the United States and Europe with an incidence that reaches more than 25% of the new cases of cancers [14] . Transrectal ultrasound (TRUS) is currently the most commonly used imaging modality for image-guided biopsy and therapy of prostate cancer due to its real-time nature, low cost, and simplicity [4] . Moreover, accurate segmentation of the whole prostate from the TRUS image plays a key role in biopsy and therapy planning [3, 18] . In addition, it allows for surface-based registration between the TRUS and other imaging modalities (e.g., MRI) during the image-guided intervention [6] . Although manual segmentation of the prostate boundary in 3D US images is possible, it is arduous and time consuming. However, automated and semi-automated prostate segmentation has challenges due to the presence of speckle noise, calcifications, nearby organs, missing edges or similarities between inner and outer texture of the prostate. In addition, prostate segmentation from 3D end-firing TRUS images is more challenging than from 3D side-firing TRUS images due to a few main reasons: (a) end-firing images are more inhomogeneous; (b) the prostate is located arbitrarily in the 3D volume, not just approximately in the center of the volume, thus, the localization uncertainty increases the difficulty of automatic and semi-automatic segmentation methods; and (c) the prostate is deformed differently in different images due to varying pressure of the end-firing transducer during the biopsy procedure.
3D prostate segmentation methods can be categorized into two classes: direct 3D segmentation and propagation of the 2D slice-based segmentation. In terms of the first class, the user initializs a 3D deformable surface in multiple 2D slices of the prostate, then the initial 3D mesh is automatically refined by forces characterized by the image gradient and smoothness of the contour. Hu et al. [7] manually defined an ellipsoid that served as an initial guess. The estimated outline is then automatically deformed to better fit the prostate boundary. Abolmaesumi et al. [1] proposed to assimilate the prostate contour to the trajectory of a moving object that they tracked with an interacting multiple model probabilistic data association filter (IMM/PDAF). Following an initialization that consisted of selecting the base and apex axial slices, and seven landmarks. Mahadavi et al. [12] fitted a warped, tapered ellipsoid to the prostate using the edge points detected with the IMM/PDA filter. Carole et al. [5] presented a semi-automatic method based on discrete dynamic contour and optimal surface detection to segment the prostate in high intensity focused ultrasound(HIFU) therapy. This kind of method works well for high contrast 3D US images, but is time consuming and requires many user interactions that can lead to observer variability. Other methods are based on the slice-based propagation approach. Within slice-based segmentation, the result is iteratively propagated onto adjacent slices and then refined. Yan et al. [17] proposed a method combining local shape statistics and discrete deformable modal (DDM) to segment 2D video sequences of prostates. These approaches can give favorable results, however, they encounter difficulties in handling slices that are nearly tangent to the prostate surface (3D boundary), such as in the base and apex areas of the prostate. To overcome these issues, some researchers unfolded the 3D image in a rotational manner [11] . Wang et al. [16] resliced the 3D volume rotationally. All 2D slices pass through a common axis, approximately centered in the prostate, around which they are evenly radially spaced. DDM was then applied on each resliced image. Ding et al. [3] corrected them automatically by imposing a continuity constraint on the size of successive contours using an auto-regressive model. There does, however, remain the possibility that the contours may suffer from the accumulated error and "leak" at locations of weak edges [3] .
To address the challenges involved with prostate segmentation, a level set based method is proposed in this paper, which has been used in the 3D side-firing TRUS guided prostate biopsy system. The key contribution of this study is that it incorporated the level set method with constraint shape information and high-level user interaction into a rotational-slice-based segmentation approach. It can potentially decrease the accumulated segmentation errors that occur in the propagation based method while preserving the accuracy .
Method

Overview of Approach
The proposed rotational-slice-based prostate 3D segmentation method is divided into three steps: first, selecting two points manually (red points in Fig.1(a) ) on the long axis of the boundary on the coronal view of prostate. The initial slice and rotational axis is determined by these two points. The plane (blue slice in Fig. 1(a) ) that includes these two points and is perpendicular to the coronal view is the approximate transverse view of the prostate, which is assumed as the initial slice of the propagation method . The line on the transverse view perpendicularly bisecting the segment determined by those two selected points is identified as the rotational axis. Second, rotational reslicing of the 3D image of the prostate into N slices about the identified rotational axis is performed. All slices intersect along the axis approximately and have an equal angular spacing. The step angle was six degrees in our experiments resulting in a 3D volume that was resliced into 30 slices (N = 30). Third, four to eight initialization points (red points in Fig. 1(b) )are manually chosen from the boundary of the prostate in the initial slice in which the initial contour is estimated using cardinal spline interpolation. A level set method is then used to deform this initial contour, which will be described in detail in section 2.2. Finally, the deformed contour in the initial slice is then propagated to its adjacent slice in a clockwise(green slices in Fig. 1(a) ) and counter-clockwise (white slices in Fig. 1(a) )direction, which is used as the initial contour before refining. This procedure is repeated until the contours in all 2D slices of the 3D image are segmented. A 3D prostate surface mesh is reconstructed from the contours in all 2D slices.
The detailed propagation will now be explained. The first segmented contour for the initial slice is used as the shape constraint for slice 1 to M and slice N to sliceN − M independently (M = 3 in our experiments). The resulting shapes {S i |i = 1, .., M } for the clockwise direction and {Ŝ i |i = N, .., N − M } for the counter clockwise direction will be stored; the mean shapeS M andS M will be calculated, which is used as the shape constraint of the level set formulation for segmenting the next slice. From the slice M +1, the obtained prostate contour will be added into set S i , shape S 1 will be removed from set S i , and the new mean shapeS M of S i will be recalculated. The updatedS M will be given as the constraint shape for the next slice. This process is repeated until the segmentation is finished in the clockwise direction. The same procedure is conducted for the segmentation in the counter clockwise direction.
Segmentation Using Level Set
A distance regularization level set formulation (DRLSE) [10] method is modified to segment the prostate contour in each 2D slice. Let φ : Ω → be a level set formulation (LSF) defined on a domain Ω. An energy functional ε(φ) is defined as:
where μ > 0 is a constant and R p (φ) is the level set regularization term, defined by
where p is a potential (or energy density) function p : [0, ∞) → . External energy term ε ext (φ) is defined in the following. The minimization of the energy ε(φ) can be achieved by solving a level set evolution equation.
For an LSF φ : Ω → , an external energy function ε ext (φ) is defined by
where λ > 0 and α ∈ are the coefficients of the energy functionals L g (φ) and A g (φ), which are given by
and
where g is an edge indicator function defined by g 1 1+|∇Gσ * I| 2 . The Dirac delta function δ and Heaviside function in H Eq.4 and Eq.5 are approximated by the following smooth function δ ε and H ε , respectively, as in many level set methods [2, 13] . The energy L g (φ) computes the line integral of the function g along the zero level contour of φ. The energy A g (φ) calculates the weighted area of the region Ω − φ x : φ(x) < 0, which is introduced to speed up the motion of the zero level contour in the evolution process. S(φ), A(φ) and T (φ) are shape constraint energy, anchor point energy and local region-based energy, respectively.
Since the contour to be segmented is not far from the contour propagated from the previous slice, a shape constraint is imposed to discourage the evolved contour to leak in the region with a weak edge or without an edge. This shape constraint energy S(φ) [15] is defined by
where
D(x,x) = x −x .x ∈ Ω is an independent spatial variable, which is given by the constraint shape (described in section 2.1). d S is the separation distance from the current evolving LSF to the constraint shape. This energy is nonzero when the evolving LSF moves farther from the constraint shape of any distance greater than d S . Letŷ ∈ Ω be another independent spatial variable, the local region-based energy T (φ) [9] is
is used to define a circular-shaped local region with localizing radius r L . H(φ(ŷ) ))dŷ are the mean image intensities of the interior and exterior of the active contour, respectively, within the region defined by B L (x,ŷ). r L determines the degree of blending local statistics around the boundary to global statistics of the image. The energy A(φ) given by Eq. 10 [15] encourages the evolving contour to pass through each anchor point x i A if the evolving contour is within a distance r A to the anchor point. Anchor points in the first slice are the initial boundary points placed by users. During the propagation, two anchor points are selected, which act as the intersection points of the rotational axis and the segmented contour in the first slice. When the contour points are away from the anchor point by more than r A , there is no influence by this energy.
is used to define a circular-shaped region around the anchor point with radius r A ; N p is the number of anchor points. By taking the first variation of the Eq.1 with respect to φ, the following evolving equation will be obtained:
Experimental Results
All testing images were acquired with a rotational scanning 3D TRUS imaging system using a commercially available end-firing TRUS transducer (Philips, Bothell WA) [8] , which is developed for 3D US guided prostate biopsy procedure. The size of each 3D image is 448 × 448 × 350 voxels of size 0.19 × 0.19 × 0.19mm 3 . Twenty five patient images were tested in this paper, which are divided into two sets. Five were used to optimize the parameter values of the algorithm, and the other twenty images were used to validate the proposed method. The parameter values were empirically chosen. Afterwards, the parameters were optimized sequentially by changing a single parameter at a time while holding other parameters fixed. Table. 1 shows the optimized values of the parameters used in our experiments, which were kept constant during the validation experiments. The performance of the proposed method has been evaluated qualitatively by visual comparison with the expert-delineated contours. One reconstructed prostate surface (green surface after segmentation) is demonstrated in Fig. 2 , which is superimposed on the manual surface (red one). Volume-based metrics: sensitivity(Se), dice similarity coefficient (DSC) and volume difference (V dif f ), and distance-based metrics: the mean absolute surface distance(MAD) and maximum absolute surface distance(MAXD) [5] were used to validate our segmentation method (M LS ) quantitatively compared to manual segmentation and other rotational-slice-based methods (Wang's method(M CW ) [16] and Ding's method(M CCW ) [3] ). The coefficient of variation(CV ) [19] of volume overlap rate was used to evaluate the intraobserver variability of our method. The validation results in Table. 2 show that our method can obtain a sensitivity of 94.28 ± 2.18% and a DSC of 93.39 ± 1.26% better than M CW (85.24 ± 6.28%, 84.29 ± 4.18%) and M CCW (88.33 ± 4.58%, 87.18 ± 3.37%). M AD of 1.16 ± 0.34mm and M AXD of 3.06±0.76mm of our method were obtained comparable to 1.95±0.74mm and 4.67±1.84mm of M CW , 1.59±0.67mm and 4.2±1.56mm of M CCW . The comparison with manual segmentation on volume difference (V dif f ) demonstrates a volume error of 2.45±1.75cm 3 on the entire prostate. The intraobserver variability experiments shows that our proposed method gave a CV of 2.5%. To validate the variability introduced by the manual initialization (initial slice and initial points), an inter-observer variability test was performed. Ten images were also segmented by three untrained observes who were blinded to patient identity. The proposed method yielded a DSC of 93.1 ± 1.6%, 93.6 ± 1.5% and 92.4 ± 1.7%, and a COV of 1.7%, 1.6% and 1.8%, respectively. The proposed method was developed in Matlab. The segmentation time of our method was found to be about 45s on a desktop computer with a core 2 CPU (2.66 GHz) in addition to 30s for initialization. A total segmentation time was found to be less than 1.5 minute.
Ten images randomly selected were used to test the sensitivity of our method to some parameters. The effect of d s , r L , and r A on the segmentation accuracy (DSC) were only observed since they are dependent on the values of β, γ and ν that were kept constant (More details on how to choose these three parameters refer to [10] ). As a result, DSC goes up slightly when d s increases from 0 to 4 pixels, and it goes down when d s is greater than 3 pixels. The range from 3 to 5 pixels for d s is suggested. Our method presents the growth of DSC when the radius r L of the local region increases from 0 to 10. It demonstrates less standard deviation of DSC at the expense of a decreasing DSC when r L is greater than 20. In addition, DSC displays a downward trend with the growing radius of the anchor point. r A varying from 0 to 5 pixels is capable of giving a good segmentation accuracy. 
Conclusion
A rotational-slice-based segmentation method, with a modified level set, has been proposed in this paper for a semi-automatic segmentation of the prostate in 3D end-firing TRUS images. It has been evaluated on a patient dataset obtained during a 3D end-firing TRUS guided prostate biopsy procedure. The resulting segmentations have been compared with manual expert delineations using different metrics (Se, DSC, MAD, MAXD, and volume difference). It is found that the proposed method is accurate, robust and computationally efficient.
