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Abstract—Not all generate-and-test search algorithms are cre-
ated equal. Bayesian Optimization (BO) invests a lot of compu-
tation time to generate the candidate solution that best balances
the predicted value and the uncertainty given all previous data,
taking increasingly more time as the number of evaluations
performed grows. Evolutionary Algorithms (EA) on the other
hand rely on search heuristics that typically do not depend
on all previous data and can be done in constant time. Both
the BO and EA community typically assess their performance
as a function of the number of evaluations. However, this is
unfair once we start to compare the efficiency of these classes of
algorithms, as the overhead times to generate candidate solutions
are significantly different. We suggest to measure the efficiency
of generate-and-test search algorithms as the expected gain in
the objective value per unit of computation time spent. We
observe that the preference of an algorithm to be used can change
after a number of function evaluations. We therefore propose a
new algorithm, a combination of Bayesian optimization and an
Evolutionary Algorithm, BEA for short, that starts with BO, then
transfers knowledge to an EA, and subsequently runs the EA.
We compare the BEA with BO and the EA. The results show
that BEA outperforms both BO and the EA in terms of time
efficiency, and ultimately leads to better performance on well-
known benchmark objective functions with many local optima.
Moreover, we test the three algorithms on nine test cases of robot
learning problems and here again we find that BEA outperforms
the other algorithms.
Index Terms—Optimization Problem, Time efficiency, Bayesian
optimization, Evolutionary algorithm, Gaussian process, Gaus-
sian mutation, Computation time, Evolutionary robotics.
I. INTRODUCTION
When studying and comparing generate-and-test style
search algorithms, algorithm efficiency is one of the main
factors to consider. To this end, measuring computational effort
is essential. In most existing works, computational effort is
measured by the number of iterations or function evaluations,
rather than CPU times or wall-clock times. Clearly, this
is meant to eliminate effects of particular implementations,
software, and hardware, thus making comparisons independent
from such practical details [1]. However, this can be very
misleading, because the computation time per iteration can
differ vastly between different algorithms. This means that
comparisons by sample efficiency (measured by the number of
iterations) and time efficiency (measured by the computation
time) can deliver completely different outcomes.
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It is well-known that Bayesian optimization is the state-
of-the-art machine learning framework for optimization tasks
in terms of data efficiency, and has been successfully applied
in engineering, machine learning, and design [2]. However,
data efficiency is not the only desirable property of such a
generate-and-test search algorithm. Particularly, the amount
of computation for generating candidate solutions can be
prohibitive. This is because the computational complexity
of BO is O(n3) where n is the number of evaluations of
candidate solutions, due to the inversion of the co-variance
matrix [3].1 Alternatively, Evolutionary Algorithms use search
heuristics that take constant time for generating candidate
solutions, which makes their overhead much less computation-
intensive than that of BO, at the expense of data efficiency.
As such, a rule of thumb is that EAs are better for problems
where it takes little time to evaluate candidate solutions, and
BO is better for the expensive problems, e.g., hyper-parameter
tuning.
However, this is not the full story; there is a sizable class
of real-world optimization problems that have a moderate
evaluation costs [8]. It is not clear which algorithms should
be chosen then. The key insight behind this paper is that time
efficiency and data efficiency should be distinguished and the
preference for an algorithm can be based on time efficiency.
Taking this perspective, we provide a formal notion of time
efficiency by the expected gain in the objective (i.e., fitness)
per unit of computation time (Section III) and propose to
switch from BO to an EA when the time efficiency of BO
drops below that of the EA. This results in a new algorithm
that 1) runs BO until it becomes ‘too slow’, then 2) selects
information obtained by BO and transfers this to an EA by
means of a well-balanced initial population, and 3) continues
with a special EA that continually monitors the expected gain
and uses this information to adjust mutation step-sizes (Section
V). We refer to this as Bayesian-Evolutionary Algorithm, BEA
for short. We compare the performance of BO, the EA, and
BEA on a set of well-known objective functions with many
local optima (Section VI). The experimental results indicate
that BEA is not only more time-efficient than BO and EA
separately, but also converges to better results.
Moreover, we compare the three algorithms on nine test
cases in (evolutionary) robotics. To this end, we consider three
modular robots with different morphologies, three different
tasks, and employ BO, the EA, and BEA to learn well-
1Although methods have been developed to reduce the computation time
[4], [5], [6], [7] (Section II), it still grows substantially with the number of
evaluations of candidate solutions, limiting its feasibility for longer optimiza-
tion runs.
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performing controllers for each combination.2 The experimen-
tal results in simulation show that BEA obtains controllers
with higher fitness than BO and the EA, while computation
times are similar to the EA and much shorter than for BO.
Results in simulation are further validated on the physical
robots. The experimental results show that the real robots
equipped with the best controllers learned by BEA outperform
those obtained by BO.
II. RELATED WORK
Evolutionary algorithms are stochastic population-based op-
timization methods that work by repeatedly applying selection
and reproduction operators to a population of candidate solu-
tions [9]. In general, evolutionary algorithms scale linearly
with respect to the problem size and the population size that
makes them rather fast optimization algorithms. However, the
size of the population plays a crucial role in obtaining good
performance. In other words, EAs can suffer from premature
convergence. In order to prevent this issue, there were many
different techniques proposed, including optimizing EA [10].
Here, we propose to initialize the population of the EA by
transferring knowledge from a strong optimizer, and also
to modify a mutation operator to better adapt to varying
improvements and prevent from being stuck in local optima.
Currently Bayesian optimization is the state-of-the-art in
generate-and-test search algorithms in terms of sample-
efficiency [8], [11]. However, since the computation time is
cubic in the total number of function evaluations, Bayesian
optimization can become unfeasible for large numbers of
evaluations that greatly limits its applicability. In [12], Aloı¨s
and Olivier proposed a combination scheme using the simple
cross-entropy method and Twin Delayed Deep Deterministic
policy gradient for evolutionary algorithms to balance the
robustness and data efficiency. However, the former have the
low time efficiency and data efficiency for a large numbers of
evaluations, the latter also have the low data efficiency and
significantly increase the computational complexity.
Many studies proposed approaches to reduce the compu-
tational complexity using an information-theoretic approach.
A recent paper [6] developed a fast information-theoretic
Bayesian Optimization method, FITBO, that avoids the need
for sampling the global minimiser, thus reducing compu-
tational complexity. McLeod et al. [13] adapted Predictive
Entropy Search and proposed a novel method of selecting
sample points to reduce overheads. The other entropy-based
methods such as Output-space Predictive Entropy Search [14]
and Max-value Entropy Search [15] improve on Predictive
Entropy Search by focusing on the information content in
output space. Bai et al. [16] proposed a method that provides
computational efficiency via rapid MAP entropy reduction.
Other methods aim at reducing the computational effort via
sparsification techniques. In [3] two sparsification techniques
for Gaussian processes were reviewed, namely, sparse pseudo-
input Gaussian processes [7], [17] and sparse spectrum Gaus-
sian process [5]. However, all these methods still yield a
2From the robots’ perspective BO, EA, and BEA are learning algorithms
that search through the space of controllers. ‘Under the hood’, two of these
learning methods, EA and BEA, are evolutionary.
computation time that grows substantially with the number
of evaluations of candidate solutions. Our aim is different:
we aim to determine when the invested overhead time can
no longer be justified by the expected gain, and switch to a
method with a much lower computational overhead. In other
words, in each iteration we aim to run the most time-efficient
alternative from a set of algorithms.
III. TIME EFFICIENCY IN OPTIMIZATION TASKS
A optimization problem is about finding an optimal solution
s ∈ S of an objective function f : S → R, that is:
s∗ = max
s∈S
f(s), (1)
where the analytical form of the objective function is usually
unknown, i.e., black-box optimization. As a result, calculating
gradients is impossible and, thus, a gradient-based optimiza-
tion algorithm cannot be applied [11].
When studying and comparing black-box optimization al-
gorithms, comparisons by data efficiency (measured by the
number of iterations) and time efficiency (measured by com-
putation time) could lead to completely different conclusions.
In this section, we describe a formal framework and the
corresponding nomenclature for a discussion of these issues.
Let us consider an iterative optimization algorithm for
solving an optimization problem defined by the objective
function f . Without loss of generality, we can assume that f is
to be maximized. Let us assume that the algorithm runs for N
iterations (evaluations), generating N candidate solutions and
recording the time when the candidate solutions are created.
Then we use the following notation:
• si is the ith candidate solution, 1 ≤ i ≤ N ;
• ti is the ith time stamp, 0 ≤ i ≤ N , where t0 = 0 by
definition;
• fi = f(si) ∈ R is the ith objective function value, 1 ≤
i ≤ N ;
• f ′i = max{fi, 1 ≤ i ≤ N} is the best objective function
value until the ith evaluation.
Then, we can define gains (in terms of objective function
values), costs (in terms of computation time) and time effi-
ciency (defined as gain per time unit) as follows:
• δi = f ′i−f ′i−1 is the gain in the ith iteration, 2 ≤ i ≤ N ;
• ci = ti−ti−1 is the computation time of the ith iteration,
1 ≤ i ≤ N ;
• Gi = δi/ci is the time efficiency of the ith iteration, 2 ≤
i ≤ N .
These definitions can be naturally extended for periods of
multiple iterations, e.g., 10 iterations, since gain is usually
observable for multiple iterations. Let 2 ≤ i ≤ N and
0 < k < i, k + 10 = i in this paper. Then
• δ(k,i) = f ′i − f ′k is the gain between iteration k and i;
• c(k,i) = ci−ck is the computation time between iteration
k and i;
• G(k,i) = δ(k,i)/c(k,i) is the time efficiency between
iteration k and i.
For generate-and-test style algorithms like BO and EAs, the
computation time of one iteration can be naturally divided into
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the time needed for the generate step and the time needed
for the test step. For instance, in the EA, the generate step
amounts to performing selection and variation operators to
produce a new individual (a candidate solution) and the test
step amounts to performing a fitness evaluation. Similarly, for
BO, an optimization of an acquisition function generates a
new candidate that is further tested (evaluated). In general, we
can divide the computation time per iteration as well as for a
complete run as follows:
computation time = evaluation time+ overhead time
For a formal discussion, we use the following notions.
• tei is the evaluation time in iteration i,
• toi is the overhead time in iteration i,
• tci is the computation time in iteration i,
where tci = t
e
i + t
o
i . Note that t
c
i = ci as they both describe the
time needed for one iteration, where tci is a general notation
and ci = ti− ti−1 is defined if we have specific experimental
data with time stamps ti.
IV. OPTIMIZATION ALGORITHMS
Bayesian optimization and evolutionary algorithms are two
types of popular optimization algorithms. In this section, we
concisely introduce the settings of Bayesian optimization and
its cubic computation time, and evolutionary algorithms that
the EA in BEA is proposed based on it.
A. Bayesian Optimization
Bayesian Optimization is a well-known data efficient black-
box optimizer which, typically, builds a Gaussian process (GP)
approximation of the objective function f of a task. It selects
candidate solutions to evaluate on the basis of an acquisition
function that balances exploration and exploitation. We present
the settings for the GP that we use in this work and why BO
takes a cubic increment of computation time.
1) Gaussian processes: A GP is an extension of the
multivariate Gaussian distribution to an infinite dimension
stochastic process, i.e., for any finite set of candidate solutions,
s ∈ Rd, the joint distribution over their objective value,
f(s) ∈ R, is a multi-variate Gaussian distribution [18]. Unlike
a Gaussian distribution over a random variable, a GP is a distri-
bution over functions, specified by its mean function m(s) and
covariance function k(si, sj) (also called as kernel function).
This is denoted by f(x) ∼ GP(m(s), k(si, sj)). The GP
returns the mean and variance of a Gaussian distribution over
the possible values of f at s. A typical choice for the prior
mean function is m(s) = 0. The choice of the kernel, k(s, s′),
for the GP is crucial, as it determines the shape of the functions
that the GP can fit [19]. The squared exponential function
kernel and Matérn function kernel are popular choices. In this
paper, we use the latter. Matérn kernels are parameterized by
a smoothness parameter ν > 0. Matérn kernels are a very
flexible class of kernels and are commonly used in Bayesian
optimization [2], [3], [13]. We use the Matérn 5/2 kernel. This
kernel has a hyperparameter θ, the characteristic length-scale,
which controls the width of the kernel:
kν=5/2(s, s
′) =
(
1 +
√
5r
θ
+
5r2
3θ2
)
exp
(
−
√
5r
θ
)
(2)
where r2 = (s − s′)TΛ(s − s′), Λ is a diagonal matrix of
size d with the characteristic length-scale θ as values on the
diagonal.
At iteration t + 1 of a generate-and-test search algo-
rithm (like BO), we have a dataset, D, containing s1, ..., st
previously evaluated solutions, and corresponding values of
the objective function f1, ..., ft for those solutions (where
fi = f(si)). The posterior distribution of the objective
value for a new – not yet evaluated – candidate solution
f(st+1), given D, is normally distributed: P(f(st+1)|D) =
N (µ(st+1), σ2(st+1)), with
µ(st+1|D) = kTK−1f, (3)
σ2(st+1|D) = k(st+1, st+1)− kTK−1k, (4)
where k =
[
k(st+1, s1), k(st+1, s2), . . . k(st+1, st)
]
,
f =
[
f1, f2, . . . ft
]
, and
K =
k(s1, s1) . . . k(s1, st)... . . . ...
k(st, s1) . . . k(st, st)
 (5)
In the derivation process of µ(st+1|D) and σ(st+1|D),
the computational complexity is dominated by the matrix
inversionK−1. Standard methods for matrix inversion of posi-
tive definite symmetric matrices usually require computational
time complexity O(n3) for inversion of an n by n matrix [18].
This is why the computation time of Bayesian optimization is
cubic in the total number of evaluations. That is, the time-
efficiency of Bayesian optimization decreases for large of
numbers of evaluations.
2) Acquisition function: To generate new candidate solu-
tions, BO maximizes a so-called acquisition function that bal-
ances exploitation (i.e., wanting to select candidate solutions
with high expected means) and exploration (i.e., the need to
evaluate candidate solutions with high uncertainty). In this
paper, we employ Gaussian Process Upper Confidence Bound
(GP-UCB) that is a state of the art acquisition function [19].
It is defined as follows:
GP-UCB(st+1|D) = µ(st+1|D) +√ντtσ(st+1|D), (6)
where ν = 1, τt = 2 log(td/2+2pi2/3γ) and γ is a constant
between 0 and 1 (exclusive), t is the count of evaluations.
B. Evolutionary Algorithms
Evolutionary Algorithms are population-based, stochastic
search algorithms based on the Darwinian principles of evo-
lution [9]. The search process works by iteratively creating a
new population that may or may not overlap with the current
one. The main operators in this loop are (fitness-based) parent
selection, reproduction through mutation and/or crossover, and
(fitness-based) survivor selection. In principle, an EA can
work with any type of individuals, including bit-strings, real-
valued vectors, permutations, trees, and networks. There are
no restrictions on the type of fitness function either.
The test problems we tackle in this paper are real-valued
optimization problems with an objective function (fitness func-
tion) f : S → R, where S ⊆ Rn. Hence, a candidate solution
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in our EA is a vector (x1, ..., xj , ..., xn) with xj ∈ R and the
reproduction operators need to work on real-valued vectors.
We use a self-adaptive Gaussian mutation with independent
mutation step sizes for each coordinate [9]. The standard
formulas that define the mutated values x′j for 1 ≤ j ≤ n
are as follows
σ′j = σj · eτ
′·N (0,1)+τ ·Nj(0,1), (7)
x′j = xj + σ
′
j · Nj(0, 1), (8)
where the σ values are the mutation step sizes, N (0, 1)
denotes a random number drawn from a Gaussian distribution
with 0 mean and standard deviation 1 and τ ′ = 1/
√
2n,
τ = 1/
√
2
√
n are the so-called learning rates. To prevent
a standard deviation very close to zero, we use the usual
boundary rule with a threshold 0: σ′j < 0 ⇒ σ′j = 0. The
common base mutation eτ
′·N (0,1) allows for an overall change
of the mutability, while eτ ·Nj(0,1) provides the flexibility to use
different mutation step sizes along different coordinates. This
is the basis of the EA in BEA that will be described in (rf.
subsection V-B).
V. BEA: BAYESIAN-EVOLUTIONARY ALGORITHM
The Bayesian-Evolutionary Algorithm (BEA) consists of
three stages. In the first stage, i.e., the early iterations,
Bayesian optimization (rf. subsection IV-A) is employed be-
cause its computation time is not yet large. The second stage
is triggered when the time efficiency, Gi of the EA becomes
greater than that of BO. The role of this stage is to identify
and transfer useful knowledge obtained by BO to the EA to
be used in the third stage. In the third stage, the search for an
optimal solution is continued by an evolutionary algorithm. In
general, this can be any EA, but here we introduce and use one
with a special mutation mechanism where the mutation step-
size is self-adaptive, but is also controlled by the gain. This
means that the evolutionary part of BEA uses a hybrid adaptive
and self-adaptive mutation strategy to balance exploration and
exploitation. The concise pseudocode of BEA is shown in
algorithm 1.
Algorithm 1: BEA
Init: NI initial samples Xi∈{1:NI}(x1, x2, ..., xn), i is
iteration number; totally iterations N ; switch point
iteration Ns;
Result: solutions Xi∈{1:N}(x1, x2, ..., xn) and fi
1 while i <= N do
2 if i < Ns then
3 run Bayesian optimization ; . 1st stage
4 else
5 if i = Ns then
6 transfer knowledge ; . 2nd stage
7 run gain-aware EA ; . 3th stage
A. Knowledge Transfer from BO to an EA
In the second stage of BEA, knowledge obtained by
Bayesian optimization (the first stage) is transferred to the
evolutionary algorithm (the third stage). In the related litera-
ture, knowledge transfer is meant to improve learning on a new
task through the transfer of knowledge from a previous task
[20]. Our setting is slightly different though; BEA works on a
single optimization task and the knowledge is not transferred
from one task to another, but between different algorithms on
the same task. However, the questions to be answered are the
same in our context: (1) when to transfer, and (2) what to
transfer [21].
1) “When to transfer” is about picking a moment when
the knowledge should be transferred to improve the whole
optimization process. As the goal of BEA is to be as time
efficient as possible, we propose to employ the gains δ(k,i) per
time-interval, c(k,i), i.e., G(k,i), to estimate when knowledge
should be transferred. Specifically, when the expected value of
G(k,i) becomes less for BO than the EA, BEA should switch
from BO to the EA. We refer to this as the switch point.
We propose to use the computational efficiency of different
algorithms as a metric to determine when should switch
from BO to EA. In this work, we calculate the gains, δ(k,i),
of Bayesian optimization and evolutionary algorithms in the
interval from iteration k to i, as well as the time it takes
to perform these iterations c(k,i). The time efficiency of an
algorithm is thus G(k,i) = δ(k,i)c(k,i) , as we discussed in Section
III. Although the time efficiency of both BO and EA usually
decrease over the iterations, the time efficiency of BO typically
decreases faster than that of EA because of BO’s substantially
growing overhead time. BEA transfers the useful knowledge
from BO to EA when the G(k,i) of BO becomes less than the
G(k,i) of EA. Note that this method of transferring between
algorithms can be used for any set of algorithms generally
and is not specific to the two algorithms studied in this paper.
2) “What to transfer” asks which part of the knowledge
that was previously obtained is useful for further learning.
Specifically, what knowledge obtained by BO can we use in
the EA. In general, an EA requires solutions with high quality
and diversity for balancing exploitation and exploration. We
propose four strategies of knowledge transfer that offer a
different balance between exploitation and exploration and
compare these on the three benchmark objective functions in
Section VI.
Previous work on knowledge transfer mostly focuses on
what kind of knowledge is useful for a task. For example,
a straightforward type of knowledge transfer is to provide the
initial solutions for a new task on the basis of a previous
task. This is called a starting-point method [20]. We use a
conceptually similar approach to kick-start the evolutionary
algorithm in BEA.
In evolutionary algorithms, population initialization affects
the convergence speed and also the quality of the final solution
[22]. Specifically, the quality (which can be exploited) and the
diversity (which assures appropriate exploration) of the initial
solutions are crucial. We thus aim to transfer a high-quality
and diverse set of solutions from BO to the EA. We denote
the population size of the evolutionary algorithm in BEA as
p, the set of all solutions from Bayesian optimization by SBO
and propose the following strategies for knowledge transfer:
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• S1: The last p solutions in SBO are transferred to the EA.
This is the simplest method. While the last p candidate
solutions visited by BO need not be diverse, their quality
is typically good.
• S2: The top p solutions in SBO are transferred to the EA.
The selected solutions are the best in terms of objective
value, guaranteeing the highest possible quality BO can
offer. However, the diversity of this set is not guaranteed.
• S3: K-means clustering, where K = p. All candidate
solutions in SBO are divided into p clusters. The best
solution in each cluster is transferred to the EA. This
strategy tries to provide diversity and quality. However,
some of the selected solutions can be of low quality if
their cluster consists of poor solutions.
• S4: K-means clustering, where K = p, in the top d%
solutions. To make a good trade-off between quality
and diversity we first select a set of good solutions,
then enforce diversity by clustering and choose the best
solution from each cluster. In this work, we set d = 50,
i.e., use half of the solutions generated by BO.
B. A Gain-aware Evolutionary Algorithm
In principle, any EA can be used in the third stage of BEA,
but here we employ one with a new mutation operator that
makes use of the available gain information δi. The idea is to
use mutation with self-adaptive step-sizes based on modifying
Equation 8, as
x′j = xj + σ
′
j · Nj(0, 1) · σ′′i (9)
where j denotes the coordinates of the objective function (1 ≤
j ≤ n, n is dimension of a solution, rf. subsection IV-B), i
is the iteration counter (1 ≤ i ≤ N ) and the value of σ′′i is
adapted throughout the evolutionary run as follows. We set
σ′′0 = 1 and update its value at each iteration by
σ′′i =
{
α · σ′′i−1 if δ(k,i) = 0
β · σ′′i−1 if δ(k,i) 6= 0
(10)
where α > 1, β < 1 are parameters, δ(k,i) is the gain between
iteration k and i as we discussed in Section III.
Note, that using different σ′′ values it is possible to do more
exploitation (smaller mutation step sizes) or more exploration
(larger mutation step sizes). We will use this possibility to fight
premature convergence and increase the extent of exploration
if the gains are diminishing. The above method produces
smaller mutation step size for exploitation to efficiently search
better solutions when algorithm has no gains during long
periods of iterations and larger mutation step sizes for explo-
ration when the algorithm has no gains during long periods of
iterations. Empirically, α and β are set to close 1 that not too
large or small, which prevent sharp fluctuations of mutation
step sizes.
A further change to the standard mutation operator concerns
the way we handle cases at the boundaries of the search
space. Usually, the parameter xj in a solution (x1, ..., xn)
is forced to the boundary value Lj or Uj when mutation
would place it outside its domain (Lj ,Uj). Consequently,
solutions with values that are exactly on the boundary are
often evaluated repeatedly, which is undesirable. To mitigate
this effect, we propose to repeat Gaussian mutations until the
mutated value x′j is in the domain (Lj ,Uj). The pseudocode of
the modified self-adaptive Gaussian mutation about generating
a new solution, is shown in Algorithm 2.
Algorithm 2: Gain-aware self-adaptive Gaussian mutation
Input: A solution (x1, x2, ..., xj , ..., xn), σ′′i , δ(k,i)
Output: A new solution (x′1, x′2, ..., xj , ..., x′n)
1 τ ← 1/√2n, τ ′ ← 1/
√
2
√
n
2 σ′j ← σj · eτ
′·N (0,1)+τ ·Nj(0,1)
3 if δ(k,i) = 0 then
4 σ′′j ← α · σ′′j−1 ; . more exploration
5 else
6 σ′′j ← β · σ′′j−1 ; . more exploitation
7 x′j ← xj + σ′j · σ′′i · (a sample from Nj(0, 1))
8 while x′j < Lj do
9 x′j ← sample from N (Lj , σ′j)
10 while x′j > Uj do
11 x′j ← sample from N (Uj , σ′j)
12 return (x′1, x′2, ..., x′j , ..., x′n)
VI. EXPERIMENTS ON SYNTHETIC TEST FUNCTIONS
A. Setup
To test the performance of BO, the EA and BEA, we
measure their performance on three well-known benchmark
objective functions from the evolutionary computation com-
munity [23], [24], [25]: Schwefel, Griewank, and Rastrigin
with d = 20 dimensions. For each of these functions, the
global optimum is zero located at the origin.
In all experiments, we use standard Bayesian optimization
from the flexible high-performance library Limbo [26], using
a Gaussian process with a Matérn 5/2 kernel and the length
scales (θ = 0.1 for Griewank and Rastrigin, θ = 0.5 for
Schwefel), and a GP-UCB acquisition function (as specified
in Section IV-A), for both the BO and BEA. This hyperpa-
rameter setting outperforms other hyperparameter settings in
our preliminary experiments on hyperparameter tuning. For
the constituent components of BEA, we run the exact same
BO with the same hyperparameter setting in the first stage of
BEA.
As for the evolutionary algorithm, we use a real-valued
encoding with arithmetic recombination, self-adaptive Gaus-
sian mutation, tournament parent selection and elitist survivor
selection for both the standalone EA and the EA in BEA.
The difference is that we propose a gain-aware self-adaptive
Gaussian mutation (Algorithm 1) for the EA in BEA to adjust
exploration and exploitation based on the gain. In this paper,
we use the hyperparameter values α = 1.03, β = 0.99 for the
gain-aware self-adaptive Gaussian mutation. For parameters of
both EA and BEA, the mutation rates are 0.8, the population
sizes are 10, the tournament sizes are 2. In the preliminary
hyperparameter tuning, we selected the crossover rate value
of 0.7 for the EA and the lower crossover rate value of 0.1
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for the EA in BEA to reduce the exploration and encourage
the exploitation for further learning.
B. Number of Evaluations vs. Computation Time
As discussed in Section III, the computation time at the
ith iteration has two components: the evaluation time tei , and
the overhead time toi and algorithms can differ much in their
overhead times. The net effect of more overhead –and thus
the preference for a given algorithm– obviously depends on
the ratio between evaluation times and overhead times. To
study these effects systematically, we should be able to vary
the evaluation times to simulate different scenarios. To this
end, we introduce tei as a parameter and assume that the
evaluation times generally do not vary per iteration i, nor by
the evaluated candidate solutions si for a given task. By these
assumptions, we can use te to denote the evaluation time and
make plots of algorithm behavior over computation time for
different values of te. Given an objective function and the
usual plot of objective function values over evaluations (based
on actual measurements by running the given algorithm), a
curve that shows objective function values over computation
time can be made for any value of te. The data points in this
plot are calculated by using ti =
∑i
1(t
o
i + t
e), i.e., the total
computation time for all i iterations.
To gain insight into the difference in perspective when it
comes to objective values as a function of the number of
evaluations performed compared to as a function of compu-
tation time, we run BO and the EA on one of the objective
functions, the Griewank function, to obtain the objective values
and overhead times. Then we calculate the computations times
for te = 1s and plot the objective values over computation
time as described above. The results are shown in Figure 1.
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Figure 1: The objective value and overhead time of BO and EA on
the Griewank function. Left: the blue and black show the objective
value over the number of evaluations for BO and EA respectively;
the magenta solid and dashed lines represent the overhead time of
BO and EA respectively. Right: the blue and black show the objective
value over computation time (the evaluation time was set to 1 second)
for BO and EA respectively. The shadows are the 95.45% confidence
areas (two standard deviations).
First, we observe that BO obtains a better objective value
within a smaller number of evaluations. However, when we
take the perspective of objective value as a function of
computation time (i.e., including the evaluation time), EA uses
only a fraction of the time compared to BO. BO takes a rapid
increment of overhead time. In contrast, the overhead time of
EA stay at a constant level near to zero. Furthermore, at the
end of its curve, EA obtains higher gain with less computation
time, i.e., higher gain per second (Gi), which means that the
issue is still inconclusive as to which algorithm is better. In
short, one might mistakenly think that an algorithm definitely
outperforms another when looking at the objective value as a
function of the number of evaluations performed, rather than
as a function of computation time.
C. Gain and Switch Point
Our perspective is that an algorithm is computationally
efficient if it has a high expected gain in objective value
per unit of computation time (Section III). To compare BO
and the EA, we measure their gain per second averaged over
ten evaluations, for the three benchmark objective functions
and the situations of three values of evaluation time, te ∈
{0.1s, 1s, 10s}. The results are presented in Figure 2.
For these values of te, BO is more computationally efficient
in its early iterations, while EA becomes more computationally
efficient in the later iterations. We denoted the point where
EA overtakes BO in terms of the computational efficiency
by a red cross. We observe that as te increases, the iteration
number at which EA overtakes EA becomes larger as well
but this is a relatively small increase. The largest value for
te is hundred times the smallest value, but the takeover point
only increases about 10%− 40%. Furthermore, we notice that
while this point differs for various objective functions, it lies
in the interval between 190 and 300 iterations. On the basis of
this experiment, we suggest 250−300 iterations as a heuristic
value for the switch point in BEA. In the sequel, we use 250
for BEA on the numerical objective functions and 300 on the
robot learning test cases.
D. Strategies for Knowledge Transfer
In Section V-A, we described four possible strategies of
knowledge transfer, S1, S2, S3, and S4. To compare these
strategies, we test them on all three objective functions and
inspect the growth curves of the EA in BEA after the knowl-
edge transfer, as shown in Figure 3.
From the curves in Figure 3, we notice that S1 is dominated
by the other transfer methods. The differences between the
other three approaches are insignificant for the Griewank and
Rastrigin objective functions (though S4 has marginally higher
values). For the Schwefel function, S4 outperforms S2 and
S3 clearly. The difference between S4 and S2 and S3 are
significant (with p-values of < 0.02 and < 0.04, respectively).
We therefore decide to use S4 as the strategy of knowledge
transfer in BEA to further compare the EA, BO, and BEA.
E. Evaluation over Computation Time
Finally, we run the algorithms on the three objective func-
tions for 1500 iterations and 20 runs per algorithm. We observe
the algorithm behavior for three different values of evaluation
time, te ∈ {0.1s, 1s, 10s}. The objective value of the current
best solution as a function of total computation time is shown
in Figure 4.
We observe that BO performs better than the EA, and BEA
dominates both the EA and BO in terms of objective value.
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Figure 2: Gain/s, log(Gain/s) of Bayesian optimization (blue) and the evolutionary algorithm (black) with different evaluation times, 0.1s, 1s,
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Figure 4: The mean of best objective values as a function of computation time (in seconds) for Bayesian optimization (blue), evolutionary
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The computation time of BEA is similar to EA and less than
BO, in particular the samll evaluation time, te = 0.1s. The
computational efficiency, i.e., the gradient of the curves, of
BEA is less apparent compared to BO for the case of Schwefel
functions with te = 10 just a short time after the switch point.
This can be explained by the fact that the switch point was
determined heuristically, and possibly it came a bit too early.
Nevertheless, both the gains and the objective values of BEA
quickly become larger than that of BO as time progresses.
Furthermore, we note that the gradient of BEA at the switch
point may be less steep than that of EA at the same time. This
can be explained by the fact that BEA is closer to the optimal
objective value (indicated by the horizontal red line), and thus
the objective value is harder to be further improved relative to
EA.
In summary, we conclude that BEA outperforms the EA and
BO on three benchmark objective functions for the situations
of three different evaluation times. Thus, the general idea of
selecting which algorithm to run on the basis of expected gain
per second (i.e., time efficiency) can indeed be beneficial.
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VII. APPLICATION IN ROBOT LEARNING
To validate BEA in practice, we apply it in our domain
of interest, evolutionary robotics. The problem to be solved
occurs in a system where robot morphologies evolve and
each newborn robot has a new body layout different from its
parent(s) [27]. Then a new robot needs to learn a controller
that matches this body and can solve the task(s) in the given
application. Thus, the combination of a robot and a task
forms a problem instance, where a solution is a controller
with high task performance. From the robots’ perspective, this
is a learning problem. In general, this is a search problem,
solvable by any algorithm that can search the space of possible
controllers until a solution is found with a high level of task
performance. In the sequel, we test BO, the EA, and BEA as
learning algorithms for nine test cases of robot learning.
A. Robots and Tasks
As a test suite, we chose three modular robots from our
previous work, the “spider9”, the “gecko7”, and “babyA” [28],
[29]. Their controllers are CPG based neural networks with a
topology determined by the morphologies of the robots. The
number of parameters in the controllers that need to be learned
depends on the robot shapes. In our case, it is 18, 13, and 16,
respectively. Importantly, we have two incarnations of each
spider9 gecko7 babyA
Figure 5: Illustration of the three simulated modular robots.
robot, a virtual one in our simulation, rf. Figure 5, and a
real one as shown in Figure 6. This allows us to validate the
simulated results in the real world.
spider9 gecko7 babyA
Figure 6: The prototypes of the three physical modular robots.
In this paper, we use three tasks: gait learning, directed
locomotion, and rotating. Gait learning is a popular task within
evolutionary robotics, where a robot learns to walk as fast as
possible without any specific goal [30]. The task of directed
locomotion aims to learn controllers for moving as fast as
possible towards a given direction. This has more practical
value than ‘just going anywhere’ in the task of gait learning,
but is hardly investigated in the literature. The details of the
fitness function we use here can be found in [28]. The third
task is rotating, where the robot needs to rotate around without
changing its location. This behaviour is important for seeking
points of interest or objects of interest, like a charging station
or a possible target, by scanning a neighborhood. The fitness in
this task rewards larger rotation angle and lower displacement
over a given test period for the goal of rotating around in the
original location.
B. Results with Simulated Robots
We apply each algorithm to each of the nine test cases for
10 repetitions in our robot evolution framework Revolve 3 [31].
The average best fitness values over the measured computation
times are shown in Figure 7. These curves indicate clear
differences among the three algorithms. Bayesian optimiza-
tion (blue) obtains higher fitness by the end of a learning
period, and learns much faster than the evolutionary algorithm
(black) in the first hundreds of seconds. However, Bayesian
optimization requires much more computation time than the
evolutionary algorithm. Using BEA (green) that switches from
BO to the EA after 300 iterations is superior, similarly to the
previous experiments on the benchmark test functions. The
difference between BEA and BO is significant in all cases.
The advantage of BEA with respect to BO and the EA in
terms of fitness and computation time is shown in Table I. For
fitness, BEA overtakes BO by 11.5% to 35.6% and the EA
by 26.6% to 69.7% over the full run. Regarding computation
times, BEA is much faster than BO consuming only one tenth
to one third of the time to finish and a bit slower than the EA
needing about 10% to 20% more time.
To provide further insights and to verify the cubic time
complexity of Bayesian optimization, we plot the computation
time (in seconds) over the consecutive evaluations. Here we do
not present all nine test cases, only the one for gait learning on
the robot “babyA” in Figure 8, in which the evaluation time is
near to 1 seconds wall-clock time; the other ones show almost
identical trends. The blue line shows that computation times of
BO increase rapidly. The black line exhibits small fluctuations
of more or less constant computation times for the evolutionary
algorithm and the green curve for BEA follows the blue curve
in the first stage and the black line after the switch point
(purple line) as we expected. This clearly demonstrates that
BEA cures the time complexity problem of BO, providing the
best of both worlds.
As outlined in section III, the gain per second (G(k,i))
can be used to measure the time efficiency of optimization
algorithms. To investigate how this works in practice, we
present the plots that show how time efficiency changes over
consecutive evaluations for the task of gait learning on the
robot "babyA" in Figure 9. As we can see, BO (the blue curve)
achieves higher gains per second than the EA (in black) in the
beginning. However, the gain per second for BO decreases
rapidly and drops under that of the EA after the switch point.
From about 500 evaluations the BO gains are per second are
near zero. Compared to BO, the EA shows a more gradual
decline. As expected, BEA exhibits a behavior very similar to
BO in the first stage, although the curves of BEA and BO are
not exactly same because of the smoothed conditional mean.
After switching to the EA, BEA shows a sharp increase of gain
3https://github.com/ci-group/revolve
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Figure 7: Mean of fitness value learned by Bayesian optimization (blue), evolutionary algorithm (black), and the BEA (green) on the three
fundamental evolutionary robotics tasks (directed locomotion, gait learning, and rotating) in simulation. The figures in three columns show
the results of three tasks for the robots, spider9, gecko7, babyA respectively. The purple dashed lines present the time in switch points. The
shadows are the 95.45% confidence area (two standard deviations).
tasks→ Directed locomotion Gait learning Rotating
robots→ spider9 gecko7 babyA spider9 gecko7 babyA spider9 gecko7 babyA
best fitness BO 122.9% 135.6% 133.6% 112.2% 116.7% 117.4% 111.5% 112.8% 117.3%
of BEA w.r.t. EA 145.9% 169.7% 158.7% 133.5% 168.3% 141.9% 135.4% 126.6% 144.7%
comp. time BO 31.0% 33.8% 32.4% 22.8% 18.5% 22.0% 12.8% 11.1% 13.8%
of BEA w.r.t. EA 112.2% 119.6% 110.4% 114.0% 111.3% 121.0% 111.7% 122.7% 121.2%
Table I: Simulation based comparison. Upper half: The performance of BEA in terms of fitness over a full run w.r.t. BO and EA defined by
BEA/BO and BEA/EA respectively. Lower half: BEA vs. BO and the EA in terms of computation time defined as BEA/BO and BEA/EA
respectively.
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Figure 8: The mean and standard deviation of computation time for
BO, the EA, and BEA over 10 repetitions for the task of gait learning
on the robot “babyA”, shown by the blue, black, and green lines,
respectively. The purple line indicates the switch point in BEA after
300 evaluations.
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Figure 9: The gain per second for BO, the EA, and BEA for the
task of gait learning on the robot “babyA”. The solid lines show the
smoothed conditional mean (in blue, black, and green, respectively).
The red line and the cross indicate the switch point in BEA after 300
evaluations.
per second in the first hundreds of evaluations. This indicates
that the initial population BO seeded the EA with was indeed
‘useful’. After the first hundreds of evaluations in the third
stage, the gains for BEA start dropping and become lower
than the gain per second of the EA. This is not surprising,
because the fitness values for BEA are closer to the optimum
and are harder to improve.
C. Results with Real Robots
The proof of the pudding is in the eating. To further
demonstrate the merits of BEA as a method to learn good
robot controllers, we compare the performance of the best
controllers obtained by BO and BEA on each of nine test cases
in the real world.4 To this end, we install these controllers on
the real robots and run them for a test period in a flat arena
4We omit the EA from this comparison, because the quality of its solutions
is consistently lower than the quality obtained by BO and BEA.
with an overhead camera localization system that measures
the movements, logs the trajectories, and captures a video.5
The duration of the test period differs each task: 60, 30,
and 15 seconds for directed locomotion, gait learning, and
rotating, respectively. The results of these tests, averaged
over three repetitions, are shown in Table II. These fitness
values, calculated by actual measurements, provide convincing
evidence for the advantage of BEA. In eight out of the nine
test cases the BEA-powered robot behavior is better –and
sometimes far better– than the behavior induced by the BO-
optimized controller.
The fitness values shown in Table II provide a comparison
between the algorithms by abstract numbers that are hard to
interpret in terms of the actual robot behavior. To demonstrate
the latter, we display the average trajectories of “babyA” with
the best controllers learned by BEA and BO. The plot on the
left hand side of Figure 10 shows the averaged trajectories
for directed locomotion. The aim is to move in a straight line
from the origin (0, 0) following the target direction indicated
by the arrow. As we can see, the robot moves in the right
direction with both controllers, but covers a larger distance
(1.72m) when it uses the controller delivered by BEA (green
line). The plot in the middle belongs to the gait learning task,
where the direction is not important, the robot only aims to
move as far as possible from the starting point. Also here, the
best controller learned by BEA induces better behavior than
the one delivered by BO. Finally, the figure on the right hand
side shows the average rotation angle and the distance to center
for the task of rotating. By the nature of this task, the curve for
a good behavior stays low (robot remains close to the center)
and gets far to the right (the robot makes a rotation of many
radians). The BEA produced controller is better in this case
too; “babyA” rotates more than 2 radians and moves just 10
centimeters. The best controller learned by BO is rotating less
and moves farther away from the starting point. In summary,
we conclude that the best controllers learned by BEA and BO
conduct the three tasks on real robots successfully, but the
controllers learned by BEA are better.
VIII. CONCLUSION
In this paper we addressed an issue about how the per-
formance of generate-and-test search algorithms should be
measured. We argued that data efficiency is not sufficient
and we should also consider time efficiency. We proposed to
calculate the time efficiency of search algorithms as the gain
in objective function value per unit of time. We compared the
time efficiency of Bayesian optimization and an evolutionary
algorithm and observed that BO becomes less time efficient
than the EA after a while due to BO’s polynomial complexity
in the number of iterations (i.e., the number of previously
evaluated candidate solutions).
To deal with data efficiency and time efficiency at the same
time, we proposed a new algorithm, BEA, that combines
the best of two worlds by switching from BO to an EA
during the search process. This algorithm benefits from the
5The video of the real robot behaviours with the best controllers learned
by BEA for nine test cases is shown in https://youtu.be/V8Y8Jhnzx_w
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tasks → Directed locomotion Gait learning Rotating
robots → spider9 gecko7 babyA spider9 gecko7 babyA spider9 gecko7 babyA
fitness BO 0.82 0.66 0.83 0.032 0.031 0.035 1.99 0.90 0.52BEA 0.70 1.77 1.48 0.035 0.036 0.036 2.91 1.49 0.87
ratio of BEA w.r.t. BO 85.4% 268.5% 178.5% 109.1% 108.2% 103.4% 146.5% 165.8% 168.2%
Table II: Real world performance of the BO- and BEA-learned controllers. These fitness values are calculated by actual measurements during
the test periods. The ratio of BEA w.r.t. BO is defined as BEA/BO.
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Figure 10: Plots showing the behavior of the real robot “babyA”. Controllers learned by BO / BEA are shown in blue / green respectively.
See the text for detailed explanation.
data efficiency and relatively low computational cost of BO
in the beginning and enjoys the better time efficiency of the
EA in later iterations. In order to switch from BO to the
EA effectively, we investigated different strategies to transfer
knowledge accumulated by BO to the EA in the form of an
initial population. The best strategy that balances quality and
diversity well is to cluster the top 50% of all BO-generated
solutions and select the best of each cluster to seed the EA.
Additionally, we identified a heuristic value of the switch point
to switch from BO to the EA in BEA. Based on preliminary
experiments, we found that a value around 250-300 iterations
(function evaluations) can be recommended. Furthermore, we
also adjusted the EA part of BEA by a new self-adaptive
Gaussian mutation, where the mutation step-sizes are also
influenced by the actually measured time efficiency (gain per
second).
To assess BEA, we compared it to an EA and BO on three
well-known benchmark objective functions with many local
optima and nine test cases in evolutionary robotics. The results
on the objective functions show that BEA clearly outperforms
both the EA and BO not only according to the objective value,
but also in terms of time efficiency. The robotic test cases
confirmed these findings not only in simulations, but also in the
real world. To this end, we installed the best robot controllers
learned by BO and BEA on real robots and found that the
BEA-optimized behaviors were better in almost all cases.
Our future work aims at applying BEA to efficiently learn
controllers in real time on real robots with various evolved
morphologies.
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