INTRODUCTION
The study of variable distributions as a means of understanding atmospheric phenomena to determine their occurrence patterns and to allow a reasonable predictability of the climatic behavior of a region is a valuable tool for planning and managing numerous agricultural and livestock activities, human beings. Probabilistic forecasts help in the planning and conduct of agricultural activities, by rationalizing procedures and avoiding or minimizing the possible damages caused by the action of bad weather. 1 For Catalunha et al. 2 , the use of probability density functions is directly linked to the nature of the data to which they relate. Some have good estimation capacity for small numbers of data, others require a large number of observations. Provided that the representativeness of the data is respected, the estimates of its parameters for a given region can be established as general purpose, without prejudice to the precision in the estimation of probability.
The continuous probability distributions are widely used in several probabilistic studies, [1] [2] [3] [4] [5] [6] [7] due to the adjustment of their variables, which may not be perfect, but they describe a real situation well, providing answers to the hypotheses that may have been raised in the research. According to Ferreira, 8 the random variables of the continuous distributions are those that assume their values in a real scale, modeled by a density function f(x) with the following properties:
a) The value of f(x) is always ≥ 0; b) the area under the curve established by the density and bounded by the abscissa axis is equal to the unit, if the domain of variable X is considered.
The use of probability distribution functions requires the use of tests to prove the adaptation of the data or series of data to the functions. These tests are known as adhesion tests and their real function is to verify the shape of a distribution by analyzing the adequacy of the data to the curve of a hypothetical distribution model. According to Souza, A. and Ozonur, 1 the Chi-square, Kolmogorov-Smirnov, Lilliefors, Shapiro-Wilk, Cramer-von Mises adhesion tests serve to compare the empirical probabilities of a variable with the theoretical probabilities estimated by the distribution function under test, the sample values may come from a population with that theoretical distribution. The objective of the present study is to evaluate the variation of stratospheric ozone over Campo Grande in the year 2016. The theory of probability distribution will be applied to analyze stratospheric ozone variation. In this respect, the adequacy of the distributions of the fifteen probability functions will be tested with the Kolmogorov-Smirnov adhesion tests, Anderson Darling. In addition, the mean and standard deviation parameters and the trend analysis for ozone variability.
Study area
Campo Grande is the capital city of South MatoGrosso (MS) state, located in the southern of Brazil Midwest region, and sited in the center of the state. Geographically the considered city is near to the Brazilian border with Paraguay and Bolivia. It is located at 20°26'34'' South and 54°38'47'' West. Fig. 1 shows a location of Campo Grande, in capital of the state of Mato Grosso (MS).
It occupies a total area of 8,096.051 km² or 3,126 mi², representing 2.26 % of the total state area, within 860,000 inhabitants (2016) and a corresponding HDI of 0.78. The urban area is approximately 154.45 km² or 60 mi², where tropical climate and dry seasons predominate, with two clearly defined seasons: warm and humid in summer, and less rainy and mild temperatures in winter. During the months of winter, the temperature can drop considerably, arriving in certain occasions to the thermal sensation of 0 ºC or 32 ºF with occasional light freezing. The yearly average precipitation is estimated at 1,534 millimeters, with small up or down variations.
The main pollution problems in the city are attributed to the traffic of vehicles, to the raise of building activities, to the presence of dumping grounds, to the use of small power generators running on oil to supply the electric grid power, and to the induced fire outbreak used to clean up local terrains.
For the development of this work, we used electronic data from the continuous air monitoring station located on the campus of the Federal University of MatoGrosso do Sul, Campo Grande (MS), as show in Fig. 1 . Tables 1 and 2 show the instrumentation used to measure atmospheric pollutants and meteorological parameters. 
METHODOLOGY
To describe the amount of hourly/daily/monthly data, you need to identify the distributions that best fit the data. In this study, fifteen probability distributions are considered to test fit quality.The probability density function of the above distribution is shown in Table 3 below.
Goodness-of-Fit tests (GOF)
GOF is used to determine the best model among the distributions tested in O3 characteristic. The goodness-of-fit test is performed in order to test the following hypothesis:
H0 : The amount of monthly O3 data follows the specified distribution H1 : The amount of monthly O3 data does not follow the specified distribution A couple of goodness-of-fit test have been conducted such as Kolmogorov-Smirnov test, Anderson-Darling test along with the chi-square test at significance level (α=0.05) for choosing the best probability distribution. 9
Kolmogorov-Smirnov test
The Kolmogorov-Smirnov test 10 is used to decide if a sample comes from a population with a specific distribution.
The Kolmogorov-Smirnov (K-S) test is based on the empirical distribution function (ECDF). Given N ordered data points Y1, Y2, ..., YN, the ECDF is defined as where, n(i) is the number of points less than Yi and the Yi are ordered from smallest to largest value. This is a step function that increases by 1/N at the value of each ordered data point. where F is the theoretical cumulative distribution of the distribution being tested which must be a continuous distribution (i.e., no discrete distributions such as the binomial or Poisson), and it must be fully specified (i.e., the location, scale, and shape parameters cannot be estimated from the data).
The hypothesis regarding the distributional form is rejected if the test statistic, D, is greater than the critical value obtained from a table.
Anderson -Darling test
The Anderson-Darling test 11 is used to test if a sample of data comes from a population with a specific distribution. It is a modification of the Kolmogorov-Smirnov (K-S) test and gives more weight to the tails than does the K-S test. The K-S test is distribution free in the sense that the critical values do not depend on the specific distribution being tested. The Anderson-Darling test makes use of the specific distribution in calculating critical values. This has the advantage of allowing a more sensitive test and the disadvantage that critical values must be calculated for each distribution. Currently, tables of critical values are available for the normal, lognormal, exponential, Weibull, extreme value type I, and logistic distributions.
The Anderson-Darling test statistic is defined as where F is the cumulative distribution function of the specified distribution. Note that the Y i are the ordered data.
The critical values for the Anderson-Darling test are dependent on the specific distribution that is being tested. Tabulated values and formulas have been published 11 for a few specific distributions (normal, lognormal, exponential, Weibull, logistic, extreme value type 1). The test is a onesided test and the hypothesis that the distribution is of a specific form is rejected if the test statistic, A, is greater than the critical value.
Chi-square test
The Chi-square test assumes that the number of observations is large enough so that the chi-square distribution provides a good approximation as the distribution of test statistic. The Chi-squared statistic is defined as:
where, Oi=observed frequency; Ei=expected frequency; 'i'= number observations (1, 2, ……k), calculated by Ei= F(X2) -F(X1), and F=the CDF of the probability distribution being tested. The observed number of observation (k) in interval 'i' is computed from equation given below, and k= 1+log2n, n=sample size. This equation is for continuous sample data only and is used to determine if a sample comes from a population with a specific distribution 9 . Tables 4 and 5 show the mean values and instrumentation used to measure atmospheric pollutants and meteorological parameters. The wind speed was higher in spring and lower in the summer/ fall/ winter, with the average rate slighty lower than the normal climatological, the average speed was 1.90 m s -1 with a minimum of 0.1 m s -1 and a maximum of 7.90 m s -1 . The atmospheric pressure was higher in autumn and winter, with values slightly below normal climatological. The average temperatures (Table 4) presented similar behaviour to the climatological normals. Temperatures (mean, maximum, and minimum) in the summer were about 9-10 °C higher than those in the winter. The mean maximum daily temperature in measurment was 26 °C and 21 °C, while the average daily minimum temperature in summer was 21 °C and 12 °C in winter. This same interval between maximum and maximumdaily temperatures was observe in all seasons. The relative humidity was slightly below normal climatological, and did not show much variation between the different seasons.However, the variation between daily averages of maximum and minimum relative humidity was 46 % in summer and 38 % in winter.
RESULT AND DISCUSSION
The ozone concentration (O3) are peaks in July, August, September, October, November and December, decreasing in other months of the year. The velocity and direction of the winds is also a factor that influences the concentration of ozone, since it takes chemical species from one region to another, so regions that do not pollute can also suffer from high concentration of ozone. 12 The maximum value reached by O3in this time series was 79.9 ppb and the minimum 1.2 ppb. The average was 16.1ppb. It should be noted that this pollutant was measured at 359 days in 24 hours during the study period from January to December 2016 and was limited in the air quality standard of 80 ppb (CONAMA Resolution no.003/2008) 13 and with decreasing trend.
As shown in Fig. 3 , it can be observed that the concentration of O3 presented the following behaviour: maximum valuesduring the day, reaching its maximum value from 13 to 18 h and minimum values at night 26.22 ppb at 5:00 p.m., and the minimum value of 10.6 ppb at 7:00 p.m., with a dailyhourly average of 15.86 ppb. The average concentration of O3 can vary greatly from one day to the next, since the daily variations depend on meteorological conditions, such as the presence of clouds, solar radiation, rain and wind. 14 Asymmetry is defined as an indicator that applies to distribution analysis as a sign of irregularity and deviation from the normal distribution. 15 From Table 2 , the positive asymmetry indicates a signal of allocation of the ozone concentration on the right. This result stated that mainly of values is determined in left and extreme values of the right of the mean. Kurosis illustrates the vertical peak or the softness of a distribution compared to the normal distribution. In our case, kurtosis is seasonally negative. The negative kurtoz stated a rather smooth, large broad peak distribution as shown in frequency histograms. Positive kurtosis here indicated a peak distribution as shown for seasonal months and during the whole of Fig. 4 representing more dynamic andintermittent ozone levels. The coefficient of variation is also quite irregular and large.
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It was found that the distribution of the ozone concentration data was positively distorted. The data set indicates that a coefficient of variation of the ozone concentration is around 47-77 % in Campo Grande.
Test statistics for the Kolmogorov-Smirnov (D) test, Anderson-Darling test (A2) and chi-square test for ozone concentration data were calculated for fifteen probability distributions. The probability distribution with their ranks along with its test statistic is presented in Table 5 .
According to Kolmogorov-Smirnov test (D), Anderson-Darling (AD) and Chi-square test it is observed that generalized extreme value distribution considered as a good fit to the ozone concentration data of Campo Grande station as shown in Table 6 .
It is also observed that some of the probability distributions have the same rank in Kolmogorov-Smirnov, Anderson-Darling and Chi-square tests. These distributions are Gumel Max., Lognormal (3p) and Weibull (3p). The identified distributions are listed in Table 7 with the estimated parameters for ozone concentration data set. Fig.4 showed the behavior of selected best fitted probability density function of average ozone concentration over Campo Grande. The estimated parameters were used to generate random numbers for the ozone concentration and the least squares method was used for ozone analysis. Now, probe the behaviour of ozone level on the basis of seasons. Tables 8, 9 and The selection of the best fit distribution was made based on the AD statistics and p value. A distribution with the highest p value and the lowest AD statistic is selected as the best distribution. Based on the above criteria, the best fit distributions for the datasets were identified. Thus, the best distribution for the four datasets (winter, spring, summer, autumn) is Gamma 3P; lognormal 3P; weibull and Gamma 3P.
The pdf for the best fit distributions for the four data sets is shown in Figs. 5, 6, 7 and 8. The pdf also shows the corresponding line for the mean ozone concentration of 8 hours; This clearly shows that the ozone pattern is violated during the different seasons of the year. However, the tail of the distribution is long in the case of summers.
CONCLUSIONS
A systematic evaluation procedure was applied to evaluate the performance of different probability distributions in order to identify the best fit probability distribution for the Campo Grande ozone concentration data. It was observed that the generalized extreme value distributionprovides a good fit for the whole year and the distributions: Gamma 3P; lognormal 3P; weibull and Gamma 3P for the seasons of the year: winter, spring, summer, autumn. The identification of the amount of ozone concentration data can have a wide range of applications in agriculture, engineering design and climate research.
