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Abstract 
Chaunier, C. and N. Lygeros, Le nombre de posets a isomorphie pris ayant 12 elements, Theoretical 
Computer Science 123 (1994) 89-94. 
We describe what algorithm has enabled to compute the number of nonisomorphic posets having 
12 elements: PI,= 1 104891746,’ which currently constitute the greatest known value of this 
enumeration. 
Dans cet article qui fait suite aux travaux exposes dans [7], nous ne considtrons 
que des posets non isomorphes 2 a 2. On note P, le nombre de posets a n elements. Le 
calcul exact de P, est un probleme tres difficile et done actuellement ouvert (voir [14]). 
Ainsi l’utilisation des ordinateurs est rendue necessaire. Les recherches dans ce 
domaine ont commence il y a une vingtaine d’anntes par l’obtention a la “main” de la 
premiere valeur non triviale P, par Wright [16]. Le premier calcul sur ordinateur, 
effect& par Das [S], donne Ps. Pour calculer P9, Mohring [lo] se base sur 
l’identification des graphes de comparabilite en exploitant les donntes de Read et 
Wormald [ 131 sur les graphes. Enfin pour parvenir a PI, et PI 1 Culberson et Rawlins 
[4] tlaborent le premier algorithme sptcifique aux posets en s’appuyant sur la 
structure du poset des posets a n elements. Quant a notre algorithme,* dont les etapes 
principales ont CtC d&rites dans [2], pour obtenir PI2 il est (entre autres) fondt sur une 
idee qui tire son origine euristique de la theorie des fractals [9]. 
On a done: 
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Tableau 1 
O<n<6, P-=1; 1; 2; 5; 16; 63; 318; 
P,=2045 Wright (1972) 
Ps = 16999 Das (1977) 
P,=183231 Mahring (1984) 
P10=2567284 Culberson et Rawlins (1990) 
P, 1 = 46 749 427 Culberson et Rawlins (1990) 
P,,=l 104891746 (1991) 
Structure de I’algorithme. On reprksente un poset P=( {x1, x2, . . ..x.}, <) par sa 
matrice d’incidence (Uij)E(O, l}“’ avec aij= 1 si et seulement si Xi <xj. 
Ce choix de reprksentation est fait pour l’avantage informatique suivant: la manip- 
ulation des tableaux de don&es est prtvue Clectroniquement dans les ordinateurs 
actuels, c’est la structure interne m&me de la m&moire adopt&e par les concepteurs. 
Une reprksentation arborescente serait-elle prtfkrable sur des machines paralliles? 
Mais une matrice a le dksavantage mathkmatique suivant: alors que la notation 
ensembliste, et dans une moindre mesure la reprt%entation graphique, ne se 
prCoccupent pas d’ordonner 1inCairement les sommets du pose& l’indiqage dans une 
matrice force la considkration d’un tel ordre. 
Tout l’algorithme est alors fond6 sur une restriction des permutations parmi toutes 
les permutations possibles des sommets afin de retrouver l’unicitit de reprksentation. 
L’algorithme priviligie un premier ordre qui rtduit considtrablement l’ensemble des 
permutations de sommets, autrement dit des permutations simultanles (Uo(i)a(j)) des 
lignes et colonnes de (aij), en vttrifiant la 
Condition 1. La suite (di), <i<n est dtcroissante, od di = Cy= 1 aij 
(di est aussi le demi-degrC exttrieur de Xi). Cette condition et la transitivitt du poset 
impliquent une proposition qu’il faut sans doute rapprocher du lemme d’anticir- 
cularitt: de Birkhoff [l]. 
Proposition 1. (Uij) est plus que triangulaire suphieure, i.e. Vk, 11 dk = d,+,_ 1, les 
l(l+ 1)/2 coeficients aij, k Q i < j< k + 1, SW et au-dessus de la diagonale, sont nuls. 
Nous avons done un ensemble de permutations autorisles intermtdiaire entre les n! 
tlCments du groupe sym6trique S,, qui perturbent la matrice, et les ClCments du 
groupe d’automorphismes du poset, qui se caractkrisent par l’invariance de la matrice 
sous leur action. Peut-on estimer le gain apportt, en dtterminant le comportement 
asymptotique du nombre de ces permutations intermtdiaires sur les posets 
A n tlCments? 
La condition suivante permet d’identifier les permutations aux seuls automor- 
phismes, suivant une mttthode introduite par Read [12]. 
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Condition2. (aI,,,aI,,_I ,..., ~~,~,a~,,, ,...,..., u,,~ ) est maximal pour l’ordre lexico- 
graphique de (0, l}“’ en attribuant le plus grand poids d a,,,. 
La reprksentation qui rtalise le maximum est dite canonique. Sans la Condition 1, 
cette condition redonne aussi au poset sa reprksentation unique, mais aussit6t 
l’avantage mathtmatique retrouvh, la partie informatique se complique. En effet, dans 
ce travail prkliminaire, il n’est pas demand& A l’ordinateur de manipuler des 
reprksentations canoniques, mais avant tout de les glrkrer et de les reconnaitre; il lui 
faut alors prendre en compte toutes les permutations autorikes avant la Condition 
2 pour savoir si le maximum est rtalid. Le problkme n’existerait pas si l’on savait 
rkaliser et tester la Condition 2 rapidement. Or ce test est Cvidemment 1% au test 
d’isomorphie de graphes, dont on ignore toujours la complexitt minimale, m&me en se 
restreignant aux posets [S]. A l’autre extrCmit6 la Condition 1 est insuffisante mais 
facile A mettre en oeuvre, elle est d’ailleurs l’origine classique de recherches d’invari- 
ants de plus en plus efficaces pour approcher le test d’isomorphie tout en restant 
programmables en temps polynomial. On voit done l’intCr&t premier de la restriction 
prkalablement imposke par la Condition 1: elle serait utiliste dans une partie du 
programme, avant un kventuel recours B la Condition 2, pour tester rapidement si les 
posets gCnCrCs sous forme de matrice par une autre partie sont canoniques et doivent 
6tre comptabilisks. 
Elle a des conskquences plus intkressantes: la partie du programme qui g&&e les 
posets peut en faire un usage constant (voir la simpliciti: de la Proposition l), 
c’estkdire que la condition peut &tre entikement dtplacke de la partie test du 
programme i la partie gtnkration, irvitant des gtnkrations superflues. Surtout, elle 
donne i la Condition 2 des caracttristiques internes dont certaines peuvent encore 
infiltrer la partie gtnCration. 
Cela rlkle un lien dont il faudra tenir compte si l’on d&ire amtliorer encore 
l’efficacitk de l’algorithme, notion ~ efficacement - dkfinie dans [lS] comme un 
Cquilibre judicieux entre la simplicitk et la puissance: chercher zi remplacer la premikre 
condition, ou bien B introduire une troisikme condition entre la premike, simple mais 
insuffisante, et la deuxiime, complexe mais puissante, se traduit par 1’Ctude d’un 
tquilibre entre le caractke effectif de leur programmation et la richesse de leurs 
implications mathkmatiques. 
Comme caractkristique plus riche que la Proposition 1, les deux conditions entrai- 
nent la proposition qui doit sa g&se A une notion appartenant A la thkorie des 
fractals, I’autosimilaritk: 
Proposition 2. Pour tout i, Soit Ai la partition des indices { 1,2, . . . . n} rthmissant j et j’ 
dans une me*me classe si et seulement si dj = djf et Vk < i, akj = akjs. Alors Vj < j’ dans une 
m&me classe de Ai, on a aij < aijs. 
L’on a aussi: 
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Proposition 3. Pour tester la Condition 2, on peut se limiter d ne permuter l’indice 
i qu’avec les indices de sa classe dans Aiy Vi. 
dont 1’intCrCt est dQ au fait que souvent les classes considtrkes ne contiennent qu’un 
sommet (dans quelle proportion asymptotique?), g rapprocher de la rigiditk de 
presque tous les posets [ 111. Pour rkduire les autres, g commencer par l’antichaine, on 
utilise: 
Proposition 3 bis. I1 est inutile de permuter l’indice i avec les indices k de sa classe dans 
Ai qui ont des lignes identiques (aij)l <j<n =(a,j)l cj<n. 
Une autre proposition tltmentaire permettrait-elle d’tviter Cgalement de permuter 
entre eux les n premiers sommets de la couronne g 2n sommets? 
Les deux conditions impliquent aussi une proposition &non&e g notre connais- 
sance pour la premike fois par Colbourn [3], qui infiltre de la mCme faGon que les 
Propositions 1 et 2 la gtnCration des posets: 
Proposition 4. Vi< k dans la me*me classe de Ai, leur ligne vkije pour l’ordre lexi- 
cographique: 
(ai,.,ai,.-1,...,ai,1)8(ak.nrak,n-l ,..., ak,l). 
La partie du programme qui gCn&re les posets consiste done i faire varier la suite 
(di), et pour chaque suite, A gCnCrer de manike exhaustive les matrices transitives 
ayant cette suite pour demi-degrts et vtrifiant la Condition 1 et les Propositions 1,2 et 
4. Cela est fait ligne par ligne, en commenGant par la premike ligne de la matrice, en 
descendant lorsque les conditions sont satisfaites, ou en remontant par chainage 
arrikre lorsque toutes les possibilitks ont ktl tent&es pour une ligne. A chaque ligne les 
calculs qui concernent le test de canonicitt mais ne dkpendent pas des lignes suivantes 
sont effect&s, pour Cviter les calcul redondants. Chaque fois que la dernike ligne est 
atteinte, la Condition 2 est testke sur la matrice candidate, et l’on compte un poset de 
plus lorsque celle-ci s’avtke sous forme canonique. 
Le test de canonicitt, g commencer par i = 1, consid&e les permutations Gi agissant 
sur la classe de i de la partition Ai, et ne transgressant pas les propositions 
prtddentes. Pour chacune d’entre elles: 
_ 11 essaie de permuter tous les indices des classes suivantes de telle sorte que la 
Proposition 2 soit encore vtrifite aprZs l’application de Oi; ceci nous fournit une 
permutation ai des indices jai. 
- 11 compare aprZs application de a: la matrice avec la matrice d’origine: 
l si le vecteur intervenant dans la Condition 2 d&passe le vecteur de la matrice 
d’origine, c’est que cette dernike n’ttait pas canonique, et elle n’est ti compter que 
parmi le surplus. 
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l si le vecteur est strictement inferieur au vecteur d’origine, il est inutile de prendre 
en compte la permutation oi car elle ne permettra jamais de depasser le vecteur 
d’origine. On passe done a une autre rri. 
l si par contre le vecteur est inchange, alors la matrice est inchangee, a: est la 
restriction d’un automorphisme du poset, et l’on peut passer au i suivant, indice 
dun sommet de la classe qui suit dans Ai celle de i. 
Chaque fois que l’on arrive a i>n la composition a; 00; o... des permutations 
partielles dtfinit un automorphisme, on peut done compter ainsi les automorphismes 
dun poset canonique. 
Le programme a utilise simultanement 12 machines differentes en tache de fond 
avec une priorite minimale (8 stations de travail Apollo, dont une 400, une 3500, et six 
2500, et 4 compatibles IBM PC, dont un 486 a 25 Mhz et les autres 386 ST a 16 Mhz), 
ce qui rend difficile l’estimation exacte du temps de calcul. On peut donner cependant 
l’approximation de 14 jours sur un 486 a 25 Mhz. 
11 necessite asymptotiquement n3 bits (O(r?) si l’on fait une concession importante 
a la vitesse). 
Rksultats. On obtient le Tableau 2, enumerant les posets a 12 elements suivant le 



































5 707 944 
8 909 624 
13 234 217 
18766663 
23 25 468 042 45 
24 33 157 695 46 
25 41495 336 47 
26 50 008 606 48 
27 58 130096 49 
28 65 270 723 50 
29 70 888 253 51 
30 74 562 234 52 
31 76 042 383 53 
32 75 275 671 54 
33 72 402 49 1 55 
34 67 726 046 56 
35 61666 534 57 
36 54 699 028 58 
37 47 302 979 59 
38 39908316 60 
39 32 869 93 1 61 
40 26 443 898 62 
41 20792 175 63 
42 15 984 309 64 
43 12020498 65 
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Remarques. Les valeurs pour O<:rd 7 sont en accord avec celles obtenues par 
Culberson et Rawlins. 
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