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a b s t r a c t 
Network-coded cooperative communications (NC-CC) refers to the use of network coding (NC) in coop- 
erative communications (CC). Prior studies have shown that NC has the potential to improve the perfor- 
mance of CC when there are multiple sessions in the wireless network. These studies were done for the 
case when multiple sessions are sharing a single relay node. However, how NC-CC behaves when multiple 
relay nodes are employed remains an open problem. In this paper, we explore this problem by analyz- 
ing the achievable rate of each session in this setting. We develop closed form formulas for the mutual 
information and the achievable data rate for each session. We show that prior results for a single relay 
is a special case of our result. Based on these findings, we then study a network optimization problem 
that requires joint optimization of session grouping, relay node grouping, and matching of session/relay 
groups. We show that this problem is NP-hard, and present a polynomial time heuristic algorithm to 
solve this problem. Using simulation results, we show this algorithm is highly competitive and can pro- 
duce results that are near to optimality. 
© 2016 Elsevier B.V. All rights reserved. 
1. Introduction 
Cooperative communications (CC) is an important technique to 
improve the performance of a wireless network [11] . Unlike MIMO, 
which requires the use of multiple antennas at each node, CC 
only employs a single antenna at each node and exploits diversity 
by cooperating with antennas on other nodes in the network. CC 
schemes can be amplify-and-forward (AF) or decode-and-forward 
(DF) [15] . Under AF, the relay simply amplifies its received signal 
while under DF, the relay decodes its received signal and then en- 
codes data again before forwarding to the destination. There has 
been extensive research at the physical layer that exploits cooper- 
ations among distributed antennas [1,6,13] . 
Recently, it was found that network coding (NC) can further 
improve the performance of CC by combining data streams at 
a relay node [4,18–25,29,33–36] . This application of NC in CC is 
called network-coded CC (or NC-CC). NC has been shown to im- 
prove the outage probability [4,19] , packet error rates [33] , and 
data rates [25,36] for CC. NC schemes can be either digital or 
analog [10] , depends on whether network coding is done on dig- 
ital signals or analog signals. Most of these studies were done 
∗ Corresponding author. Fax: +1 540 231 8292. 
E-mail address: thou@vt.edu (Y. Thomas Hou). 
for the case when multiple sessions are sharing a single relay 
node [4,19,25,33,36] or multiple sessions have the same destina- 
tion [18,20–24,34,35] . Topakkaya and Wang [29] considered the 
scenario of multiple source-destination pairs using multiple relays, 
designed a network coding scheme, and analyzed its performance. 
In this paper, we will design another network coding scheme with 
less number of time slots in a frame and thus may achieve larger 
rate. 
In this paper, we study NC-CC when there are multiple relay 
nodes. Our goal is two-fold. 
First, we aim to develop closed form formulas for the mutual 
information and the achievable data rate for each session. We con- 
sider the case of analog network coding (ANC) [10] and AF CC 
[15] at each relay node. Through an in-depth analysis, we derive 
the mathematical equations for mutual information and achievable 
data rate for each session and show that prior results for a single 
relay is a special case of our result. This finding offers an important 
building block on the theory of NC-CC. 
Second, we investigate the following important problems jointly 
in a multi-user network under NC-CC: (i) how to put sessions into 
different groups; (ii) how to put relay nodes into different groups; 
and (iii) how to match the session groups with relay groups under 
NC-CC. Specifically, we study a network optimization problem with 
the goal of maximizing the sum of weighted rates of all sessions. 
This optimization problem requires a joint optimization of all three 
http://dx.doi.org/10.1016/j.adhoc.2016.09.015 
1570-8705/© 2016 Elsevier B.V. All rights reserved. 
80 S. Sharma et al. / Ad Hoc Networks 53 (2016) 79–93 
d
r
s 1
1
2
Fig. 1. A three-node relay channel for CC. 
Table 1 
Notation. 
Symbol Definition 
NC-CC Network Coded Cooperative Communications. 
W Total bandwidth available in the network 
SNR u v The signal to noise ratio between nodes u and v 
αr Amplification factor at relay node r 
σ 2 v Variance of background noise at node v 
σ 2 
z ANC v 
Variance of ANC noise at node v 
h u v Effect of path-loss, shadowing, and fading 
from node u to node v 
z v White Gaussian background noise at node v 
z ANC v ANC noise at node v 
w i Weight assigned to session ( s i , d i ) 
x i Signal transmitted by source s i 
y u v Signal transmitted by node u and received by node v 
y R d i Signal transmitted by relay group R and received by 
node d i 
y SR d i Signal received by destination d i that was originally 
transmitted by session group S and then retransmitted 
by relay group R 
h u v Effect of path-loss, shadowing, and fading from node u 
to node v 
P u Transmission power at node u 
R The set of all relay nodes in the network 
S The set of all source nodes in the network 
R j A group of relay nodes 
S R j s i Group of sessions containing s i and using relay group 
R j for NC-CC 
components. We show that this problem is NP-hard. Subsequently, 
we develop a highly competitive and efficient algorithm to solve 
this problem. 
The remainder of this paper is organized as follows. In 
Section 2 , we review state-of-the-art results on NC-CC when only 
a single relay node is employed. In Section 3 , we study NC-CC 
with multiple sessions and multiple relay nodes. We develop for- 
mulas for the mutual information and achievable data rate of each 
session. In Section 4 , we describe the session/relay grouping and 
matching problem in detail. We also show that this problem is 
NP-hard. In Section 5 , we present an algorithm to this problem. 
Section 6 presents numerical results to demonstrate the perfor- 
mance and efficiency of the proposed algorithm. In Section 7 , we 
discuss related work, and Section 8 concludes this paper. Table 1 
lists all notation used in this paper. 
2. Background 
As a simple example, Fig. 1 shows a three-node relay chan- 
nel for CC. In this example, source node s intends to transmit to 
destination node d and will exploit relay node r for possible per- 
formance improvement. Assume the time frame for transmission 
is divided into two time slots. We show time slot for each link 
in Fig. 1 . That is, in the first time slot, s transmits to d , and is 
overheard by the relay node r . Relay node r then amplifies the re- 
ceived signal, and then retransmits the amplified signal in the sec- 
ond time slot. The destination node d can now combine the two 
copies of the same signal coming from two different paths. This 
cooperative relay channel in Fig. 1 can be treated as a single-input 
two-output complex Gaussian channel [15] and the achievable data 
Fig. 2. NC-CC with a single relay node. 
rate between s and d in this channel is given as follows: 
C CC (s, r, d) = W 
2 
log 2 
(
1 + SNR sd + 
SNR sr · SNR rd 
1 + SNR sr + SNR rd 
)
, (1) 
where SNR u v is the signal-to-noise ratio at the receiver v when 
node u transmits, and is given by SNR u v = | h u v | 
2 P u 
σ 2 v 
, σ 2 v is the vari- 
ance of background noise at node v , h u v is the gain of the channel 
from node u to node v , P u is the power at which node u transmits 
signals, and W is the channel bandwidth. 
As for comparison, when CC is not used, i.e., s transmits to d 
without using r (so-called direct transmission), the achievable rate 
from s to d is given as: 
C D (s, ∅ , d) = W log 2 ( 1 + SNR sd ) , (2) 
where ∅ denotes that no relay node is used. It has been shown in 
[15] and [28] that CC has the potential to increase achievable rate 
over direct transmission, depending on the location of relay node 
and its channel statistics. 
When there are m source-destination sessions sharing a single 
relay node (as shown in Fig. 2 ), one can employ NC to combine 
the signals from the m sources at the relay node and then forward 
the combined signal to all the destination nodes, i.e., NC-CC. Here, 
a time frame is divided into (m + 1) time slots (see Fig. 2 b), with 
time slot i , i ≤ m , being used for transmission by source node s i −1 . 
Again, each of such transmissions is received by its correspond- 
ing destination node and overheard by the relay node. The relay 
node will then apply NC to combine all the m received analog sig- 
nals. The combined signal x m is then amplified and forwarded by 
the relay node to all destination nodes in the (m + 1) th time slot. 
The achievable rate for a session under NC-CC is given by Sharma 
et al. [25] : 
C NC - CC (s i , S, r, d i , ) 
= W 
m + 1 log 2 
⎛ 
⎜ ⎜ ⎝ 1 + SNR s i d i + SNR s i r SNR rd i 
|S r | 
σ 2 
z ANC 
d i 
σ 2 
d i 
+ SNR rd i + 
σ 2 
z ANC 
d i 
σ 2 
d i 
∑ 
s j ∈S SNR s j r 
⎞ 
⎟ ⎟ ⎠ , 
(3) 
where S = { s 0 , s 1 , . . . , s m −1 } is the set of all the source nodes, and 
σ 2 
z ANC 
d i 
is the noise at destination d i due to ANC, and is given by 
σ 2 
z ANC 
d i 
= σ 2 d i + (|S| − 1) 
(
αr h rd i 
)2 
σ 2 r + σ 2 d i 
s j  = s i ∑ 
s j ∈S 
(
αr h s j r h rd i 
h s j d i 
)2 
, (4) 
where αr is the amplification factor for AF CC at relay node r and 
is given by 
α2 r = 
P r 
|S| σ 2 r + ∑ s i ∈ S P s i | h s i r | 2 . (5) 
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Fig. 3. CC with multiple relays. 
3. NC-CC With multiple relay nodes 
The NC-CC model in Fig. 2 employs only a single relay node. 
In this section, we study the general NC-CC model with multiple 
relay nodes, and derive mutual information and achievable data 
rate for each session. Our description of NC-CC model with multi- 
ple relay nodes is divided into two parts. First, we generalizes the 
three-node relay channel model in Fig. 1 with multiple relay nodes. 
Building upon this result, we then investigate the general model 
where a group of sessions share multiple relay nodes in NC-CC. 
Note that we aim to develop closed form formulas for the achiev- 
able data rate for multiple sessions using multiple relays. The cod- 
ing scheme to achieve this rate can be designed by extending the 
schemes in [2,3,32] , which can be a separate work. 
3.1. Generalizing the three-node cooperative relay channel with 
multiple relays 
We begin by extending the three-node model in Fig. 1 , and con- 
sider a model where multiple relay nodes are used by the single 
session for AF CC. Due to single session, NC is not needed in this 
model. Fig. 3 shows an example of this model. In Fig. 3 , the sin- 
gle session is denoted by ( s i , d i ), and the group of n relay nodes 
denoted by R = { r 0 , . . . , r n −1 } . 
The transmission from s i to d i is divided into two time-slots. In 
the first time-slot, source node s i transmits a signal x . The signal is 
received by the destination node d i , and the relay nodes in R . The 
signals received by the destination node d i , and some relay node 
r j ∈ R can be written as 
y s i d i = h s i d i x + z d i (6) 
y s i r j = h s i r j x + z r j . (7) 
After receiving the signal, all the relay nodes in R will amplify 
and simultaneously transmit the amplified version of the received 
signal to the destination node. By appropriately adjusting carrier 
phases, carrier frequencies and symbol timings at the transmitting 
nodes, signals at d i can be combined coherently [30] . This coherent 
combination of signals at d i results in a high signal-to-noise ratio 
(SNR) at d i . The signal received by d i in the second time slot can 
be written as: 
y R d i = 
∑ 
r j ∈R 
(h r j d i αr j ) y s i r j + z d i 
= 
∑ 
r j ∈R 
[
h r j d i αr j (h s i r j x + z r j ) 
]
+ z d i , (8) 
where z d i is the background noise at node d i . The variable αr j is 
the amplification factor at r j , and is given as: 
α2 r j = 
P r j 
σ 2 r j + P s i | h s i r j | 2 
. 
Eqs. (6) and (8) can be written in the following compact matrix 
form 
Y = H x + BZ , 
where 
Y = 
[
y s i d i 
y Rd i 
]
, H = 
[
h s i d i ∑ 
r j ∈R h s i r j αr j h r j d i 
]
, 
B = 
[
0 0 · · · 0 1 0 
αr h r 0 d i αr h r 1 d i · · · αr h r n −1 d i 0 1 
]
, 
and Z = 
⎡ 
⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 
z r 0 
z r 1 
. 
. 
z r n −1 
z d i 
z d i 
⎤ 
⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 
. 
We can model the above channel as a one-input two-output 
complex Gaussian channel [15] . The mutual information between 
s i and d i for the above channel can be written as: 
I CC (s i , R , d i ) = log det 
{
I + 
(
P s i HH 
† 
)(
B E 
[
ZZ † 
]
B † 
)−1 }
, (9) 
where I is the identity matrix, † represents the complex conjugate 
transpose, P v is the transmission power of node v , E [ · ] is the ex- 
pectation function, and 
E 
[
ZZ † 
]
= 
⎡ 
⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 
σ 2 r 0 0 0 0 0 0 
0 σ 2 r 1 0 0 0 0 
0 0 
. . . 0 0 0 
0 0 0 σ 2 r n −1 0 0 
0 0 0 0 σ 2 
d i 
0 
0 0 0 0 0 σ 2 
d i 
⎤ 
⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 
. 
Expanding (9) gives us the mutual information as: 
I CC (s i , R , d i ) = log 2 
[ 
1 + P s i | h s i d i | 
2 
σ 2 
d i 
+ 
P s i 
(∑ 
r j ∈R h r j d i αr j h s i r j 
)2 
σ 2 
d i 
+ ∑ r j ∈R | h r j d i | 2 α2 r j σ 2 r j 
] 
, 
which can be rewritten as: 
I CC (s i , R , d i ) = log 2 
⎡ 
⎢ ⎢ ⎢ ⎣ 1 + SNR s i d i + 
(∑ 
r j ∈R 
√ 
SNR r j d i 
SNR s i r j 
1+ SNR s i r j 
)2 
1 + ∑ r j ∈R 
(
SNR r j d i 
1+ SNR s i r j 
)
⎤ 
⎥ ⎥ ⎥ ⎦ . 
(10) 
Eq. (10) shows a complex relationship between a session’s mu- 
tual information and the impact of each relay node. One observa- 
tion that we can make now is that there is no clear conclusion 
(increase or decrease) on how the relay nodes affect the mutual 
information. It is entirely possible that adding more relay nodes in 
some setting will decrease the mutual information. This is because 
that when a relay node amplifies and forwards the received signal, 
it also amplifies and forwards the noise received along with the 
signal. As a result, if the background noise at a particular relay is 
very high, it can reduce the mutual information. 
The achievable rate for session ( s i , d i ) can be written as: 
C CC (s i , R , d i ) = 
W 
2 
I CC (s i , R , d i ) 
= W 
2 
log 2 
⎡ 
⎢ ⎢ ⎢ ⎣ 1 + SNR s i d i + 
(∑ 
r j ∈R 
√ 
SNR r j d i 
SNR s i r j 
1+ SNR s i r j 
)2 
1 + ∑ r j ∈R 
(
SNR r j d i 
1+ SNR s i r j 
)
⎤ 
⎥ ⎥ ⎥ ⎦ . (11) 
In the special case when there is only one relay node in R , the 
achievable rate in (11) reduces to (1) . 
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(e) Time slot structure for NC-CC with multiple relay nodes.
Fig. 4. Data transfer under multi-relay NC-CC in m + 1 time-slots. 
3.2. Multiple sessions and multiple relays 
We now extend our results in Section 3.1 to the general model 
where there are m sessions (denoted as S = { s 0 , s 1 , . . . , s m −1 } ) shar- 
ing n relay nodes with NC-CC. 
The working of this general multi-session multi-relay NC-CC 
model is illustrated in Fig. 4 . In this figure, the source node of each 
session transmits in the first m time slots, and each transmission is 
received by the destination nodes as well as the relay nodes. After 
the m transmissions, all the relay nodes will apply NC to combine 
the signals received during the m time slots. Next, Fig. 4 d shows 
that the combined signal is amplified and simultaneously transmit- 
ted by all the relay nodes in the (m + 1) th time slot. 1 The coherent 
signal reception at destination nodes can be facilitated by appro- 
priate transmitter synchronization [16] . Fig. 4 e shows the time-slot 
structure for this general multi-session multi-relay model. Every 
session is allotted a time slot duration of t . Thus, the time slot du- 
ration available to each source node is T m +1 = |S| t |S| +1 . Therefore, the 
achievable rate for a session ( s i , d i ) can be written as: 
C NC - CC (s i , S, R , d i ) = W ·
( |S| t 
|S| +1 
)
|S| t I NC - CC (s i , S, R , d i ) 
= W |S| + 1 I NC - CC (s i , S, R , d i ) , (12) 
where I NC - CC (s i , S, R , d i ) is the mutual information between the 
source s i and its destination node d i . 
Now we derive the mutual information I NC - CC (s i , S, R , d i ) . First, 
the signal received at the destination node d i in the (m + 1) -th 
1 Note that the scheme in [29] needs (m + n ) time slots and thus yields a smaller 
rate. 
time slot can be written as: 
y SR d i = 
∑ 
r j ∈ R 
( 
αr j h r j d i 
∑ 
s k ∈S 
y s k r j 
) 
+ z d i 
= 
∑ 
r j ∈ R 
( 
αr j h r j d i 
∑ 
s k ∈S 
(h s k r j x k + z r j ) 
) 
+ z d i , (13) 
where the value of amplification factor at r j is: 
α2 r j = 
P r j ∑ 
s k ∈S 
(
σ 2 r j + P s k | h s k r j | 2 
) . 
A destination node d i has to extract signal for x i from the com- 
bined signal in (13) . To extract the desired signal, a destination 
node d i can subtract the signals received from other source nodes 
in the initial m time slots from this combined signal. The signals 
received by destination node d i from other source nodes during 
the first m time slots can be written as: 
y s k d i = h s k d i x k + z d i , (s k ∈ S, s k  = s i ) . (14) 
To remove the signal x k from the combined signal in (13) , des- 
tination node d i can multiply the overheard signal for x k in (14) by ∑ 
r j ∈R αr j h r j d i h s k r j 
h s k d i 
, and then subtract this product from (13) . When 
the signals for all x k ’s are removed from (13) , the copy of the de- 
sired signal extracted by d i can be written as: 
ˆ ySR d i = x i 
∑ 
r j ∈R 
h s i r j αr j h r j d i + 
∑ 
s k ∈S 
∑ 
r j ∈R 
αr j h r j d i z r j 
+ z d i −
s k  = s i ∑ 
s k ∈S 
∑ 
r j ∈R h s k r j αr j h r j d i 
h s k d i 
= 
∑ 
r j ∈R 
αr j h r j d i y s i r j + z d i + 
s k  = s i ∑ 
s k ∈S 
∑ 
r j ∈R 
αr j h r j d i z r j 
−
s k  = s i ∑ 
s k ∈S 
∑ 
r j ∈R h s k r j αr j h r j d i 
h s k d i 
z d i . (15) 
Due to the use of ANC and multiple relay nodes, we find in 
(15) that in addition to z d i , there are some new noise terms in the 
signal extracted by d i . This new noise is called the ANC noise, and 
is written as: 
z ANC d i = z d i + 
s k  = s i ∑ 
s k ∈S 
∑ 
r j ∈R 
αr j h r j d i z r j −
s k  = s i ∑ 
s k ∈S 
∑ 
r j ∈R h s k r j αr j h r j d i 
h s k d i 
z d i . 
We can now write the variance of ANC noise as: 
σ 2 
z ANC 
d i 
= σ 2 d i + (|S| − 1) 
∑ 
r j ∈R 
(
αr j h r j d i 
)2 
σ 2 r j 
×
s k  = s i ∑ 
s k ∈S 
∑ 
r j ∈R 
(
h s k r j αr j h r j d i 
h s k d i 
)2 
σ 2 d i . (16) 
From (16) , we can make two important observations: (i) the 
variance in ANC noise increases monotonically as the group size of 
sessions sharing the same set of relays increase; and (ii) the vari- 
ance in ANC noise increases monotonically with the size of the set 
of relays. 
Similar to Section 3.1 , we can now write (6) and (15) in a com- 
pact matrix form as follows: 
ˆ Y = H x i + B ˆ  Z , 
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where 
ˆ Y = 
[
y s i d i 
ˆ ySR d i 
]
and ˆ Z = 
⎡ 
⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 
z r 0 
z r 1 
. 
. 
z r n −1 
z d i 
z ANC 
d i 
⎤ 
⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 
. 
Similar to the one-session multi-relay case in Section 3.1 , we 
can model the above channel from s i → d i and from s i → R → d i 
as a one-input two-output complex Gaussian channel. The mutual 
information between s i and d i can be written as: 
I NC - CC (s i , S, R , d i ) = log det { I + (P s i HH † )(B E[ ˆ Z ˆ  Z † ] B † ) −1 } , (17) 
where 
E 
[
ˆ Z ˆ  Z † 
]
= 
⎡ 
⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 
σ 2 r 0 0 · · · 0 0 0 
0 σ 2 r 1 · · · 0 0 0 
0 0 
. . . 0 0 0 
0 0 · · · σ 2 r n −1 0 0 
0 0 · · · 0 σ 2 
d i 
0 
0 0 · · · 0 0 σ 2 
z ANC 
d i 
⎤ 
⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 
. 
Expanding (17) gives us the value of mutual information between 
s i and d i as follows: 
I NC - CC (s i , S, R , d i ) 
= log 2 
[ 
1 + P s i | h s i d i | 
2 
σ 2 
d i 
+ 
P s i 
(∑ 
r j ∈R h s i r j αr j h r j d i 
)2 
σ 2 
z ANC 
d i 
+ ∑ r j ∈R h 2 r j d i α2 r j σ 2 r j 
] 
, 
which can be rewritten as: 
I NC - CC (s i , S, R , d i ) 
= log 2 
⎡ 
⎢ ⎢ ⎢ ⎣ 1 + SNR s i d i + 
(∑ 
r j ∈R 
√ 
SNR r j d i 
SNR s i r j 
|S| + ∑ s k ∈S SNR s k r j 
)2 
σ 2 
z ANC 
d i 
σ 2 
d i 
+ ∑ r j ∈R 
(
SNR r j d i 
|S| + ∑ s k ∈S SNR s k r j 
)
⎤ 
⎥ ⎥ ⎥ ⎦ . (18) 
From (18) , we can see that the value of mutual information de- 
pends directly on the individual relay nodes in R and the value of 
ANC noise. We can make two important observations by taking a 
close look at (18) . First, a given session ( s i , d i ) performing NC-CC 
with a group of relays ( r j ’s) would prefer these relays to stay as 
close as possible to s i . Intuitively, this is true because the signal 
that r j ’s will receive from s i will have smaller noise component (or 
larger SNR) due to proximity to s i . A mathematical explanation of 
this is that the term SNR s i r j is in the denominator of (18) . Second, 
s i would also prefer to have other s k ’s in the session group to be far 
away from the relay nodes. This is because when the distance be- 
tween the other source nodes (i.e., other s k ’s) and the relay nodes 
increases, the value of channel gains between other s k ’s and the 
relays become small, which will help reduce the ANC noise value 
at destination d i . This can be observed in (16) where the value of 
ANC noise decreases monotonically with the decrease in the value 
of h s k r j . 
3.3. An example 
We now apply the achievable rate Eqs. (12) and (18) in a small 
network to study how the data rates of each session change when 
different set of relay nodes are employed. 
Consider the network topology in Fig. 5 where there are two 
sessions ( s 0 , d 0 ) and ( s 1 , d 1 ). There are four relay nodes that can 
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Fig. 5. Two-session four-relay network. 
Table 2 
Data rates under NC-CC with different sets of relay 
nodes. 
R Data Rate (Mbps) Total 
( s 0 , d 0 ) ( s 1 , d 1 ) (Mbps) 
R 0 = ∅ 16 .70 25 .83 42 .53 
R 1 = { r 0 } 13 .65 20 .01 33 .66 
R 2 = { r 1 } 18 .48 27 .44 45 .92 
R 3 = { r 2 } 13 .81 28 .80 42 .61 
R 4 = { r 3 } 17 .50 23 .14 40 .64 
R 5 = { r 0 , r 1 } 15 .45 31 .78 47 .23 
R 6 = { r 0 , r 2 } 14 .63 33 .09 47 .72 
R 7 = { r 0 , r 3 } 15 .22 26 .07 41 .29 
R 8 = { r 1 , r 2 } 22 .30 37 .82 60 .12 
R 9 = { r 1 , r 3 } 26 .24 30 .03 56 .27 
R 10 = { r 2 , r 3 } 21 .57 30 .63 52 .19 
R 11 = { r 0 , r 1 , r 2 } 16 .52 40 .53 57 .04 
R 12 = { r 0 , r 1 , r 3 } 17 .15 32 .39 49 .54 
R 13 = { r 0 , r 2 , r 3 } 16 .28 32 .97 49 .25 
R 14 = { r 1 , r 2 , r 3 } 28 .49 35 .96 64 .45 
R 15 = { r 0 , r 1 , r 2 , r 3 } 18 .22 37 .77 55 .99 
be employed, namely, r 0 , r 1 , r 2 and r 3 . We assume that the chan- 
nel bandwidth in the network is W = 20 MHz, the white Gaussian 
noise at all the nodes has a variance of 10 −10 W, and every node 
transmits at a power of 1 W. We assume the channel gain between 
two nodes u and v is || u − v || −4 , where || u − v || is the distance (in 
meters) between u and v , the path loss index is 4. 
We calculate the achievable rate of each session under NC-CC 
when different set of relay nodes are used. Since there are four re- 
lay nodes, there are 16 possibilities (see first column in Table 2 ), 
ranging from the trivial case of no relay node is used to the ex- 
treme case when all four relay nodes are used. Table 2 lists the 
data rates for each session under each of these 16 cases. When 
R = ∅ , Eq. (2) (for direct transmission) is used and the effective 
bandwidth available to each session is W 2 = 10 MHz. The last col- 
umn in Table 2 shows the sum of the data rates of both sessions. 
For the 15 sets of relay nodes (excluding direct transmission), 
we observe that not every set is beneficial to both sessions, com- 
pared to the case of direct transmission. For session ( s 0 , d 0 ), the 
sets of R 1 , R 3 , R 5 , R 6 , R 7 , R 11 , and R 13 are not beneficial, whereas 
for session ( s 1 , d 1 ), the sets of R 1 and R 4 are not beneficial. Some 
sets of relay nodes are beneficial to one session but not to the 
other session, e.g., relay groups R 3 , R 5 , R 6 , R 7 , R 11 , and R 13 are 
beneficial to ( s 1 , d 1 ) but not to ( s 0 , d 0 ). Also, the most beneficial 
set of relay nodes for ( s 0 , d 0 ) is R 14 , and the most beneficial set of 
relay nodes for ( s 1 , d 1 ) is R 11 . 
Furthermore, as per our discussion at the end of Section 3 , we 
can observe that R 4 is beneficial to session ( s 0 , d 0 ) but not to ses- 
sion ( s 1 , d 1 ) due to its proximity to source s 0 . Similarly, R 3 is ben- 
eficial to ( s 1 , d 1 ) but not to ( s 0 , d 0 ) due to its proximity to s 1 com- 
pared to s 0 . For some other relay groups, the conclusion may not 
be made simply by observing the location of individual nodes. This 
is where our derived equations can help in determining whether a 
session group should be matched with a relay group or not. It is 
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Fig. 6. An example illustrating our session/relay grouping and matching problem. 
important to realize that without deriving the mathematical equa- 
tions for achievable data rate and mutual information, it is im- 
possible to construct a table such as the one shown in Table 2 . 
The formulas we developed can thus help us to identify the opti- 
mal set of relay nodes for some particular objective. We will next 
study an optimization problem that will use the derived equations 
to achieve a certain objective. 
4. Problem description 
Table 1 lists all notation in this paper. Consider a net- 
work (e.g., Fig. 6 a) where there is a set of sessions S = 
{ (s 0 , d 0 ) , (s 1 , d 1 ) , . . . , (s m −1 , d m −1 ) } and a set of relay nodes R = 
{ r 0 , r 1 , . . . , r n −1 } . For each session ( s i , d i ), the source node s i always 
have data to transmit to the destination node d i . 
2 Assume all the 
nodes are in the same interference (collision) domain. Therefore, 
similar to Fig. 4 e, a time frame of length T needs to be divided 
among the sessions to coordinate transmissions. Given the avail- 
ability of relay nodes, NC-CC may be used. Our goal is to exploit 
the potential of NC-CC and set up a transmission schedule so that 
some network-wide objective is maximized. 
In this network setting, a number of questions arises naturally. 
• First and foremost, from each session’s perspective, what set of 
relay nodes should it employ to increase its achievable rate? 
• Second, from each relay node’s perspective, what set of sessions 
should it support (in the context of NC-CC)? 
• Third, should we partition the set of sessions and relay nodes 
into different groups? And if so, how to group these sessions 
and relay nodes, and how to match them to maximize our ob- 
jective? 
• Finally, how should the time slots be structured in a time frame 
so as to coordinate the transmissions of all the sessions? 
Regarding the first question, one can quickly deduce, by a sim- 
ple numerical analysis of (18) , that blind employment of all re- 
lay nodes in the network may not maximize a session’s achievable 
rate. This is because background noise, introduced in the received 
signals at certain relay nodes, could be high. Once such noisy sig- 
nal is amplified, transmitted, and aggregated with signals from 
2 We assume that each node can only serve one distinct role of source, destina- 
tion, or relay. In the case when a node is serving multiple roles, we can logically 
divide this node into multiple nodes and consider each separately. 
other relay nodes, it will lead to large noise in the received sig- 
nal at the destination node, thereby reducing the session’s achiev- 
able rate. Another issue is that the variance of NC noise increases 
monotonically as the size of the relay group. Therefore, in the in- 
terest of each session, it is important to select an optimal subset 
of relay nodes to maximize its achievable rate. 
For the second question, by observing (16) , one can easily find 
that the variance of NC noise increases monotonically as the num- 
ber of sessions. Since the achievable rate decreases as NC noise 
variance increases, we conclude that loading a relay node with a 
large number of sessions will not maximize our objective. There- 
fore, from a relay node’s perspective, it is important to select an 
optimal subset of sessions. 
Based on the above discussion, it is easy to answer the third 
question. Clearly, we need to partition the set of sessions and relay 
nodes into different groups. Note that there could be some overlap 
among the sets of relay nodes, i.e., a relay node may be in multiple 
groups. However, a session can only appear in one group. As we 
shall show, grouping of sessions and relay nodes is not an easy 
task, neither is the problem of matching them to maximize our 
objective. 
For the last question, once the optimal session/relay grouping 
and matching problem is solved, the time slot structure will also 
be determined. 
We now use an example to illustrate the scope of our problem. 
4.1. An example 
Consider again the network in Fig. 6 a. There are 14 sessions and 
12 relay nodes. Fig. 6 b shows one possible grouping and matching 
solution (although may not be optimal) for the network, and Fig. 7 
shows the time slot structure for this solution. The following are 
some details in this example solution. 
Groups of sessions. There are eight session groups: S 0 = 
{ (s 0 , d 0 ) , (s 1 , d 1 ) } , S 1 = { (s 2 , d 2 ) } , S 2 = { (s 4 , d 4 ) , (s 5 , d 5 ) , (s 6 , d 6 ) } , 
S 3 = { (s 7 , d 7 ) , (s 8 , d 8 ) } , S 4 = { (s 9 , d 9 ) , (s 10 , d 10 ) } , S 5 = { (s 11 , d 11 ) , 
(s 12 , d 12 ) } , S 6 = { (s 3 , d 3 ) } , S 7 = { (s 13 , d 3 ) } . Note that each session 
can belong to only one group. 
Groups of relays. There are seven relay groups: R 0 = 
{ r 0 , r 1 } , R 1 = { r 2 , r 3 , r 4 } , R 2 = { r 6 , r 7 } , R 3 = { r 9 , r 10 } , R 4 = { r 8 , r 9 } , 
R 5 = { r 11 } , R 6 = { r 5 } . Note that relay node r 9 shows up both in R 3 
and R 4 . 
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Fig. 7. Time slot structure for the 40 node network under different schemes. 
Matching session and relay groups. In this example, S 0 is 
matched to R 0 . Similarly, S 1 is matched to R 1 . But, S 2 and S 3 are 
both matched to R 2 , which is allowed. S 4 , S 5 , and S 7 are matched 
to R 3 , R 4 and R 5 , respectively. S 6 is not matched to any relay 
group while R 6 is not used. 
Time slot structure. Fig. 7 b shows the time slot structure for 
this session/relay grouping and matching example. For comparison, 
Fig. 7 a shows the time slot structure when NC-CC is not employed, 
i.e., under TDMA-based direct transmission. In Fig. 7 b, since session 
s 3 does not use any relay node, its time slot length should be kept 
same as that in Fig. 7 a to ensure fairness. On the other hand, for 
those session groups that use relay nodes, the time slot for each 
session should be shrunk accordingly to accommodate the extra 
time slot for the relay nodes. For example, since sessions s 0 and s 1 
are using R 0 , their time slot length of t (under direct transmission) 
is shrunk to 2 3 t so that the three time slots taken by s 0 , s 1 and R 0 
remain 2 t . In general, a set S k with |S k | sessions will have total 
available time of |S k | t . When this session group uses a relay group 
R j for NC-CC, the time slot duration for every session in S k will 
shrunk to 
|S k | t |S k | +1 . 
Achievable rate. Based on the above discussion on time slot 
structure, the achievable rate for a session ( s i , d i ) is 
C NC - CC (s i , S R j s i , R j , d i ) 
= W ·
(
|S R j s i | t 
|S R j s i | +1 
)
|S| t · I NC - CC (s i , S 
R j 
s i 
, R j , d i ) 
= |S 
R j 
s i 
| 
|S R j s i | + 1 
· W |S| · I NC - CC (s i , S 
R j 
s i 
, R j , d i ) 
S R j s i ⊆ S, s i ∈ S 
R j 
s i 
, (19) 
where S R j s i denotes the session group (containing session ( s i , d i )) 
that is matched to relay nodes in R j . 
4.2. Problem complexity 
Our goal in this paper is to perform optimal grouping of ses- 
sions and relay nodes, and matching these groups so that the sum 
of weighted session rates is maximized. For session grouping, the 
smaller the size of each group, the larger the mutual informa- 
tion, due to smaller NC noise. But on the other hand, comparing 
(12) with (19) , we find that smaller session group size will also 
have smaller effective bandwidth (i.e., 
|S R j s i | 
|S R j s i | +1 
W 
|S| < 
W 
|S| +1 because 
|S| is greater than |S R j s i | ). For grouping of relay nodes, there is even 
more flexibility, as any relay node may be part of multiple relay 
groups. Finally, the optimal matching problem is highly complex, 
due to the large design space of potential session groups and relay 
groups. 
Theorem 1. The joint session/relay grouping and matching problem 
for NC-CC is NP-hard. 
A sketch of proof is as follows. In [26] , Sharma et al. considered 
a simpler grouping and relay node selection (GRS) problem, with 
the same objective of maximizing the weighted sum rate of the 
sessions in the network. There was no consideration of grouping 
of relay nodes. In other words, the size of each relay group was set 
to 1, which can be viewed as a special case of the problem in this 
paper. For the GRS problem, Sharma et al. used matching problems 
in hypergraphs to show that the GRS problem is NP-hard. Given 
that the GRS problem is a special case of our joint session/relay 
grouping and matching problem, we conclude that our problem is 
at least NP-hard. 
5. G 2 M: an algorithm for session/relay grouping and matching 
In this section, we present an algorithm that performs ses- 
sion g rouping, relay g rouping, and m atching of session and relay 
groups. We abbreviate this algorithm as G 2 M, with the “2” refer- 
ring that grouping operation is needed for both sessions and relay 
nodes. We present the baseline G 2 M algorithm in Sections 5.1 –5.4 . 
Further improvements of the baseline algorithm are discussed in 
Section 5.5 . 
5.1. Basic idea 
The basic idea of G 2 M is to have each session initially matched 
independently to a group of relay nodes. Then through merging 
of sessions and modifications of relay node groups iteratively, we 
obtain a final solution. Fig. 8 shows the flow chart of the G 2 M al- 
gorithm. 
In the initialization phase, we let each session ( s i , d i ), i = 
0 , . . . , m − 1 , form a group on its own, i.e., S i = { (s i , d i ) } , i = 
0 , . . . , m − 1 . Then for each session group S i (which has only one 
session), we find a set of relay nodes for it, which we denote as 
R i , i = 0 , . . . , m − 1 . The set of relay nodes is determined through 
an iterative process that begins by considering all the relay nodes 
in the set, and then removing some relay nodes from the set that 
are harmful for that particular session. 
In the main program, during each iteration, we consider pair- 
wise of session groups and see if merging the two will result in 
an improved objective function. Clearly, merging of two session 
groups also requires the merging of two groups of relay nodes. To 
increase the chance of successful merger of two session groups, 
modifications of relay nodes (in terms of removing some nodes) 
are allowed in the newly merged relay node groups. Such iteration 
terminates when we cannot find a pair of session groups to merge 
that can produce a greater objective value. At this point, G 2 M ter- 
minates. 
86 S. Sharma et al. / Ad Hoc Networks 53 (2016) 79–93 
Fig. 8. A flowchart of G 2 M algorithm. 
5.2. Algorithm details 
Initialization. As discussed in Section 5.1 , we start with each 
session group containing only one session, i.e. S i = { (s i , d i ) } , i = 
0 , . . . , m − 1 . For each session S i , we will find a group of relay 
nodes R i , i = 0 , . . . , m − 1 for it so that the achievable rate of 
this session is maximized. Based on (18) , when S i = { (s i , d i ) } , is 
matched to a relay group R i , its mutual information is 
I NC - CC (s i , { (s i , d i ) } , R i , d i ) 
= log 2 
⎛ 
⎜ ⎜ ⎜ ⎝ 1 + SNR s i d i + 
(∑ 
r j ∈R i 
√ 
SNR r j d i 
SNR s i r j 
1+ SNR s i r j 
)2 
1 + ∑ r j ∈R i 
(
SNR r j d i 
1+ SNR s i r j 
)
⎞ 
⎟ ⎟ ⎟ ⎠ . (20) 
From (20) , the SNR-gain for ( s i , d i ) due to the group of relay node 
R i is 
SNR gain (s i , R i ) = 
(∑ 
r j ∈R i 
√ 
SNR r j d i 
SNR s i r j 
1+ SNR s i r j 
)2 
1 + ∑ r j ∈R i 
(
SNR r j d i 
1+ SNR s i r j 
) . (21) 
Now we need to find a group of relay nodes R i for each S i that can 
maximize SNR gain . The following theorem shows that this problem 
is also NP-hard. 
Theorem 2. For a single session, the problem of finding an optimal 
group of relay nodes that maximizes the session’s achievable rate is 
NP-hard. 
We offer a sketch of proof here. In [26] , Sharma et al. showed 
that the problem of having a single relay node to select an optimal 
group of sessions among a set of sessions is NP-hard. The proof 
technique there was based on matching problems in hypergraphs. 
The mathematical nature of that problem is exactly the same as 
this one, and thus the proof here can follow the same token. 
We now present a heuristic algorithm to construct an initial 
matching. 
• For S i = (s i , d i ) , we start with the group R i including all the 
relay nodes in the network. 
• To maximize SNR gain , we identify and remove certain relay 
nodes (one at a time) from R i . 
– The first candidate for possible removal is the relay node 
with the worst channel condition between s i and itself, i.e., 
the relay node r j with the smallest value of SNR s i r j . This 
node is likely to introduce the largest noise component. 
From (20) , we can see that this relay node is also likely to 
contribute the largest amount to the denominator. 
– Remove this relay node, say r j with the smallest SNR s i r j . If 
session ( s i , d i )’s mutual information increase, this removal is 
permanent; otherwise, r j is added back to R i . 3 
– Repeat the above process for the relay node with the second 
smallest value of SNR s i r j and so forth. 
• During the above iteration for S i , some relay nodes may be re- 
moved from R i . As a result, we should go through another iter- 
ation of checking and removing the relay nodes from the cur- 
rent R i . This is due to the nonlinear nature of (21) . Note that in 
the above iteration, when we checked the current relay nodes 
in R i for removal, the relay nodes in R i at that time were dif- 
ferent from the current R i . Thus, it may now be possible to fur- 
ther remove some of the current relay nodes and improve R i . 
• We stop the process of removing the relay nodes from R i until 
during an iteration, none of the relay nodes are removed from 
R i . The current relay nodes in R i constitutes the initial group 
of relay nodes that is matched to S i = (s i , d i ) . 
• As a last step, we want to ensure that the achievable rate of 
session ( s i , d i ) is no less than that under direct transmission. 
If yes, we are done; otherwise, we set R i = ∅ , indicating that 
initially no relay node will be matched to this session. 
Fig. 9 gives the pseudocode for the initial matching between 
each session and its relay nodes. 
Main program. After initialization, we now have an initial list 
(say L 1 ) of m = |S| matchings with every session group (containing 
a single session) matched to a group of relay nodes. Note that NC 
is not yet employed and the goal of the main program is to merge 
session groups (two at a time) so that NC can be fully exploited to 
3 This is because that, from (21) , not only the values of SNR s i r j , but also the val- 
ues of SNR r j d i and the SNR values of the other relay nodes are affecting the value 
of SNR gain . 
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Fig. 9. Pseudocode of initialization phase. 
increase the objective of our optimization problem (i.e., weighted 
sum rate of all sessions). 
In the first iteration, we go through the initial list L 1 that has 
m entries of (S i , R i ) matchings. We consider all possible pairs of 
entries (S i , R i ) and (S j , R j ) , S i  = S j , for possible merger. There are 
m (m −1) 
2 possibilities. 
Denote L temp a temporary working list to store our inter- 
mediate matching results. For every matching pair of entries [
(S i , R i ) , (S j , R j ) 
]
in L 1 , we perform the following steps. 
• Suppose two session groups S i and S j were merged together 
into one session group S i ∪ S j . Then the two corresponding re- 
lay node groups R i and R j are also merged together into one 
relay node group R i ∪ R j . Now we have a new session group 
S i ∪ S j matched to a new relay group R i ∪ R j . 
• Given that R i and R j are likely containing different set of 
nodes, some of which may benefit sessions in one group but 
not the other. To ensure that every relay node in R i ∪ R j will 
benefit the new session group S i ∪ S j , we examine each non- 
overlapping relay node in R i ∪ R j (i.e., the relay nodes that are 
not part of both R i and R j ) one at a time and remove any relay, 
say r k if its presence in R i ∪ R j is harmful to the objective func- 
tion for the new session group S i ∪ S j . After this process, we 
have an updated relay group, which we denote as ( R i ∪ R j ) ∗. 
• To determine whether or not the proposed new matching 
(S i ∪ S j , ( R i ∪ R j ) ∗) should be stored in L temp , we compare 
whether or not there is any improvement in the objec- 
tive function, i.e., whether or not 
∑ 
s k ∈S i ∪S j w k C NC - CC (s k , S i ∪ 
S j , ( R i ∪ R j ) ∗, d k ) > ( 
∑ 
s k ∈S i w k C NC - CC (s k , S i , R i , d k )+ 
∑ 
s k ∈S j w k 
C NC - CC (s k , S j , R j , d k )) ? 
– If there is an increase in objective, then we store the new 
matching (S i ∪ S j , ( R i ∪ R j ) ∗) in L temp . Also, we calculate 
the net increase in the objective value due to this merger, 
which we call temporary gain. 
– If the objective value decreases or remains same, then there 
is no benefit in merging S i and S j . Therefore, we declare this 
proposed merger a failure. If (S i , R i ) and (S j , R j ) have not 
been stored in L temp , we will store both as two entries in 
L temp and associate each with a zero temporary gain. 
We now have a list L temp containing several beneficial match- 
ings and some matchings with gain zero. Note that a session group 
S i may be part of multiple matchings in list L temp . We now want 
to create a list L 2 where any session group S i will only appear in 
exactly one matching. This is equivalent to have each session ap- 
pear only once in some session group in L 2 . To accomplish this, we 
consider entries in L temp in decreasing value of temporary gain. For 
any such entry under consideration, we do the following. 
• If none of the sessions in this session group appears in any ses- 
sion group of L 2 , this entry of matching (session group and re- 
lay node group) is then saved in L 2 . This entry is also removed 
from L temp . 
Table 3 
Initial matching list L 1 . 
Session group Relay node group 
S 0 = { (s 0 , d 0 ) } R 0 = { r 0 , r 1 } 
S 1 = { (s 1 , d 1 ) } R 1 = { r 1 , r 2 , r 3 } 
S 2 = { (s 2 , d 2 ) } R 2 = { r 3 } 
S 3 = { (s 3 , d 3 ) } R 3 = {∅} 
S 4 = { (s 4 , d 4 ) } R 4 = { r 1 , r 4 } 
Table 4 
All possible matching pairs from L 1 . 
Pair under Proposed merger CIO 
consideration 
1 { (S 0 , R 0 ) , (S 1 , R 1 ) } {( s 0 , d 0 ), ( s 1 , d 1 )}, { r 0 , r 1 , r 2 } 15 
2 { (S 0 , R 0 ) , (S 2 , R 2 ) } {( s 0 , d 0 ), ( s 2 , d 2 )}, { r 1 , r 3 } 10 
3 ∗ { (S 0 , R 0 ) , (S 3 , R 3 ) } {( s 0 , d 0 ), ( s 3 , d 3 )}, { ∅ } −5 
4 { (S 0 , R 0 ) , (S 4 , R 4 ) } {( s 0 , d 0 ), ( s 4 , d 4 )}, { r 0 , r 1 , r 4 } 4 
5 { (S 1 , R 1 ) , (S 2 , R 2 ) } {( s 1 , d 1 ), ( s 2 , d 2 )}, { r 1 , r 3 } 7 
6 ∗ { (S 1 , R 1 ) , (S 3 , R 3 ) } {( s 1 , d 1 ), ( s 3 , d 3 )}, { r 1 } −10 
7 ∗ { (S 1 , R 1 ) , (S 4 , R 4 ) } {( s 1 , d 1 ), ( s 4 , d 4 )}, { r 2 , r 4 } −9 
8 { (S 2 , R 2 ) , (S 3 , R 3 ) } {( s 2 , d 2 ), ( s 3 , d 3 )}, { r 3 } 1 
9 { (S 2 , R 2 ) , (S 4 , R 4 ) } {( s 2 , d 2 ), ( s 4 , d 4 )}, { r 1 } 6 
10 { (S 3 , R 3 ) , (S 4 , R 4 ) } {( s 3 , d 3 ), ( s 4 , d 4 )}, { r 4 } 3 
• If all sessions in this session group already appear in some ses- 
sion groups in L 2 , this entry is not saved in L 2 . Further, this 
entry is also removed from L temp . 
• If some, but not all, sessions of this session group appear in 
some session groups in L 2 , then we will recover the session 
group containing the remaining sessions (i.e., those not shown 
up in L 2 ) and its matching relay group from L 1 . This recovered 
matching entry will carry a temporary gain of zero and will re- 
place the one in L temp . 
The above process continues until L temp is empty. At this point, 
each session should appear only once in some session group in L 2 . 
This completes the first iteration of our main program. 
The future iterations of the main program are similar to the 
first iteration. The program terminates when no further mergers 
are possible, i.e., the temporary gain is zero for all entries in L temp . 
Then the matching created in the previous iteration is our final so- 
lution. Fig. 10 shows the pseudocode of the main program. 
5.3. An example 
We now present an example showing the working of 
the G 2 M algorithm. Consider a network with five sessions 
{ (s 0 , d 0 ) , . . . , (s 4 , d 4 ) } and five relay nodes { r 0 , . . . , r 4 } . Table 3 
shows the initial matching L 1 created during the initialization 
phase. Note that a session may use several relay nodes, and a relay 
node may be matched to multiple sessions (e.g., r 1 and r 3 ). 
Based on L 1 , we construct a list L temp to facilitate the creation 
of list L 2 for the next iteration. Table 4 shows all possible matching 
pairs from L 1 (in second column), the proposed mergers (in third 
column), and the corresponding changes in the objective value (in 
the last column). L temp is constructed based on Table 4 as follows: 
• Entries 1 and 2 in Table 4 offer an increase in objective value. 
So, we copy these two entries to L temp in Table 5 . 
• Entry 3 in Table 4 leads to a decrease in the objective value. 
So, this proposed merger is not desirable and will not show up 
in L temp . Instead, we will include the matchings prior to the 
proposed merger to L temp in Table 5 . The corresponding gains 
in the objective value for these two entries are zero. 
• Similarly, we will include Entries 4, 5, 8, 9, and 10 from 
Table 4 to L temp in Table 5 , as they all offer an increase in the 
objective value. 
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Fig. 10. Pseudocode of the G 2 M main algorithm. 
• For Entry 6 in Table 5 , the proposed merger is not desirable. 
Further, match (S 3 , R 3 ) prior to this proposed merger was al- 
ready added to L temp earlier under Entry 3. So, (S 3 , R 3 ) is 
dropped in Entry 6 of L temp . For the same reason, for Entry 7 in 
Table 5 , the match (S 1 , R 1 ) was already included and will not 
be added again to L temp in Table 5 . 
Table 5 
List L temp . 
Merged pair Temporary gain 
1 {( s 0 , d 0 ), ( s 1 , d 1 )}, { r 0 , r 1 , r 2 } 15 
2 {( s 0 , d 0 ), ( s 2 , d 2 )}, { r 1 , r 3 } 10 
3 ∗ {( s 0 , d 0 )}, { r 0 , r 1 } 0 
{( s 3 , d 3 )}, { ∅ } 0 
4 {( s 0 , d 0 ), ( s 4 , d 4 )}, { r 0 , r 1 , r 4 } 4 
5 {( s 1 , d 1 ), ( s 2 , d 2 )}, { r 1 , r 3 } 7 
6 ∗ {( s 1 , d 1 )}, { r 1 , r 2 , r 3 } 0 
7 ∗ {( s 4 , d 4 )}, { r 1 , r 4 } 0 
8 {( s 2 , d 2 ), ( s 3 , d 3 )}, { r 3 } 1 
9 {( s 2 , d 2 ), ( s 4 , d 4 )}, { r 1 } 6 
10 {( s 3 , d 3 ), ( s 4 , d 4 )}, { r 4 } 3 
Table 6 
List L 2 . 
Merged sessions Merged relays Increase in sum 
of weighted rates 
{( s 0 , d 0 ), ( s 1 , d 1 )} { r 0 , r 1 , r 2 } 15 
{( s 2 , d 2 ), ( s 4 , d 4 )} { r 1 } 6 
{( s 3 , d 3 )} { ∅ } 0 
Table 5 shows the final L temp . To create L 2 , we consider entries 
in L temp in Table 5 in the order of decreasing value of temporary 
gains. 
• We first consider the entry with the largest gain 15, i.e., Entry 
1, and add it to L 2 , which is empty initially. 
• We now consider Entry 2, which offers the second largest tem- 
porary gain of 10. This proposed match includes S 0 and S 2 . 
Since we have already added S 0 to L 2 , we cannot do it again. 
But S 2 = { (s 2 , d 2 ) } is still not in L 2 . So, we will replace entry 2 
in L temp with (S 2 , R 2 ) having a zero temporary gain. This will 
effectively make this entry to be considered last. 
• The next entry to be considered is Entry 5 with a temporary 
gain of 7. The session groups in Entry 5 include S 1 and S 2 . 
Again, since S 1 is already in L 2 , we cannot add it again. For 
S 2 , it has already been considered earlier for Entry 2. So, Entry 
5 can be deleted as all of its sessions have already been consid- 
ered in earlier steps. 
• The next entry is Entry 9 with a temporary gain of 6. As none 
of these sessions are in L 2 , it will be added to L 2 . 
• This process continues until all sessions are included in L 2 , as 
shown in Table 6 . 
Future iterations (to obtain L 3 , L 4 , . . . ) follow the same token. 
This procedure will terminate when we can no longer make im- 
provement on the current matching list. 
5.4. Runtime complexity 
Initialization of L 1 . To create the initial list of matchings for 
session s i , we need to sort relays for s i in increasing order of 
SNR s i r j values. The complexity of sorting relays is O (|R| log 2 |R| ) 
per session. Thus, the complexity of sorting for all the sessions is 
O (|S| · |R| · log 2 |R| ) . 
Afterwards, for each session, there are at most |R| iterations 
to get the initial matching, with each iteration having a worst 
case complexity of O (|R| ) . Thus, the complexity for all sessions is 
O (|S| · |R| 2 ) . 
Thus, the worst case complexity to create initial matchings 
for all |S| sessions is O (|S| · |R| · log 2 |R| ) + O (|S| · |R| 2 ) = O (|S| ·
|R| 2 ) . 
Creation of L temp . Next, in the main program of the algorithm, 
every iteration has to go through O (|S| 2 ) matching pairs to check 
S. Sharma et al. / Ad Hoc Networks 53 (2016) 79–93 89 
for possible merger, and create the list L temp . For every matching 
pair in the iteration, a check for possible merger involves: 
• Merging the corresponding relay groups. The complexity of this 
step is O (|R| ) . 
• If the merger improves the objective value, then the merged 
pair is added to L temp and requires O (1) complexity. 
• In case the pair of matchings cannot be merged, then we may 
have to add individual matchings to the list L temp . This will re- 
quire O (|S| 2 ) checks within L temp to see whether or not the 
individual sessions already exist in L temp . 
So, the worst case complexity for creating list L temp is O (|S| 2 ·
(|R| + |S| 2 ) = O (|S| 2 | ·R| + |S| 4 ) . 
Sorting of L temp . Next, we need to sort the list L temp . This will 
have a worst case complexity of O (|S | 2 log 2 |S | 2 ) = O (|S | 2 log 2 |S | ) . 
Creation of list for next iteration. To create the next list of 
matching from L temp , we need to go through all O (|S| 2 ) session 
groups in the list L temp in increasing order of the temporary gain 
values. Before moving a matching from L temp to the new list for 
next iteration, we need to check that we are not adding a session 
group multiple times in the new list. Checking this will incur an 
overhead of O (|S| ) per matching. Thus, the total worst case com- 
plexity to create the list for next iteration is O (|S | 2 · |S | ) = O (|S| 3 ) . 
Finally, as we start from a list of | S | matchings, and ev- 
ery improving iteration merge at least two session groups, there 
are no more than O (|S| ) iterations in the worst case. Thus, 
the total complexity of G 2 M is O 
(|S| · [|S||R| 2 + |S| 2 |R| + |S| 4 + 
|S | 2 log |S | + |S| 3 ]) = O (|S | 2 |R| 2 + |S | 3 |R| + |S| 5 ) . 
5.5. Further improvements to G 2 M 
Many improvements to the baseline G 2 M algorithm are possi- 
ble. In this section, we discuss two possible improvements. 
Recall that in the main program of G 2 M, we only consider pos- 
sible merger of two groups of sessions at a time. It may also be 
beneficial to consider three or more groups of sessions at the same 
time. This is because that although proposed merger of two groups 
of sessions may not improve the objective value, merging of three 
or more groups of sessions may lead to an improvement. As an 
example, suppose that the proposed merger of matchings (S 0 , R 0 ) 
and (S 1 , R 1 ) will reduce the objective value, and the same situa- 
tion will occur if we merge (S 1 , R 1 ) and (S 2 , R 2 ) , or (S 0 , R 0 ) and 
(S 2 , R 2 ) . But if we merge (S 0 , R 0 ) , (S 1 , R 1 ) , and (S 2 , R 2 ) all alto- 
gether, it may improve the objective value. This feature (i.e., con- 
sidering merger of three or more sessions groups) can be easily 
incorporated into the main program of G 2 M. 
Another improvement that we can make to G 2 M is to add more 
dynamics in merging during each iteration. In the baseline al- 
gorithm, once we merge two session groups, they will never be 
separated again, which may limit other opportunities. That is, a 
“match-and-never-separate” approach is somewhat rigid and may 
miss an optimal solution. As an improvement, we may want to 
check whether the objective can be improved by removing some 
sessions from the merged group. This can be done by incorporat- 
ing a second phase in the main program. 
6. Numerical results 
In this section, we present numerical results to demonstrate 
the performance and efficiency of our G 2 M algorithm. Our goals 
are threefold: (i) to show G 2 M algorithm offers better results than 
direct transmission, (ii) to demonstrate that the solutions con- 
structed by G 2 M are close to the optimal solutions obtained by 
CPLEX solver [7] , and (iii) to show that the running time of G 2 M is 
orders of magnitude lower than CPLEX solver. 
Fig. 11. Ratios between the objective values under G 2 M and direct transmission. 
6.1. Parameter settings 
For all network instances used in this simulation study, we as- 
sume the transmission power at each node to be 1 W. The avail- 
able transmission bandwidth at every node is 20 MHz, and the 
variance of white Gaussian background noise at all nodes is 10 −10 
W. The channel gain between two nodes s and d is modeled as 
| h sd | 2 = || s − d|| −4 , where || s − d|| is the distance between s and d 
(in meters). 
6.2. Results 
6.2.1. G 2 M vs. direct transmission 
We consider 100 different randomly generated network in- 
stances, each with 30 nodes (7 source-destination pairs and 16 re- 
lay nodes). For each instance, the nodes are randomly deployed in 
an area of size 1200 m × 1200 m square. We calculate the ob- 
jective value for each network instance under both G 2 M and di- 
rect transmission. Fig. 11 a plots the ratio of the objective values 
obtained under G 2 M and those under direct transmission when all 
the weights in the network are set to 1. Similarly, Fig. 11 b plots the 
ratio when each session’s weight in the network is randomly cho- 
sen between 0 and 1. In Fig. 11 a, the average ratio is 2.53 (with a 
variance of 2.83); in Fig. 11 b, the average ratio is 2.67 (with a vari- 
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Fig. 12. Ratio between the objective values under G 2 M and CPLEX. 
ance of 3.98). Note that under any network instance in each figure, 
the ratio between the two is no less than 1, due to our design of 
the G 2 M algorithm. 
6.2.2. Near-Optimality of G 2 M 
To validate the performance of G 2 M, we compare the results 
by G 2 M to the optimal solutions obtained by solving a mathemat- 
ical formulation of our session/relay grouping and matching prob- 
lem. A mathematical formulation of this problem is given in the 
Appendix , which is in the form of 0–1 integer linear program (ILP). 
Fig. 12 a shows the ratio between the objective values obtained 
by G 2 M over those from CPLEX when the weight of each session 
is set to 1. Similarly, Fig. 12 b shows the ratio between the two 
when the weight of each session is randomly set between [0, 1]. 
As we can see, the performance of G 2 M is highly competitive in 
both cases. It is 98.8% of optimal on average (with a variance of 
0.05) for fixed weights, and 97.7% optimal on average (with a vari- 
ance of 0.15) for random weights. 
6.2.3. Time complexity 
We now compare the time complexity between the G 2 M algo- 
rithm and the CPLEX solver. Due to its polynomial complexity, we 
find that the running time of G 2 M is orders of magnitude faster 
than CPLEX, which has an exponential time complexity to solve an 
integer linear program. As an illustration, we start with a network 
Fig. 13. Comparison of running time between G 2 M and CPLEX. (Note the difference 
in scales on both x - and y -axis in the two figures.) 
having only one session, and add more relays and sessions to grow 
the network size. For each network instance, we compare the time 
required to find the solution by G 2 M and that by the CPLEX solver. 
Fig. 13 a shows that the time required to get the solution under 
G 2 M when the network size grows from 2 to 100. On the other 
hand, Fig. 13 b shows the time required to obtain optimal solutions 
from CPLEX when the network size grows from 2 to 38. Note that 
the y-axis in Fig. 13 b is in log scale rather than the linear scale in 
Fig. 13 a. 
7. Related work 
Although CC has been an active research area for many years 
(see, e.g. [1,5,8,9,12–15,17,28,31,37] ,), recent advances in employing 
NC in CC (so-called NC-CC) has created a new research paradigm 
for the communication network community. To date, research on 
NC-CC is still in its early stage and results remain very limited 
[4,19,25,33,36,38] . In [4] , Bao and Li were the first to employ NC-CC 
in a multi-source single-destination network. Their focus was on 
developing coding mechanisms that could be used by the source 
nodes to cooperate with each other. In [19] , Peng et al. consid- 
ered a network with a single relay node and multiple source- 
destination pairs, and studied the outage probability of the entire 
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network when NC-CC is employed. Sharma et al. [25] also con- 
sidered a network with a single relay node and multiple source- 
destination pairs, and derived the data rate equations for individ- 
ual sessions under NC-CC. Xiao et al. [33] considered a two-source 
single-destination network and showed that NC can help CC reduce 
packet error rates. In [36] and [38] , the NC-CC framework was lim- 
ited in exploiting NC only in case of bi-directional traffic and by us- 
ing a single relay node. We have shown in this paper that NC-CC is 
beneficial in unidirectional traffic as well, and multiple relay NC-CC 
can be significantly better than single relay NC-CC. As a result, lim- 
iting the work to bi-directional traffic only and the use of a single 
relay node limits the potential gains of their approach in an ad- 
hoc network. In fact, a common limitation of all these prior effort s 
is the use of only a single relay node. As a result, they could not 
benefit from any performance gains that can be offered by multiple 
relay nodes. NC-CC with multiple relay nodes was first explored by 
Sharma et al. very recently [27] , where they showed that a proper 
choice of a group of relay nodes could have a significant impact 
on NC-CC’s performance. However, the problem on how to group 
sessions, relay nodes, and match them together remains open. This 
paper is the first attempt to address this important problem. 
8. Conclusion 
In this paper, we studied how NC-CC behaves when multiple 
relay nodes are employed. We derived closed form equations for 
mutual information and achievable data rate for each session un- 
der such setting. Our derivation was based on generalizing the 
three-node relay channel model with multiple relays and then 
taking consideration of multiple sessions. Our results in this pa- 
per offer an important building block on the theory of NC-CC. To 
demonstrate the application of our theoretical result, we solved a 
joint optimization problem in multiple dimensions, such as ses- 
sion grouping, relay node grouping, and matching of session/relay 
groups. After showing that this problem was NP-hard, we pre- 
sented a polynomial time heuristic algorithm to this problem. Us- 
ing simulation results, we showed that the proposed algorithm 
is highly competitive and efficient: it is able to offer a perfor- 
mance close to a centralized solver while being orders of magni- 
tude faster. 
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Appendix 
A mathematical formulation of session/relay grouping and 
matching problem. A feasible session group (with respect to a re- 
lay group) is defined as a group of sessions sharing the relay group 
under NC-CC where the weighted sum of session rates in the group 
is not less than the weighted sum of session rates under direct 
transmission. So, we denote I R j as the set of all feasible session 
groups for the relay group R j ∈ R . The size of the set I R j can be 
exponential in the worst case. We further denote J s i R j ⊂ I R j as the 
set of feasible session groups that contain the source node s i . Thus, 
we have 
⋃ 
s i ∈S J 
s i 
R j = I R j . 
We use the notation G ∈ S to denote some group of sessions. 
We define a binary variable X G R j as follows: 
X G R j = 
{ 
1 if session group G uses relay group 
R j for NC-CC, G ∈ I R j , 
0 otherwise. 
Since a source node s j can be in at most one session group, we 
have: ∑ 
R j ∈N r 
∑ 
G∈J s i R j 
X G R j ≤ 1 (s i ∈ S) , (22) 
where N r is the set of relay groups (among all possible relay 
groups) that are feasible for at least one session group. 
Note that by (22) , a session can belong to only one session 
group, and there exists |S| source nodes. Thus, the number of 
groups that may be ultimately formed associated with any of the 
relay groups is at most |S| . Further, note that (22) is not prohibit- 
ing relay nodes from participating in multiple relay groups, neither 
is it prohibiting multiple session groups to use same relay groups. 
For the objective of maximizing the sum of weighted rates 
among all source nodes in the network, we can formulate the ses- 
sion/relay grouping and matching problem as follows: 
Maximize 
∑ 
s i ∈S 
⎡ 
⎣ 
⎛ 
⎝ ∑ 
R j ∈N r 
∑ 
G∈J s i R j 
X G R j · w i ·C NC - CC (s i , G, R j , d i ) 
⎞ 
⎠ 
+ 
⎛ 
⎝ 1 − ∑ 
R j ∈N r 
∑ 
G∈J s i R j 
X G R j 
⎞ 
⎠ · w i ·C D (s i , d i ) 
⎤ 
⎦ 
subject to 
∑ 
R j ∈N r 
∑ 
G∈J s i R j 
X G R j ≤ 1 (s i ∈ S) 
X G R i ∈ { 0 , 1 } , (R i ∈ R , G ∈ I R i ) . 
Note that the objective function contains the sum of two differ- 
ent terms for every source node s i in the network. The first term 
is the achievable rate under NC-CC while the second term contains 
the achievable rate under direct transmission; only one of these 
two terms will be non-zero and taken into the summation over 
s i ∈ S . 
The above optimization problem is a 0–1 integer linear pro- 
gramming (ILP) problem, with an exponential number of variables 
(X G R j ) in the worst case. Due to the combinatorial nature of the 
problem, any alternative formulation will also involve integer (or 
binary) variables in it. 
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