Stratophenetic data document phenotypic changes in a fossil lineage and play a vital role in reconciling contemporary microevolution with long-term paleontological patterns. However, stratophenetic series represent multiscale geological and biological interactions, defying simple analysis and interpretation. A numerical model is presented that simulates stratophenetic series in shallow marine siliciclastic deposits. The model is driven by predictions of water depth, substrate properties, and sedimentation rate from a high-resolution sedimentary basin fill model. Species abundance is modeled as a probability density peaked with respect to environmental preferences. The Price equation is used to model phenotypic evolution based on phenotype-fitness covariance and drift. Preservation is a Poisson process controlled by population size, preservation probability, and sedimentation. Numerical experiments are used to investigate (1) the effects of sampling and depositional architecture on observed patterns and (2) the performance of various statistical tests in identifying evolutionary mode. As sample sizes decrease, the inaccuracy of sample mean values causes a stratophenetic pattern referred to as analytical stasis. Depositional architecture can cause nonrandom patterns through temporally irregular preservation, with the relative size and distribution of gaps being more important than the absolute size of gaps and overall completeness. For short series, statistical tests based on a random-walk null hypothesis lose power and should be abandoned in favor of a multidimensional approach. A model of the data is needed that can account for confounding factors, and all available information on time and environment as well as phenotypic data should be incorporated and analyzed jointly, with a greater emphasis on quantifying uncertainty.
Introduction
The ability of population-level microevolutionary processes to generate rapid evolutionary changes has been extensively documented (e.g., Grant and Grant 1995; Reznick et al. 1997; Hendry and Kinnison 1999) . How these contemporary rates and patterns of microevolution play out over long evolutionary timescales, however, remains unknown, as exemplified by the often-cited discrepancy between the high rates observed in modern populations and the low rates observed in the fossil record (Jackson and Cheetham 1999; Jablonski 2000; Gingerich 2001; Kinnison and Hendry 2001) . The fossil record is the only source of direct evidence for the manifestation of microevolution in deep time, but the strength of that evidence is a subject of debate. Manuscript received May 27, 2005; accepted September 30, 2005. Paleontological data on phenotypic evolution consist of morphological measurements from stratigraphic successions of fossil samples, referred to as stratophenetic series (Gingerich 1976a; Roopnarine et al. 1999) . Although the use of stratophenetic series to address questions of evolutionary rate (tempo) and pattern (mode) has a long pedigree (Rowe 1899; Brinkmann 1929; Simpson 1944) , it gained considerable momentum from punctuatedequilibrium theory (Eldredge and Gould 1972) , which postulates that the rarity of observed gradualistic change in the fossil record is not an artifact of incompleteness but an expected result of the concentration of phenotypic change in geologically instantaneous speciation events. Subsequent research thus focused on the following questions of central importance to evolutionary biology and pa- Outline of model components and their input/output relations. The basin fill model (SedFlux) takes a series of input files (defining basin dimensions, sediment properties, and process parameters) and outputs various seafloor properties, including water depth d and sediment grain size g, as well as depositional characteristics (e.g., sedimentation rate q). These output variables are used to drive models of (1) abundance, predicting population size N (the sum of population sizes per spatial bin n) based on a species' habitat preferences; (2) evolution, predicting population changes in phenotype f in response to selection and drift; and (3) preservation, predicting the number of preserved fossils K.
leobiology: can microevolutionary processes be extrapolated to reconcile rates and patterns in modern populations with large-scale evolutionary phenomena (Stanley 1979; Charlesworth et al. 1982; Schluter 2000; Arnold et al. 2001) , and what are the predominant modes of phenotypic evolution (Erwin and Anstey 1995; Jackson and Cheetham 1999) ? Our answers to these and related questions depend in part on our ability to reliably measure evolutionary rates and infer evolutionary patterns from paleontological data.
The occurrence, abundance, and morphological variation of fossils in a stratigraphic section are governed by the interaction of geological, ecological, evolutionary, and taphonomic processes. The relative importance and types of relations among these various factors will depend on the scale and resolution (temporal, spatial, and taxonomic) of the study, the geological setting, and the type of organism. Deficiencies in our current understanding of these interactions and of the relevant parameters thus pose a serious challenge for the analysis and interpretation of stratophenetic data.
This article describes a numerical model of within-lineage (nonbranching) phenotypic evolution on a 1-m.yr. scale for a marine, soft-sediment, benthic invertebrate, sampled bed-by-bed from deposits on a simulated siliciclastic shelf. The model is used to run numerical experiments investigating the effects of sampling error and depositional architecture on stratophenetic patterns. It is shown how small sample sizes bias observed stratophenetic patterns in favor of stasis, a simple yet underemphasized phenomenon with important implications for the documentation of modes of evolution. Examples are given of how the nature of sedimentary basin fill can create nonrandom patterns in stratophenetic series. Furthermore, the analytical problems associated with random-walk tests underscore the need for a more comprehensive multidimensional approach to quantifying evolutionary tempo and mode in the fossil record. Holland (1995 Holland ( , 2000 used stratigraphic simulation model output coupled with a model of species occurrence to generate a synthetic fossil record, showing how sequence stratigraphy influences patterns of first and last occurrences of taxa, with implications for biostratigraphy and rates of taxonomic evolution. A similar strategy is adopted here, using the following model components to generate synthetic stratophenetic series ( fig. 1 ): a sedimentary basin fill model predicting water depth, sediment substrate properties, and sedimentation rate along an onshore-offshore profile, according to userdefined sediment input, process parameters, and sea level change; a model of abundance predicting the distribution of individuals according to the species' habitat preferences and peak abundance; a model of phenotypic evolution predicting longterm changes in phenotypic population mean and variance in response to selection and drift; and a preservation model predicting the accumulation, time averaging, and burial (or erosion) of fossils as a function of population size, per capita preservation probability, and sedimentation rate. These model components are presented and discussed below.
Model Outline
Sedimentary Basin Fill. SedFlux is a comprehensive sedimentary process-response model designed to be coupled with river basin models to simulate the transport, deposition, reworking, and burial of sediment on continental margins ). An important advance from earlier geometric stratigraphic simulation models (Paola 2000) is the ability to take into account natural variability in sediment flux (e.g., seasonality) as well as rare, catastrophic events (e.g., slope failures) and to capture the dynamic interactions of various sedimentary processes as boundary conditions change (Morehead et al. 2001; O'Grady and Syvitski 2001; Syvitski and Bahr 2001; Hutton and Syvitski 2004) . SedFlux combines several individual process components, including models for bedload, suspended load (plumes), turbidity currents, storms, slope failure and debris flows, and compaction.
This article uses the two-dimensional version of SedFlux. Input includes user-defined basin dimensions, sea level change, tectonic activity, sedimentary grain properties, and various process parameters (e.g., river input, storms, turbidity currents) as well as temporal (daily to decadal), horizontal (meter-scale), and vertical (centimeter-scale) resolution. Output includes bin-averaged grain size, wa-ter depth, depositional thickness, porosity, bulk density, sediment age, and other sediment properties. Figure 2 shows the output of a SedFlux run, using a hypothetical sea level curve to generate a basin history with depositional heterogeneity but no overall sea level or facies trend. Each spatial bin covers 50 m horizontally and 0.2 m vertically. Figure 2A shows a cross section of the basin with the grain size data plotted as a function of depositional thickness, including the underlying basement and the current sea level. Figure 2B shows the same data plotted as a function of time (i.e., a chronostratigraphic/Wheeler diagram), where white areas represent periods of nondeposition or erosion. It shows clear onlap-offlap patterns with rapid lateral movement of the shoreline (because of the shallow gradient) during transgressive-regressive cycles. The two main cycles show some differences in sediment distribution and patterns of sediment deposition and bypass, caused by differences in existing seafloor topography.
Because of the trade-off between spatial and temporal resolution, SedFlux was run with 10-yr time steps over 10 4 yr but with a sea level curve and sedimentation rate that resulted in unrealistically rapid lateral facies shifts and deposition for such short time steps. This was done to facilitate a scaling of the SedFlux output such that the temporal scope would increase to 10 6 yr, which is more relevant to paleontological tempo and mode studies. Each time step is thus assumed to represent 10 3 yr, which then equals the minimum scale of time averaging in each fossil sample and results in overall sedimentation rates of 0.5-0.1 m/k.yr. This rescaling thus renders the SedFlux output consistent with empirical measures of within-bed paleontological resolution (hundreds to thousands of years; see Kowalewski and Bambach 2003) and rates of deposition on terrigenous shelves measured over 10 6 yr (Sadler 1981) . To further reduce computational cost, the most intensive SedFlux processes (slope failures, slumps, and debris flows) were turned off, which reduces the amount of slope erosion and deep-water deposition. The input parameter values are included in "SedFlux Input Parameter Values" in the appendix available in the online edition or from the Journal of Geology office. An important future goal is to run SedFlux over 10 6 yr to avoid scaling the output by using the full suite of processes and more realistic sea level curves in order to simulate a particular margin.
For the purpose of simulating stratophenetic series, SedFlux is considered a "black box" in the sense that it is run independently to generate sedimentary basin fill predictions, which are subsequently used to drive the models of abundance, evolution, and preservation. The basin fill model thus provides physical controls on the spatiotemporal heterogeneity characteristic of ecological/evolutionary systems (Plotnick 1996) but without dynamical coupling (i.e., there is no organism-sediment feedback). This approach is analogous to the way some earth scientists use general circulation model predictions to drive models of fluvial response and geomorphology (e.g., Boogart et al. 2003) or to explore vegetation responses to climate change (e.g., Shafer et al. 2001) .
Habitat Preference and Abundance. Marine softbottom invertebrates are characterized by highly variable abundance and patchy distribution in space and time (Gray 1981; Parsons et al. 1984; Lenihan and Micheli 2001) . Although many physical, chemical, and biological factors influence the distribution of marine benthic organisms, the model presented here assumes that habitat preference and abundance are associated with water depth and substrate sediment characteristics (e.g., average grain size, bulk density, percentage clay) either directly, for physical/biomechanical reasons, or indirectly, as a result of disturbance or nutrient availability (Levinton 1982; De Rijk et al. 2000; Sisson et al. 2002; Van Hoey et al. 2004) . It is further assumed that the association between abundance and environment is Gaussian, with a single peak representing an optimal combination of environmental properties (Whittaker 1970; Brown 1995) , although this assumption can be relaxed without major effects on the results presented below. This is a multivariate version of the approach taken by Holland (1995 Holland ( , 2000 , who modeled the probability of occurrence as a Gaussian density using three parameters: preferred depth, depth tolerance, and peak abundance.
Let d denote water depth and g denote grain size. Let be the species' preferred depth, s d the d depth tolerance, the preferred grain size, and s g g the grain size tolerance. Note that, in general, indexes (temporal, spatial, and individual) Because of variations in the bathymetric gradient and sediment grain size distribution in response to sea level changes, the abundance distributions look different at different times, ranging from relatively symmetric (B) to highly skewed (E), with a mode that is either variable in both magnitude and position or polymodal (C). Even for a species with broad depth tolerance, the actual area occupied at any given time can be a limited portion of the basin (D). (Wackerly et al. 2002) for the probability of occurrence is given by control the environmental sensitivity and abundance distribution of a simulated benthic species. Figure 3A shows an example of a density defined by equation (1) for a particular set of parameter values. The number of individuals n in each spatial bin x is found by scaling the peak of the density function ( fig. 3A ) to the maximal per-bin abundance n max , and the total population size is then the sum over all bins:
When applied to the basin fill history from SedFlux, the above model allows a simulated benthic species to track its preferred habitat in space and time. Although the underlying probability density is a symmetric Gaussian, the realized abundance distributions along the seafloor can look drastically different at different times as a result of variability in substrate properties and in the bathymetric profile in response to sea level changes ( fig. 3B-3F ). This matches the real-world observation that a given benthic marine species does not have the same spatial distribution pattern everywhere, which is why the use of benthic fossils as paleobathymetric indicators must be based on assemblages rather than single species (e.g., Murray 1991).
Phenotypic Evolution.
For any variable influenced by a set of predictors, the total change in the variable can be partitioned into two components (Frank 1997) : (1) change in the frequency of predictors and (2) difference in the effect of predictors in the context of the changed population. In the case of natural selection, these two components are represented by fitness (differential reproductive success as a function of trait value) and transmission (the degree to which offspring resemble parents), respectively. This relationship can be used to formulate the evolutionary change in a phenotypic trait as the so-called Price equation (Price 1970; Frank 1997; Rice 2004 ):
W where f is some measurable phenotypic trait with population mean , W is the number of descendants f per individual (fitness) with population mean , W is the difference in the mean value of f between d ancestors (parents) and descendants (offspring), and Cov and E denote covariance and expectation, respectively (see "The Price Equation" in the appendix).
Equation (3) is not restricted to time steps of one generation and can be applied to any phenotypic value (or function thereof) that can be defined in both ancestor and descendant. The first term on the right-hand side of equation (3), , 1/W Cov (W, f) is the selection differential, which represents the change as a result of differential survival and reproduction. If we rewrite this term as , we can interpret phenotypic evo-
lution by selection as being determined by the linear regression of fitness on phenotype, b W, f , regardless of the shape of the joint distribution of fitness and phenotype.
The second term, , is generally used to 1/WE(Wd) account for change resulting from processes involved in reproduction (e.g., recombination), which is important when modeling evolution over a generation (Rice 2004) . It is assumed that on the timescale considered here, such transmission effects can be ignored, and we instead use the second term to account for the direct effects of environment on phenotype (phenotypic plasticity or ecophenotypy).
However, ecophenotypy is not implemented in the numerical experiments described in this article (see "The Price Equation" in the appendix for more details).
Another important component of phenotypic evolution is the change in phenotypic variance. We can use the fact that Var(f) is equal to the mean of to simply substitute for f in equa-
The two linear regression parameters and
, leading to a change in mean phe-
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In a finite population, a nonzero covariance between fitness and phenotype can also result from sampling descendants from the ancestral distribution of fitness values associated with each value of f, which manifests itself as drift. If the population does not grow or decline as a result of differential reproductive success, a valid fitness distribution for selectively neutral variation is a Poisson with mean (and thus a variance of 1), which simplifies W p 1 the variance in phenotypic change to the following expression (Rice 2004) :
Drift is thus inversely proportional to population size N under these conditions. Figure 4 shows an implementation of this model and the effects of varying the three main parameters, (fϪf) and N. Flexibility is added by allowing parameters to vary through time, for example, to simulate fluctuating selection pressures. For the numerical experiments described in this article, however, b W, f and (but not N) are held constant throughb 2 W, (fϪf) out model runs. A range of different evolutionary modes can be generated using these parameters, including stasis (by stabilizing selection or fluctuating selection), directional trends, and punctuations (which may be caused by drift during population bottlenecks or pulsed selection), and several processes can operate simultaneously (e.g., drift superimposed on both directional and stabilizing selection).
Preservation.
The number of individuals per model bin that are preserved as fossils, K, is determined by (a) per-bin population size n, where each individual represents a binomial (success-failure) trial; (b) per-individual preservation probability p, representing the intrinsic fossilization potential of the organism as well as the probability of collection; and (c) per-bin sedimentation rate q (the difference in depositional thickness between time steps), which exerts a basic control on preservation through erosion versus deposition but can also be used to modulate preservation probability by the amount of deposition (increased chance of burial). Given that n is generally very large and p is very small, we can model this as a Poisson process with density function
The rate parameter l (the expected number of instances of preservation) is expressed as
where Z min is a negative thickness value representing the amount of erosion necessary to remove the entire population (and below which previously preserved fossils may be eroded). The implementation of the preservation model tracks both the age and the stratigraphic position of each preserved fossil, giving a measure of the magnitude of time averaging in the fossil samples (beyond the limiting resolution of the 10 3 -yr time steps) and its stratigraphic distribution. However, the analytical effects of time averaging, such as inflation of the phenotypic variance of samples, are negligible in the model runs described below. This is consistent with the results of empirical and analytical studies of the effect of time averaging on morphological data in the fossil record (Bell et al. 1985; Bush et al. 2002; Hunt 2004a Hunt , 2004b .
Synthetic stratophenetic series are thus generated by combining a simulated basin history from SedFlux with the models outlined above. In addition to environmental and depositional variables, output includes population size, phenotypic mean and variance, preserved sample size, and sample mean and variance. Sampled phenotypic values are referred to as stratophenetic series, whereas the true population values are referred to as the microevolutionary series.
Numerical Experiments
Analyses and interpretations of stratophenetic series are faced with powerful confounding factors that can be crudely categorized into (1) sampling error, (2) depositional architecture, and (3) ecophenotypic variation. All three presumably influence observed stratophenetic series in some way and thus our ability to correctly infer microevolutionary patterns. However, lack of necessary information (such as estimates of geographic variation and sequence stratigraphy) makes it difficult to assess their importance from published empirical case studies. The numerical forward model presented above can predict the behavior of paleontological data on spatiotemporal scales that are difficult to visualize and understand. This section describes the results of numerical experiments used to investigate some of the factors influencing stratophenetic patterns, focusing on the qualitative and quantitative effects of sampling and depositional architecture.
Depositional history is the same for all experiments ( fig. 2) , and comparisons are made among different locations ("measured sections") across the basin as well as between the stratophenetic and the microevolutionary series. All model runs assume that a time step of 10 3 yr is sufficiently greater than the generation time to cause gene flow to erase spatial population structure within the basin, effectively modeling a single, panmictic population. A related assumption is that the species is endemic to the basin, which means that the observed phenotypic variation is not affected by immigration from other regions. These are strong assumptions, and the effects of their violation will be an important topic for future work. Although stratophenetic series can be recovered from widely spaced localities, the actual area occupied by the population at any given time may be only a limited portion of the basin, even for a species with broad environmental tolerance ( fig. 3) . The species tracks its preferred environment, which shifts up and down the onshore-offshore profile, leaving a diachronous fossil record.
In order to compare the results for stratophenetic and microevolutionary series among different locations and among different experiments consistently, three statistical tests have been applied: the runs test, the scaled maximum test, and the Hurst exponent test. All of these have been proposed to quantify evolutionary tempo and mode in fossil data, based on testing for significant deviation from a random-walk null hypothesis (Raup and Crick 1981; Bookstein 1987; Roopnarine 2001 ). The runs 
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test operates on the sequence of positive and negative increments in a series, comparing the number of runs (consecutive steps with equal sign) in a series with that expected from a random walk. The scaled maximum test and the Hurst exponent compare the maximum change or rate of change to that expected from a random walk (see "The Runs Test," "The Scaled Maximum Test," and "The Hurst Exponent" in the appendix for details).
The tests are applied to the stratophenetic series from each location as well as to the microevolutionary series. The latter is subsampled to match the length of each stratophenetic series by sampling at points in time that (a) coincide with sample ages, (b) are chosen randomly, or (c) are evenly spaced. Results of the tests are labelled "random" (failure to reject a random-walk null hypothesis), "directional" (observed data show more net change than expected for a random walk), or "stasis" (less net change than expected for a random walk). In addition, a fourth test, described by Charlesworth (1984) and Cheetham (1986) , is applied to instances of punctuated stratophenetic series. It compares estimated mean and variance in the rate of change within an ancestral species with that measured between ancestor and descendant species (i.e., pre-and postpunctuation series), with gradualism as a null hypothesis (see "The Charlesworth-Cheetham Test" in the appendix).
Effects of Sampling Error. The following three aspects of sampling affect the information content of stratophenetic series: (1) sample size, which is the number of individuals per sample; (2) series length, which is the number of samples constituting the series; and (3) sampling at irregular time intervals. Series length varies among locations within the basin primarily because of depositional architecture and has serious implications for the analysis of stratophenetic series because of its effect on the statistical power of tests, as the following experiments show. All model runs have preservation probabilities set to produce series lengths in the range of 20-150, similar to (and in most cases greater than) those obtained in empirical studies, which range from !10 (e.g., McCormick and Fortey 2002) to around 100 (e.g., Malmgren et al. 1983) . Temporal irregularity of sampling is influenced primarily by depositional architecture, and its effects are closely linked to uncertainty in the age model. This section focuses on the effects of sample size in terms of the accuracy with which the population mean is estimated. Sample sizes encountered in empirical stratophenetic series are highly variable and may range from 2 to 420 specimens in a single study (Girard et al. 2004) , although sample sizes are rarely 175 and commonly !25 specimens.
In order to isolate the effects of sample size as defined above, it is necessary to switch off other confounding factors. To avoid the influences of inaccurate sample age estimates, the age model is set to true time (i.e., sample ages are known with certainty), and to control for temporal irregularity of sampling, the microevolutionary series is subsampled at exactly the same points in time as the fossil samples. In addition, there is no ecophenotypic variation. The minimum sample size is 20 specimens. Figure 5 shows a model run with directional selection and small sample sizes (20-58 specimens per sample). Phenotypic evolution ( fig. 5A ) is a directional trend in the mean and moderate drift, with a slight decrease in variance. The species prefers 70-m water depth but has a broad depth tolerance ( fig. 5B ) and a more restricted grain size preference, which causes population size to fluctuate but remain relatively large through basin history ( fig. 5C , note log scale). Very large population sizes tend to reduce the effect of drift (i.e., smoothing out the phenotypic mean trajectory), and total population size is therefore scaled down (!10 5 ) to emulate a smaller "effective" population size (i.e., the number of individuals in a population who contribute offspring to the next generation). Abundance in each model bin along the seafloor is the time-varying component of preservation rate l, which is the controlling parameter of the preservation probability density ( fig. 5D ). Stratophenetic series ( fig. 5E ) are composed of fossil sample values plotted in stratigraphic position.
Although drift is always present in the phenotypic evolution model, an evolutionary mode of purely random drift is here generated by setting a constant, small "effective" population size of 10 3 . This is unrealistic but helps avoid unwanted effects of fluctuating population size, the goal being to make the microevolutionary series equivalent to a random walk for the purpose of hypothesis testing.
The output from the pure-drift experiment is not plotted, but table 1 shows the results of applying the random-walk tests to the output. Although the microevolutionary series is correctly classified as random, all three tests classify the stratophenetic patterns as stasis. Significance is remarkable, given the low statistical power characterizing the tests. For instance, the most proximal series (core 1, at 27.5 km) is very short (series ), underlength p 23 mining the assumptions of both the runs test and the scaled maximum test, and the Hurst exponent confidence interval for a random walk of the same length is correspondingly very large (in this case, the failure to reject the null is not surprising because the 0.95 confidence interval exceeds the expected theoretical limits of the Hurst exponent [0, 1]!). Table 2 shows the test results for the directional selection experiment in figure 5, which are very similar to the results for drift: the stratophenetic patterns are classified as stasis despite relatively long series and the appearance of a directional trend. If the strength of directional selection is increased, all tests correctly identify the microevolutionary series (which approaches a straight line) as directional, but the stratophenetic series are still misclassified, although more frequently as random rather than stasis (results not presented). Further- 
variance. B, Gaussian density based on preferred m, depth m, preferred grain depth p 120 tolerance p 100 size p mm, and grain size mm. C, Population size through time based on the model in B. Solid line is 400 tolerance p 100 for total population size; stippled line is for "effective" population size, which in this case is held constant and small. D, Poisson density function used to determine preservation based on l as a function of the abundance in each model bin. E, Stratophenetic series plotted against synthetic basin fill from figure 2. Sample means (red) and error bars (cyan) are scaled to make the stratophenetic patterns easily visible and have to be projected back onto the blue line ("core") for the samples to be in original stratigraphic position. Inset, the sample means of the most distal series superimposed on the microevolutionary series. Sample means are accurate estimates of the population mean, and depositional architecture causes the observed patterns to vary among locations (see table 3 ). more, the results in tables 1 and 2 can be considered best-case scenarios in the sense that there is no ecophenotypy and the sample ages are known with certainty. If a linear age model, stratigraphic position, or sample number is used instead to arrange the samples with respect to time, the error rate increases.
Familiarity with the statistical behavior of small and "noisy" data sets will give most paleontologists an intuitive appreciation for why small sample sizes give the impression of stasis: as the accuracy of sample means decreases, mean values will fluctuate within the population variance (alternating between over-and underestimation), and the variability within the series will overwhelm temporal patterns or net change. This tendency toward Type I error (erroneous rejection of the null) in favor of stasis as a result of sampling error is referred to here as analytical stasis. Although conceptually trivial, analytical stasis may have serious implications for the documentation of tempo and mode in the fossil record.
Effects of Depositional Architecture. An important geological control on the nature of stratophenetic data is depositional architecture, that is, the configuration of unconformity-bounded sedimentary bodies constituting the basin fill. Depositional architecture in reality represents a combination of several biases, including (a) temporally irregular sampling (the main topic here) related to upsection depositional unsteadiness, environmental changes, and age model uncertainty but also (b) geographic and ecophenotypic variation and (c) the bottleneck problem. Experiments described in this section have sample means that reliably estimate the population mean values. In the model, sample size effects are minimized by boosting preservation probability and analyzing only very large samples (i.e., ). To control for effects of series length, the K 1 500 microevolutionary series is subsampled randomly to match the length of the stratophenetic series. Figure 6 shows a model run with phenotypic evolution as purely random drift, achieved by setting a constant small effective population size ( fig. 6C) . Qualitatively, the stratophenetic patterns vary among different locations within the basin ( fig. 6E) , from highly incomplete series with some net directionality (proximally), to series that look more oscillating (medially), to the distal section showing, basically, two static series separated by a jump. Along the onshore-offshore profile, stratigraphic sections capture different segments of history (e.g., Perlmutter and Plotnick 2003) , and thus stratophenetic series capture different segments of the microevolutionary time series.
Quantitatively, the effect of temporally irregular sampling on stratophenetic series depends on the age model. Although the runs test and the scaled maximum test are insensitive to how time is measured, the Hurst exponent test is an explicit function of time and is sensitive to the age model. For example, if all sample ages are known with certainty, then most of the stratophenetic series in figure 6 would be classified as random, although the runs test classifies both distal series as stasis (results not presented). In contrast, if a linear age model is used (i.e., endpoint sample ages are known, and remaining samples are interpolated based on stratigraphic position), then the Hurst exponent test classifies core 5 (at 107.5 km) as stasis; the same result is obtained using stratigraphic position uncalibrated to absolute time. This suggests that elements of sampling other than sample size can generate analytical stasis.
The most distal stratophenetic series is separated into two subseries by a very pronounced jump, or punctuation, where each subseries represents dense sampling of populations closely spaced in time during relatively short periods of high sedimentation rate, thus capturing small segments of the microevolutionary series widely separated in time. This is illustrated in figure 6E (inset) , where the sample means of the distal series are superimposed on the microevolutionary series. Note that the lack of slope failure processes will have oversimplified the slope stratigraphy, thus inflating the completeness of the distal sections to some degree. The significance of the punctuation was assessed using the Charlesworth-Cheetham test (table 3) . Assuming a perfect age model (time), the series differs significantly in variance within and among subseries but does not differ significantly in the mean rate of change. The same result is obtained with a linear age model. However, for an age model based on stratigraphic position (thickness), both tests result in rejection of a gradualistic null hypothesis at the One possible way to generate a microevolutionary pattern of punctuated equilibrium with this model is through a population bottleneck, which can cause a rapid shift in the phenotypic mean ( fig.  4) . A bottleneck can be induced by a constriction of suitable habitat, for instance during a regression. By assigning a narrow grain size preference, the species modeled in figure 7 is forced through a prolonged bottleneck (or series of bottlenecks). As shown in figure 7E , the stratophenetic series dutifully capture the periods of relative stasis but miss the phenotypic transition itself, as expected by punctuated equilibrium theory. Figure 7E also illustrates the unfortunate "bottleneck problem": a population bottleneck and associated phenotypic shift caused by this kind of reduction in available habitat (e.g., regression beyond the shelf break) will coincide with a major depositional hiatus, which is exactly where a phenotypic shift may appear in the stratophenetic series as an artifact of incompleteness. Teasing apart these confounding factors will require incorporation of several types of data and more sophisticated analytical tools.
A Cautionary Note on Ecophenotypy. Ecophenotypy is a complex topic that cannot be given sufficient treatment in this article, but some aspects of ecophenotypic variation relevant to the results of the above experiments deserve mention. Although not implemented in the experiments described above, the model can include ecophenotypic variation in the form of a linear reaction norm for a continuous macroenvironmental variable (see "The Price Equation" in the appendix). The imposition of a simple ecophenotypic gradient can cause differences in observed stratophenetic pattern among locations and apparent stasis due to upsection environmental fluctuations. Ecophenotypy also increases overall phenotypic variance and can cause spurious directionality as a result of facies trends.
However, these first-order descriptions of the effects of ecophenotypy, which can be made without recourse to numerical modeling, belie the true complexity of the issue. Environmental fluctuations can set up fluctuating selection pressures that will be reflected phenotypically either as evolutionary responses in heritable traits (Grant and Grant 1995) or as adaptive phenotypic plasticity, which can have different types of genetic control and can itself be the target of selection (Via et al. 1995; Schlichting and Pigliucci 1998) . Without experimental evidence from living representatives, a distinction between environmentally driven selection responses on the one hand and phenotypic plasticity on the other may be intractable. A fair treatment of this topic thus goes beyond the scope of this article. The point to emphasize here is that, notwithstanding the challenges, a model of stratophenetic data must be able to account for fluctuating selection as well as ecophenotypy, and if relevant data are collected, inferring effects of underlying factors becomes a matter of estimating probabilities conditioned on the data.
Discussion
A numerical model of microevolution in the fossil record provides valuable lessons on the nature of stratophenetic data, shedding light on both empirical and analytical aspects. Some of these lessons are relevant to stratigraphic studies of other geological and geochemical variables. Analytically, series length is a major concern. Statistical tests like the scaled maximum test, which is based on limiting properties of infinite series, can give misleading results for short series. Similarly, the runs test assumes that the distribution of runs is normal, which may be violated in series with a small number of runs (caveat: for very short series, the normal approximation can be avoided by using the exact probability equations). Hurst exponent estimates for series of !500 data points are unreliable indi-cators of the generating process and are sensitive to irregularities (jumps and spikes) in the series (Katsev and L'Hereux 2003) . Thus, the confidence intervals for random walks of !50 data points start to approach the theoretically expected limits for the Hurst exponent, rendering the test impotent (caveat: if the time series is sampled regularly, methods like rescaled range analysis can give narrower confidence intervals). Furthermore, if a time series is subsampled irregularly (e.g., randomly), then the accuracy of sample age estimates becomes an important determinant of the Hurst exponent value. For example, if time is unknown and a randomly sampled series is analyzed using stratigraphic position (or sample numbers; e.g., Roopnarine et al. 1999) , then the series may be effectively randomized, and the Hurst exponent follows suit.
Problems regarding the statistical behavior of random-walk tests applied to fossil data have been recognized and discussed at length by others (see Roopnarine et al. 1999; Sheets and Mitchell 2001) . However, little attention has been paid to analytical stasis, the tendency toward Type I error in favor of stasis, which has potentially important implications for the empirical determination of relative frequency of modes of evolution in the fossil record. Analytical stasis in stratophenetic series can be caused by "static noise" (antipersistence, fluctuations) from several sources: (1) inaccurate estimation of population values, (2) sampling at irregular time intervals, (3) inaccurate estimation of sample ages, (4) geographic/spatial phenotypic variation, (5) ecophenotypy, and (6) migration. The good news is that the fossil record can yield information on most of these sources of noise. Like all scientists, paleontologists will never be in the business of analyzing noise-free data, but we can vastly improve our methods of inference by incorporating quantitative measures of uncertainty in the data available to us.
Stasis is a particularly important aspect of stratophenetic series to understand because of the importance placed on it in current evolutionary paleobiology (Gould and Eldredge 1993; Erwin and Anstey 1995; Jackson and Cheetham 1999; Jablonski 2000) . It is clear, however, that statistical tests designed to detect stasis in the form of oscillations through time are sensitive to sampling error associated with sample size (which will make nonstatic data appear static) and temporally irregular sampling (which can make static data appear nonstatic or vice versa). Furthermore, stasis caused by stabilizing selection (a reduction in variance) or other genuine temporal changes in phenotypic variance will not be detected by tests focused on patterns in a single value. A more biologically plausible mechanism for long-term stasis may be fluctuations in selection direction and intensity. To evaluate the role of different mechanisms for causing an observed pattern of stasis, given the range of possibilities (sampling, stabilizing selection, fluctuating selection), we need not only a parameterization of these mechanisms but also a framework for model selection to determine the model structure best supported by available data.
Studies of microevolutionary rate in modern populations, where the vagaries of preservation and stratigraphy do not apply, are also susceptible to analytical stasis from inaccurate estimation of population parameters (see discussions in Kinnison and Hendry 2001; Merilä et al. 2001) . Clearly, geographic (spatial/environmental) coverage is an important control on population parameter estimates, which raises the bar for empirical sampling protocols (Gould and Eldredge 1977; Jablonski 2000) . Paleontological studies in areas with sufficient available outcrop can take advantage of the centrallimit theorem and use the grand mean to improve accuracy by collecting many replicate samples along laterally extensive beds (Bennington 2003) . Samples from sedimentary cores have to rely on microfossils and need to estimate phenotypic variability from modern representatives, when available (e.g., Malmgren et al. 1983) , or, if extinct, from synchronous "event beds" found in multiple cores.
The spurious punctuation pattern in figure 6E and table 3 is just a single realization but might still confer some generality. Creation of nonrandom patterns as an artifact of the basin fill is a cause for concern, given the following points:
1. The distal series is the most complete of the stratophenetic series. We can measure completeness simply as the proportion of time steps represented in the stratophenetic series (0.107 for the most distal series, 0.007 for the most proximal series) or as a metric based on depositional completeness (the proportion of time steps represented in the final deposits), which yields 0.72 for the distal section and 0.24 for the proximal section. By comparison, Cheetham (1986) reports an expected depositional completeness of 0.63 at approximately 0.2-m.yr. resolution over 5 m.yr. In other words, although overall depositional completeness is essential, we also need to explicitly consider the unsteadiness of deposition upsection and across the study area when analyzing and interpreting stratophenetic patterns in the shallow marine fossil record. The necessary stratigraphic information (e.g., high-resolution sequence stratigraphic analysis) that might allow an evaluation of temporal Numerical experiment with a population bottleneck. A, Phenotypic evolution based on parameters , , and N from C. Solid line is for phenotypic mean; dotted line is for variance. B, Gaussian density
based on preferred m, depth m, preferred grain mm, grain size depth p 10 tolerance p 150 size p 50 tolerance p 20 mm. C, Population size (equal to "effective" population size) through time, based on the model in B. Note very small population size corresponding to the rapid shift in phenotypic mean in A. D, Poisson density function used to determine preservation based on l as a function of the abundance in each model bin. E, Stratophenetic series plotted against synthetic basin fill from figure 2. Sample means (red) and error bars (cyan) are scaled to make the stratophenetic patterns easily visible and have to be projected back onto the blue line ("core") for the samples to be in original stratigraphic position. Inset, microevolutionary series from A. At most localitites, the shift in phenotypic mean coincides with a stratigraphic hiatus, which is also the expected locus of artificial jumps. heterogeneity on independent lithological grounds is often unavailable, making it difficult to assess the effects of depositional architecture on empirical patterns reported in the literature.
2. The distal part of the synthetic basin fill used in this numerical experiment (see fig. 2 ) is characterized not by unusually large stratigraphic gaps in terms of the absolute time intervals represented by nondeposition or erosion but rather by high temporal completeness of the deposits between gaps, preserving populations that are closely spaced in time (i.e., making the gaps large only in a relative sense). Furthermore, on the timescales considered, much of this depositional heterogeneity would be below biostratigraphic resolution. Analyzing multiple stratophenetic series from different localities is an essential first step toward building a more complete composite picture (Gould and Eldredge 1977) , but even with such data, it would be difficult to make sense of patterns without sufficient knowledge of basin stratigraphy.
3. Even with good biostratigraphic control and radiometric dating, error bars on age estimates of directly dated samples tend to be large, and many sample ages have to be interpolated between dated points. The uncertainties in these age estimates need to be quantified and incorporated in the analysis of stratophenetic series, and any available highresolution lithological, paleoecological, and geochemical information on subtle temporal and environmental heterogeneity should be used to evaluate the magnitude and variance of this uncertainty.
4. Random subsampling (based on uniformly distributed pseudorandom numbers) of the microevolutionary series cannot account for the artifacts of irregular sampling caused by the basin fill. Even statistical tests that are robust to series length will have little power to resolve the underlying pattern unless they can somehow digest contextual information about the stratophenetic series, such as uncertainty in the temporal spacing of samples.
Stratigraphic overprint is a perennial problem for paleontologists, and many authors have emphasized the importance of stratigraphy to the evolutionary interpretation of patterns in the fossil record (e.g., Brinkmann 1929; Newell 1956; Jablonski 1980; MacLeod 1991; Holland and Patzkowsky 1999; Kidwell and Holland 2002) . Nevertheless, many empirical studies analyze stratophenetic series with samples plotted against stratigraphic position (e.g., Gingerich 1976b; Raup and Crick 1981; Reyment 1982 Reyment , 1985 Kelley 1983; Sheldon 1987; McCormick and Fortey 2002) , and this is a particular concern for data from shallow marine and terrestrial depositional settings, where sedimentation rates and environments are highly variable. Several studies include absolute age constraints (e.g., Williamson 1981; Cheetham 1986; Geary 1987; Stanley and Yang 1987) , and some include comprehensive age models, especially for deep-sea cores (e.g., Kellogg and Hays 1975; Malmgren et al. 1983; Whatley 1985; Wei 1994; Kucera and Malmgren 1998) . However, none of these studies includes error bars on the ages of samples, although, presumably, the age models have considerable uncertainty (with the possible exception of varved lake deposits; Bell et al. 1985) , which will propagate into estimates of evolutionary rate (MacLeod 1991). In shallow marine deposits, upsection changes in environment (which can be subtle) and in sedimentation rate, combined with habitat tracking and ecophenotypic variation, compromise the straightforward evolutionary interpretation of stratophenetic series (e.g., Reyment 1985; Smith and Paul 1985; Abe et al. 1988; McGhee et al. 1991; Daley 1999) .
Many sources of data are available to expand the information content of stratophenetic series. In addition to more comprehensive shape quantification beyond single characters (Cheetham 1987) , this can include sedimentological and stratigraphic information (grain size variation, facies analysis, and sequence stratigraphic interpretations), paleontological information (fossil density, faunal associations and biofacies, biostratigraphy), and geophysical/ geochemical information (wireline logs, radiometric dates, d
18 O, d
13 C, and backstripping). Such data provide an essential context, generally in the form of estimates or proxies with variable degrees of uncertainty. Although empirical sampling protocols always leave room for improvement in terms of geographic coverage and temporal resolution, the development of new analytical protocols is also required.
Because we cannot measure population variation or microevolutionary rates directly, we need to place observed morphological changes in their environmental and temporal context through methods of estimation conditioned on the data. Given an observed stratophenetic series and associated time-environment data, our knowledge of the system, and a model mapping evolutionary to stratophenetic patterns, what is the most plausible evolutionary pattern supported by the data? The many parameters and the stochasticity of the model described in this article make the number of possible outcomes too vast to allow an exhaustive exploration of the parameter space in a forward sense, but methods exist for sampling the important regions of this space. Rather than seeking general "laws" that govern stratophenetic series, this kind of model is meant to provide a tool for making inferences from empirical data. Work is currently in progress on applying Monte Carlo algorithms to stratophenetic inverse problems of this kind (Hannisdal 2003) , which uses a similar forward model strategy as a template for parameter estimation by defining a probability distribution of models conditioned on observed data. Given the uncertainty of both data and model, how much information can be retrieved from stratophenetic series is still an open question of fundamental importance to evolutionary paleobiology.
Conclusions
The following three aspects of sampling error affect stratophenetic series: (a) short series length severely limits the applicability of statistical techniques from time series analysis (e.g., runs test, scaled maximum test, Hurst exponent); (b) small sample size can cause analytical stasis: the inaccuracy of sample mean values creates fluctuations in observed stratophenetic patterns, which will be identified as stasis, regardless of the underlying microevolutionary trajectory; and (c) sampling at irregular time intervals can cause nonstatic patterns to appear static or vice versa, a problem that is augmented with increasing age model error. Depositional architecture exerts a fundamental control on stratophenetic series by determining the temporal spacing and environmental heterogeneity of successive samples. Even for relatively complete stratigraphic sections, the unsteadiness of deposition can generate spurious patterns in observed stratophenetic series, and the relative size of gaps may thus be more important than the absolute size of gaps. Ecophenotypic variation may also conspire with upsection environmental changes to confound evolutionary interpretations of observed patterns. Furthermore, a population bottleneck and rapid phenotypic shift caused by shelf exposure during regression will coincide with a depositional hiatus, which is the expected locus of artificial phenotypic jumps. Fortunately, the fossil record does contain information that can be used to assess the importance of these potential confounding factors. Thus, to meet the challenges facing the analysis of stratophenetic series, many of which have been acknowledged qualitatively for more than a century, paleontologists need to take full advantage of available sources of information in the sedimentary record. Evolutionary inferences should be based on a joint analysis of evidence internal to the series (e.g., statistical moments) and external time-environment data. Quantifying the uncertainty of models and data will then find its place at the top of the paleontologists' agenda.
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R E F E R E N C E S C I T E D

SedFlux Input Parameter Values
The following tables list the sediment properties (table A1) and main input parameter values (table A2) used to generate the SedFlux basin fill predictions described in the article. Not included here are the sea level curve and the initial bathymetric profile. The model version used was 2DSedFlux 1.5, which includes several additional processes that were not activated. Note that processes have their own internal time steps. See work by Syvitski and Hutton (2001) for details. (-) .00153
Entrainment constant, eb (-) .00204 Drag coefficient (-) .004 Internal friction angle (deg) 20 Width of channel (m) 1000
Length of channel (km) 10 Algorithm (inflow/sakura) Inflow Erosion:
Reach of highest order stream 10,000
Relief of highest order stream 25 Method (diffusion/slope) Diffusion
