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Let H, S, P be the standard operators on classes of algebras of the same type and
Ps be the operator of closure under subdirect products. In this paper the monoid
generated by class operators H, S, P , Ps and the corresponding partially ordered
set are described. It turns out that there are 22 different operators such that every
composition of H, S, P , Ps coincides with one of them. The semigroups (monoids)
of operators H, S, P , Ps for the varieties of Boolean algebras, distributive lat-
tices, unary algebras (of countable unary type), Abelian groups, and groups are also
described  2001 Academic Press
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1. INTRODUCTION
We will consider classes of algebras of the same type and operators on
such classes. Operators on classes of algebras XY are equal, in symbols
X = Y , if and only if X = Y  for every class  of algebras. Given
operators X and Y , we deﬁne an operator XY by XY  = XY 
for every class of algebras . We call the operator XY the composition
of the operators X and Y . It is easy to see that composition of operators
is an associative operation; i.e., XYZ = XY Z for any class opera-
tors XYZ. On the set of operators we deﬁne a partial order by X ≤ Y
if and only if X ⊆ Y  for all classes of algebras . An opera-
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tor X is extensive if  ⊆ X for all classes of algebras , monotone
if 1 ⊆ 2 ⇒ X1 ⊆ X2, and idempotent if XX = X.
A closure operator is an extensive, monotone, and idempotent operator.
Lemma 1.1. If XYZU are operators on classes of algebras, then
(i) X ≤ Y ⇒ XZ ≤ YZ.
(ii) If Z is monotone, then X ≤ Y ⇒ ZX ≤ ZY .
(iii) If X or Y is monotone, then X ≤ Y ∧ Z ≤ U ⇒ XZ ≤ YU .
Proof. An easy exercise.
For a given class  of algebras we let I and H denote the classes
of all isomorphic images and the class of all homomorphic images of alge-
bras in , respectively. Let S, P, Ps, and Pu denote the
classes of all algebras isomorphic to subalgebras, direct products, subdirect
products, and ultraproducts of algebras in , respectively. If X is one of the
above operators, then XI = IX = X. Also, all these operators are closure
operators.
A partially ordered monoid (in the remainder of the paper po-monoid) is
an ordered quadruple  = M · 1≤ such that
(a) M · 1 is a monoid,
(b) M≤ is a partially ordered set,
(c) x ≤ y ∧ u ≤ v ⇒ xu ≤ yv, for all x y u v ∈M .
A partially ordered monoid  is a positively ordered monoid if
(d) x ≤ xy and y ≤ xy, for all x y ∈M .
It is easy to see that (d) is equivalent to:
(e) 1 ≤ x, for all x ∈M .
If x y ∈ M are elements of a positively ordered monoid  and y is an
idempotent element then
x ≤ y ⇔ xy = yx = y (1)
For σ = HS P Ps, we can consider the monoid s generated by σ
with respect to composition of operators and I as the identity element.
The relation ≤ is a partial order. Since all X ∈ σ are monotone operators
and the composition of two monotone operators is a monotone operator,
by Lemma 1.1 (iii) condition (c) is satisﬁed. Every X ∈ σ satisﬁes I ≤ X,
whence the condition (e) holds. So, s is a positively ordered monoid. In
[14] it is proven that s is ﬁnite. The exact number of elements of s is
not given, although an upper bound for the length of elements is supplied.
monoids of operators 3
In this paper we completely describe s. We use Ms≤ to denote the
partially ordered set corresponding to s.
A well-known result of this kind due to Pigozzi appeared in [18], although
he had announced it a few years earlier in [17]. He describes the po-monoid
 = τ where τ = HS P.  has 18 elements:
IH S P SHHS SP PS PHHP
PSHPHS SPH SHPHPS SPHS SHPSHSP
The corresponding partial order is given by Fig. 1. It is also proven in
[18] that  ∼=  , where  = F · 1≤ is the po-monoid presented by
three generators h s p and the list of relations
1 ≤ h 1 ≤ s 1 ≤ p (2)
hh = h ss = s pp = p (3)
sh ≤ hs ph ≤ hp ps ≤ sp (4)
The po-monoid  is a homomorphic image of the free monoid on the
alphabet h s p where two words w, w′ are equivalent, in symbols w ∼ w′,
FIG. 1. Partial order of .
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if and only if the relation w = w′ is a logical consequence of (2)–(4) and
the conditions deﬁning a po-monoid (a)–(d).
Based on the following facts proven in [18]
w1hw2hw3 = w1hw2w3 (5)
w1pw2pw3 = w1w2pw3 (6)
shs = hs (7)
sps = sp (8)
where w1, w2, and w3 are arbitrary words in letters h s p we can formulate
the algorithm for the reduction of the words of  :
• delete all occurrences of 1 if any,
• delete all occurrences of h if any, except the leftmost one,
• delete all occurrences of p if any, except the rightmost one,
• apply s2 = s, (7), and (8) as many times as possible.
We shall refer later to this algorithm by Red.
Using the algorithm Red one easily ﬁnds that every element of  is
equivalent to one of the following 18 reduced words from the set
R = 1 h s p sh hs spps ph hppsh
phs sph shp hps sphs shps hsp (9)
(for details see [18, Theorem 1]).
We also need some facts from order theory. Bergman has shown in [3]
that a map between ﬁnite posets is an embedding if and only if certain max-
imal noninclusions called critical pairs remain noninclusions in the image.
The following facts from [3] are used.
In a partially ordered set A≤ by a critical pair we mean a pair of
elements x y such that x is a minimal element of p  p ≤ y and y is a
maximal element of q  x ≤ q.
Proposition 1.1 (see [3, Proposition 4]). Let f  A → B be an isotone
map of partially ordered sets, and suppose that A≤ has ascending and
descending chain conditions. Then f is an embedding if and only if every
critical pair x y of A satisﬁes f x ≤ f y.
The lemma below can help us to ﬁnd critical pairs.
Lemma 1.2 (see [3, Lemma 5]). If A≤ has both ascending and de-
scending chain conditions, then a pair x y is critical if and only if x is a
minimal member of the class of join-irreducible elements of A that are ≤y and
y is a maximal member of the class of meet-irreducible elements of A that are
≥x.
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2. THE STRUCTURE OF THE PO-MONOID s GENERATED
BY THE OPERATORS HS P Ps
It turns out that the structure of s = σ is completely determined by
the following relations:
X2 = X for all X ∈ σ (10)
I ≤ X for all X ∈ σ (11)
SH ≤ HS PH ≤ HP PsH ≤ HPs (12)
PS ≤ SP PsS = SPs = SP PPs = PsP = Ps (13)
P ≤ Ps ≤ SP (14)
HPs = HSP (Kogalovski˘ı’s theorem) (15)
Proofs of these relations are available in [4, 6, 12]. We will consider the
po-monoid s = Fs · 1≤ presented by four generators h s pps and
the list of relations:
1 ≤ h 1 ≤ s 1 ≤ p 1 ≤ ps (16)
h2 = h s2 = s p2 = p p2s = ps (17)
sh ≤ hs ph ≤ hp psh ≤ hps (18)
ps ≤ sp pss ≤ sps psp ≤ pps (19)
p ≤ ps ≤ sp ≤ pss (20)
hps = hsp (21)
As s is a positively ordered monoid, from p2s = ps, and p ≤ ps using (1)
we obtain
pps = psp = ps (22)
From ps ≤ sp ≤ pss ≤ sps it follows that sps ≤ ssp ≤ spss ≤ ssps, and
hence sps = sp. Using sp ≤ pss ≤ sps = sp we have sp = pss. So, we get
pss = sps = sp (23)
The po-monoid s is a homomorphic image of the free monoid on the
alphabet h s pps, where two words w and w′ are equivalent w ∼ w′
if and only if the relation w = w′ is a logical consequence of (16)–(21)
and the conditions deﬁning a po-monoid (a)–(d). We will show that s is
isomorphic to s. Our next step is to ﬁnd reduced words of s.
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Theorem 2.1. Every element of s is equivalent to one of the words from
Rs = R ∪ ps pshpshppshps
where R is deﬁned by (9).
Proof. Suppose w is an arbitrary word in letters h s pps. If w contains
the letter ps and there is a letter to the left of ps, then using (17), (21),
(22), and (23) we can replace this pair of letters either with an expression
not involving ps or with ps alone. For a word w in letters h s pps let
npsw lw be the number of occurrences of ps in w and the length of w
respectively. We prove by induction on the pair npsw lw, with such
pairs ordered lexicographically, that w can be reduced either to the form
w1 or psw1 where w1 ∈ R.
Given any word w, let w′ be a word equivalent to it, chosen to minimize
the number of occurrences of ps, and among all words with that num-
ber of occurrences of ps to minimize length. If w′ had a noninitial occur-
rence of ps, then by the preceding observation, we could either reduce the
number of occurrences of ps or preserve the number of occurrences of
ps and reduce the length, in either case contradicting minimality. Hence,
w′ ∈ h s p ∪ psh s p. Since all the operations of Red are length-
reducing, we in fact have w′ ∈ R ∪ psR.
So, to complete the proof we have to reduce words of the form psw
where w ∈ R.
Suppose that a word which minimizes the pair npsw lw among
words in its equivalence class has the form w′ = psw1, where w1 ∈ R.
If w1 began with s, then the relation pss = sp would yield a contradic-
tion to minimality. If it began with p, then the relation psp = ps would
similarly give such a contradiction. So, it must either be empty or begin
with h. If it began with hs then the calculations pshs ∼ psshs ∼ sphs and
pshsp ∼ psshsp ∼ sphsp ∼ hsp would give a contradiction to minimal-
ity (a reduction in the number of occurrences of ps). Hence w1 must be a
member of R not beginning with any of s p, or hs. The only such elements
in the list (9) of elements of R are 1 h hp, and hps. The correspond-
ing products psw1 are precisely the elements listed in set-brackets in the
statement of the theorem.
The multiplication table for s can be now constructed by applications
of the deﬁning relations (16)–(21) and the conditions deﬁning a po-monoid
(a)–(d). We have shown that s ≤ 22. After a description of the partial
order we will see that s = 22.
In [18] the notion of a type of a word from  is introduced. Let w and
t be words from  . The word w is of type t if it can be written in the form
w0t0w1t1 · · ·wn−1tn−1wn where t = t0t1 · · · tn−1 and any or all of the wi’s can
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be empty words. The type-set of a word w, denoted by τw, is the set of all
t such that w is of type t and t is one of the following seven special words:
h s p hs hp sp hsp (24)
For example, τ1 =  τsphs = h s p sp hs τphs = h s p hs.
The list (24) consists of the symbols for the join-irreducible elements
of the partially ordered set which Pigozzi wished to prove was the order
structure of . Similarly, the list
h s pps hs hp shp hsp (25)
consists of the symbols for the join-irreducible elements of the partially
ordered set which we wish to prove is the order structure of s. The idea
behind the method of “type-sets” is purely order theoretic. Namely, an
element of a ﬁnite partially ordered set is determined by the set of join
irreducible elements which it majorizes, and one element is ≥ another if
and only if the set of join irreducible elements majorized by the former
contains those majorized by the latter. Hence we can specify the partial
ordering which we intend to prove our po-monoid to have by specifying
the set which will eventually comprise the join-irreducible elements each
element will majorize.
In the case of  , the criterion for a word t in the list (24) to be mojorized
by a given reduced expression w ∈ R is simply that w should contain t as a
not necessarily contiguous subword. In the case of s we can describe it by
a slight modiﬁcation of this idea. Because of the relations p ≤ ps ≤ sp we
have to consider reduced expressions w ∈ Rs majorizing ps to majorize p
as well and those majorizing sp to majorize ps.
Let us denote by Ts the set of elements from the list (25). Now, we
can assign to every word w ∈ Rs a subset of Ts consisting of the elements
majorized by w.
1. If w ∈ Rs\R, then w = psw1, where w1 is a word in letters h s,
and p and it is either empty or begins with h. We put
τsw = τw1 ∪ pps
2. If w ∈ R, then
2.1. if w is of the type hp and sp, then
τsw = τw\sp ∪ ps shp
2.2. if w is of the type sp and not of the type hp, then
τsw = τw\sp ∪ ps
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2.3. if w is not of the type sp, then
τsw = τw
Using this algorithm it is easy to compute τsw for each w ∈ Rs (see
Table I), and verify that all τsw are different. Let T = τsw  w ∈ Rs.
T is a poset with respect to inclusion.
Theorem 2.2. Let θ T → Rs be the map deﬁned by θτsw = w. θ
establishes an isomorphism between T⊆ and the partial order of s.
Proof. To prove that θ is an isomorphism it sufﬁces to show that it is an
embedding, since T  = 22 and Rs ≤ 22. First, we will prove that θ is an
isotone map; i.e., τsw1 ⊆ τsw2 ⇒ w1 ≤ w2. Using that τsw1 ⊆ τsw2
if and only if the row of w1 in Table I is contained in the row of w2 we can
proceed as follows. For every row τswi look down the table for other rows
that include it and are minimal for that property. Then for each minimal
τswj check that wi ≤ wj using the deﬁning relations (16)–(21) of s and
the conditions (a)–(d) deﬁning a po-monoid. Although this is a routine
check it is a lot of work. We can now apply Proposition 1.1. In order to
prove that θ is an embedding it sufﬁces to prove that for critical pairs
TABLE I
Types of Words of Rs









hs ∗ ∗ ∗
sp ∗ ∗ ∗
hp ∗ ∗ ∗
psh ∗ ∗ ∗
psh ∗ ∗ ∗
phs ∗ ∗ ∗ ∗
sph ∗ ∗ ∗ ∗
pshp ∗ ∗ ∗ ∗
shp ∗ ∗ ∗ ∗ ∗ ∗
hps ∗ ∗ ∗ ∗ ∗
sphs ∗ ∗ ∗ ∗ ∗
pshps ∗ ∗ ∗ ∗ ∗ ∗
shps ∗ ∗ ∗ ∗ ∗ ∗ ∗
hsp ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
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FIG. 2. Partial order of T⊆.
τw1 τw2 of T⊆ we have θτw1 ≤ θτw2, which reduces to
w1 ≤ w2 in s. To determine critical pairs of T⊆ the diagram given by
Fig. 2 and Lemma 1.2 can help us.
Critical pairs of T⊆ and the corresponding noninclusions in s are:
τh τsp h ≤ sp (26)
τs τpshp s ≤ pshp (27)
τp τhs p ≤ hs (28)
τps τhps ps ≤ hps (29)
τhs τshp hs ≤ shp (30)
τhp τsphs hp ≤ sphs (31)
τshp τpshps shp ≤ pshps (32)
τhsp τshps hsp ≤ shps (33)
Notice that these noninclusions are not independent. The noninclusion
(33) implies (26), (28), (29), (30) and the noninclusion (32) implies (27),
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(31). For example, if we suppose hp ≤ sphs, then shp ≤ sphs. Therefore
shp ≤ sphs = pshs ≤ pshps, and hence shp ≤ pshps. So, we are left with
showing (32) and (33). The po-monoid s satisﬁes the deﬁning relations
(16)–(21) for s. Since s is the po-monoid presented by h s pps and the
relations (16)–(21), s is a homomorphic image of s. Now, it is enough
to prove that HSP ≤ SHPS and SHP ≤ PsHPS. The former inequality is
proven in [18] for commutative semigroups and in [2] and [16] for groups.
Let us show the latter.
Let h1 h2 0 1 2 → 0 1 2 be permutations deﬁned by h10 = 0,
h11 = 2, h12 = 1, and h20 = 1, h21 = 2, h22 = 0. We con-
struct countably many unary algebras of type  = fi  i ∈ N, where
N = 1 2 3   . For i ∈ N let i = 0 1 2 fijj∈N be the algebra of
type  such that
fijx =
{
h1x j ≤ i
h2x j > i
All algebras i, for i ∈ N, are simple, with no nontrivial subalgebras, and
for i = j we have i ∼= j . Let  = i  i ∈ N. We will prove that
SHP ⊆ PsHPS (34)
Recall that an ultraproduct of three element algebras is a three ele-
ment algebra. If  is an ultraﬁlter on N containing the conﬁnite sets,
then
∏
i∈N i/ is an algebra isomorphic with  = 0 1 2 fi i∈N,
where fi = h1 for all i ∈ N. This implies
∗ = 1 2 f∗i i∈N ∈ S ⊆ SPu ⊆ SHP
Since ∗ is a subdirectly irreducible algebra, we have that if
∗ ∈ PsHPS = PsHP
then ∗ ∈ HP. This means that there exists a family of algebras j 
j ∈ J, with j ∈  for all j ∈ J, and an epimorphism α
∏
j∈J j → ∗. In∏
j∈J j the element 0 = 0  j ∈ J is a ﬁxed point of f1, hence α0 must
also be a ﬁxed point of f1, but f1 has no ﬁxed points in ∗. Therefore, we
get ∗ ∈ PsHPS and ∗ ∈ SHP, which proves SHP ≤ PsHPS. This
completes the proof.
Note that we have actually proved more than is stated in Theorem 2.2.
In the course of the proof we also established that T⊆ ∼= Ms≤. Hence
below we may use the diagram given by Fig. 2 as the diagram of Ms≤
(for example, label τpshps corresponds to PsHPS, etc.).
Theorem 2.3. The po-monoid s generated by class operators HS P Ps
has 22 elements, s ∼= s, and the corresponding order is given by Fig. 2.
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Proof. Let ϕ Fs →Ms be a homomorphic extension of a function ϕ1 =(
h s p ps
H S P Ps
)
. It is easy to see that ϕ is an isotone and onto map. In order to
prove that ϕ is an isomorphism of po-monoids, it sufﬁces to prove that ϕ
is an embedding of the corresponding partially ordered sets. We use again
Proposition 1.1. Since T⊆ ∼= Fs≤, the critical pairs of Fs≤ are:
phs h sp s pshp hs shp
ps hps hp sphs shppshps hsp shps
Now, we are left with showing that for critical pairs x y of Fs≤ we
have ϕx ≤ ϕy in Ms≤. Converting critical pairs of Fs≤ into non-
inclusions in Ms≤ it is enough to prove that HSP ≤ SHPS and SHP ≤
PsHPS. But that is proven in Theorem 2.2. So, ϕ is an isomorphism.
3. ON THE PO-MONOIDS OF OPERATORS GENERATED BY
HS P Ps FOR VARIOUS VARIETIES
The deﬁnition of a po-monoid of operators on classes of algebras can be
relativized to an arbitrary class  of similar algebras closed with respect to
HS P (i.e., variety) by restricting domains of operators to subclasses of .
We again obtain a po-monoid called the semigroup (monoid) of operators
of the variety . For a given variety  we denote by  the monoid of
operators generated by HS P of  and by s the monoid of operators
generated by HS P Ps of . If  ∼=  s ∼= s, we say that the
variety  has the full monoid of operators  s. Note that ,
respectively s, are homomorphic images of , respectively s.
It is proven in [18] that the variety  of commutative semigroups has the
full monoid of operators . The variety r of groups has also the full
monoid of operators r. In the case of groups the key inequality HSP ≤
SHPS is proven by Neumann in [16]. Even the variety m of metabelian
groups has the full monoid of operators m as shown by Bergman in
[2]. Paper [5] surveys results on  for the following varieties : Boolean
algebras, distributive lattices, unary algebras, Abelian groups, and groups.
In [7, 15, 19],  is determined for varieties of pseudocomplemented
distributive lattices and implicative semilattices and for varieties generated
by a quasiprimal algebra, respectively.
As a consequence of Theorem 2.2 we establish the following result.
Lemma 3.1. Let  be any variety. Then s ∼= s if and only if there
exist classes of algebras 12 ⊆  satisfying the noninclusions
HSP1 ⊆ SHPS1 (35)
SHP2 ⊆ PsHPS2 (36)
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It is easy to see that there are no examples for the noninclusion (35)
among varieties satisfying the congruence extension property (henceforth
CEP) because varieties satisfying CEP fulﬁll SH = HS. For ﬁnitely gener-
ated congruence distributive varieties satisfying CEP even (36) fails.
Lemma 3.2. If  is a ﬁnite set of ﬁnite algebras such that the variety V 
is congruence distributive, then SHP ⊆ PsHPS.
Proof. As a consequence of Jo´nsson’s theorem we have that V  =
PsHS (for Jo´nsson’s theorem see [4]). Hence, SHP ⊆ V  =
PsHS ⊆ PsHPS.
If  is a variety satisfying CEP, then for every class  ⊆  we have
SHP = HSP. A necessary and sufﬁcient condition for a CEP variety
to satisfy (36) is given below.
Lemma 3.3. If  is a variety satisfying CEP and  ⊆  , then SHP ⊆
PsHPS if and only if there exists a subdirectly irreducible algebra  such
that  ∈ HSP and  ∈ HPS.
Proof. Suppose SHP ⊆ PsHPS. Then subdirectly irreducibles
from SHP are in HPS. If SHP ⊆ PsHPS, then there exists
a subdirectly irreducible algebra from HSP that is not in HPS,
because Birkhoff’s subdirect representation theorem would otherwise imply
PsHPS = HSP.
3.1. Groups and Abelian Groups
It has been mentioned that the variety of groups r has the full monoid
of operators r. For the variety of Abelian groups b the monoid of
operators b has 13 elements. We will prove that the variety of groups
r has also the full monoid of operators sr. For the variety of Abelian
groups b the monoid of operators sb has 17 elements.
Let sρ denote a homomorphic image of s corresponding to the
congruence relation on s generated by SHHS. After the reduction
of words from Ms by SH = HS we are left with the following set
Tρ = IH S P PsHS PHHP SP PS PsH
PHSHPS SPHPsHP PsHPSHSP
of reduced words. The aim is to prove that no further reduction is pos-
sible using SH = HS. By collapsing the points of the diagram given by
Fig. 2 modulo SH = HS we obtain the diagram of the partially ordered
set Tρ ≤ (see Fig. 3). The identiﬁcations of SH with HS, of PSH with
PHS, and of SPH = SPHS with SPHS each reduce the number of elements
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FIG. 3. Partial order of sρ.
by 1. The identiﬁcation of SHP with HSP also collapses these with the ele-
ment SHPS lying between them. Thus, 5 vertices are lost, reducing the 22
elements of Fig. 2 to the 17 of Fig. 3.
The variety b of Abelian groups satisﬁes SH = HS and thus sb
is a homomorphic image of sρ. We know that sρ ≤ 17. In order
to prove that sρ = 17 it sufﬁces to show that Tρ≤ is isomorphic to
Msb≤, the partial order of Msb.
Theorem 3.1. The monoid of operators sb of the variety of Abelian
groups has the structure of sρ (Fig. 3).
Proof. sb, as a homomorphic image of sρ, has at most 17 ele-
ments. The identity map from Tρ to sb is an isotone map. In order
to prove that Tρ≤ ∼= sb≤ it is enough to show that for every
critical pair x y of Tρ≤ we have x ≤ y in sb≤. Critical pairs
of Tρ≤ and the corresponding noninclusions in sb≤ are listed
below:
HSP H ≤ SP (37)
S PsHP S ≤ PsHP (38)
PHS P ≤ HS (39)
PsHPS Ps ≤ HPS (40)
HP SPH HP ≤ SPH (41)
HSPPsHPS HSP ≤ PsHPS (42)
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These noninclusions are not independent. The noninclusion (41) implies
(37) and (with the help of the relation SH = HS) (39), while the nonin-
clusion (42) implies (40) (with the help of (21)) and (38). To see this last
implication, assume the negation of (38), multiply the resulting inclusion
on the right by HP , and use the relation SH = HS. The other implications
are obtained similarly. So, we are left with showing (41) and (42).
Let 	 = Z+− 0 be the additive group of integers. We will prove
HP	 ⊆ SPH	 (43)
Let p be a prime and 	p∞ the Pru¨fer group. Since HSP	 = b
it follows that 	p∞ ∈ HSP	. As 	p∞ is an injective group it lies
in HP	. Recall that 	p∞ is a subdirectly irreducible group. So, if
	p∞ ∈ SPH	 = PsSH	, then 	p∞ ∈ SH	 . But, the former is
impossible because SH	 is the class of cyclic groups. We see therefore
that 	p∞ ∈ HP	 and 	p∞ /∈ SPH	.
The following example was kindly supplied by G. M. Bergman.
Let P be the set of all primes, let p be a ﬁxed prime, and for all positive
integers n let 	n be a cyclic group of order n. Let  = 	q  q ∈ P\p.
We will prove that
HSP ⊆ PsHPS (44)
Since HSP = b it follows that 	p ∈ HSP. Every group  in S,
and hence in HPS is p-divisible, i.e., pG = G. As 	p is not p-divisible
we ﬁnd that 	p /∈ HPS. Since 	p is a subdirectly irreducible group and
the variety b satisﬁes CEP (44) follows by Lemma 3.3. So, sb has 17
elements and sb ∼= sρ.
In the course of the above proof we have established the following
consequences.
Theorem 3.2. The variety of groups r has the full monoid of operators
sr. The corresponding partial order is given by Fig. 2.
Proof. By Lemma 3.1 it sufﬁces to ﬁnd two classes of groups satisfy-
ing (35) and (36). As we have already mentioned, a class of groups satisfy-
ing (35) is given in [16] and [2]. The example of a class of groups satisfying
(36) has just been given; see (44) and use that HSP = SHP in
this case.
Lemma 3.4. Let  be any variety satisfying SH = HS. A necessary and
sufﬁcient condition for s  to be isomorphic to sρ is that there exist
classes 12 ⊆  satisfying the two noninclusions:
HSP1 ⊆ PsHPS1 (45)
HP2 ⊆ SPH2 (46)
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3.2. Unary Algebras
It is mentioned in [5] that if n is the variety of all algebras of a ﬁxed
unary type then the monoid of operators n has 13 elements. We will
prove that for the variety n of all unary algebras of countable unary type
the monoid of operators sn has 17 elements. Since all varieties of
unary algebras satisfy SH = HS we will make use of Lemma 3.4.
Theorem 3.3. The monoid of operators sn of the variety of all unary
algebras of countable unary type has the structure of sρ (Fig. 3).
Proof. Using Lemma 3.4 it sufﬁces to ﬁnd classes 1 and 2 of unary
algebras of countable unary type satisfying (45) and (46). The class  sat-
isfying (45) is given in the proof of Theorem 2.2; see (34) and use that
HSP = SHP in this case. We will use the same class  to show
(46), i.e.,
HP ⊆ SPH (47)
We already know that  = 0 1 2 fi i∈N ∈ Pu, where fi = h1 for all
i ∈ N. As HPu ≤ HP and 
 = 0 1 f
i i∈N ∈ H ⊆ HPu, where
f
i = 10 1 for all i ∈ N, we conclude that 
 ∈ HP. Algebra 
 is
subdirectly irreducible. So, if we suppose 
 ∈ SPH, then 
 ∈ SH.
Since SH = I ∪ 1, where 1 is a trivial unary algebra of countable
unary type we derive 
 /∈ SH and hence 
 /∈ SPH. So, 
 ∈ HP
and 
 /∈ SPH which proves (47).
3.3. Boolean Algebras and Distributive Lattices
We know from [5] that for the variety of Boolean algebras 
 and the
variety of distributive lattices  the monoids of operators 
 have
11 elements. Nontrivial relations among operators are SH = HS and SP =
HSP . As the two element algebra 2 is in both cases the only subdirectly
irreducible algebra we have 
 = Ps2 and  = Ps2. We will prove that
the monoids of operators s
s have 12 elements.
Lemma 3.5. If  is a class of Boolean algebras (distributive lattices) con-
taining at least one nontrivial algebra, then
(i) If 2 ∈ , then Ps = PsH = PsHP = PsHPS = 
.
(ii) If 2 /∈ , then Ps = 
 PsH = PsHP = PsHPS = 
.
Proof. (i) is evident. For (ii) note that 2 /∈ Ps and 2 ∈ H.
Using Lemma 3.5 and results from [5] on Boolean algebras and distribu-
tive lattices we derive the following nontrivial relations among operators
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HS P, and Ps satisﬁed by 
 and .
HSP = SHPS = SHP = SPHS = SP = PsH = PsHP = PsHPS (48)
SH = HS (49)
It is easy to see that relations (48)–(49) follow from
PsH = SP = HSP (50)
SH = HS (51)
Let sθ denote the homomorphic image of s corresponding to
the congruence relation on s generated by SHHS SPHSP
PsHHSP. After the reduction of words from Ms by (50) and (51) we
are left with the set
Tθ = IH S P PsHS PHHPPS PHSHPSHSP
of reduced words. The aim is to prove that no further reduction is possible
using (50) and (51). If we collapse points of the diagram given by Fig. 3
modulo relations (48) we obtain the diagram of the partially ordered set
Tθ≤ (see Fig. 4).
Since the varieties 
 and  satisfy (50) and (51) it follows that s

and s are homomorphic images of sθ. We know that sθ ≤ 12.
In order to prove that sθ has 12 elements it sufﬁces to prove that Tθ≤
is isomorphic to either Ms
≤ or Ms≤. In fact we will prove that
sθ ∼= s
 ∼= s.
FIG. 4. Partial order of sθ.
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Theorem 3.4. The monoids of operators s
 and s of the vari-
eties of Boolean algebras and distributive lattices have the structure of sθ
(Fig. 4).
Proof. By the same reasoning as in Theorem 3.1 it is enough to show
that for every critical pair x y of Tθ≤ we have x ≤ y in Ms
≤ and
Ms≤. Critical pairs of Tθ≤ and the corresponding noninclusions
are listed below:
HPS H ≤ PS (52)
HPs H ≤ Ps (53)
S Ps S ≤ Ps (54)
SHP S ≤ HP (55)
PHS P ≤ HS (56)
PsHPS Ps ≤ HPS (57)
HPPHS HP ≤ PHS (58)
In this case we ﬁnd that the noninclusion (53) implies (54), the noninclusion
(58) implies (56) and the noninclusion (57) implies (55). All of the impli-
cations except (53) ⇒ (54) are obvious. To prove (53) ⇒ (54) suppose that
S ≤ Ps. Then we have SP ≤ PsP , and hence H ≤ HSP = SP ≤ PsP = Ps.
So, we are left with showing (52), (53), (57), and (58).
We shall ﬁrst present examples for the above noninclusions in the class of
Boolean algebras because slight modiﬁcations of those will serve as exam-
ples for the same noninclusions in the class of distributive lattices. For all
the standard notions concerning Boolean algebras the reader is referred to
[8] or [10].
An example of the class  of Boolean algebras satisfying (52) is given in
[19] (see p. 132). For the sake of completeness we give that example here.
Let  = 
ℵ1, where 
ℵ1 is a free Boolean algebra on ℵ1 free
generators. Let 
ℵ1 be the Boolean algebra generated by a well-ordered
chain of type ℵ1. Then we have 
ℵ1  = ℵ1 and 
ℵ1 ∈ H. Since all
chains in 
ℵ1 are at most countable, and since this property is inherited
by subalgebras, we conclude that 
ℵ1 /∈ S. If 




i ∈ S for i ∈ I. For an arbitrary Boolean algebra  we
deﬁne the cardinal function
Depth = supW   W ⊆ A is well ordered by the Boolean ordering








i  i ∈ I
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As for every i ∈ I we have Depth
i ≤ ℵ0 it follows that
Depth∏i∈I 
i ≤ maxI, ℵ0. Since it contains a well-ordered chain
of type ℵ1, 
ℵ1 must be the product of ℵ1 subalgebras of 
ℵ1 and
hence has cardinality at least 2ℵ1 . Contradiction. Thus we have 
ℵ1∈ H and 
ℵ1 /∈ PS. This implies H ⊆ PS.
To prove (53), let  = 22. Then we have 2 ∈ H and 2 /∈ Ps.
This implies H ⊆ Ps.
To prove (57), let  = 2. Then we have HPS = HP and
Ps = 
. The latter implies that free Boolean algebra 
ℵ0 belongs
to Ps. Suppose that 
ℵ0 ∈ HP. Then there exists an epimor-
phism α 2I → 
ℵ0, where I ≥ ℵ0. As 
ℵ0 is a projective Boolean
algebra it follows that there exists a homomorphism β 
ℵ0 → 2I satis-
fying αβ = 1F
ℵ0. Hence 
ℵ0 is a retract of 2I . Since 2I is a complete
Boolean algebra and retracts of complete Boolean algebras are complete
as well we conclude that 
ℵ0 is complete. Contradiction. Thus we have

ℵ0 ∈ Ps and 
ℵ0 /∈ HPS. This implies Ps ⊆ HPS.
To prove (58), let  = 2. Then we have PHS = P and hence
every Boolean algebra in PHS is isomorphic to a power set Boolean
algebra and hence complete and atomic. Let Fin be the ideal of all
ﬁnite subsets of the set of natural numbers N. Then the Boolean alge-
bra 2N/Fin ∈ HP. As the Boolean algebra 2N/Fin is noncomplete and
atomless we have that 2N/Fin /∈ PHS. This implies HP ⊆ PHS.
Let us now move on to distributive lattices.
To prove (52) let  = ℵ1, where ℵ1 is a free distributive
lattice on ℵ1 free generators. Let ℵ1 be chain of a cardinality ℵ1. Then
we have ℵ1 ∈ H. As chains are directly indecomposable we have that
ℵ1 ∈ PS implies ℵ1 ∈ S. Since there are no uncountable chains
in ℵ1 (see [1, p. 411]) we conclude that ℵ1 /∈ S. So, we conclude
that ℵ1 /∈ PS and hence H ⊆ PS.
To prove (53), (57), and (58) we can use the same classes and the corre-
sponding constructions as in the case of Boolean algebras. In case of (57)
use ℵ0 instead of 
ℵ0 and that retracts of complete distributive
lattices are complete as well. For (58) use that 2N/Fin is a noncomplete
distributive lattice.
Thus, ﬁnally we conclude that s
 and s have 12 elements and
that sθ ∼= s
 ∼= s.
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