Introduction
Let (M n , g) be a compact, connected, n-dimensional Riemannian manifold, n ≥ 3, and let the Ricci tensor and scalar curvature be denoted by Ric and R, respectively. For a symmetric tensor A, we let det(A) denote the determinant of A, that is, the product of the eigenvalues of A. By results of [3] , [9] , and [16] , every compact manifold of dimension n ≥ 3 admits a metric with negative Ricci curvature. Therefore we have Corollary 1.1. Every smooth compact n-manifold, n ≥ 3, admits a Riemannian metric with Ric < 0 and det(Ric) = constant. (1.2) This theorem may be viewed as a Monge-Ampère version of a theorem of Aubin for the scalar curvature ( [1] ). Theorem 1.1 is a special case of a more general theorem involving symmetric functions of eigenvalues of Ric, which we describe next. Let A be a symmetric n × n matrix, and let σ k (A) denote the kth elementary symmetric of A. Definition 1. Let (λ 1 , . . . , λ n ) ∈ R n . We view the elementary symmetric functions as functions on R n σ k (λ 1 , . . . , λ n ) = For a symmetric linear transformation A : V → V , where V is an n-dimensional inner product space, the notation A ∈ Γ ± k will mean that the eigenvalues of A lie in the corresponding set. We note that this notation also makes sense for a symmetric tensor on a Riemannian manifold. If A ∈ Γ 
Rg .
(1.3)
Note that for t = 1, A 1 is the classical Schouten tensor ( [7] ). The following is our main theorem. Note that we take the elementary symmetric function with respect to the metric g. As noted previously in [18] , the C 2 estimate does not work for t = 1, which is why we must make the restriction t < 1. Also, for t > 1, the equation is not necessarily elliptic, therefore t = 1 is critical for several reasons. It is an interesting problem to investigate the limiting behaviour of the solutions in Theorem 1.2 as t → 1.
We next write this curvature equation as a partial differential equation. We have the following formula for the transformation of A t under a conformal change of metric g = e 2w g:Ã
tr(A 1 )g, this formula follows easily from the standard formula for the transformation of the Schouten tensor (see [18] ):
From (1.5), we may write (1.4) with respect to the background metric g
In the following sections we will derive a priori estimates for solutions of (1.7), culminating in the existence proof in Section 6. In Section 7, we make some remarks on the positive curvature case.
We also point out that the Hessian equation
where S is a symmetric tensor was considered in [15] , [6] . For a general existence theorem, one must assume that the background metric has non-negative sectional curvature. We emphasize that, because of special properties of (1.7), we do not need such an assumption.
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Ellipticity
In this section we will discuss the ellipticity properties of equation (1.7).
Definition 2. Let A : V → V be a symmetric linear transformation, where V is an n-dimensional inner product space. For 0 ≤ q ≤ n, the qth Newton transformation associated with A is
Several useful identities involving the Newton tranformation and elementary symmetric polynomials were derived in [17] . First, if A i j are the components of A with respect to some basis of V , then
..jqj is the generalized Kronecker delta symbol, and we are using the Einstein summation convention. Also,
that is, the (k − 1)-Newton transformation is what we get when we differentiate σ k . We also note the identities
The following Proposition describes some important properties of the cones Γ 
Proof. The proof of this proposition is standard, and may be found in [4] and [10] .
Note that the inequality (2.5) states that σ
k . This will be essential in proving the C 2 and C 2,α estimates in later sections.
Proposition 2.2. If w is a solution of (1.7) with A t g ∈ Γ − k for some t ≤ 1, then
Proof. Since M is compact, at a minimum of the solution w we have Proof. We define
so that solutions of (1.7) are exactly the zeroes of F t . We then suppose that w ∈
Therefore,
For the second term on the RHS of (2.6) we have
Combining (2.7) and (2.8), we conclude
where + · · · denotes additional terms which are linear in ∇ϕ. Defining
we have
By Propositions 2.1 and 2.2,
Since the coefficient of ϕ in the zeroth-order term of (2.11) is strictly negative, we have
We begin with an important property of σ k in the cone Γ + k . Lemma 3.1. Let A and B be symmetric n × n matrices. Assume that A is positive semi-definite, B ∈ Γ + k , and
If A is negative semi-definite, then
is positive definite from Proposition 2.1. Therefore F (t) is nondecreasing, and F (0) = 0, so we have
The negative case is similar.
k for some t ≤ 1. Then there exist constants δ < 0 < δ depending only upon f , A t g and k, such that for any solution w(x) of (1.7), we have δ < w(x) < δ.
Proof. Since N is compact, at a minimum of the function w(x) we have
with ∇ 2 w(p) positive semidefinite, and therefore
∆wg(p) ≥ 0. From Proposition 2.2 and Lemma 3.1 we have
and certainly we can choose δ such that
Similarly, if the maximum of w(x) is at q ∈ N, we can choose δ such that
Proposition 4.1. Let w be a C 3 solution of (1.7) for some t ≤ 1, satisfying δ < w < δ. Then ∇w L ∞ < C 2 , where C 2 depends only upon δ, δ, g, t.
We consider the following function
where φ : R → R is a function of the form
The constants c 1 , c 2 , and p will be chosen later. We will estimate the maximum value of the function h, and this will give us the gradient estimate. Since N is compact, and h is continuous, we suppose the maximum of h occurs and a point p ∈ N. We take a normal coordinate system (x 1 , . . . , x n ) at p. Then we have g ij (p) = δ ij , and Γ i jk (p) = 0, where g = g ij dx i dx j , and Γ i jk is the Christoffel symbol (see [2] ).
Locally, we may write h as
In a neighborhood of p, differentiating h in the x i direction we have
Since in a normal coordinate system, the first derivatives of the metric vanish at p, and since p is a maximum for h, evaluating (4.1) at p, we have
Next we differentiate (4.1) in the x j direction. Since p is a maximum, ∂ j ∂ i h = h ij is negative semidefinite, and we get (at p)
Next we note that v j = w lj w l , and using (4.2), we have
We recall from Section 2 thatQ
is positive definite, whereT ij means T k−1 (∇ 2 w) ij . So we divide by ve φ(w) , sum withQ t ij , and we have the inequality
since w li w lj is positive semidefinite.
We will use equation (1.7) to replace the w ij term with lower order terms, and then differentiate equation (1.7) in order to replace the w lij term with lower order terms. With respect to our local coordinate system, from (1.5) we havē
At the point p, this simplifies tō
We write equation (1.7) in our local coordinate system
Note that the g lj term is present since we need to raise an index on the tensor before we apply σ k . From (4.6), we have at p,
From the identities in (2.4), we havē
Therefore, using equation (4.7), we havē
Next we take m with 1 ≤ m ≤ n, and apply ∂ m to (4.7)
For the left side we have
Evaluating this expression at p, we have
For the right hand side of (4.9) we have
We have obtained the expansion of (4.9):
(4.12)
Note that the third order terms in the above expression arē
Next we sum (4.12) with w m , using (4.2) we have the following formulā
(4.13) Substituting (4.8) and (4.13) into (4.4), we arrive at the inequality
Recalling thatQ
(4.14)
Lemma 4.1. At p, in normal coordinates, we have
where R iljm are the components of the Riemann curvature tensor of g.
Proof.
For the proof, see [18] .
Using the lemma, and collecting terms in (4.14), we arrive at
Now we will choose φ(s).
Lemma 4.2. Assume that δ < s < δ. Then we may choose constants c 1 , c 2 , and p depending only upon δ, and δ. so that φ(s) = c 1 (c 2 + s) p satisfies
Proof. We have
and
To satisfy (4.16) we need c 1 > 0, p > 0, and c 2 + s > 0. So choose c 2 > δ. Next we have
Now choose
and p so large that
Then we have
With φ(s) chosen as above, for s ∈ [δ, δ], we let
From the inequality (4.15), we have
If the matrix
has an eigenvalue less than 1, then the gradient estimate is immediate since the last term dominates (
> 0). Otherwise, absorbing lower order terms in (4.18), we have Proof. The proof may be found in [15] .
Using this result, if k ≥ 2, we see that |λ| ≤ C, and sinceT k−1 is positive definite, this implies (see [15] )
Equation (4.20) then implies that
Note that in the case k = 1, we do not require the proposition since T ij 0 = δ ij , and therefore (4.20) gives the gradient bound.
C
2 estimate Proposition 5.1. Let w be a C 4 solution of (1.7) for some t < 1 satisfying δ < w < δ, and ∇w L ∞ < C 1 . Then ∇ 2 w L ∞ ≤ C 2 , where C 2 depends only upon δ, δ, C 1 , g, t.
Let S(T N) denote the unit tangent bundle of N, and we consider the following function h : S(T N) → R,
where Λ is a constant to be chosen later. Since S(T N) is compact, let h have a maximum at the vectorẽ p . We use normal coordinates at p, and by rotating, assume that the tensor is diagonal at p, and without loss of generality, we may assume that e p = ∂/∂x 1 , and that ∇ 2 w is diagonal at p. We leth denote the function defined in a neighborhood of p
Differentiating in the ith coordinate direction, we obtaiñ
The functionh(x) has a maximum at p, so evaluating (5.1) at p, we obtain
Next we differentiate (5.1) in the x j direction. Since p is a maximum, ∂ j ∂ ih =h ij is negative semidefinite, and we get (at p)
We again recall from Section 2 that
is positive definite, whereT ij means T k−1 (∇ 2 w) ij . We sum withQ t ij and we have the inequality
We will use (4.10) to replace the last term, and we will differentiate equation (1.7) twice to replace the first term.
Using (4.10) and (4.11), we have at p,
The next step is to rewrite the second derivative terms in terms of∇ 2 w. To further simplify notation, we letw ij = (∇ 2 w) ij . We have
Since we are in the cone Γ + k , the trace is positive by Proposition 2.1, and sincew 11 is the largest eigenvalue, we have
Using (5.6) and (5.7), we may estimate (5.5)
Inequality (5.4) may then be rewritten as
We recall that the equation is
To simplify notation, write σ = σ 1/k k . Differentiating once in the x 1 direction, we have
Differentiating twice, we obtain
= −f 11 e 2w − 4f 1 e 2w w i − 4f e 2w w 2 1 − 2f e 2w w 11 .
Since σ 1/k k is concave in Γ + k , we have the inequalitȳ
(5.10)
Using our assumptions, we havē
We differentiate (4.5) twice, and evaluate at p to obtain
From (5.2) we can replace terms of the form w 11i and we havē
Substituting (5.12) in (5.11), we havē
Next we substitute inequality (5.13) into (5.9) and we obtain
ii . (5.14)
Since t < 1, we may choose Λ large to dominate the −(2 − t) term (this is the point where the assumption t < 1 is crucial). Choosing
we obtain
Dividing by 2w 2 11 and using (2.4), we obtain
then we have the necessary eigenvalue bound. So we may assume that
and substitution into inequality (5.16) yields
Without loss of generality we may assume thatw 11 ≥ 1, and from the above inequality we obtain
which by Proposition 4.2 yields the eigenvalue bound in the case k ≥ 2. In the case k = 1, (5.16) already gives the eigenvalue estimate.
6 Proof of Theorem 1.2
In the previous sections we have demonstrated an a priori C 2 estimate for solutions of (1.7). Therefore (1.7) is uniformly elliptic with respect to any solution. It is straightforward to verify that (1.7) is a concave function of the second derivative variables. It follows from the work of Evans [8] , and Krylov [13] that there exists a constant C such that for any solution w of (1.7) we have
For s ∈ [0, 1], we consider the equation
where
It follows from Corollary 2.1 and the implicit function theorem (see [11] ) that S is open. For s = 0, we have the solution w ≡ 0, therefore S is non-empty. Clearly, the estimates from the previous sections remain valid upon replacing A |f (x)| by s|f (x)| + (1 − s). Consequently there exists a constant C independent of s such that w s C 2,α < C, which implies that S is closed. From connectedness, S = [0, 1], therefore there exists a solution at s = 1.
Using the maximum principle as in Proposition 3.1, it follows that w ≡ 0 is the unique solution at s = 0. To prove uniqueness at s = 1, assume by contradiction that we have solutions w 1 and w 2 for s = 1. Then we may run the continuity method in reverse, starting at s = 1 and descending to s = 0. From the a priori estimates, we obtain 2 paths of solutions, one starting at w 1 , and another starting at w 2 . Since there is a unique solution at s = 0, the paths must coincide at some s ≥ 0. This contradicts local invertibility.
Remarks on the positive curvature case
In this paper, we have concentrated on the case that A t g ∈ Γ − k , but it is also interesting to consider the case A t g ∈ Γ + k . This problem was studied in [18] for t = 1, where the compactness was reduced to an L ∞ estimate. The estimate proved in this paper also reduce the compactness to an L ∞ estimate for −∞ < t ≤ 1. For f (x) > 0, and background metric g with A Note the gradient terms have a different sign now, but the estimates for higher derivatives still work. In particular, for the C 1 estimate, the only modification necessary is the following variant of Lemma 4.2 Lemma 7.1. Assume that δ < s < δ. Then we may choose constants c 1 , c 2 , and p depending only upon δ, and δ. so that φ(s) = c 1 (c 2 + s) p satisfies φ ′ (s) < 0, (7.2) and
3)
The proof given in Section 4 then works as before for all t ≤ 1. For the C The estimate now works for all −∞ < t ≤ 1. Note we can include the endpoint t = 1 in the positive case. We conclude with an outline of some progress that has been made for t = 1 in the positive case. For σ 2 in dimension 4, the L ∞ estimate has been proved (if M is not conformally equivalent to S 4 ) in Chang, Gursky and Yang (see [5] ). Existence of solutions in the locally conformally flat case has been demonstrated in [14] and [12] . A sufficient condition for the L ∞ estimate in the determinant case may be found in [18] .
