A technique for automatic detection of targets from their infrared signature's state-of-polarization vector is described. The bounds on the Bayesian total probability of errors are estimated from the observed Stokes vector imagery and used as metrics for separating targets from background clutter. The performance of the proposed approach for objects under various geometries is studied in terms of receiver operating characteristic curves. The new results, which have been obtained from data from the U.S. Air Force's Infrared Modeling and Analysis polarimetric infrared simulation tool, indicate the usefulness of polarimetric infrared signatures for the automatic detection of small targets.
We address the problem of detecting small military targets on the ground by means of an autonomous polarimetric sensor on board a high-altitude airborne or spaceborne platform. In such situations, the scene imagery is composed of targets that are small, having relatively few pixels, embedded in the background clutter. The role of this system is to act as a target screener by indicating the potential areas of interest. These detected target regions will be passed to other higher-resolution multispectral sensors for classif ication. We recently reported work on the detection and classif ication of relatively large targets from their polarimetric infrared sensor signatures. 1 The present work is significant in that it is to our knowledge the first report of the development and evaluation of automatic detection in polarimetric imagery containing targets subtending only a small number of pixels.
A beam of incoherent radiation emitted or ref lected from a target's surface can be completely described at a given wavelength by the four Stokes parameters (I , Q, U , V ). The parameter I is a measure of the total intensity of radiation, Q measures the amount of linear polarization in the horizontal direction, U indicates the amount of linear polarization at 45
± from the horizontal, and V is associated with the circular polarization.
The Stokes parameters can be transformed into percent of polarization, P , and angle of polarization, f, by use of the relations 1 P 100
Conventional methods of determining polarization from images rely on the use of a single polarizer covering the entire imaging sensor. In one method, a sequence of four images is taken with a linear polarizer oriented at 0 ± , 45 ± , 90 ± , and 135 ± . This method can determine the f irst three of the Stokes parameters at each image pixel:
where i x is the intensity measured with the polarizer oriented at x degrees. The output of the polarimetric infrared sensor is used to generate arrays of Stokes vectors. The goal of target detection is to estimate the presence or absence of a target, given a set of measurements. Nonpolarimetric passive sensing systems use target motion as a cue for the detection of small targets. However, for stationary small targets the detection is a challenging problem. Our objective is to classify a target from a set of measurements y l . The target is a member of some target class T c (c 0 for clutter, c 1 for target). Some of the measurements y l are suff iciently class dependent in some way to permit classif ication. The observations are denoted
where t denotes the set of polarization states. With this notation, the Bayes-optimal classif ier can be constructed from the joint conditional probability density, p͑T c j Y t ͒. Then, the minimum error classif ier iŝ
To improve processing eff iciency in terms of storage and speed we consider bounds on the Bayesian probability of errors. One such bound is the Fisher criterion, which is def ined in terms of the second-order 
where m and s are the mean and standard deviations and their associated subscripts, b and t, refer to background clutter and target classes, respectively. The fused Fisher criterion for the three observed polarization signatures is def ined as
where the m coefficients are the functions of the a priori probabilities of the three signatures. Once again, m and s are the mean and the standard deviation, and their associated subscripts b and t refer to background clutter and target classes, respectively. Associations with the intensity, percent of polarization, and angle of polarization signatures are indicated by the subscripts I , P , and f, respectively. The Fisher distance described above indicates class separation between two polarimetrically diverse signatures. In our case the two classes of targets and clutter are decided for each image region based on the region's Fisher distance values. The polarimetric statistical data associated with known targets can be computed off line and are assumed to be known, and those associated with the background will be estimated 2,3 on line from the polarimetric imagery. Thus, a Fisher distance map (image) can be computed by use of Eq. (6). Pixels in this image that are associated with targets have generally low values, and those associated with background have larger intensity values. Using d, we consider two other functions: P ͑E j d͒, the probability density of having a target pixel conditioned on the observation of the distance pixel value d, and P ͑E j d͒, the probability density function of having a nontarget conditioned on the observation pixel d. These two functions are obtained by use of Bayes theorem from P ͑d j E͒ and P ͑d j E͒, the probability densities for distance d conditioned on its being from a target and nontarget, respectively. In this context the optimal decision about which pixels belong to the targets and which pixels belong to the background is reduced to a hypothesistesting problem in the context of the statistical decision making. The solution is shown to reduce to a comparison of the ratio of the two conditional probability density functions with a threshold value p:
P ͑. j d͒ is related to P ͑d j .͒ through Bayes theorem:
where E i with i 1 stands for E and E i with i 2 stands for E. P ͑E͒ and P ͑E͒ are the a priori probabilities of E and E, respectively. To evaluate our target detection algorithms we used computer-simulated polarimetric images. We generated polarimetric images of a tactical scene, using the software package Infrared Modeling and Analysis (IRMA). IRMA is the U.S. Air Force's premier research tool for high-resolution rendering and polarimetric signature prediction modeling. In this scene runways connect four aircraft hangars, and the target is parked on the grass. Targets include a T72 tank and an M35 truck (Fig. 1) . Among the simplifying assumptions made in this situation are the following: (i) All surfaces have the same temperature, 24
(ii) There are only two surface materials: grass, which emits unpolarized light, and glossy paint, which emits polarized light with characteristics described by Fresnel equations. We use a complex index of refraction of 1.5 1 i0.15, which is representative of paint in the wavelength range 3 5 mm.
(iii)
No sun is present. The range from sensor to target varies from 1 to 12 km. At 1 km the target and a hangar are well resolved. At 5 km the target subtends 10 pixels; at 12 km, only 4 pixels. We conducted a number of experiments evaluated the performance of the target-detection algorithm. Statistical measures were obtained on a moving window. The size of the window was varied from 3 3 3 to 5 3 5 and 7 3 7 pixels and was f inally set at 3 3 3 pixel because of the better performance at this window size. Notice that in the synthetic imagery analyzed through IRMA, the background scenes and targets have extensive intensity variations that are phenomenologically based. Thus a tank and a truck, for instance, have distinct ranges of pixel values. Polarimetric thermal imaging sensors are useful for target detection because P and f are directly related to the two angles that determine the local surface orientation. 1 Information on the surface orientation at every pixel gives clues to the target's three-dimensional shape and position that are used to separate targets from clutter. Polarization also gives useful information about the surface properties of the object. Artificial objects have unnaturally smooth surfaces, leading to radiation with a greater value of P . Natural backgrounds such as grass, trees, dirt, and sand emit and ref lect radiation that is less polarized. With polarimetric imagery, surface orientation data, from P and f, and temperature data, from I , are captured simultaneously and can be processed together to enhance detection. The Fisher distance image is then thresholded for target discrimination. A threshold p, as shown in Eqs. (7) and (8), was systematically varied from 0 to 255 (the dynamic range of the d image, the Fisher distance map), conditional probability distribution functions of target and clutter were estimated, and based on Eq. (8) pixels were assigned to the target or clutter class. Thus, by systematically changing the threshold values, we estimated the probabilities of detection and false alarm, and a receiver operating characteristic (ROC) curve was obtained. If more than one target is present (multiple tanks), then after the thresholding a connected component operation 3 will be performed to group the pixels associated with each distinct target labels together. We use ROC curves to compare the performance of the target detection approach for different targets at different ranges. In this study the other scene parameters were kept unchanged. Figures 2-4 show the ROC curves for a T72 tank and an M35 truck at the ranges of 1, 5, and 12 km, respectively. Comparing the ROC plots in Figs. 3  and 4 shows that, for otherwise similar conditions, the target detector performs very similarly for a T72 tank and an M35 truck. For both the tank and the truck, the ROC curves indicate good performance at long ranges. Furthermore, the curves show that performance improves as the range to the targets increases from 1 to 12 km. At close ranges the target becomes multimodal, showing distinctly different parts and having different pixel value distributions. Consequently, the use of a single probability density function is not sufficient. We addressed classif ication of targets at these close ranges recently. 1 However, when the M35 is much closer to the observer, at 1-km range (right-hand side of Fig. 2 ) the ROC behaves differently. There is an indication of a noncontinuous behavior that is due to the multimodality of the target pixel values. At relatively short distances of 1 km or less, techniques that exploit the detailed orientation, shape, and texture information become suitable for target detection-classif ication.
