Recently Stock and Watson (2007) showed that since the mid-1980s it has been hard for backward-looking Phillips curve models to improve on simple univariate models in forecasting U.S. inflation. While this indeed is the case when the benchmark is a causal autoregression, little change in forecast accuracy is detected when a noncausal autoregression is taken as the benchmark. In this note, we argue that a noncausal autoregression indeed provides a better characterization of U.S. inflation dynamics than the conventional causal autoregression and it is, therefore, the appropriate univariate benchmark model.
Introduction
In their recent, widely cited article, Stock and Watson (2007, SW henceforth) argued that while U.S. in ‡ation in general has become easier to forecast after 1983, it has also become more di¢ cult to improve upon univariate models by means of backwardlooking Phillips curve (PC) forecasts. Speci…cally, they claim that before 1983, PC models were superior to the univariate autoregressive (AR) model, but after 1984, the situation has reversed.We argue that SW's benchmark model is not the appropriate univariate model, especially in the 1970-1983 period, but, in fact, in ‡ation dynamics are better captured by a noncausal, instead of a conventional causal AR model. This claim is backed up by the …ndings of Lanne and Saikkonen (2008) and Lanne et al. (2009) for the CPI in ‡ation and Lanne et al. (2010) for the GDP price in ‡ation.
Also, in contrast to SW, we do not force a unit root in the in ‡ation process.
Our results show that once the noncausal AR benchmark is adopted, the changes in the forecastability of U.S. GDP in ‡ation are minor, and mainly con…ned to the two-year forecast horizon. As to the other in ‡ation measures (personal consumption expenditure de ‡ator for core items (PCE-core) and all items (PCE-all), and the consumer price index (CPI-U)) considered by SW, the PC forecasts very rarely beat the noncausal AR forecast in either forecast period.
Causal and noncausal AR models are both univariate and not discernible under Gaussian errors. However, as shown by Lanne and Saikkonen (2008) , and Lanne et al. (2009 Lanne et al. ( , 2010 , the errors of AR models estimated for U.S. in ‡ation series are not well characterized as Gaussian, but exhibit excess kurtosis. In those papers, Student's t-distribution is assumed for the errors and it turns out to provide a good …t. Under 1 this distributional assumption, noncausality can be checked, and a noncausal AR model indeed proves superior for U.S. in ‡ation series based on the GDP de ‡ator and the consumer price index. Moreover, it is the purely noncausal AR model without lagged in ‡ation that, in general, yields the most accurate forecasts, and, therefore, we employ that model as well.
The plan of the paper is as follows. In Section 2, we present the noncausal AR model, and discuss estimation and forecasting. Section 3 presents the forecasting results and comparisons to SW's …ndings. Finally, Section 4 concludes.
Noncausal AR Model
Let us consider the following noncausal AR model for in ‡ation t (t = 0; 1; 2; :::),
where 
This formulation was recently suggested by Lanne and Saikkonen (2008) . We use the abbreviation AR(r; s) for the model de…ned by (1). If
reduces to the conventional causal AR(r) model.
The conditions in (2) imply that t has the two-sided moving average representa-
where j is the coe¢ cient of z j in the Laurent series expansion of (z)
Note that this implies that past observations can be used to predict future errors. From (1) one also obtains the representation
where v t = ' (B 1 ) 1 t = P 1 j=0 j t+j with j the coe¢ cient of z j in the power series expansion of ' (B 1 ) 1 . This representation can be used to obtain forecasts. Taking conditional expectations conditional on past and present in ‡ation of (4) yields
which shows that in a noncausal AR model, future errors are predictable by past values of in ‡ation.
A well-known feature of noncausal autoregressions is that a non-Gaussian error term is required to achieve identi…cation. Therefore, following Lanne and Saikkonen (2008) , we specify Student's t-distribution for t . In addition to these authors, also Lanne et al. (2009 Lanne et al. ( , 2010 have shown this distribution to …t U.S. in ‡ation series well.
Under this assumption, the noncausal AR model can be estimated by maximizing the approximate likelihood function proposed by Lanne and Saikkonen (2008) .
To compute forecasts based on representation (4), simulation methods are called for. Let E T ( ) signify the conditional expectation operator given the observed data 3 vector = ( 1 ; :::; T ). From (4) it is seen that the optimal predictor of T +h (h > 0) based on satis…es
Thus, if we are able to forecast the variable v T +h , we can compute forecasts of in ‡ation recursively. In the purely noncausal case of particular interest in this paper, the optimal forecast of T +h reduces to E T (v T +h ). To calculate v T +h in practice we use the approximation v T +h P M h j=0 j T +h+j ;where the integer M is supposed to be so large that the approximation error is negligible for all forecast horizons h of interest.
To a close approximation we then have Following their recommendations based on simulation experiments, we set M = 50, and the number of replications, N , in the simulation procedure equals 100 000.
Forecast Results
We focus on quarterly GDP price index in ‡ation, but also present results for a number of other in ‡ation measures. All data are downloaded from Mark Watson's web page. In addition to the univariate causal and noncausal AR models, random walk forecasts of Atkeson and Ohanian (2001) and moving average forecasts are consid- we only consider iterated multistep forecasts that SW found quantitatively quite similar to their direct forecasts. Lanne and Saikkonen (2008) propose a model selection procedure that was employed in forecasting by Lanne et al. (2010) . However, in this paper all noncausal forecasts are based on the recursively estimated …xed AR(0,4) model that should be adequate for quarterly data. SW mainly rely on the Akaike information criterion (AIC) in model selection, i.e., they recursively select the order of the AR model (denoted AR(AIC) below). However, they also show that the …xed AR(4,0) model produces similar results. If the purely noncausal AR(0,4) model is used as the benchmark, the results are drastically di¤erent. As the …gures in Table 2 show, the PC forecasts are, in general inferior to this univariate benchmark model. In contrast to Table 1 , this is the case also in the 1970-1983 period, while the performance of the AR(AIC) and AR(0,4) models is similar in the 1984-2004 period. As a result, the changes in predictive accuracy of the PC models are, in general, much smaller than SW's results in Table 1 lead one to believe. Moreover, the right panel of Table 3 shows that in many cases, the predictive performance of these models has improved, especially at horizons of four quarters or less, and in case of relative deterioration, it is much lesser than suggested by SW. Particularly noteworthy is the result that the model with the change in building permits as the predictor (PC-Permits) is the only model that beats the AR(0,4) benchmark at all horizons in the latter subsample period, and shows great improvement in predictive accuracy over the 1970-1983 period.
In addition to the PC forecasts, SW also considered the random walk forecasts (AO) of Atkeson and Ohanian (2001) and …rst-order integrated moving average (IMA(1,1)) forecasts proposed in the previous literature. As to the former, our conclusion is similar to SW's: these forecasts improve upon the AR(0,4) and PC forecasts at the one- Table 1, whereas   Table 2 shows the corresponding …gures related to the AR (0,4) The question why the noncausal AR model seems to forecast U.S. in ‡ation better than causal AR or PC models, remains unanswered in this note. One potential explanation that we are working on, is related to the predictability of the errors of the noncausal AR model pointed out in Section 2. We conjecture that these errors are able to approximate information that is missing in the simple autoregressive model, and because they are predictable, part of this information is made use of in forecasting. 1970 :I-1983 :IV 1984 :I-2004 : Stock and Watson's (2007) Tables 1 (top panel) The …rst row reports the root mean squared forecast errors of the AR(0,4) benchmark forecast. The rest of the entries are the relative mean squared forecast errors relative to the AR(0,4) benchmark. 
