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Over the past decade, a number of researchers in systems biology
have sought to relate the function of biological systems to their
network-level descriptions—lists of the most important players
and the pairwise interactions between them. Both for large net-
works (in which statistical analysis is often framed in terms of the
abundance of repeated small subgraphs) and for small networks
which can be analyzed in greater detail (or even synthesized in vivo
and subjected to experiment), revealing the relationship between
the topology of small subgraphs and their biological function
has been a central goal. We here seek to pose this revelation as a
statistical task, illustrated using a particular setup which has been
constructed experimentally and for which parameterized models
of transcriptional regulation have been studied extensively. The
question “how does function follow form” is here mathematized
by identifying which topological attributes correlate with the
diverse possible information-processing tasks which a transcrip-
tional regulatory network can realize. The resultingmethod reveals
one form-function relationship which had earlier been predicted
based on analytic results, and reveals a second for which we can
provide an analytic interpretation. Resulting source code is distrib-
uted via http://formfunction.sourceforge.net.
form and function ∣ information theory ∣ dynamical systems ∣
systems biology
The observation that form constrains function in biologicalsystems has historical roots far older than systems biology.
Century-old examples include those made in D’Arcy Thompson’s
“On Growth and Form” (1) and the observation that the quick
responses necessary for reflex actions such as heat- and pain-
avoidance could be manifest only by a dedicated input-output
relay circuit from fingers to brain and back (2). Advances in
synthetic biology, often requiring design of systems for which only
topology can be specified without control over precise parameter
values, has motivated a reintroduction of such topological think-
ing in biological systems (3–5). A second source of such inquiry is
high-throughput systems biology, in which technological advances
provide topologies of large biological networks without precise
knowledge of their interactions, dynamics, or possible naturally
occuring inputs (6–8). Such limitations thwart our desire to learn
form-function relations from data or to derive them from plau-
sible first-principles modeling. Our goal here is to illustrate how
reframing the question as one of computation and statistical
analysis allows a clear, quantitative, interpretable approach.
Setup
Mathematical progress requires clear definitions of terms, includ-
ing, here, “form,” “function,” and “follow.” To define the first two
we must choose a specific experimental setup; we here choose
one which has been experimentally realized repeatedly: that of a
small, synthetic transcriptional regulatory network with “induci-
ble promoters,” meaning that the efficacy of the transcription
factors may be diminished by introducing small interfering mole-
cules (5, 9–11) (Fig. 1A). A common “output” responding to the
“input” presence of such small molecules is the abundance of
inducible green fluorescent protein (GFP), which provides an
optical readout of one of the regulated genes. The “form,” then,
will be defined by the topology of such a small regulatory net-
work, distinguishing between up- and down-regulatory edges in
the network.† “Function” will be defined by the realizable input-
output relations of a device with two binary inputs (corresponding
to presence or absence of two species of interfering small mole-
cule) and one real-valued output (the transcriptional level of the
output gene).
Among other published experiments which correspond to this
setup is that of Guet et al. (9). We remind the reader of two par-
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Fig. 1. Network set and input-output functions. (A) Transcription factor A
regulates the expression of transcription factor B, which regulates the expres-
sion of fluorescent protein G. The efficacies of A and B are reduced by
the presence of chemical inhibitors, labeled by scaling factors x and y (Eq. 1),
respectively. We distinguish between up- and down-regulation and consider
all ways in which regulatory edges 1, 2, and 3 may appear, for a total of 160
networks. (B and C) Examples of non-XOR (B) and XOR (C) functions (see
Results: Nonparametric Analysis), as defined by the ranking of conditional
probability distributions pðGjcÞ, where c ∈ f  ; −þ;þ −;þþg describes
whether each inhibitor is present (þ) or absent (−). Insets show mean protein
number G¯ in each of the four states. The functions in B and C are both
realized by the particular network in A in which edge 3 is absent and all
remaining edges are down-regulating.
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ticularly noteworthy observations of Guet et al.: (i) that many of
their experimentally-realized small networks were “broken” in
the sense that the output remained constant over the different
possible inputs; and (ii) that often the same topology can realize
different input-output relations (or even be broken, i.e., can
realize both a particular function as well as a lack of function
entirely). Within a mathematical model, such behavior follows
straightforwardly from considering the behavior of a given dyna-
mical system at different points in the space of quantitative para-
meters (12). Revealing such degeneracy of functions by exploring
the parameter space given a topology (and given an algebraic ex-
pression modeling the regulatory interactions among the genes)
may be recast as one of optimizing—locally in parameter space—
the mutual information between input and output over this space
(13–15). Mutual information (MI) as a cost function is advanta-
geous both biologically [in that many natural systems including
transcriptional regulatory networks are known to operate near
their information-optimal constraints (16–18)] and mathemati-
cally (in that by optimizing MI we can identify parameter settings
which are functional without demanding in advance the particular
input-output functions we seek). That is, we optimize for func-
tionality rather than for a specific predetermined function.
MI between input and output is defined as a functional of the
joint distribution pðc;GÞ—the probability of a (here, categori-
cally-valued) setting of the chemistry and the (here, real-valued)
concentration of the output gene (see Method). The noise in the
relationship between input and output in biological networks has
many underlying sources; however, one source is intrinsic: the
finite copy number of the constituent proteins introduces a “shot
noise,” much discussed in the systems biology literature (19–23).
Particular additional sources of noise may thwart information
processing as well in specific systems; hoping to remain as general
as possible, we will here consider only intrinsic noise. In this
respect, we aim to describe the functional response(s) of single
cells, as opposed to an averaged response of a pooled population
of cells.
Having defined form and function, we must define “follow.”
Here we will need a measure of, for any topological feature of
the networks, the extent to which the value of the feature
(e.g., length of a cycle, number of down-regulations, etc.) does
or does not correlate with the input-output relations the network
can perform. Because we wish to correlate two categorical (rather
than real-valued) features, MI is again useful, in that we will rank
topological features by the information between their value and
the particular input-output relations that networks with that
feature are found to perform.
To summarize: “function” is given by the possible input-output
relations of which a given topology is capable; these are found by
numerical optimization over parameters of the MI between input
and output, with the probabilistic description of the transcrip-
tional output set by intrinsic noise; “form” is mathematized by
enumerating a list of topological attributes descriptive of our
small networks. The question “how does function follow form”
is here recast as a ranking of topological features based on the
correlation (here, given by MI) between topological feature value
and the particular input-output relations realizable for a given
topology.
Method
The method is illustrated in Fig. 2, which makes clear how the
(general) search for form-function relations may be composed
into separate tasks, the implementation of which is particular to
one particular experimental setup. For example, the particular
elements of the network set Ωn follow from system-specific
choices made below, but the design of the task (Fig. 2) can be
applied to relating form and function more generally. For a
different experimental context, one or more of the “modules” in
the design of the algorithm may need to be replaced, but the
design itself we anticipate will be useful to revealing form-
function relations in a wide variety of contexts.
Below we describe the method in detail as applied to our
particular experimental setup; further information on networks,
gene regulation, linear noise analysis, information theory, and op-
timization is available in the supporting information SI Appendix.
Networks and Features. We consider the simplest set of networks
with two chemical inputs and one genetic output (Fig. 1A). Each
of two chemical inhibitors is either present or absent, giving four
possible input states. When present, the chemicals respectively
inhibit two transcription factors, the second of which regulates
the fluorescent output. We consider all ways in which each of the
transcription factors may regulate itself and the other (with the
constraint that neither is unregulated) and distinguish between
up- and down-regulation, giving a total of 160 networks (the com-
binatorial accounting is presented in SI Appendix). The topology
of each network n ∈ f1;2;…;160g constrains the model para-
meters ϑ to lie within the particular feasibility set Ωn. Having
defined the set of networks, we enumerate topological features
and their values vμ (here, μ ∈ f1;2;…;17g; see Table 1).
Fig. 2. Outline of the procedure used to ask “how does function follow
form.” Variables are defined in text.
Table 1. Topological features ranked by correlation measure ρ
Topological feature ρ
1. Sign of forward edges 0.92366
2. Number of up-regulating edges 0.18249
3. Number of down-regulating edges 0.18098
4. Sign of autoregulation of species B 0.03228
5. Number of positive feedback cycles 0.01133
6. Number of negative feedback cycles 0.01109
7. Nesting structure of feedback cycles 0.00418
8. Type of interaction of edges into B 0.00288
9. Number of edges 0.00184
10. Number of feedback cycles 0.00184
11. Sign of A − B feedback cycle 0.00173
12. Number of additive interactions 0.00141
13. Type of interaction of edges into A 0.00085
14. Number of nested feedback cycles 0.00081
15. Sign of autoregulation of species A 0.00058
16. Number of multiplicative interactions 0.00048
17. Sign of edge B → A 0.00021
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RegulatoryModel.The mean protein numbers of the two transcrip-
tion factors A¯ and B¯ and the fluorescent output G¯ are described
by the deterministic dynamics
1
RA
dA¯
dt
¼ φAða;bÞ − A¯;
1
RB
dB¯
dt
¼ φBða;bÞ − B¯;
1
RG
dG¯
dt
¼ φGðbÞ − G¯; [1]
where a ¼ fA¯∕x;A¯g when the first inhibitor is {present, absent},
b ¼ fB¯∕y;B¯g when the second inhibitor is {present, absent}, and
the Rj are degradation rates (j ∈ fA;B;Gg). The parameters x > 1
and y > 1 model the effect of the interfering small molecules by
reducing the effective concentrations of the proteins. There are
thus a total of four chemical input states denoted c ∈ f  ; −þ;
þ − ;þþg, each state describing whether each of the two inhi-
bitors is present (þ) or absent (−). The terms φj describe the tran-
scriptional regulation of each species by its parent(s) and are
formulated under a statistical mechanical model (24–26). The
statistical mechanical approach to modeling transcription is prin-
cipled, compact, and in the case of combinatorial regulation (24)
captures the diversity of multidimensional responses observed in
experimental systems (27–29). Full algebraic forms of the φj are
dependent on topology, including, in the case of combinatorial
regulation, whether the transcription factor interaction is additive
or multiplicative (see SI Appendix).
The stochastic description of each network is set by intrinsic
noise. We obtain probability distributions over protein numbers
using the linear noise approximation (LNA) (20, 30, 31), because,
in contrast to simulation techniques (19), the LNA does not rely
on sampling and is thus much more computationally efficient
(making many-parameter optimization feasible). Under the LNA
the steady-state distribution over each species’ protein number is
a Gaussian expansion around the deterministic mean given by
the steady state of Eq. 1. The covariance matrix Ξ under the
LNA is determined from model parameters by (numerically)
solving the Lyapunov equation JΞþ ΞJT þD ¼ 0, where J is
the Jacobian of the system in Eq. 1 and D ¼ diagfRAðφA þ A¯Þ;
RBðφB þ B¯Þ;RGðφG þ G¯Þg is an effective diffusion matrix. Of
particular importance are the distributions pðGjcÞ, the stochastic
response of the output species G given that the system is in each
of the four input states c. The input-output MI may be computed
directly from this quantity, I½pðc;GÞ ¼ ∑c∫ dG pðGjcÞpðcÞ log2
½pðGjcÞ∕∑c0pðGjc0Þpðc0Þ, with the provision that the input states
are equally likely, pðcÞ ¼ 1∕4.
Input-Output Functions. The possible input-output responses of
each network are found by locally optimizing the input-output
MI in parameter space. The optimization is done numerically
using MATLAB’s fminsearch() and initialized by sampling uni-
form-randomly in the logs of the parameters (specific bounds
from which initial parameters are sampled are given in SI
Appendix: Table S1). The optimization is performed at con-
strained average protein number N ≡ ðA¯þ B¯þ G¯Þ∕3 and aver-
age time scale separation T ≡ ½ðRA þ RBÞ∕2∕RG by maximizing
the quantity L≡ I − ηN − κT for values of the Lagrange multi-
pliers η and κ which give biologically plausible values for N
and T for single cells (RG is fixed).
Optimization of MI has the effect of increasing the separation
among the distributions pðGjcÞ (see Fig. 1 B and C). To reflect the
fact that many observed regulatory networks are known to oper-
ate near their information-optimal limits (16–18), we use in the
statistical analysis only those optimal solutions whose MI lies
above a cutoff value. Choosing a cutoff larger than 1.5 bit (which
corresponds to two fully separated distributions and two fully
overlapping distributions) ensures that the means of the distribu-
tions are fully resolved, and thus allows one to define the function
performed by the network as the ranking r of the means of the
distributions pðGjcÞ along the G axis. For the results in this study
we use a cutoff of 1.55 bit. The method can be easily extended
to include less informative locally optimal functions, e.g., binary
logic gates such as an AND function, by using a lower MI
cutoff and generalizing the definition of function as ranking
(14). Fig. 1 B and C shows examples of two different functions
performed by the same network that are local optima in MI at
different points in parameter space; they correspond to r ¼ 1
and r ¼ 9 on the horizontal axis of Fig. 5, respectively.
To correct for repeated sampling of the same local optimum at
close but numerically distinct points in the real-valued parameter
space, nearest-neighbor optima performing the same function are
merged. This choice enforces that the distribution of optimal
parameters is sampled uniformly. The robustness of subsequent
results to this choice is tested numerically (see Results).
A B
Fig. 3. Nonparametric analysis of network functionality. (A) Histogram
showing how many networks can perform each input-output function.
Functions are numbered along the horizontal axis as in Fig. 5. (B) Histogram
showing howmany input-output functions may be realized by each network.
The order of networks along the horizontal axis is determined by ranking
according to number of functions realized.
Fig. 4. Identifying feature redundancy. Correlation measure ρ is plotted
against a unidimensional scaling coordinate which groups similar features
together (i.e., the components of the eigenvector corresponding to the
largest-magnitude eigenvalue of the feature adjacency matrixMμν). Features
are numbered by rank (Table 1).
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Correlating Feature Value and Function.For each topological feature
μ, the correlation between feature value vμ and function r is com-
puted from the joint probability distribution pðvμ;rÞ. This distri-
bution is defined by the optimization data and the factorization
pðvμ;rÞ ¼∑
ϑ;n
pðvμ;r;ϑ;nÞ ¼∑
ϑ;n
pðvμ;rjϑ;nÞpðϑ;nÞ
¼∑
ϑ;n
pðvμjnÞpðrjϑ;nÞpðϑjnÞpðnÞ; [2]
where ϑ in Ωn runs over all points in parameter space at which an
optimum is found. Here pðvμjnÞ is f0;1g-valued, set by whether
network n has value v for feature μ; and pðrjn;ϑÞ is f0;1g-valued,
set by whether network n performs function r at point ϑ, accord-
ing to the optimization data. The distributions pðϑjnÞ and pðnÞ are
assumed to be “flat,” i.e., pðϑjnÞ ¼ 1∕jϑjn and pðnÞ ¼ 1∕jnj, where
jϑjn is the number of distinct local optima in parameter space for
network n, and jnj is the number of networks; the robustness of
subsequent results to weakening either of these assumptions is
tested numerically (see Results).
The correlation between feature value and function is com-
puted as their MI, normalized by the entropy of pðvμÞ, to yield
a statistic
ρμ ≡
I½pðvμ;rÞ
H½pðvμÞ
[3]
that ranges from 0 (when the function provides no information
about the feature value) to 1 (when only one feature value is con-
sistent with each realizable function).
Results
Nonparametric Analysis.We first present an analysis which requires
no assumptions about what is a “flat” distribution in parameter
space, i.e., we simply enumerate how many networks can perform
each input-output function, and how many input-output func-
tions are performed by each network (Fig. 3). This analysis re-
covers an intuitive result (Fig. 3A): that “XOR” functions, in
which the sign of the influence of one input depends on the value
of the other, are more difficult to realize (i.e., they are observed in
fewer networks). The analysis also reveals that each network can
perform at least two functions (Fig. 3B). These functions are the
two consistent with the signs of the forward regulatory edges
A → B and B → G, as described in detail in Forward Regulation.
Because the topology A→ B → G is that obtained in the para-
metric limit when the feedback edges are of negligible strength,
it is clear that these functions must be realizable; Fig. 3B shows
further that these functions are sufficiently informative to be
observed as information-optima.
Topological Features and Robustness. Table 1 ranks the topological
features by ρ, which measures how uniquely form determines
function. Recall that in computing ρ from pðvμ;rÞ we assume that
the distributions pðnÞ and pðϑjnÞ are both uniform (Eq. 2); we
find that the ranking in Table 1 is robust to deviations of both
distributions from uniformity, as demonstrated by the following
numerical experiments.
The uniformity of pðnÞ is perturbed by artificially setting
pðnÞ ∝ ðunÞϵ, where un is a vector of random numbers and ϵ tunes
the entropy of the distribution, i.e., ϵ ¼ 0 recovers the maximum-
entropy (uniform) distribution, while ϵ →∞ produces the zero-
entropy distribution pðnÞ ¼ 1⇔n ¼ arg maxðunÞ. We find that
the ranking of the top four features is preserved under ∼15% per-
turbations in the entropy, and that the ranking of the top three
features is preserved under ∼30% perturbations (see SI Appendix:
Fig. S2A). This result demonstrates that the feature ranking is
considerably robust to perturbations in the uniformity of pðnÞ.
The uniformity of pðϑjnÞ is perturbed similarly, and we find
that the ranking of the top seven features is preserved under
∼40% perturbations in the entropy of pðϑÞ (see SI Appendix:
Fig. S2B). In this case we also have an independent entropy scale,
given by the fact that we may decompose pðϑjnÞ as pðϑjnÞ ¼
∑ϑ0pðϑjϑ0;nÞpðϑ0jnÞ, where ϑ0 is the parameter setting that initi-
alizes an optimization and pðϑjϑ0;nÞ is determined by the optimi-
zation itself. If we assume uniformity of pðϑ0jnÞ, instead of
pðϑjnÞ, then pðϑjnÞ is computable from the numbers of times
the optimization converges repeatedly on each local optimum ϑ.
The entropy in this case is 13% different from that of the uniform
distribution, and the ranking of ρ is almost entirely unchanged
(SI Appendix: Fig. S2B). This observation demonstrates that the
results are not sensitive to whether one takes the distribution of
initial parameters or the distribution of optimal parameters to be
uniform.
Nonredundant Features. Many topological features are not inde-
pendent; for example, the feature “number of up-regulating
edges” is highly correlated with “number of down-regulating
edges.” To interpret which features are associated with which
sets of realizable functions, it is useful to group nearly identical
features together and use only the feature which is most infor-
mative about function (highest in ρ) as the exemplar among
each group. To quantify redundancy among features, we compute
the MI between each pair of features and normalize by the mini-
mum entropy to produce a weighted adjacency matrix Mμν ¼
I½pðvμ;vνÞ∕minfH½pðvμÞ;H½pðvνÞg, which we then use as the
basis for unidimensional scaling (32) (see SI Appendix).
Fig. 4 plots features ρ values against the unidimensional scaling
coordinate, revealing two distinct groups of highly informative
features. The first, which includes the features ranked 1, 2, 3,
5, and 6, is dominated by feature 1: the signs (up- or down-reg-
ulating) of the forward regulatory edges A → B and B → G. The
second, which includes the features ranked 4, 8, 11, and 12, is
A
B
Fig. 5. Conditional distributions showing the probability of a particular
input-output function given the value of a topological feature, for two
features: (A) the signs (up- or down-regulating) of the forward regulations,
and (B) the sign (up-regulating, down-regulating, or absent) of the autore-
gulation of species B.
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dominated by feature 4: the sign (up-regulating, down-regulating,
or absent) of the autoregulation of species B. The high informa-
tion content of each of these two features is revealed visually by
inspection of the conditional distribution pðrjvμÞ ¼ pðvμ;rÞ∕pðvμÞ
(Fig. 5), as described in detail in the next sections. The functional
importance of both of these features is supported by analytic
results; for the first feature these analytic predictions were made
in earlier work (14) and are recalled here, while for the second
feature we here derive the supporting analytic results.
Forward Regulation. The topological feature that is most informa-
tive of network function is feature 1: the signs of the forward
regulatory edges A→ B and B → G. Inspection of the conditional
distribution pðrjvÞ in Fig. 5A reveals a rich, highly organized (and
thus highly informative) structure which we here interpret.
The most prominent aspect of the probability matrix in Fig. 5A
is the high-probability double-diagonal spanning the eight non-
XOR functions (i.e., functions 1 and 2 are most often performed
by networks with the first feature value, functions 3 and 4 the
second feature value, functions 5 and 6 the third feature value,
and functions 7 and 8 the fourth feature value). These are the
functions one would expect by looking at the forward edges alone,
i.e., in the absence of feedback. For example, in networks with the
last feature value, A⇾ B⇾G, inhibition of A and of B will both
reduce the expression ofG, such that the state in which both small
molecules are present (þþ) produces the lowest-ranked output,
and conversely, the state in which both small molecules are absent
() produces the highest-ranked output; functions 7 and 8 are
the two that satisfy these criteria. In previous work (14) we
termed these functions “direct,” and we showed analytically that
networks are limited to direct functions even when feedback is
added, so long as each species is regulated by at most one other
species. This fact is validated here numerically: a plot of pðrjvÞ for
only those networks in our set in which each species is regulated
by one other species shows nonzero entries only for the direct
functions (SI Appendix: Fig. S4).
Among all networks, including those with combinatorial feed-
back (i.e., two edges impinging on one node), we see that direct
functions still dominate, indicated by the bright double-diagonal
in Fig. 5A. Networks with combinatorial feedback perform other
functions as well, but more rarely; examples include those func-
tions in Fig. 5A above and below the double-diagonal and XOR
functions 9–12. The performance of these additional functions
remains well organized by feature value, which makes the signs
of the forward edges a highly informative feature.
Autoregulation of B.Other than feature 1 (and the features highly
correlated with feature 1), the most informative feature is feature
4: the autoregulation of species B. Inspection of the conditional
distribution pðrjvÞ for this feature (Fig. 5B) reveals that the infor-
mation content lies in the ability to perform XOR functions. Spe-
cifically, networks in which B is autoregulated are observed to
perform XOR functions, while networks in which B is not auto-
regulated are not observed to perform XOR functions. Indeed,
autoregulation has been observed to enhance the functional re-
sponse to multiple inputs in a related study in the context of Boo-
lean logic gates (33).
XOR functions are those in which the sign of the influence of
one input depends on the value of the other; mathematically they
satisfy one or both of two properties:
XORproperty I: signðdG¯∕dxÞ depends on y;
XORproperty II: signðdG¯∕dyÞ depends on x:
The four observed XOR functions satisfy property I (e.g., Fig. 1C
inset); no functions satisfying property II are observed (Fig. 5B).
Analytic support for these facts is obtained by calculating dG¯∕dx
and dG¯∕dy, respectively. Algebraic expressions below are given
for the simplified case RA ¼ RB ¼ RG.
To understand why autoregulation of B is necessary for XOR
functions satisfying property I, we calculate dG¯∕dx analytically.
We obtain (see SI Appendix)
dG¯
dx
¼ 1
−Δ
∂a
∂x
∂φB
∂a
∂φG
∂B¯
; [4]
where Δ ¼ ð∂φA∕∂B¯Þð∂φB∕∂A¯Þ − ½ð∂φA∕∂A¯Þ − 1½ð∂φB∕∂B¯Þ − 1 is
the determinant of the Jacobian of the dynamical system in Eq. 1
and is always negative for stable fixed points. Eq. 4 has an intui-
tive form when considering the direct path from x to G (Fig. 1A):
the term ∂a∕∂x ¼ −A¯∕x2 < 0 corresponds to the inhibitory signal
x↝A, the term ∂φB∕∂a corresponds to the regulatory edge
A → B, and the term ∂φG∕∂B¯ corresponds to the regulatory edge
B → G. BecauseG has only one regulatory input, φGðbÞ is mono-
tonic, making ∂φG∕∂B¯ ¼ ðdφG∕dbÞð∂b∕∂B¯Þ ¼ ðdφG∕dbÞ∕y of
unique sign. The same is true for ∂φB∕∂a when B has only one
regulatory input (i.e., when B is not autoregulated). However
when B has more than one regulatory input (i.e., when B is auto-
regulated), the sign of ∂φB∕∂a can depend on y, allowing XOR
property I. Specifically, under our regulatory model, when B is
autoregulated, ∂φB∕∂a is the product of a positive term and a
term quadratic in b ¼ B¯∕y that has positive roots for some para-
meter settings (see SI Appendix). This analysis suggests inspection
of the parameters themselves obtained via optimization; doing
so, we observe that the vast majority of observed XOR functions
result from optimal parameter values for which there exists a
positive root in the range 0 < B¯∕y < ∼100, which is the range
of protein numbers in which our optimal solutions lie (Fig. 1 B
and C). To summarize, nonmonotonicity in the regulation of
species B, which can occur only when B is autoregulated, pro-
duces the observed XOR functions.
To understand why XOR functions satisfying property II are
not observed, we calculate dG¯∕dy analytically. We obtain (see
SI Appendix)
dG¯
dy
¼ 1
−Δ

1 −
∂φA
∂A¯

∂b
∂y
dφG
db
; [5]
where as before the determinant Δ is always negative. The last
two terms correspond to edges along the direct path from y to G,
i.e., y↝B and B → G respectively, and are of unique sign; the
term in parentheses describes the effect of the upstream species
A and feedback. In all optimal solutions the term in parentheses is
observed to be positive, despite wide variations in the orders of
magnitude of each of the optimal parameters across solutions.
This observation is largely explained by a stability analysis: for
four of the six possible topological classes of networks (those
in which A is singly, not doubly, regulated; Fig. 1A), stability of
a fixed point of Eq. 1 implies that the term in parentheses is
positive; for the other two topological classes, stability implies
that this term is greater than a quantity that is zero for some para-
meter settings and of unknown sign for others (see SI Appendix).
In this last case it is unclear whether negative values of this term
are analytically forbidden or simply exceedingly unlikely given the
regulatory model and the space of optimal solutions. Empirically
this term is always positive, and type-II XOR functions are not
observed.
The necessity of both forward regulation and autoregulation of
species B for the performance of XOR functions highlights the
importance of combinatorial regulation in functional versatility.
As previously mentioned, networks without combinatorial regu-
lation are limited to a particular class of functions which does not
include XOR functions (14). Moreover, in the original experi-
450 ∣ www.pnas.org/cgi/doi/10.1073/pnas.1008898108 Mugler et al.
ment of Guet et al. (9), each species was singly regulated, and
accordingly no XOR functions were observed.
Discussion
Both in order to assign functional significance to observed small
network topologies in nature, and to design synthetic networks
which will execute a desired function or set of functions, it is use-
ful to develop a systematic approach for revealing the extent to
which the form of a small network guides or constrains its func-
tions. Resorting to hypothesized functions may be appealing in
terms of interpretability, but this strategy risks overemphasizing
those functions which one is looking for, or overlooking an
unexpected function entirely.
The statistical analysis, along with the analytic results presented
above, illustrate how the search for form-function relations can
be posed as an algorithmic approach leading to interpretable
mechanisms. While we have illustrated the analysis for a particu-
lar, experimentally-realized setup, the approach itself, subdivided
into a set of distinct modules in Fig. 2, we anticipate will be
applicable to a wide variety of biophysical contexts. Similarly, we
have chosen a framework from which much can be discovered by
analytic study of the deterministic dynamical system; other experi-
mental setups may require vastly different analytic explanations,
but the idea of using statistical methods to highlight the features of
paramount importance should be implementable as illustrated.
We look forward to exploring the extent to which form does or
does not follow function—and how—in related biophysical and
biochemical models of small information-processing networks
in biology.
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