Abstract-As part of information retrieval processes, words are often stemmed to a common root. The Porter Stemming Algorithm operates as a rule-based suffixremoval process. Stemming can be viewed as a way to cluster related words together according to one common stem. Sometimes Porter includes words in a cluster that are un-related. This experiment attempts to correct this using Formal Concept Analysis (FCA). FCA is the process of formulating formal concepts from a given formal context. A formal context consists of objects and attributes, and a binary relation that indicates the attributes possessed by each object. A formal concept is formed by computing the closure of subsets of objects and attributes. Using the Cranfield document collection, this experiment crafted a comparison measure between each word in the stemmed cluster using the Google Web 1T 5-gram data set. Using FCA to correct the clusters, the results showed a varying level of success dependent upon the error threshold allowed.
I. INTRODUCTION
The Porter Stemming Algorithm is an affix removal stemmer that functions by removing suffixes according to a list of rules representing suffix rules of the English language. Porter's algorithm has been shown to have several benefits during the information retrieval process. Porter showed that his algorithm reduced the size of the vocabulary in a given document collection by about one-third [1] ; for the purposes of this experiment, his method is accurate in clustering related words together about 99.998% of the time. Porter's algorithm consists of a series of five steps applied sequentially, each step of which filters the word through a series of grammar rules [1] .
We can view words that Porter reduces to the same stem as forming a cluster. An example of this can be seen using the words include, includes, and including. Each of these words are stemmed by Porter to the stem includ. We write this occurrence as:
includ ⇒ include, includes, including Thus, the three words include, includes, and including can be said to form part of a cluster that is identified by includ.
One issue that arises when viewing stemming in this way is how to deal with situations in which grammatically unrelated words are conflated to the same stem. An example of this can be seen as follows:
experi ⇒ experiment, experiments, experience, experiences In the above cluster, the words experiment and experiments are really unrelated to the words experience and experiences, yet they each have the same stem experi. This experiment attempts to address that situation through the use of Formal Concept Analysis.
II. FORMAL CONCEPT ANALYSIS
Formal Concept Analysis (FCA) is a method for constructing formal concepts using operations on a formal context. Formal Concept Analysis was first written about by Rudolf Wille in the early 1980s [2] . FCA finds application in a wide range of disciplines: linguistics, artificial intelligence, and information retrieval are but a few of the disciplines that make use of formal concept analysis [3] .
A formal context is a triple, (G, M, I ), where G is a set of objects, M is a set of attributes, and I ⊆ G × M is a binary relation such that gIm indicates that object g ∈ G possesses attribute m ∈ M [2] . We can represent a formal context as a table consisting of n objects and m attributes such that:
A ⊆ G}, and
A formal concept is a pair, (A, B) , such that A = B and B = A . The pair (A, B) form a relation which is closed. We say that A is the extent of the formal concept, and B is the intent of the formal concept [2] .
A simple illustration using formal concepts is illustrated in Table I : 
This experiment viewed stemming as a way to cluster related words together. For those clusters in which un-related words are grouped together, it attempted to use Formal Concept Analysis to refine those un-related terms into distinct clusters.
The experiment was conducted using the Cranfield document collection. The Cranfield document collection is a set of 1400 documents that was first used as part of the Cranfield experiments in the 1960s [4] . The Cranfield experiments are widely held to mark the beginning of the modern era of automated information retrieval systems [5] .
The documents in the Cranfield document collection are largely of a technical nature. Whether or not the nature of the documents, being highly specialized, had any bearing on experimental results will be discussed in the section on experimental conclusions.
This experiment followed the general flow of information retrieval systems. First, the document was tokenized. Then, stop words were removed. After stemming each remaining term, clusters were then formed.
During the stemming process, the original word was retained prior to being stemmed. Then clusters were formed for each stem containing the words that had that stem in common. Clusters that contained only one term were not retained. Thus, there were a total of 5300 clusters considered in this experiment.
After parsing the document collection into clusters, the next step was to form formal contexts for each cluster. In each formal context, the objects were defined as each term in the cluster. Attribute selection was given as a function of word-relatedness for each object-pair in the context. Then, for each context, the mean, standard deviation, and range for the comparison values was calculated.
In determining the attributes for each object in the context, a function, N , was defined that calculated a comparison value for each word pair. This resulted in an n × n table:
The function, N , that calculated the comparison value for each object-pair in the context was based on a modified-Dice comparison of collocates. A collocate is a "recurrent and predictable word combination, which [is] a directly observable property of natural language [6] ." Collocates then are words which commonly occur together with a node word in n-grams.
The collocate data for the experiment was taken from the Google Web 1T N-gram data set, which contains English n-grams and their observed frequency statistics. For each object in the context, a list of the top 1000 collocates, ranked by frequency occurrence was retrieved. Then, for each object-pair, the lists of collocates were compared using a modified-Dice measure of similarity.
The key thought for this experiment is that comparisons between words which are related should have higher comparison values than do comparisons between un-related words. This is derived from Firth's definition of collocate: "You shall know a word by the company it keeps [6] ."
The set of formal contexts were randomly divided into 60% training and 40% testing. In the training phase, 500 random word comparisons were calculated using the previously methodology and the mean and standard deviation of these random values was calculated. Two words selected randomly from the document have a low probability of being related; thus, comparison values that fall within three standard deviations of the random mean are most likely unrelated.
For each of the formal contexts, both correct and over-clustered, in the training set, the random comparison mean, μ r and standard deviation, σ r , was used to calculate a z-score for each comparison value x in the context. The z-score was calculated as follows:
This method of using the z-score as an estimate of probability is similar to the method used by Acerbi, Lampos, Garnett, and Bentley in their research into books of the 20th century [7] .
Then, the mean, standard deviation, and range of values was calculated for the entire context and stored. These statistics formed the basis for use in applying the experiment to the testing data.
After these statistics were calculated, they were then applied to the testing data. For each of the formal contexts in the test data, if the formal context's range was greater than four standard deviations from the average range of correct clusters, as determined in the training data, the values of the context were normalized using that context's mean and standard deviation. The resulting comparison values yielded a formal context in which positive values existed for related word comparisons, and negative values for un-related word comparisons.
To illustrate the process, an example will show how the results were obtained. Consider the formal context illustrated in Table II The average for 500 random comparisons was 0.135 and the standard deviation for that average was 0.098. Given these values, each comparison in the formal context was normalized to its z-score using the random average and standard deviation as in Table III Training data showed an average range for correct formal contexts of 0.186 with a standard deviation of 0.99. When we compare each formal context in the testing data using these values, we see that our example formal context has a range of 6.76, which is greater than 4 standard deviations of the training range mean. Thus, we normalize the formal context, yielding the values shown in Table IV Table V  THE FORMAL CONCEPT IN TERMS OF ITS BINARY ATTRIBUTES Thus, for this formal context, the computation of formal concepts results in two formal concepts, with the extent of each concept listed as follows:
It is easy to see that each extent represents a corrected refinement of the original cluster that the Porter Stemming Algorithm yielded. Thus, for this formal context, the process has correctly separated out unrelated words from the original cluster, improving the accuracy of the clustering process.
IV. RESULTS
The results for the experiment show a varying level of success based on an allowed error threshold. Results were calculated using precision and recall values as discussed by Reynaert [8] . Given Thus, when no error was allowed, the process failed to correct any of the over-clustered contexts. When only 0.5% error was allowed, the process corrected a few of the over-clustered contexts, yielding a recall value of 0.2, but it also induced 3 additional errors in correct formal contexts, reducing the precision value to 0.4.
V. CONCLUSIONS
The results of the data are mixed. On the one hand, the process clearly did a good job of correcting those formal contexts that contained unrelated words as evidenced by the recall results. On the other hand, the process also induced errors in already correct formal contexts. Notice that the more formal contexts we attempted to correct, the more errors were induced in correct contexts.
The key issue hinged on the ability to distinguish between correct clusters and clusters that needed refinement. The normalization process and resulting computation of formal concepts generally produced good results when it was applied to clusters that were in fact in need of such refinement. However, this experiment was unable to find a satisfactory method to distinguish between correct clusters that should not have had this process applied to them, and incorrect clusters that contained un-related word pairs. When the normalization process was applied to correct clusters, the results show the errors that were induced and impacted the precision of the experiment.
