and Ross (1976) , may be consistent with these characteristics reflecting multifactor risk premia. 1 The literature primarily focuses on the first moment of returns. However, the second moment of returns also plays a vital role in asset pricing theory. Analyzing the first two moments of the return distribution simultaneously is paramount to our understanding of asset prices. I focus explicitly on the second moment of returns and their relation to well-known predictors of mean returns.
The goal of this article is to establish an economic link between the CAPM anomalies and covariance risk. This analysis is important for several reasons. First, if covariance risk is priced, then establishing such a link can aid in determining whether the premia associated with firm characteristics are due to risk or mispricing. For example, this could be a test of the exact pricing relation of an equilibrium version of Ross' arbitrage pricing theory (APT; 1976).2 Second, even if covariance risk is not priced, the results may still shed light on the market efficiency debate. For example, the intertemporal CAPM of Merton (1973) does not require a link between return premia and the covariance matrix. Yet understanding the dynamics of the covariance matrix may aid in identifying the changing investment opportunities facing investors.
Third, the second moment of returns is analyzed in relation to the business cycle, which may capture consumption states investors care about. This has asset pricing implications in general and may yield further insights into the source of the return premia.
Finally, even outside of the rational/mispricing debate, this study documents a useful set of facts on time-varying volatility and covariances, and their relation to the business cycle. This augments existing evidence on timevarying second moments [e.g., French, Schwert, and Stambaugh (1986) and Schwert (1989) ] by focusing on the changing covariances of returns, which has not been extensively studied. Therefore, at the very least, the results in this article present a challenge for theory to accommodate the stylized facts of conditional return second moments.
I employ a unique multivariate GARCH model to characterize the timevarying covariance structure of returns. A set of well-diversified industry portfolios and portfolios formed from various firm characteristics are used as the basis assets. The analysis focuses on the three most notable and strongest return premia associated with firm size, book-to-market equity, and past-year Second, the use of time-varying conditional covariance estimates provides a setting for evaluating the predictive ability of firm characteristics and other proposed factors for future covariances. Identifying factors that best describe the second moment of returns has both academic and practical appeal. This may support the use of firm characteristics as instruments for conditional covariation, similar in spirit to the work of Shanken (1990) , Harvey (1997, 1999) , and Lewellen (1999) . In addition, the changes in market volatility and correlations across assets and the business cycle are consistent with recent theory by Veronesi (1999) and Ribeiro and Veronesi (2001) .
The rest of the article is organized as follows. Section 1 describes the data and the portfolios formed from firm characteristics. Section 2 describes the multivariate GARCH model of time-varying covariances and its estimates. Section 3 documents the link between firm characteristics and the contemporaneous and future covariance structure of returns. The strength of this link across the business cycle is examined. Section 4 evaluates the economic impact of forecasting covariances on minimum variance portfolios. Section 5 examines the relation between return premia associated with the characteristics and their conditional covariation and volatility, as well as how this relation changes over the business cycle. Section 6 concludes.
Data and Portfolio Formation
The sample employs all listed equities on the Center for Research in Security Prices daily files, covering New York Stock Exchange-, American Stock Exchange-, and NASDAQ-traded securities, over the period August 1963 to December 1997, that had a book value of common equity from the previous fiscal year available on COMPUSTAT. Trading strategies or factor-mimicking portfolios based on firm size, book-to-market equity, and momentum are generated each week and weekly returns (from Wednesday to Wednesday closing prices) are calculated on these strategies.6 Since one of the trading strategies requires a year of prior return history, the analysis begins in August 1964. Given the high dimensional multivariate GARCH model discussed in the next section, higher frequency data is useful for improving estimation accuracy and generating reliable inferences. However, the cost of using daily or intraday data in terms of confounding microstructure influences (such as bid-ask bounce and nonsynchronous trading) can be large. As a compromise, weekly returns are employed.
Conditional covariance matrices are estimated in the next section for 32 "representative" assets: 20 value-weighted industry portfolios [formed from two-digit SIC codes, and identical to those in Moskowitz and Grinblatt (1999) ], six size and book-to-market value-weighted portfolios formed from intersecting the 50% biggest and smallest stocks (based on market capitalization in the previous year) with the 30% largest, 40% middle, and 30% smallest book-to-market equity stocks (based on book-to-market equity in the most recent fiscal year), the Center for Research in Security Prices value-weighted index (in excess of the Treasury bill rate), and five past one-year returnsorted portfolios (where individual stocks are sorted into quintiles based on their cumulative past 12-month returns, excluding the most recent month, and value-weighted within the quintile groups).
The order of the assets corresponds to the order in which they will be listed in the covariance matrix. Hence the 27th row (or column) of the matrix represents the covariances of the market portfolio with the other assets. The six size and book-to-market portfolios are ordered as follows: small size, high book-to-market (SH); small size, medium book-to-market (SM); small size, low book-to-market (SL); big size, high book-to-market (BH); big size, medium book-to-market (BM); and big size, low book-to-market (BL). The five individual stock past return portfolios are ordered from low to high past one-year returns.
The size strategy/factor entails going long the 50% smallest stocks and short the biggest 50% of firms, which is (SH + SM + SL)/3 -(BH + BM + BL)/3. This small minus big (SMB) portfolio is identical to the factormimicking portfolio constructed by Fama and French (1993) . Likewise, a high minus low (HML) book-to-market portfolio is formed, identical to Fama and French (1993) , which is long the 30% highest book-to-market firms and short the lowest 30%, which is (SH + BH)/2-(SL + BL)/2. Finally, a winners (high past one-year return) minus losers (low past one-year return) momentum portfolio similar to Carhart's (1997) PR1YR portfolio, and an industry momentum portfolio (IM) similar to Moskowitz and Grinblatt (1999) are formed. PR1YR is a value-weighted portfolio of the highest quintile of the past one-year return stocks portfolio minus the lowest, where stocks are ranked on their cumulative returns over the past 12 months, skipping the most recent month. This portfolio is constructed slightly differently from Carhart (1997) who forms equal-weighted portfolios and uses 30% and 70% breakpoints. IM is constructed as in Moskowitz and Grinblatt (1999) ; it is long the three highest past one-year return industries and short the three lowest, where industries are also sorted on their cumulative returns over the prior 12 months, skipping the nearest month.7
These "representative" assets are chosen to reflect the cross-sectional dispersion in ex ante expected returns in the economy. The use of well-diversified portfolios drastically reduces estimation error, allowing for reliable inferences 7 Two momentum portfolios are employed since Moskowitz and Grinblatt (1999) where Rt is an (N x 1) vector of asset returns, and Et_l[.] is its expectation conditional on information revealed through time t-1. The model is estimated via maximum likelihood. The GARCH parameters are used to reconstruct a time series of covariance matrices, where the identity matrix is used as a starting point for H0.1' 8 In a previous version of this article, the return covariance matrix of random sets of individual stocks was examined in an attempt to more fully characterize ex ante expected return dispersion in the economy. However, due to the noise in individual stock returns, large estimation errors were generated that destroyed the ability to make reliable inferences about common variations in returns. 9 Recent evidence supporting this claim can be found in Chan, Karceski, and Lakonishok (1999) and Campbell et al. (2001) . This is intuitive since firms within an industry face similar regulatory, supply, demand, and production shocks.
'1 Results are robust to other initial matrix starting points, such as the unconditional sample covariance matrix.
The number of parameters to be estimated in this model is 3N(N+). With only a relatively short history of security returns, many GARCH models place restrictions on the parameter matrices C, A, and B [i.e., constant conditional correlation as in Ding and Engle (1994), Engle and Kroner (1995) , and Engle, Ng, and Rothschild (1990)], particularly when they wish to estimate a system for at least five assets. The Ledoit and Santa-Clara (1998) methodology, however, avoids placing additional structure on the model yet allows large-dimensional matrices to be estimated. Their algorithm estimates the parameters C, A, and B for each pair of assets (N = 2) independently and then minimizes the "distance" (Frobenius norm) between each of these bivariate estimates and the space of potential values for C, A, and B that satisfy conditions ensuring positive definite and covariance stationary matrices. The advantage of this approach is that it does not impose further restrictions on the parameter matrices and estimates C simultaneously with the other parameters. Their procedure essentially resamples the data to estimate the model. This, in some sense, imposes some structure on the model, hence the approach is not without its drawbacks. However, simulations of their procedure's small-sample properties did not yield any substantial biases. Furthermore, the estimation errors of the parameters are shown to be small when using weekly data.
The precision and robustness of the GARCH estimates
Throughout the article the GARCH-estimated covariance matrices are treated as the true covariance matrix of returns at each point in time. Obviously model uncertainty and estimation error will add noise to the analysis. Appendix A discusses the precision and robustness of the GARCH estimates in an attempt to mitigate such concerns. Figure 1 plots various measures of conditional second moment estimates over time, using the GARCH-constructed conditional covariance matrices. Figure 1A plots the average weekly standard deviation over time, where each week the equal-weighted conditional standard deviation across the 32 portfolios is plotted. Figure 1B plots the average weekly correlation by taking the average correlation of each portfolio with the other 31 portfolios at each point in time, and then taking the (equal-weighted) average of these averages across the 32 portfolios. For comparison, the unconditional average standard deviation and average correlation are presented on the graphs. Both the conditional standard deviations and conditional correlations exhibit significant time variation.
Conditional second moments of returns
Recessionary periods, as defined by the National Bureau of Economic Research, are also depicted on the graphs. The average standard deviations, and to some extent correlations, appear higher during recessions. Both volatility and correlation blow up during the market crash of October 1987. Of course, the cost of adding constraints is that the portfolio will be less efficient in sample. Figure 2C plots the in-sample minimized standard deviation of the unconstrained and constrained MVPs. Obviously the unconstrained minimized variance is smaller at every point in time. However, two important points are worth noting. First, the unconstrained minimized variance is only about one-third smaller on average than the constrained minimized variance. In some periods, the two are nearly identical, even during extreme volatility swings. Second, both minimized variances are highly correlated. The constrained MVP appears to capture much of the dynamics of aggregate volatility. Thus the loss in efficiency appears small in sample.
From an investment perspective, the out-of-sample or ex post volatility of the MVPs is of interest. Although less efficient in sample, the constrained MVP may perform better than the unconstrained portfolio out of sample. To gauge this, the constrained and unconstrained MVP weights at each time t are applied to returns in the next period, t + 1. The time-series annualized standard deviation of the returns from the constrained MVP is 10.3% volatility.
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To examine the differences in conditional volatility out of sample, the MVP weights are applied each period to the following period's conditional covariance matrix and the conditional standard deviation of the MVP is computed "ex post." Figure 2D plots these ex post volatility measures. The unconstrained MVP produces erratic ex post volatilities, which is not surprising given the extreme weights this portfolio contains. The constrained MVP, however, generates much smoother and stable volatilities that mirror the patterns of aggregate volatility in Figure 1 .11 Finally, Figure 2D also plots the ex post conditional standard deviation of another constrained MVP that allows for short positions no larger than 50% on any asset and thus long positions no greater than 150%. This provides an interesting comparison for how short positions affect the ex post efficiency of the portfolio. As evident in the figure, the conditional volatility estimates are relatively stable, though slightly less so than the constrained MVP that prohibits short sales.
Clearly, from Figure 2 , it is apparent that the unconstrained MVP does not provide useful or meaningful investment implications. Hence, in subsequent analysis, the MVP weights subject to the constraints above are employed.
Conditional asset pricing factors
Many studies employ factor-mimicking portfolios derived from firm characteristics to proxy for underlying-state variables representing the changing investment opportunity set [as in Merton (1973) ] or factors in an APT setting. This article examines the link between these "factor-mimicking" portfolios and the covariance matrix. The sets of factors or "pricing models" used are represented by R, -rft = p,(wtRt)+ t, 
where Rt is the (32 x 1) vector of asset returns, rft is the risk-free rate at time t (Treasury bill rate), L is a (32 x 1) vector of ones, et are the residuals at time t, pt is the (32 x K) coefficient matrix of the K factors, Ht is the GARCHestimated conditional covariance matrix at time t, and wt is a (32 x K) matrix of the weights on the 32 portfolios used to form the K factors.
Even though the conditional covariance matrices are highly correlated from week to week due to the GARCH specification, it is interesting how erratic the one-week-ahead out-of-sample, MVP volatilities are in Figure 2D . This is because of the extreme positions taken when the MVP weights are unconstrained. Employing longer lags between the portfolio weights and the subsequent covariance matrix for computing conditional volatility amplifies these results (available upon request).
Five pricing models are considered that differ in the weighting matrix wt: Obviously this model cannot be tested out of sample, but provides an interesting benchmark from which to compare the other models.
Contributing to the Covariance Structure of Returns
The literature has focused predominantly on explaining the mean return of assets. However, the second moment of returns also plays a vital role in asset pricing theory. Analyzing the first two moments of the return distribution simultaneously is paramount to our understanding of asset prices. I focus on the second moment of returns and their relation to well-known predictors of mean returns. Numerous studies have documented the explanatory power of size, bookto-market, and momentum for predicting the cross section of expected returns, but few have documented their explanatory power for describing and predicting second moments.12 How much of the conditional covariance matrix of asset returns do each of the trading strategies/factors capture? 3.1 Capturing conditional covariation in sample Factors are examined both individually (single-factor models) and in combination (multifactor models) to assess how they might interact to improve conditional covariance estimates. The conditional covariance matrix, denoted V,, is decomposed into a systematic portion and a residual portion implied by each set of factors as follows,
where pt is the (32 x K) matrix of factor loadings, t, is the (K x K) time t covariance matrix of the factors, and fl, is the (32 x 32) residual covariance matrix implied by the factor model at time t. The fraction of the total or "true" covariance matrix Vt that the systematic portion (it3t3t) captures is then measured at each point in time. The "true" covariance matrix, Vt, is estimated in two ways:
1. Ht-the multivariate GARCH(1,1)-estimated matrix, which employs the rolling sample mean return on each asset from time t-37 to time t-2 to compute residual returns in Equation (2); 2. Hfll-a GARCH(1,1)-estimated matrix using past information from all available factors in Section 2.5 and Equation (3) to estimate ex ante mean returns and hence provide an estimate of the residual vector Et.
12 A recent exception is Chan, Karceski, and Lakonishok (1999), who evaluate how various pricing models predict the covariance between individual stock returns. Because of the enormous estimation error in individual stock return sample covariances, they assume constant covariation between all stocks in order to generate meaningful portfolio implications. The GARCH methodology and the use of well-diversified portfolios reduces estimation error considerably, allowing more reliable inferences, fewer restrictions, and more flexible investment analysis. In addition, the motivation in Chan, Karceski, and Lakonishok (1999) is different from that here. They compare how pricing models forecast the average covariance among stocks and use this information to compute portfolios that minimize total variance and minimize tracking error relative to some benchmark.
Two conditional covariance matrices are employed to assess whether mismeasurement in expected returns, and hence the residuals, alters the measurement of the contribution each factor makes to the covariance matrix. The following three measures are employed to quantify the ability of each factor model to capture the covariance structure of asset returns. The first is inspired by the multivariate statistics literature and is designed to capture the similarity between two matrices. Because the matrices are multidimensional, a metric is needed to summarize all of the information contained in the matrix. The sum of the eigenvalues of the matrix is chosen as this metric. The first measure is The time-series average of %Eigt is calculated and reported in Table 1 , along with its time-series standard error, adjusted for autocorrelation up to 12-week lags. Since little is known about the distributional properties of this measure, standard errors were also computed via bootstrapping, but deviating only slightly from the time-series standard errors, are omitted for brevity.
Two additional measures of covariance contribution are used to evaluate the factors. The first metric, Magnitudet, measures how accurately the factorimplied covariance matrix describes the "true" covariance matrix in terms of the magnitude of the covariances. This measure simply sums the absolute value of all of the elements of the difference between the two matrices and scales this sum by the sum of the absolute value of all elements of the true covariance matrix. Table 1 reports the time-series means and standard errors of these three measures for each of the factors. The magnitudes of the measures provide a ranking for how well each of the factors captures the covariance structure of returns. The market portfolio captures the largest fraction of the covariance structure of asset returns of any single factor, explaining more than 64% of total covariation under H, (which employs the rolling sample average return to estimate mean returns, and hence, residuals in Equation (2)), and more than 46% with HfUll (which uses past information from all factors to estimate mean returns). This is highly statistically significant and appears economically important.
Examining the other factors, the size factor, SMB, seems to contribute significantly to total covariation, capturing about 24% and 13% of the covariation represented by Ht and Htfll, respectively. The factor associated with book-to-market equity (HML) captures about 15% and 11%, respectively. However, the momentum factors (PR1YR and IM) do not appear to contribute significantly to total covariation. Neither of these factors explains more than 8.5% of the covariance matrix.
For comparison, "random" factors are formed by assigning random portfolio weights to assets to form zero-investment strategies. These factors provide an interesting benchmark of how much covariation can be captured by simply choosing factors randomly. Since there are only 32 assets to choose from, these random weights will sometimes produce a portfolio that is highly correlated with one of the factors. Hence the random factors manage to produce a statistically significant, though economically small, effect. Note, however, that the standard errors on the contribution of the random factors are much larger than those from any other set of factors. The fact that these standard errors are small relative to the mean estimate is a testament to the power of weekly data. Nevertheless, the random factors do not capture a substantial portion of covariation and neither the book-to-market nor momentum factors consistently outperform this set of randomly generated factors. Conversely, both the market and SMB consistently outperform the random factors.
Combining the factors into multifactor sets, the Fama-French factors capture almost 78% and 80% of the conditional covariance matrices Ht and Hfu11, respectively (both highly significant). Moreover, the Fama-French factors consistently reject the null hypothesis that the contribution to total covariation is the same as a set of randomly generated factors. This substantial improvement from employing the market factor alone suggests that SMB and HML in combination with the market provide greater explanatory power for describing covariance risk.
I reiterate that this is an in-sample exercise. Therefore adding more factors to the model will increase explanatory power. However, the addition of the two momentum factors (IM and PR1 YR) to the Fama-French factors negligibly increases the contribution to covariance risk. Thus, whether in isolation or in combination with the market, size, and book-to-market factors, the proposed momentum factors do not appear to describe covariation among the assets.
The final two factor models, those constructed from principal components analysis, are designed to capture the most covariation in sample (by statistical construction) of any four factors. These factors therefore provide a benchmark on the maximal amount of covariation any four factors could capture. The conditional principal components factors capture 97% and 96% of the conditional covariance matrices, respectively, in sample. While larger than any other set of factors by construction in sample, in the next subsection, the out-of-sample performance of these factors will be evaluated.
The unconditional principal components factors are designed to capture the maximum amount of covariation of any four factors relative to the unconditional sample covariance matrix. However, the performance of these factors on the conditional covariance matrices is far less impressive. The unconditional principal components factors fail to outperform the market factor alone and significantly underperform all other multifactor models, although they successfully outperform the random factors. One implication of this result is that significant time variation in the covariance structure of asset returns distorts the ability of these time-invariant factors to capture second moments, suggesting that unconditional factors miss important dynamics in return volatility.'3 Finally, consistent with evidence for %Eig, only the market and SMB capture the covariance structure of asset returns better than a randomly generated set of factors under both the Magnitude and Direction measures. Neither HML nor the momentum factors capture the magnitude or direction of covariances significantly better than the random factors, and, in fact, the random model slightly outperforms the momentum factors. Not surprisingly, the multifactor models that employ the market and SMB as factors describe the direction and magnitude of conditional covariances better than the random factors. The conditional principal components factors also capture the covariance matrix well under these two metrics, in sample.14 3.2 Forecasting conditional covariation out of sample Analyzing the out-of-sample predictability of the factor models is useful for enhancing models of conditional volatility as well as practically for portfolio optimization and implementation. In the next section, the predictive power of the various factors for conditional second moments is evaluated from an investment perspective to determine the economic significance of the volatility forecasts.
To gauge how effective the factor models are in forecasting future covariances, the tests from the previous section are repeated on a future covariance matrix, where the factors are extracted from a previous period's covariance matrix. Since the conditional covariance matrices are estimated under a GARCH model, they are highly autocorrelated from week to week.15 To avoid having nearly identical in-and out-of-sample results, a longer lag between the in-and out-of-sample periods is employed. As the distance in time increases between the two periods, the correlation between the covariance matrices declines. The drawback, however, is that because there is substantial time factors perform poorly when substantial time variation and heteroscedasticity in asset return second moments exists. 14 Since the direction measure simply quantifies whether the sign of the correlations is captured correctly, some of the factors are able to do this more than 97% of the time (e.g., the market), as this is not too stringent a task. Capturing the magnitudes of the covariances is much more difficult, as indicated in Table 1. 15 The GARCH parameter matrix B in Equation (1), which weights the lagged covariance matrix H,_l, has an average weight of 0.85. The weight on residual innovations is only 0.15 on average. Hence, with only one week separating the in-sample and out-of-sample matrices, the results will be very similar since the matrices are nearly identical. This will particularly be the case for factors that do not change much from week to week, such as the These measures are highly statistically significant and are statistically different from those generated by the random factors. In addition, SMB also appears to forecast total covariation out of sample, capturing 25% of total covariation relative to H+4, and 12% relative to Hfl, both of which are statistically significant and significantly outperform the random factors. Similarly HML captures a significant proportion of out-of-sample covariation and outperforms the random factors, though its contribution to covariance risk is weaker than the market or SMB. However, consistent with their failure to describe conditional second moments in sample, PR1YR and IM contribute negligibly to total out-of-sample covariation as well.
Examining combinations of the factors in the multifactor models, the Fama-French factors capture as much as 74% of the out-of-sample conditional covariance matrices. This suggests that SMB and HML in combination with the market provide substantially more explanatory power for predicting future covariance risk. The results in panel B of Table 1 suggest that the use of conditioning variables such as the market return and firm size enhance covariance forecasts, possibly supporting the methods employed by Harvey (1997, 1999 ) and others.
The momentum factors, on the other hand, do not add much predictive power for future covariances, and in fact can slightly reduce the forecasting accuracy of the Fama-French factors out of sample. These results mirror those from the in-sample tests.
The final two factor models, those constructed from principal components analysis, perform far worse when attempting to forecast covariances out of sample. The conditional principal components model (PC), which performs the best of any four factors in sample, significantly underperforms the FamaFrench factors out of sample. These statistically constructed factors appear to perform worse out of sample than predetermined economic variables based on the market and firm size. Likewise, the unconditional principal components factors perform relatively poorly in capturing future covariances. 16 Tests were also conducted using a 12-week lag, which generated even greater differences between the inand out-of-sample results. However, the qualitative results and conclusions remained unchanged. The same relative rankings in performance of the factors are maintained whether 1, 4, or 12 lags are employed.
Forecasting covariation in expansions and recessions
Finally, panel C of Table 1 reports the out-of-sample results during expansionary and recessionary periods separately, as defined by the National Bureau of Economic Research. Since recessions are periods when investors might care most about volatility and perhaps value covariance forecasts the most, it is interesting to see whether the various factors deliver useful forecasts during these bad times. Moreover, characterizing the dynamics of conditional volatility over the business cycle may aid in identifying the changing investment opportunity set. Finally, as Figure 1 indicated, volatility and correlations tend to rise during recessions, and so it is also interesting to examine whether the factors can capture this asymmetry as well. As panel C of Table 1 demonstrates, the findings are similar to those previously. The market, SMB, and, to a lesser extent, HML seem to forecast future second moments, while the momentum factors do not. However, more interesting is the increased forecasting power of these factors during recessions. The market, and particularly SMB, capture a greater fraction of the covariance matrix in recessions, which is precisely when investors would find such forecasts most valuable. In addition, these factors seem to capture and forecast the asymmetric rise in volatility and correlations during recessionary periods. On the other hand, although the covariance forecasts from the momentum factors are more accurate in recessions, neither of the momentum factors exhibit much relation to future covariance risk, even during recessions.l7
Economic Implications for Efficient Investment
This section quantifies economically the link between the factors and conditional covariation by examining the implications for efficient portfolios. In addition to providing an economic benchmark from which to compare factors, this analysis may provide insights for optimal investment.
Minimum variance portfolios
The out-of-sample performance of minimum variance portfolios derived from the estimated covariance matrix implied by each factor model is analyzed. Minimum variance portfolio (MVP) weights are computed from the conditional covariance matrix implied by each set of factors at time t, ft3t>t. 17 I have also attempted to analyze the covariance structure of individual stock returns using rolling sample covariance estimates and simulations. The noise in individual stock returns overwhelmed the ability of the factors to describe common variation. However, the Fama and French (1993) factors still managed to capture almost 10% of the covariation in individual stock returns, and both the market and small minus big captured about 6% by themselves. The book-to-market and momentum factors failed to reliably capture covariation. Based on these tests, it appears too difficult to accurately examine individual stock returns, even at a weekly frequency, since individual return variation is likely dominated by idiosyncratic shocks, making common components in returns difficult to identify. Nevertheless, what little inference could be made seemed to support the findings in the article.
Since the factor-implied covariance matrix is just a function of the factor variances and covariances, to ensure nonsingularity, a constant (across models) diagonal matrix of residual volatility is added to each factor-implied covariance matrix. The matrix employed is t"ll, the residual covariance matrix from the full model that employs all available factors (etU"l tll ). Adding this matrix to every factor-implied matrix will not distort the influence of the factors since tull is a diagonal matrix containing only residual volatility estimates orthogonal to all factors by design. Thus only tltPt will drive the investment differences across models.
To avoid obtaining extreme (and impractical) portfolio positions, the constraint that the weights on any asset must be between -0.50 and 1.50 is added, as was done previously in Section 2.4 and Figure 2 . These weights are then applied to time t + 4 returns out of sample and a time series of MVP returns are generated. Specifically the return on this portfolio at time t +4 is Rmvp, t+4 = Wmvp, tRt+4
where Wmvp, solves min(w,)w:(/3t t/3; + tull)W (10)
s.t. -0.50 < wt <1.50 (11) where P/t/ is the factor model-implied covariance matrix, tfull is the residual covariance matrix using all available factors at time t, and Rt+4 is the vector of returns on the 32 portfolios at time t +4.18
A separate time series of returns are generated under each factor model and the time-series mean and t-statistic of these returns are reported in Table 2 . In addition to the previous factor models employed, results are also reported using the full covariance matrix Hfu1, the diagonal matrix of Hu11 (i.e., variances only), and the identity matrix in place of p3tEt, . These provide interesting benchmarks. For instance, MacKinlay and Pastor (2000) find that the identity matrix performs at least as well as other covariance estimates in both out-of-sample tests and simulations when forming optimal portfolios that require estimates of the assets' mean returns. Here, since there is no estimate of mean returns required, the implied MVP from the identity matrix is simply an equal-weighted portfolio.
The average returns across the MVPs implied by the factor models are very similar. However, the volatility of these returns varies substantially across the models, as indicated by the t-statistics. Relative to both the identity matriximplied MVP and random factor model, the market, SMB, and HML factors each imply a less-volatile MVP, out of sample, indicating that these factors Again, a four-week lag between the in-and out-of-sample periods is employed. Because the GARCHestimated covariance matrices are highly autocorrelated, using shorter lags between the MVP weights and returns "overfits" the data. At the same time, the longer the lag, the less salient the MVP weights. Results for 1-and 12-week lags are available upon request. The covariance matrix implied by each factor model is used to form minimum variance portfolios at each point in time, which are then applied out of sample to returns four periods ahead. Four sets of minimum variance portfolio weights are computed. The first set places constraints on the weights, w, assigned to the individual assets such that -0.50 < w < 1.5 for all assets. The second set only allows positive portfolio weights (i.e., no short positions) and does not allow any weight on an asset to exceed 100% (i.e., no borrowing). The third set of MVP weights are derived solely from the correlation matrix of returns implied by each factor model with the constraint -0.50 < w < 1.5. Finally, the residual covariance matrix implied by each factor model is also used to form minimum variance portfolio weights, with the constraint that -0.50 < w < 1.5. The time-series means and t-statistics (in parentheses) of the weekly returns from these minimum variance efficient portfolios are reported over the sample period August 1964 to December 1997. In addition, the time-series average of the out-of-sample conditional standard deviation of these minimum variance portfolios implied by the GARCH-estimated conditional covariance matrices are reported.
provide useful information about the future covariance matrix that aids in creating more efficient portfolios ex post. The two momentum factors do not produce more efficient portfolios. When combining factors, the Fama-French model produces a slightly higher MVP mean return and substantially lower time-series variance than any of the other factors, indicating that the combination of the market, SMB, and HML provides even better portfolio weights for efficient investment. 
where the portfolio weights implied by each factor model are applied to the same covariance matrix across models, H In this way, the impact on conditional volatility can be evaluated from differences across factors in terms of their implied efficient weights, while abstracting from their predictions about the time t + 4 covariance matrix (which is examined in Table 1 ).
As Table 2 demonstrates, the average conditional standard deviations mirror the previous patterns. The average conditional standard deviation of the MVP implied by the market, SMB, HML, and the multifactor models that incorporate them, produce lower conditional volatility than either the random model or the MVP implied by the identity matrix (i.e., an equal-weighted portfolio). However, the momentum factors fail to generate lower out-ofsample MVP volatility.
For robustness, MVPs formed from the factors subject to the constraint that no short sales be allowed (i.e., 0 < Wmvp,t < 1) are also examined. As Table 2 shows, the same general patterns and conclusions can be drawn from these short-sales-constrained MVPs. However, the differences across models are less stark, indicating that short positions add more scope for efficient investment.
Correlations only
It is also interesting to examine whether the ability (or inability) of these factors in describing covariances is due to their ability to explain correlations among the assets, or whether they simply capture the variances. To examine the importance of the correlation forecasts, MVPs are computed using only information from the correlation matrix implied by each set of factors. The implied correlation matrix is given by ' ^ 1/2
Ft = (f^ltt/t)[diag(t,t)diag( ,t)']-12. (13)
MVP weights are then formed from Ft subject to the constraint that weights remain within -0.50 and 1.50 on all individual assets. As shown in Table 2 , 19 Note that the MVPs formed here abstract from mean return estimates. This is in contrast to the portfolios formed by MacKinlay and Pastor (2000), who only examine tangency portfolios and the link between mean return estimates and the covariance matrix. This is why the results differ slightly from theirs, since I find that several of the factors provide more useful information for investment than the identity matrix. However, when estimating mean returns and forming tangency portfolios (in unreported results, available upon request), I too find that the factors do not provide much more useful information than the identity matrix, consistent with MacKinlay and Pastor (2000). This is because the influence of the mean estimates on the portfolio weights is substantial. the out-of-sample volatilities of these portfolios do not exhibit as consistent a pattern across factor models as previously. This suggests that the magnitude of the variance terms is an important element in forming efficient portfolios, and a significant part of the ability of the factor models to predict future volatility.
Minimum residual variance portfolios
Finally, rather than examine the systematic portion of the covariance matrix implied by each factor model, an alternative is to examine the residual covariance matrix implied by the factors. From Equation (5), the implied residual covariance matrix, ft, is computed under each set of factors at a point in time and minimum variance portfolio weights are formed from the residual matrix flt (subject to the constraint that -0.50 < wt < 1.50). These minimum residual variance portfolio (MRVP) weights are then applied to returns out of sample. The returns of the MRVP are Rmrvp, t+4 = Wmrvp, tt+4
where w^mrvpt solves min(wt)wtfntw (15) s.t. -0.50 < wt < 1.50 (16) where ft is the residual covariance matrix implied by each factor model.20 If the factor model captures a substantial portion of the covariance matrix of asset returns, then the return of the minimum residual variance portfolio implied by the model should be small and close to zero. Hence the time-series mean and standard deviation of these returns should be close to zero. Table 2 reports the time-series means and t-statistics of the raw MRVP returns implied by each set of factors.
In addition, the time-series ayerage conditional residual standard deviation of the MRVP is reported. This conditional residual standard deviation is calculated out of sample with a four-week lag, Omrrvp, t+4 = mrvp, t t+4Wmrvp, t
Once again, the MRVP implied by the factors are compared to a portfolio implied by the identity matrix (an equal-weighted portfolio) and the residual MVP implied by a set of randomly generated factors. Both the identity matrix and random factors produce significant MRVP profits, which exhibit substantial volatility. This indicates that they do not explain a substantial portion of the covariance matrix out of sample.
Conversely, the market and size factors capture a large fraction of the outof-sample covariance matrix, generating MRVPs with small mean and little volatility. For instance, the average conditional residual standard deviation on the market-implied MRVP is only 105 basis points and its mean return is not statistically different from zero. This indicates that there is not much volatility left after covariation with the market index is taken out. SMB also generates relatively low residual volatility in its MRVP. HML generates higher volatility, though lower than the random model or identity benchmarks, and the momentum factors leave substantially more variation in their residual MVPs and produce large positive returns.
Combining factors, the Fama-French model captures even more out-ofsample covariation, producing even lower conditional volatility and timeseries average returns. Adding the momentum factors only reduces volatility further by a negligible amount. These findings are consistent with those previously. Finally, the principal components factors seem to account for a sizable portion of return covariation when compared to the identity matrix and random factors, but account for less covariance risk than the Fama-French factors.21
The Relation Between Return Premia, Volatility, and Conditional Covariation
From both a statistical and economic perspective, there appears to be a strong link between the market and size factor and the covariance structure of asset returns, a weaker link between book-to-market equity and covariation, and almost no link between the momentum factors and covariance risk. However, the relation between the return premia on size, book-to-market equity, and momentum and their conditional volatility and covariation has yet to be examined. While establishing such a link may shed light on possible interpretations of these "anomalies," this article remains agnostic on whether behavioral or risk-based explanations seem more plausible.22 Figure 3 plots the cumulative return premia and various measures of conditional second moments over time (from August 1964 to December 1997) for each of the four zero-cost portfolios SMB, HML, PR1YR, and IM. The conditional second moment estimates are the conditional standard deviation of each strategy, the average conditional correlation of each strategy with 21 For robustness, adjusted returns on the strategies were also computed in a previous draft. The adjusted returns are the raw returns minus the conditional mean return predicted by each factor model. Since weekly return premia are close to zero, employing the adjusted returns generally only reduced the volatility of the strategies without affecting their mean. The results and conclusions were unaltered. 22 Indeed, as Brav and Heaton (2001) point out, it may be impossible to empirically distinguish between these competing sets of hypotheses. Nevertheless, documenting the link between the return premia and conditional covariance structure of asset returns will provide a set of stylized facts that should be accommodated by theory. The mean return, standard deviation, average correlation, and market beta of the trading strategies associated with firm size (SMB), book-to-market equity ( how much covariance risk exists at a point in time, increases the future premium on SMB, but only during recessions. This may be consistent with a risk-based interpretation of the size effect, since the SMB premium rises following recent aggregate covariance increases (i.e., high oa p, t_l) and low consumption states (i.e., recession). The premia on the other strategies are unaffected by aggregate covariance risk, save for PR1YR, whose premium declines following risky times. In addition, the lagged weight of each strategy in the MVP, which captures the specific covariance properties of each strategy, is negatively related to the future premium on SMB, but does not influence the premia on the other strategies. When the MVP weight on SMB is high, indicating that the strategy exhibits attractively low variance and covariance properties, the subsequent premium on the size-based strategy is lower. This is also consistent with a risk-based interpretation of the size effect. Finally, the third and last column in each panel examines how the conditional covariation of each strategy with other assets in the economy varies with the regressors. First, the average conditional covariance of HML, PR1YR, and IM is significantly larger during recessions, while it is smaller for SMB during recessions. This suggests that size-based strategies may provide a hedge to investors in bad times, since its covariance with other assets declines on average during these times. This provides more evidence that SMB behaves differently than the other strategies and is most strongly linked to the covariance matrix. Second, lagged aggregate volatility is associated with lower average covariances for all strategies. However, for SMB and PR1YR, this is driven solely by recessionary periods. This asymmetry in the relation between aggregate volatility and asset covariation across the business cycle may be consistent with the model of Veronesi (1999) , who shows that investors' willingness to hedge against changes in their own uncertainty leads them to overreact to economy-wide bad news in good times and underreact to good news in bad times. Ribeiro and Veronesi (2001) explore the crosscovariance implications of this model for individual assets across the business cycle. Third, the relation between the strategy's own variance and its covariation with the other assets in the economy diminishes when the volatility of HML and the two momentum portfolios is high, especially during recessions. On the other hand, SMB covaries more strongly when its conditional volatility is high, and this occurs primarily during recessions. Thus, in a portfolio context, the book-to-market and momentum strategies become less risky when their volatility increases, since their covariance properties become more attractive (e.g., decrease), while SMB becomes more risky, as both its variance and covariance rise. Furthermore, these effects are more pronounced in recessions, when investors may care most about these properties. Again, this suggests a risk-based view of the size effect. Finally, the past weight in the MVP of each strategy is negatively related to the future conditional covariance of each strategy, confirming that this is a useful measure of the strategy's contribution to covariance risk.
SMB (Size Based

Conclusion
While much research has focused on the relation between firm characteristics and mean returns, this article examines their relation to the second moment of returns. Using both statistical and economic measures of this link, while allowing for time variation in the covariance matrix of asset returns (applying a unique GARCH methodology), a size factor is found to be most closely linked to covariance risk, both in and out of sample, book-to-market equity exhibits a weaker link, and momentum factors appear unrelated to return second moments.
The economic significance of these findings are examined from an investment perspective. Accounting for covariation with a size and book-to-market factor improves the out-of-sample performance of efficient portfolios, even more so when combined with the market portfolio. Including information from covariation with momentum factors, however, does not improve efficiency. Furthermore, these results are more acute during recessions, when investors presumably care most about the efficiency of their portfolio.
In terms of the rational-behavioral debate, the results in this study complement those of Liew and Vassalou (1999) and Chen (2001). Liew and Vassalou (1999) find that both size and book-to-market forecast future economic growth, but that momentum is unrelated to economic activity. Chen (2001) concludes that the book-to-market and momentum premia appear too high to be justified by an intertemporal CAPM framework with time-varying expected returns, but that size seems reasonably priced. I find that the premium on the size factor rises as its conditional volatility and covariation with other assets increases, particularly during recessions. The premia on the other factors, however, do not exhibit these patterns. Since the size premium is highest following times when both aggregate covariance is high and consumption is low (in recessions), this may indicate a risk-based interpretation for the size effect. Along with the evidence in Liew and Vassalou (1999) and Chen (2001), this suggests that size is more strongly linked to economic risk than either book-to-market or momentum. These results present a challenge to existing theory that may shed light on possible explanations for the relation between firm characteristics and average returns.
Finally, while this article focuses on the second moment of the return distribution, investors may also care about higher return moments. Indeed, many of the trading strategies examined in this article involve dynamic trading, which may generate significant skewness and kurtosis in their returns. Asset pricing models which incorporate higher moment factors, such as Rubinstein (1973) and Harvey and Siddique (2000), may prove useful in analyzing and understanding the profitability of these strategies. Such issues are left for future research. and find that the small sample properties of their method are quite good, even for matrices of dimension 50, using only 715 weekly return observations (the current article estimates matrices of dimension 32 using 1,748 observations). Furthermore, the estimation errors computed from their model are shown to be accurate to the simulation-based errors.
To further address the reliability of the Ledoit and Santa-Clara (1998) estimates, a comparison is made to more traditional conditional covariance estimators. The first is a special case of the BEKK GARCH model of Engle and Kroner (1995) . This special case is the single factor GARCH(1,1) model of Engle, Ng, and Rothschild (1990), which imposes more structure on the model and requires only (N2 + 5N + 2)/2 parameters to be estimated.24 For computational ease, both the Ledoit and Santa-Clara (1998) and BEKK GARCH models are estimated on a subset of 11 portfolios.
The Ledoit and Santa-Clara (1998) procedure requires estimating 198 parameters, while the BEKK model requires only 89 parameter estimates. The table reports the average covariance, average variance, and average correlation of the GARCH conditional covariance matrices. The estimates are not significantly different under the two specifications, although BEKK produces larger covariance and variance estimates and slightly smaller correlations. Both procedures produce statistically reliable estimates indicated by their standard errors. For comparison, the average covariance, variance, and correlation of the unconditional sample covariance matrix are also reported. The average Ledoit and Santa-Clara (1998) estimates are closer to the unconditional measures than the BEKK estimates, indicating perhaps that the less restrictive Ledoit and Santa-Clara (1998) procedure produces more accurate second moment estimates.
For additional comparison, the average covariance, variance, and correlation of rolling sample estimates using the past five years of weekly data are reported. At each point in time t, the sample covariance matrix of the 11 portfolios is computed from weekly returns over the past five years. These rolling estimates are similar in spirit to those used by Officer (1973 In addition, the comparison across covariance estimates is repeated using monthly returns data. This should disadvantage the Ledoit and Santa-Clara (1998) model the most since it requires the largest number of parameters to be estimated. Certainly, all four covariance estimates become less reliable when using monthly data. However, the Ledoit and Santa-Clara (1998) estimates still exhibit substantial statistical significance and are closer to the unconditional and rolling sample estimates than BEKK, with the exception of the average correlation.
Finally, panels B and C repeat the comparison across covariance estimation techniques for contractionary and expansionary periods, respectively, as defined by the National Bureau of Economic Research. Covariances, variances, and correlations appear higher during recessions. The Ledoit and Santa-Clara (1998) estimates pick up this asymmetry, while the BEKK estimates appear largely insensitive to the business cycle. This suggests that the Ledoit and Santa-Clara (1998) estimates may provide a richer characterization of changing return second moments. 24 The GARCH model is as follows:
H, = C'C + AA'[pw'Ht, w +a(w' t)2], where C is a lower triangular matrix, A and w are N-vectors, and a and / are scalars. Often a normalizing restriction on w is placed so that w sums to one. Reported are the average covariance, average variance, and average correlation over time of various multivariate covariance estimators. The covariance matrix of 11 portfolios: oil, manufacturing, utilities, and financial sector portfolios, the small stock high book-to-market, small stock low book-to-market, big stock high book-to-market, big stock low book-to-market, the market, and the losers (worst 20% past year returns) and winners (best 20% past year returns) portfolios are computed using the multivariate GARCH estimates of Ledoit and Santa-Clara ( 
