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Abstract
As the study of complex interconnected networks becomes widespread across disciplines,
modeling the large-scale behavior of these systems becomes both increasingly important
and increasingly difficult. In particular, it is of tantamount importance to utilize available
prior information about the system's structure when building data-driven models of complex
behavior. This thesis provides a framework for building models that incorporate domain
specific knowledge and glean information from unlabelled data points.
I present a methodology to augment standard methods in statistical regression with
priors. These priors might include how the output series should behave or the specifics of
the functional form relating inputs to outputs. My approach is optimization driven: by for-
mulating a concise set of goals and constraints, approximate models may be systematically
derived. The resulting approximations are convex and thus have only global minima and
can be solved efficiently. The functional relationships amongst data are given as sums of
nonlinear kernels that are expressive enough to approximate any mapping. Depending on
the specifics of the prior, different estimation algorithms can be derived, and relationships
between various types of data can be discovered using surprisingly few examples.
The utility of this approach is demonstrated through three exemplary embodiments.
When the output is constrained to be discrete, a powerful set of algorithms for semi-
supervised classification and segmentation result. When the output is constrained to follow
Markovian dynamics, techniques for nonlinear dimensionality reduction and system identi-
fication are derived. Finally, when the output is constrained to be zero on a given set and
non-zero everywhere else, a new algorithm for learning latent constraints in high-dimensional
data is recovered.
I apply the algorithms derived from this framework to a varied set of domains. The
dissertation provides a new interpretation of the so-called Spectral Clustering algorithms
for data segmentation and suggests how they may be improved. I demonstrate the tasks of
tracking RFID tags from signal strength measurements, recovering the pose of rigid objects,
deformable bodies, and articulated bodies from video sequences. Lastly, I discuss empirical
methods to detect conserved quantities and learn constraints defining data sets.
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Chapter 1
Introduction
We are currently building systems that produce more data at higher rates than ever
before. With the advent of faster computers and a deluge of measurements from
sensors, surveys, and gene arrays, building simple models to describe complex physical
phenomena is a daunting challenge. Deriving simple models from data with principled
tools that leverage a priori knowledge rather than expert tuning and annotation is
of tantamount importance. Gaining intuitive understanding of these models and the
modeling tools is equally important.
In this thesis, I will argue that if I can pose a modeling problem in terms of
structured goals and constraints, then I can apply tools from convex optimization
to automatically generate algorithms to efficiently fit the best model to my data.
In many regards, the main contribution is in problem posing. Not all problems
can be posed as convex optimizations, but I will demonstrate through a variety of
applications that this methodology is widely applicable and very powerful.
Recently, a great deal of interest has emerged around modeling complex systems
with mathematical programming - the applied mathematics concerned with optimiz-
ing cost functions under a set of constraints. Many modeling, analysis, and design
questions can be phrased as a series of goals and constraints. What is the shortest
route from my house to work? What is the optimal strategy for managing con-
gestion on the internet while maintaining user satisfaction [63]? How can an array
of oscillators maximize their phase coherence [47]? Using the tools of mathematical
programming, a well-phrased problem statement alone can provide sufficient informa-
tion to guarantee properties of system behavior, derive protocols for achieving optimal
performance, and verify the convergence of the dynamics that solve the optimization.
A special class of mathematical programs are the convex programs. Notable con-
vex programs are the well-known problems of least-squares and linear programming
for which very efficient algorithms exist. Building on these two examples, algorithms
for convex optimization have matured rapidly in the last couple of decades. Today,
the solution of convex programs is typically no more complicated than that of ma-
trix inversion and the techniques have been applied in fields as diverse as automatic
control, electronic circuit design, economics, estimation, statistical machine learning,
and network design [15]. This puts the burden on the applied mathematician to
either phrase a problem in a convex form or to recognize when this is not possible in
an efficient manner.
Of course, not all problems can be phrased as convex optimizations. There are
well-known classes of problems believed to be intractable independent of the applied
solution technique. However, convex techniques have produced extremely good ap-
proximations to many known hard problems. Such approximations, called relaxations,
provide guaranteed error bounds to intractable problems. Beginning with the work
of Goemans and Williamson on approximating the NP-HARD problems MAX-CUT
and MAX-2-SAT [37] in combinatorial optimization, an industry of approximating
intractable problems to high tolerance has developed [31, 50, 52]. Whereas heuristic
searches like genetic algorithms and simulated annealing provided no insight into the
values they would output, the convex methods produce guaranteed error margins.
Inspired by these relaxations, this thesis will develop tools that exploit convexity
to build approximate data-driven models incorporating expert a priori knowledge.
My approach is cost function driven. By summarizing the modeling problem as a
set of goals and constraints, I will systematically produce a convex representation
of the problem of tractable size and an algorithm in the new representation which
approximates the original formulation.
1.1 Contributions and Organization
In Chapter 2, I will provide a brief review of the mathematical foundations upon
which this thesis rests. Beginning with an overview of convexity, I will summarize the
theory of convex relaxations and Lagrangian duality, and I will discuss the connections
with function learning on Reproducing Kernel Hilbert Spaces (RKHS), a powerful
functional representation where the optimal mappings are sums of functions centered
around each data point.
In Chapter 3, I will present a powerful cost function that can be applied to a
vast array of data-driven modeling problems and can be optimized in a principled
way. By augmenting the simple problem of fitting the best function in an RKHS to
a set of data with a set of priors, I will produce a very general and powerful cost
function for modeling with priors. This optimization seeks to jointly find the best
model relating data to attributes, the labels of the unlabelled data, and the best space
of functions to represent the relationship. The optimization will be convex in all of
these arguments. In particular, I will present several novel results about learning
kernel functions. I will provide a general formulation of the learning algorithms that
may be solved with semidefinite programming. I will derive solutions to learning the
width of Gaussian kernels. Finally, I will show how to search for the best polynomial
kernel using semidefinite programming.
In Chapter 4, the first prior on the output will be presented. By restricting the
desired outputs to be binary labels, a family of optimization problems for segmenta-
tion, clustering, and transductive classification can be derived. I will show that even
though the prior is so simple, all of the resulting optimizations are NP-HARD and
no efficient algorithm to solve them exactly can be expected. In turn, I will present
approximation algorithms using semidefinite programming. These semidefinite pro-
grams may be prohibitively slow for very large numbers of examples, so I will also
present an additional family of relaxations that reduce to eigenvalue problems. These
eigenvalue problems recover the well-known Spectral Clustering algorithms. This
function learning interpretation provides insight into when and how such algorithms
fail as well as how they can be corrected.
In Chapter 5, I describe a dynamics prior that results in a family of semi-
supervised regression algorithms that learn mappings between time series. These
algorithms are applied to tracking, where a time series of observations from sensors
is transformed to a time series describing the pose of a target. Instead of defining
and implementing such transformations for each tracking task separately, the algo-
rithms learn memoryless transformations of time series from a few example input-
output mappings. The learning procedure is fast and lends itself to a solution by
least-squares or by the solution of an eigenvalue problem. I discuss the relationships
with nonlinear system identification and manifold learning techniques. The utility of
the dynamics prior is demonstrated on the tasks of tracking RFID tags from signal
strength measurements, recovering the pose of rigid objects, deformable bodies, and
articulated bodies from video sequences. For such tasks, these new algorithms re-
quire significantly fewer examples compared to fully-supervised regression algorithms
or semi-supervised learning algorithms that do not take the dynamics of the output
time series into account.
Finally, in Chapter 6, I consider the problem of learning constraints satisfied
by data. I show how to learn a space of functions that is constant on the data set
and suggest how to select a maximal set of constraints. I show how this algorithm
can learn descriptions of data sets that are not parsable by existing manifold learning
algorithms. In particular, I show that this new algorithm can learn manifolds that
are not diffeomorphic to Euclidean space.
1.2 Notation
This section serves as a glossary for the mathematical symbols used in the text. R
denotes the real numbers and Z denotes the integers.
Vectors will be denoted by bold face lower case letters. Matrices will be denoted
by bold face capital letters or capital Greek letters. The components of vectors and
matrices will be denoted by subscripted non-bold letters. For example, the component
of the matrix A in the ith row and jth column is denoted Aj.
The transpose of a matrix A will be denoted by AT. The inverse of A is denoted
A- 1 . When A is not necessarily invertible, the pseudoinverse of A is denoted by At.
1d denotes the d x d identity matrix. If its dimension is implied by the context,
then the subscript will be dropped. The vector of all ones is denoted 1.
x > 0 means that each component of x is nonnegative.
An n x n matrix A is positive semidefinite if xTAx > 0 for all x C R4. Given
two positive semidefinite n x n matrices A and B, A >- B means A - B is positive
semidefinite. In particular, if A is positive semidefinite then we may write A >- 0.
The "-" relationship is a partial ordering on the semidefinite cone.
If x is an n-dimensional vector, diag x denotes the diagonal matrix with x on its
diagonal. If, on the other hand A is an n x n matrix, diag(A) denotes the vector
comprised of the diagonal elements of A. For example
diag = ,
(LX2 ) 0 X2
diag a1 1 a12  [all( a21 a22 a22
Let M be a matrix partitioned as
A B
M =
B T C
The Schur complement of A in M is defined to be
(MIA) = C - BTAtB
and the Schur complement of C in M is
(MIC) = A - BCBT
The pseudoinverses are replaced by inverses when A or C are invertible. Some useful
facts on Schur complements are presented in Appendix A.
The expected value of the random variable x will be written as E[x]. If there is
confusion about the probability distribution, the expected value with respect to the
distribution p will be denoted E,[x].
Chapter 2
Mathematical Background
2.1 Basics of Convexity
Beginning with Karmakar's famed interior point algorithm for linear programming [53],
rapid advances in algorithms for efficiently operating with convex bodies have ren-
dered convex programs generally no harder to solve than least-squares problems. Once
a goal is phrased as a convex set of constraints and costs, it can usually be solved
efficiently using a standard set of algorithms. Furthermore, a growing body of work in
formulating problems in a convex framework shows a wide applicability across fields.
This brief section will provide an overview of the features of convexity that make it
such an attractive modeling tool. There are three objects which can be convex: sets,
functions, and programs. I will describe what convexity means for each of these in
turn.
2.1.1 Convex Sets
A set Q in Euclidean space is convex if it contains all line segments between all points.
For every x, and x 2 in Q and every t between 0 and 1, the point (1 - t)x1 + tx 2 is in
Q. Figure 2-1 shows two convex sets and one nonconvex set. Many familiar spaces
are convex. For example, the interior of a square or a disk are both convex subsets
of the plane. There are other more abstract convex sets that commonly arise in
Convex Non-convex
Figure 2-1: Left and Middle: Two convex sets. In each set a line segment is drawn
between two points in the set and this line never leaves the set. Right: A nonconvex set.
Two points are shown which cannot be connected by a straight line that doesn't leave the
set.
mathematical modeling such as the set of possible covariance matrices of a random
process. On the other hand, sets which are not convex abound as well. Neither the
set of integers (try, for example, x1 = 1, x 2 = 2, and t = 0.5) nor the set of invertible
matrices are convex, and much of the art of convex analysis lies in recognizing when
a set is convex.
An important tool for recognizing convex sets is a dictionary of operations that
preserve convexity. For example, if 1,. . , £2m are convex, then their intersection
(~= 1 Q is convex. If Q is convex then any affine transformation of Q, {Ax+blx E Q}
is convex. Furthermore, the premimage of an affine mapping is also convex. That is,
if Q is convex, then so is {xIAx + b E l}.
2.1.2 Convex Functions
The epigraph of a function f : D --+ R is the set
epi(f) = {(x, y) : x E D y ;> f(x)} (2.1)
A convex function is a real-valued function whose epigraph is convex. That is, if the
set of all points lying above the value of the function is convex, then the function is
convex (see Figure 2-2). Any linear function is convex as are quadratic forms arising
I
from matrices with positive eigenvalues. Indeed, a quadratic form f(x) = xTQx
with Q = QT is convex if and only if Q >- 0. To see this, note that Q > 0 implies
Q = AT A for some A. Then
x TQx = xTAT Ax = ||AxJ|2 (2.2)
and thus if (x1 , yi) and (x 2 , y2) are in epi(f) and t E [0, 1,],
f(tx1 + (1 - t)x 2 ) = ||A(tx1 + (1 - t)x2)| 2
< t||Ax1| 2 + (1 - t)I|Ax 2||2  (2.3)
= tf(x1) + (1 - t)f(x2)
< tyi + (1 - t)y2
proving that (tx1 + (1 - t)x 2 , ty1 + (1 - t)y 2) E epif. Conversely, if Q is not positive
semidefinite, let v be a norm 1 eigenvector corresponding to eigenvalue A < 0. Then
(-v, A) and (v, A) are in epi(Q), but (0, A) is not, so f is not convex.
As a consequence of (2.3),when the domain of f is R", f is convex if and only if
f(txi + (1 - t)x 2) tf(x1) + (1 - t)f(x2) . (2.4)
Many other simple functions are not convex including the trigonometric functions
sine, cosine, and tangent and most polynomial expressions. An important feature
of convex functions is their lack of local minima: if two points minimize a convex
function locally, then both points achieve the same function value as do all the points
along the line segment connecting them. This is one of the crucial features which
makes the minimization of convex functions feasible.
Just as was the case with convex sets, there are a variety of operations that
preserve the convexity of functions. For instance, if f(x) is convex then f(Ax + b)
is convex. If fi,... , f, are convex, then so is a1fi + -.- + af, for any non-negative
scalars aj.
Less obviously, convex functions are closed under partial maximization. Given a
Convex Non-convex
Figure 2-2: Left: A convex function. One can readily check that the area above the blue
curve contains all line segments between all points. Right: The red segment demonstrates
that the region above the graph is not convex.
family of convex functions f,,(x) with a in an index set I, fm(x) = supa fa(x) is a
convex function. This can be verified by observing
epi(f) = {(x, y) : x E D y 2 fm(x)}
= {(x, y) : x E D y > sup fa(x)}
a (2.5)
= {(x, y) : x E D y > fa(x)Va E I}
=naeI{(x, y) : X ED y 2 fa(x)}
which is an intersection of convex sets and must be convex. Two immediate corollaries
are that if fi, . . . , f, are convex, then maxi f2 (x) is convex and, if for all y, f(x, y) is
convex in x, then sup, f(x, y) is convex. It is worth noting that f does not need to
be convex in both x and y for this to hold.
For differentiable functions that map R" to R, convexity may be checked by
inspecting derivatives. If f is differentiable, f is convex if and only if f(y)
f(x) + Vf(x)T(y - x) for all y. If f is twice differentiable f is convex if and only if
V2f is positive semidefinite.
I
2.1.3 Convex Optimization
We will denote optimization problems
minimize f(x) (2.6)
subject to x E Q
by the short hand
min f(x) (2.7)
s.t. x E Q
A convex program or convex optimization seeks to find the minimum of a convex
function f on a convex set Q. As was the case with convex functions, all local minima
of convex optimizations are global minima. Remarkably, if testing membership in the
Q and evaluating f can both be performed efficiently, then the minimizer of such a
problem can be found efficiently [39]. The most ubiquitous convex program is the
least-squares problem which seeks the minimum norm solution to a system of linear
equations. In this case f is a convex quadratic function and Q is Euclidean space.
A fundamental property of convex sets is that they are the intersection of all half-
spaces which contain them. That is, if a point x does not lie in a convex set, then the
Euclidean space can be divided into two halves, one half containing x and the other
half containing the convex set. This property suggests that when trying to find an
Figure 2-3: The convex set is separated from the points not in the set by half-spaces. The
bold dashed line separates the plane into two halves, one containing the point x and the
other containing the convex set.
optimal point in a convex set, one could also search over the set of half-spaces which
contain the set (see Figure 2-3). Applying this reasoning to optimization, consider
the optimization, called primal problem,
minimize f(x) (2.8)
subject to gj(x);0 j=1,...,J.
Here f, g1 , 92 , ... , gj are all functions. This is a typical presentation of an optimization
problem: the set Q is the set of all x for which gj (x) is nonpositive for all j = 1, ... , J.
In linear programming, both the f and all of the g3 are linear maps.
The Lagrangian for this problem is given by
J
L(X, p) = f(x) + E jgj(x) (2.9)
j=1
with p > 0. The pt are called Lagrange multipliers. In calculus, we searched for
values of p by using Vt2(x, p) = 0. Here, note that solving the optimization is
equivalent to solving
min max /(x, p) (2.10)
xp2
The Dual Problem is the resulting problem when the max and min are switched.
max minCL(x, p) (2.11)
p20 x
The dual program has many useful properties. First, note that it provides a lower
bound of the primal problem. We can show this by appealing to the more general
logical tautology
min maxC (x, p) > max minC (x, p) (2.12)
x p2 0 p20 x
Indeed, let f(x, y) be any function with two arguments. Then f (x, y) min. f(x, y).
Taking the max with respect to y of both sides shows maxy f(x, y) maxy min, f(x, y).
Now take the min of the right hand side with respect to x to show that
min max f(x, y) > max min f(x, y). (2.13)
x y y x
The dual program is always concave. To see this, consider the dual function
J
q(p) = minC (x, p) = min f(x) + E yjg (x) (2.14)
j=1
Now, since minx(f(x) + g(x)) > (min. f(x)) + (minx g(x)), we have
J
q(tpi1 + (1- t)pt2 ) = mint f(x) +Epigg(x)
j=1
(2.15)
+ (1 - t) f(x) + E 2 j(x)
j=1
> tq(pi) + (1 - t)q(p2)
which shows that q is a concave function and hence the dual problem is a convex
optimization.
There is a nice graphical interpretation of duality. The image is the set of all
tuples of numbers {(f(x), g(x))} for all x. In the image, the optimal value is equal
to the minimum crossing point on the y-axis [12]. The dual program seeks to find
the half-space which contains the image and which has the greatest intercept with
the f(x) axis. As shown in Figure 2-4, the maximum of the dual program is always
less than the minimum of the primal program.
Duality is a powerful and widely employed tool in applied mathematics for a
number of reasons. First, the dual program is always convex even if the primal is not.
Second, the number of variables in the dual is equal to the number of constraints in the
primal which is often less than the number of variables in the primal program. Third,
the maximum value achieved by the dual problem is often equal to the minimum of
the primal. One such example when the primal and dual optima are equal is when f
and all of the gj are convex functions and there is a point x for which gj (x) is strictly
f(x)
g(x)
(p*,1)
optimum f(x*) f(x*)
(9*,1)
(J4, 1)
Figure 2-4: The set of possible pairs of g(x) and f(x) are shown as the blue region. Left:
Any hyperplane which has normal (p, 1) intersects the y-axis at the point f(x*) + pTg(x*)
where x* minimizes C(x, p) with respect to x. Middle: A hyperplane whose y intercept is
equal to the minimum of f(x) on the feasible set. The dual optimal value is equal to that of
the primal Right: No hyperplane can achieve the primal optimal value. The discrepancy
between the primal and dual optima is called a duality gap. The dual optimum value is
always a lower bound for the primal.
negative for all j. Finally, if the primal program is not convex or not strictly feasible,
it is often possible to bound the duality gap between the primal and the dual optimal
values. Estimating the duality gap is often difficult and, in many cases, this gap is
infinite. However, for many practical problems, several researchers have discovered
that one can meticulously bound the duality gap and produce sub-optimal solutions
to the primal problems whose cost is only a constant fraction away from optimality.
This is the study of convex relaxations.
2.2 Convex Relaxations
It is well known that finding the best integer solution to a linear program is NP-
HARD. Many of the most successful and popular techniques for dealing with these
generally hard problems solve the linear program for the best real valued solution,
ignoring the constraint to the set of integers. One gets a lower bound on the optimum,
and techniques such as branch and cut or branch and bound can be implemented.
This is the most famous example of a convex relaxation. Indeed, this relaxation is well
motivated by Lagrangian duality as the program obtained by dropping the integrality
I
constraint has the same dual program as the primal integer program.
A series of surprising results have been developed over the last ten years using
quadratic programming, rather than linear programming, to approach combinatorial
problems. The general nonconvex quadratic program is also NP-HARD, and many
hard combinatorial problems are naturally expressed as quadratic programs. For ex-
ample, the requirement that the variable x takes on values 0 or 1 can be expressed by
the quadratic constraint x2 = x. The dual program of a general nonconvex quadratic
program is a semidefinite program. Such optimizations can be solved efficiently using
interior point methods [99] among other possible convex optimization techniques. For
many structured quadratic constraints, one can actually estimate the worst case dual-
ity gap. Moreover, for many problems of interest, there exists a randomized algorithm
that produces a vector whose cost is within a constant factor 'y < 1 of the optimal
primal value. A randomized algorithm which satisfies such an inequality is called a
-/-approximation. There are several examples of hard problems in combinatorial op-
timization where 'y is greater than 1/2. Indeed, for the famed MAX-CUT relaxation
of Goemans and Williamson, y < 0.878 [37]. This is a great achievement considering
that the existence of a polynomial time approximation to MAX-CUT with -y > 0.95
would imply P = NP, an equality which the majority of researchers in theoretical
computer science think is highly unlikely [43].
In this section I will summarize these techniques providing a unified presentation
of the duality structure of nonconvex quadratic programs and how these duals can be
used to provide bounds on combinatorial optimization problems. In Section 2.2.1, we
will show that the Lagrangian dual of the general nonconvex quadratically constrained
quadratic program is a semidefinite program. In Section 2.2.2 we will study how to
bound the duality gap and to produce primal feasible points with near optimal cost.
2.2.1 Nonconvex Quadratically Constrained Quadratic Pro-
gramming
Let us begin with the general nonconvex quadratically constrained quadratic program
min xTAox + 2b Tx + CO
T 0 (2.16)
s.t. xTAix+2bTx+ci < 0 i=1,...,K
with x E R'. This problem is again NP-HARD (a recurring theme). It is, of course,
well known that this problem is solvable efficiently when the Ai are positive semidef-
inite, but in the situation where they are not, we have to rely on more sophisticated
techniques for estimating the optimum.
Let's now examine the structure of the Lagrangian dual problem. First, we make
a variable substitution to get the equivalent optimization
min yTQOy
s.t. yTQiy O i=1,...,K (2.17)
y2
where y is an n + 1 dimensional vector and
ci bTQi =(2.18)
bi Ai
We can think of y as the original decision variable x with a 1 stacked on top.
The optimal value of Problem (2.17) is the same as (2.16). Any optimal solution
of (2.16) can be turned into a minimizer for (2.17) by setting x = [1, x]. Since
yTQy = (-y)TQ(-y), any optimal solution for (2.17) can be turned into an optimal
solution for (2.16) by choosing the solution with yo = 1.
Problem (2.17) has a particularly elegant dual problem. The Lagrangian for the
reformulated problem is then
(2.19)L(y, , t) = yTQ(p, t)y + t
K
Q(A, t) = Qo + E piQi - t0 0 (2.20)
Minimizing with respect to y, we obtain negative infinity if Q(p, t) has any negative
eigenvalues. In turn, we find that the dual function is given by
q(p,t) = t
-oo0
Q(p, t) > 0
otherwise
and hence the dual problem is
max t
s.t. Qo + E= 1 piQi - t 00 >- 0
p > 0
(2.21)
(2.22)
This optimization is called a semidefinite program as the search is over the cone of
positive semidefinte matrices. The dual can be solved efficiently using interior point
methods [99] among other possible convex optimization techniques.
Note that we don't worsen the dual bound by introducing the ancillary variable
yo. To see this, observe that we can break the dual program apart as follows
max minCL(y, p, t) = max max min min L(y, Y, t)
p,t y y t yO yi,...,yn
For now, ignore the y maximization and consider the optimization
y T
max min min YO
S x x
(2.23)
(2.24)
Performing the minimization with respect to x, we either get negative infinity or, if
where
YO + t(1 
- y2)
x0
the matrix is positive semidefinite, we get the Schur complement of the quadratic
form
maxminy6(-b T Q-b + c - t) + t
t yo
(2.25)
By inspection, the saddle point of this optimization is given when
t=-bTQ--b+ c
(2.26)
yo= 1
but that means
. .~nyo]T- - -max minmnOt Y
(2.27)
That is, the dual values with or without the additional variable yo are the same.
It is instructive to now compute the dual of the dual. A straightforward application
of semidefinite programming duality yields the semidefinite program
min Tr(QoZ)
Tr(QZ) <0 i = 1,...,K (2.28)
Zoo = 1
Z >_ 0.
We can show that this relaxation can be derived by dropping refractory nonconvex
constraints from the original primal program. This is similar to the relaxations of
integer programming that utilize the linear program obtained by relaxing the inte-
grality constraint. In the quadratic case, the constraint that we drop is a constraint
on the rank of the matrix Z. To see this, first observe that we have the identity
yTQy = Tr(QyyT) (2.29)
c b T YO + t(1 
- Yo2
.. 
_ - J - -
__ 
_
1 c b T 1
x _b Q _x
and we can prove a simple
Proposition 2.2.1 Z = yy' for some y E R' if and only if Z is positive semidefinite
and has rank 1.
Proof If Z is positive semidefinite, we can diagonalize Z = VDVT where V is
orthogonal and D is diagonal. Without loss of generality, rank(Z) = 1 implies that
D has d1u > 0 and zeros elsewhere. Then if vi is the first column of V,
Z = divivT = ( diivi)(VdLvi)T (2.30)
Setting y = v ydjjv completes the proof. The converse is immediate. 0
Using this proposition, we can reformulate the original quadtratic program (2.17)
as
min Tr(QoZ)
Tr(QjZ) <0 i = 1,...,IK
Zoo = 1 (2.31)
Z >- 0
rank(Z) = 1
The rank constraint is not convex, so a natural convex relaxation would be to drop
it. Lo and behold, the resulting optimization is the semidefinite program (2.28).
Unlike the case of integer programming, for structured Qk we can actually es-
timate the worst case duality gap for this relaxation. In special cases, by solving
problem (2.28), we can find a real number 'y < 1 and use a randomized algorithm to
produce a vector y which is feasible for the optimization (2.17) such that
E[yTQoy] > (2.32)
yT*Qoy* -
where y* is the optimum solution of the nonconvex problem. A randomized algorithm
which satisfies such an inequality is called a 7-approximation. In the next section we
will describe a particular application of this technique to combinatorial optimization.
2.2.2 Applications in Combinatorial Optimization
Consider the special nonconvex quadratic program
min x T Ax (2.33)
xE{-1,1} A
Where A is an arbitrary symmetric n x n matrix. This problem is inherently com-
binatorial, and not surprisingly, is NP-HARD. We can write this as an nonconvex
quadratically constrained quadratic program using the following extended represen-
tation
min xTAx (2.34)
The transformation of a set constraint into an algebraic constraint turns out to be
the crucial idea. Indeed, there is no apparent duality structure to (2.33) as the
only constraint is integrality. Once we have constraints, we can follow our nose and
construct the dual program of (2.34)
min Ai
(2.35)
s.t. A+diag(A1 ,. . . , A) t 0
and we can use semidefinite programming duality again to find a relaxation for (2.33)
min Tr AZ
s.t. diag(Z) = 1 (2.36)
Z > 0
This particular relaxation has been studied extensively in the literature, and led
to a major breakthrough when Goemans and Williamson showed how to use it for
approximating the maximum cut in a graph. Before we proceed, let us quickly review
some terminology from graph theory.
Let G = (V, E) be a graph and let w : E -- R be an arbitrary function. A
cut in the graph is a partition of the vertices into two disjoint sets V1, V2 such that
V1 U V2 = V. Let F(V) denote the set of edges which have exactly one node in V1.
By this definition F(V) = F(V 2). The weight of the cut is defined the be
(2.37)w(F) = E w(f)
fEF
Consider the optimization
MC(G,w) = max w(F(U))
s.t. U c V
(2.38)
If the weight function such that w(e) = 1 for all e E E, we denote the optimum
solution as MC(G). This optimization is called MAX-CUT and is another of the
classic optimization problems which are provably NP-HARD.
We can transform the optimization into an integer quadratic program by deriving
the equivalent optimization problem
max 1 E w,,(1 - xUxV)
(UV)EE
s.t. x E {-1, 1}IV"I
(2.39)
The equivalence can be seen as follows: for every set U C V, let x" denote the
incidence vector of U in V and set x(U) = 2Xu - 1. Then if u E U, and v c U,
xux, = 1 and hence the edge between them is not counted. On the other hand if
u E U and v g U, xuxv = -1. It follows that j(1 - x-x,) = 1, and the edge between
them is counted with weight wuv.
We can rewrite this optimization in the form of (2.33) by introducing the Laplacian
of G. The Laplacian is the |VI x |VI matrix defined by
-r , (u,v) E E
LU ZVAd(v) w,' u = V (2.40)
0 otherwise
where Adj(v) is the set of vertices adjacent to v. It is readily seen that (2.39) is
equivalent to
max -xT Lx (2.41)
xE{-i,1}Ivi 4
Now we can apply the techniques developed in Section 2.2.1 to the max cut problem
to yield the relaxation
1
max - Tr LZ4
s.t. diag(Z) = 1 (2.42)
z >- 0
As noted before, we can solve this relaxation using standard algorithms for semidefi-
nite programming.
Thus far we have not addressed the issue of the duality gap at all. We only know
that (2.42) is an bound on the maximum cut in the graph. The breakthrough occurs
in the algorithm providing a cut, that is, a primal feasible point, from the optimal
solution of the relaxation. Consider the following algorithm:
(i) solve (2.42) to yield a matrix Z
(ii) sample a y from a normal distribution with mean 0 and covariance Z
(iii) return x = sign(y)
if we define sign(0) = 1, x will always be a vector with l's and -1's and hence is
primal feasible. As promised, we can characterize the expected quality of it's cut.
Theorem 2.2.2 (Goemans-Williamson) The algorithm of Goemans and Williamson
produces a cut such that
IE[cut]E~u]> (2.43)MC(G) ~
with -y > 0.87856.
The proof relies on two lemmas, the first just a bit of calculus
Lemma 2.2.3 For -1 < t < 1, - arccos(t) > -yI(1 - t) with y > 0.87856
The proof of this can be found in [37], or can be immediately observed by plotting
arccos.
The second lemma involves the statistics of the random variable x called a probit
distribution. Determining the exact probability of drawing a particular x is practically
infeasible to write down in closed form [46], and even approximating the probability
would require an intensive Markov Chain Monte Carlo method (see for example [91]).
Yet, if we only desire second order information, the situation is considerably better.
Lemma 2.2.4 If y is drawn randomly from a Gaussian with zero mean and covari-
ance Z
1
Pr[sign(yi) 5 sign(yj)] = - arccos(Zig) (2.44)
7r
Proof Let n = IVI and let ei, 1 < i < n denote the standard basis for R". We
have
Pr[sign(yi) $ sign(yj)] = 2 Pr[yi > 0, yj < 0]
= 2 Pr[e y > 0, eTy < 0] (2.45)
= 2Pr[vTw > 0, vTw < 0]
where w is drawn from a Gaussian distribution with zero mean and covariance I and
vi = Z1/2ei, v2 = Z1/2ej. Note that since Z has ones on the diagonal, the vectors vi
and v2 lie on the unit sphere S C R n. Hence, the last probability is the ratio of the
volume of the space {x E S" : vTx > 0, vTx < 0} to that of Sn. This is the ratio of
43
the angle between vi and v2 to 27r. Thus we have
Pr[sign(yi) # sign(y)] = 2 arccos(vlV 2)
1 27r (2.46)
= - arccos(Zi)
which completes the proof. U
We can now proceed to prove the quality of the Goemans-Williamson relaxation.
Proof [of Theorem 2.2.2] For any edge e c E, let 6 denote the indicator function
for e in the cut. Then the expected value of a cut is
E[cut] = w eE[6e] = Wi Pr[sign(yi) # sign(yj)]
eEE i<j
1 E wij arcos(Zij)7r
(2.47)
i<j
1
-y Tr(LZ)4
So we have E[cut] > 7 Tr(LZ) 7MC(G). M
Remarkably, this technique of sampling from a probit distribution generalizes to a
wide class of problems in combinatorial optimization. Notably, Nesterov generalized
the results of Goemans and Williamson to a 2/7r-approximation for the more general
optimization problem [68]
max xTAx (2.48)
xE{-1,1}n
with A >- 0. His technique rephrases (2.48) as a nonlinear semidefinite program, and
then uses the partial order on the semidefinite cone to yield his bound.
Let arcsin(M) denote the component-wise arcsin of the matrix M.
Theorem 2.2.5 (Nesterov)
2
max xT Ax = - max Tr(A arcsin(Z)) (2.49)
xE{-1,1}" 7r Z>-O,diag(Z)=1
Proof If X is a matrix of all l's or -1's then I arcsin(X) = X. Also note that for
any x C {-1, 1}", xxT is feasible for the left hand side of the equation. Therefore
right hand side is less than or equal to the left hand side. On the other hand, for
any positive semidefinite Z we have seen that for x drawn from Z by the random
rounding procedure
1
Pr[xi 4 xj] - arccos(Zig) (2.50)
7r
Furthermore, E[xixj] = 1 - 2 Pr[xi =4 xj] and 1 - arccos(t) = arcsin(t) for all
-1 < t < 1 Hence for any Z which is feasible for the left hand side and for the
optimal x* for the right hand side, we have
2
x*T Ax* > Ez[xT Ax] = - Tr(A arcsin(Z)) (2.51)
7r
showing that right hand side is greater than or equal to the left hand side and com-
pleting the proof. U
To get rid of the arcsin, we use the following property about the partial ordering
of positive semidefinite matrices.
Lemma 2.2.6 If Z is semidefinite and all of its components all between -1 and 1
arcsin(Z) >- Z (2.52)
Proof First note that if IZjj < 1 for all i and j, then the Taylor series for the
component-wise arcsin converges. That is,
1 3 5
arcsin(Zij) = Zij + 6ii + 40 Zij + . . . (2.53)
If A and B are positive semidefinite then the matrix C defined as C = Aij Bij is
also positive semidefinite [45]. Hence we have that arcsin(Z) - Z is a series of positive
semidefinite matrices and is hence positive semidefinite. That is arcsin(Z) - Z.
N
Theorem 2.2.7 (Nesterov) Let x* denote an optimal solution to (2.48). Using the
random rounding technique produces an approximation to the solution of (2.48) with
E[xTAx] >2 (2.54)
x*TAx* - 7r
Proof Let Z be the solution to the relaxed problem. If we draw x from Z using
the random rounding procedure we get
T 2 2 2E[xT Ax] = - Tr(A arcsin(Z)) - Tr(AZ) 2 -x*T Ax* (2.55)
because arcsin(Z) >- Z. 0
Much research has been invested into extending these results. For particular
classes of positive semidefinite matrix "A," new bounds on other NP-complete prob-
lems have been produced. These include a .874-approximation for maximum directed
cut, a .941-approximation for maximum 2-satisfiability, a 7/8-approximation for max-
imum 3-satisfiability, and improved bounds on the number of colors required to color
a graph and the number of cuts required to partition a graph [50][52] [31] [38]. All
of these algorithms in one way or another use the random rounding technique or a
variant thereof.
In some sense, this random rounding is nearly optimal for extracting primal feasi-
ble solutions with near optimal cost. Karloff showed that for MAX-CUT, even if one
adds an infinite number of valid linear inequalities to the optimization, there exist
problems for which the expected value of the random rounding procedure is exactly
0.878 [51]. Feige showed that even if the random rounding process were derandomized
to produce an optimal cut from Z, then the 0.878 bound still holds in the worst case
[30]. Finding an alternative or generalization of Lagrangian duality for approximating
these integer quadratic programs remains an actively pursued area by researchers in
combinatorial optimization.
The applications in this thesis are inspired by these original algorithms and ex-
tend them to study the operators on high-dimensional spaces. I will apply these
tools directly to problems in statistical inference by combining duality tools with
Regularization Networks, a powerful representation which makes infinite dimensional
. 0
1 0
X X
Figure 2-5: Left: Given four point, a variety of exact fits are shown. A prior on the
function is required to make the problem well-posed. Right: Regularization Networks
place a "bump" at each observed data point to fit unseen data.
function fitting problems finite.
2.3 Reproducing Kernel Hilbert Spaces and Reg-
ularization Networks
One of the most popular and powerful methods for nonlinear function fitting is the
optimization based approach with the unfortunately cumbersome name Tikhonov
regularization over a Reproducing Kernel Hilbert space. Famous examples of lin-
ear least-squares regression, radial basis functions, and support vector machines are
all special cases of this framework. Tikhonov regularization both provides a low-
dimensional representation of the functions to be fit and, since the resulting opti-
mization is convex, efficient algorithms for determining the function. The resulting
function fit can be parameterized with the same number of parameters as training
data points, and there are powerful mathematical results showing that, even in the
absence of knowledge of the process generating x and y, the generalization is nearly
optimal [19].
In function fitting, one is given pairs of points (x1, yi), . . , (x,, y,) and asked to
infer a mapping function that takes as input x and returns y. What is the best
f : X -* Y that agrees with our data? What is the best f which generalizes to a new
data point xne? What are efficient algorithms to approximate this best f with only
knowledge of the data?
First we need to define a notion of "best." Suppose that the pointwise cost
for making an error is a function is given by a convex cost function C(f(x), y). For
example, one might choose the least-squares cost (f(x)-y)2 . Support vector machines
uses the cost max(1 - f(x)y, 0). This cost assigns no penalty when If(x)I > 1 and has
the same sign as y. It assigns a linearly increasing penalty as when these conditions
are not satisfied. For a fixed C(f(x), y)
f= arg min C(f(x), y)p(x, y)dxdy (2.56)
would be the ideal function relating x's and y's. The cost function is called the risk.
Choosing f according to this rule is called risk minimization.
However, if the probability distribution p(x, y) from which x and y are drawn
is unknown, risk minimization is not possible. Estimating p(x, y) from sparse data
is notoriously difficult and can require an exponential number of samples to get a
satisfactory estimate. However, it is often easy to directly estimate
L
= arg min C(f(xi), yi) (2.57)
i=1
This cost function is called the empirical risk. hoosing f according to this rule is
called empirical risk minimization.
In the limit of infinite data, the law of large numbers says that the empirical risk
converges to the true risk exponentially fast for a fixed function f. However, we are
still left with the problem that there is no good way to search over the set of all
functions. To fix this, we can restrict f to a specific class of functions 'R called the
hypothesis space. Then we can try to find
L
f* = arg min C(f(xi), yi) (2.58)f-i=1
Even here, there are usually too many available f which fit the data in the
hypothesis space. For example, in the simple case of fitting a linear function to data,
if there are less samples than input dimensions, then there are an infinite set of linear
functions that fit the data exactly. We get around this problem by introducing a
measure of smoothness If 1 and try to search for a reasonably smooth function which
fits the data
L
= argmin C(f(xi), yi) + A llf 12 (2.59)
The addition of the norm penalty to an optimization is called Tikhonov Regularization.
By adding the norm penalty, the problem becomes well posed and in many cases has
a unique solution. Furthermore, when the norm penalizes complexity, only simple
models are optimal. For the remainder of the thesis, Tikhonov Regularization of
Empirical Risk Minimization will be referred to simply as Tikhonov Regularization,
but the reader should be aware that we are using this term in a rather restricted
setting.
When C is a convex function, Tikhonov Regularization is a convex optimization
over a (possibly infinite dimensional) space of functions. Our next goal is to establish
a class of functions 'R and smoothness measures |If 1 for which we can compute f* effi-
ciently, the computation is robust to noise in the data, and the functions f generalize
well and are expressive enough to describe real world functional relationships.
The choice of a Reproducing Kernel Hilbert Space (RKHS) as a space of candidate
functions results in a well-posed problem satisfying all of these requirements. In the
next two sections we describe how the Tikhonov Regularization problem is solved for
linear regression, and then show how Tikhonov Regularization on an RKHS is solvable
using the same techniques as linear regression, allowing for fitting with nonlinear
functions that are dense in the continuous functions.
2.3.1 Lessons from Linear Regression
Consider the simple case of fitting the best f(x) = wTx for some vector w. Set
C(f(x), y) = (f(x) - y) 2 (2.60)
so that we are solving a least squares fitting problem. Let the smoothness measure
on f be the ordinary norm of w
|f||2 = Iw||2 (2.61)
Then the cost function is
L
min (wTxi - yi) 2 + AwTw (2.62)
i=1
Let X = [x1, ... , XL] be the matrix with each columns corresponding to each data
point in the example set and y be the vector of labels yi. X is called the data matrix.
Linear regression seeks to find the w that optimizes
min||XTw - y1|2 + AWTW (2.63)
w
Taking a derivative with respect to w and solving for w* gives
w* = (XXT + A1)--Xy (2.64)
It is instructive to rewrite this vector as only a function of the Gram matrix of
the data. By simple algebra, we can check
X(Al + XTX) = (XXT + AI)X (2.65)
The matrix G := XTX is called the Gram matrix of the data, and has entries
Gij = xTx. values. G is N x N and we only need to know how to compute
inner products to compute its entries. Using the identity (2.65), we can rewrite our
expression for the optimal w as
w* = X(Al + G)-ly (2.66)
Furthermore, letting c = (G + AJ) 1 y we have that the optimal linear function is
given by
L L
f*(x) = Z(czxi)Tx = Zci(xfx) (2.67)
i=1 i=1
Let us now remark on some of the many useful properties of linear regression.
First, all that is required to compute the optimal f is one matrix inversion. This
matrix only involved inner products amongst data products. The resulting solution is
a linear combination of the data points acting as functions. To compute this function
at a test point, we compute a linear combination of inner products between the test
point and the data points. Linear functions are somewhat restrictive for general
modeling, but fortunately Reproducing Kernel Hilbert Spaces are spaces of nonlinear
functions such that Tikhonov Regularization has all of the convenient computational
properties of linear regression.
2.3.2 Reproducing Kernel Hilbert Spaces
Let Q c Rd be compact. Suppose that k : Q x Q --+ R is a symmetric positive definite
function in the sense that for all vi,... , Vj E Q, ci, ... c, E R
J
E cick(vi, vj) > 0. (2.68)
i,j=1
We call such a k a positive definite kernel. We will denote the function which maps
u to k(v, u) by k(v, -). Some examples of kernels are given in table 2.3.2.
A kernel which satisfies K(xi, x 2) = K(Ix1 - x 2 ||) is called a radial basis kernel.
It turns out that the only RBF Kernels which are positive for all dimensions of the
input data are mixtures of Gaussians
K(x1 , x 2 ) = Jexp(-CI|xi - x 2 ||2 )p(C)dC (2.69)
where p > 0 [86]. The set of such mixtures is equivalent to the set of radial kernels
with K(x 1 , x 2 ) = f(||x1 - x 2112), (-1)k (r) 2 0 for all k > 0 and r > 0. Such an f
is called completely monotonic.
kernel functional form
linear K(x1,x2) = x1 x 2
standard polynomial K(x1,x 2) = (1 + x1x 2)d
fourier K(x1,x 2) = exp(ikT(x1 - x2 ))
radial kernels functional form
gaussian K(x1,x2) = exp(-C||x1 - x2 ||2)
inverse multiquadric K(x1, x2) = (||xi - x 2 ||2 + C)-1/2
Table 2.1: Examples of kernel functions
Given J points, vi,... , Vi E Q, a consider functions of the form
(2.70)f(u) = Z cjk(vj, u)
j=1
where k is a positive definite kernel. When k is radial, such an expression is called
a radial basis function. For a fixed kernel, the set of all such functions over all finite
subsets of Q forms a linear inner product space. First define for all u, v C Q
(k(u, .), k(v, -)) := k(u, v). (2.71)
By linearity, this can be immediately extended to inner products of functions of the
form (5.9). The completion of this inner product space is called a Reproducing Kernel
Hilbert Space. This is because the kernel acts as a linear evaluation functional on this
Hilbert space. Indeed, defining Lu to be the functional which maps f to f(u) we see
that for a function f of the form (5.9)
/ J A
(k(u,-),f) = k(u,-),Z cjk(vj,-) = cyk(v,u) = f(u) = LU(f).
j=1 j=1
(2.72)
Since Q is compact, each of these functionals Lu must be bounded with a universal
constant B
|Luf I < Bf||. (2.73)
It is quite easy to show that any Hilbert space in which the evaluation functionals are
bounded, there is a positive definite kernel for which L.(f) = (k(u, .), f) [105]. This
explicit identification of the Hilbert Space structure underlying such kernel models
not only helps make proofs trivial, but also results in simple algorithms for solving
optimizations with functions in the RKHS as design variables.
Reproducing Kernel Hilbert Spaces have many favorable properties that make
their study worthwhile. First, there are a variety of choices of k which make the
RKHS dense in £2 such as the Gaussian kernel
k(u, v) = exp(-rlu - vl 2). (2.74)
Several results exist estimating the average distance to functions in £2 for finite
data sets [77, 69, 19]. Second, when the RKHS norm is used as a regularizer or
complexity measure for function fitting, the estimated function is insensitive to small
changes in the data set such as removing or replacing data points [14]. Finally, it has
been shown that kernel functions provide excellent approximations of least-squares
regression functions even when the underlying probability distribution that generates
the data is unknown [19, 29, 70].
2.3.3 The Kernel Trick and Nonlinear Regression
There is another construction of RKHS directly from the kernel that makes the con-
nection to linear regression explicit. Suppose we lift each data point xi with a high
(infinite) dimensional vector :i := <b(x) via some prescribed mapping <D and then
solve the linear regression problem with the lifted data. We can interpret this as cre-
ating a very long list of "features" of each data point and using the features to solve
the linear regression problem.
Let K be a positive definite kernel. By Mercer's theorem
00
K(x1 ,x 2) = Aii(x1)#i(x2) (2.75)
i=1
and the sum converges absolutely.
If we lift x by the rule
i = [Vi #1(x), VA#2 (X), - -. - ,~ #(X), - -.-] (2.76)
we find that,
(k 1 ,k 2 ) = K(x1 ,x 2) (2.77)
The functions #(x) are the promised features. These features can be computed by
solving an integral kernel eigenvalue problem, but such computations are not always
tractable. Fortunately, we do not need to compute them for most applications. The
matrix K with entries Kij = K(xi, xj) is called the kernel matrix. Unless confusion
arises, I will abuse notation and use K for the kernel matrix and K(x1, x2) for the
kernel function. K is the lifting of the Gram matrix. By the positivity of the kernel,
we know it is a positive semidefinite matrix.
Consider a = Ej ciki. We can directly compute the norm of ||a||1 := aT a as
I|I2 = cc, = cTKc > 0 (2.78)
i~j
If x is another point in RD, then
ali = >ciK(xi, x) (2.79)
so we can interpret a as a function on the original space X. The kernel trick to
tackle nonlinearities is to replace any xfx2 in a linear problem with K(x1, x2 ). This
is implicitly lifting the data into an RKHS, and, though it may appear ad hoc, is
perfectly rigorous. In particular, replacing the Gram matrix with the kernel matrix,
the solution to the linear regression problem with the lifted data will be
L
f(x) = ciK(xi, x) (2.80)
i=1
where c = (K + Ail)-lyT. In the next chapter we will give a direct proof that this f
is optimal using a more general theorem called the Representer theorem.
From a practical perspective, any linear function estimation problem which can
be phrased in terms of inner products can be "kernelized" into a nonlinear version
by replacing all inner products in the problem with kernel evaluations. Thus, the
problems of PCA [87], ICA [4] and graph clustering [89] were generalized to their
nonlinear counterparts. In the next chapter I will present a straightforward framework
for augmenting the power of Tikhonov regularization with constraints on the function
outputs that generalizes all of these methods.
eye seawam weets
Chapter 3
Augmenting Regression with
Priors
This chapter lays out the foundation for the remainder of the thesis. At the core is
a a powerful cost function (Equation (3.20)) that augments the standard Tikhonov
regularization with priors on the labels and the functional form. This cost function
can be applied to a vast array of data-driven modeling problems and can be optimized
in a principled way via Lagrangian duality.
Our starting point is a new proof of the so-called "Representer Theorem" that
shows how almost any norm-regularized cost function we can pose on an RKHS can
be transformed into a finite dimensional problem. We will see that this theorem is an
immediate consequence of a simple duality argument on the RKHS. By dualizing over
the remaining variables in the optimization, we are able to solve joint optimizations
over the function that we are fitting, the labels of the data points, and the kernel that
defines the Hilbert space.
When learning a mapping, Tikhonov regularization can only take advantage of
labelled data, but constraints on the labels of the unlabelled data can also allow us
to leverage this unlabelled data. Using Kernel PCA [87] as a motivating example,
Section 3.2 shows that augmenting the Tikhonov regularization problem with con-
straints on the hidden y values can lead to optimization problems where the optimal
function includes terms involving the unlabelled data.
Finally, Section 3.3 discusses how to incorporate priors on the functional form of
f into learning algorithms. This will result in the problem of selecting the best kernel
function for a given problem. The duality argument of Section 3.1 further implies
that all of the augmented Tikhonov Regularization problems are convex in the kernel
function. When the problem is solvable with a fixed kernel and when a particular
optimization problem can be solved over the set of possible kernels that the problem
will admit a subgradient algorithm for selecting the optimal function form and the
optimal labels for the unlabelled data. This has many implications in the field of
"Kernel learning." In particular, whenever the cost function is quadratic or polyhedral
and the set of possible kernels defines an affine subset of the positive semidefinite
cone then the resulting problem can be phrased as a semidefinite program. The final
sections of the chapter discuss several examples of kernel learning. In particular, a
new algorithm for computing the best polynomial kernel is presented.
3.1 Duality and the Representer Theorem
In Chapter 2 we discussed a simple optimization over a Reproducing Kernel Hilbert
Space and showed that even though the problem was searching over an infinite di-
mensional space, it could be solved using least-squares. In this section, let us begin
with a very general cost Tikhonov regularization problem over an RKHS. Again, we
will search for a real valued function f in the RKHS that operates on data x. We
will also be interested in optimization over a vector of labels u. The variable u is
a mnemonic for unlabelled data to be optimized over, and the variable y will be re-
served for labelled data that are fixed in advance. Let V be any cost function on the
outputs of f on the data {f(xj)} and a vector of labels u.
Consider the norm-regularized optimization
min V(f (x1),. . . , f(xN), u)+ All K
f,u
The standard Tikhonov regularized regression problem where all of the labels are
given as y can be posed in this form by letting V be given as
N
V(f(X1), - - -, f(XN), y) = Z(f (Xi) - U) ± 6(U - Y) (3.2)
i=1
the delta function removes the variable u from the optimization and replaces it with
the constant vector y. This is equivalent to adjoining the equality constraint u = y
to the optimization (3.1).
The following theorem has many proofs and is at the heart of why the RKHS
framework is useful. Chapter 2 presented a circuitous proof by appealing to linear
regression. Other more direct proofs can be found in a variety of sources including,
for example, [35, 88].
Theorem 3.1.1 [Representer Theorem] If f is an optimal solution to (3.1), then f
can be expressed in the representation
N
f(x) = cik(xi, x) (3.3)
i=1
This theorem transforms the search over a possibly infinite dimensional space into
the search for a set of N real numbers. The proof I present here will serve as a prequel
to the use of duality in learning in the remainder of the chapter. The representer
form will be an immediate consequence of the solution method. By adding redundant
constraints to the cost function, I will employ Lagrangian duality to eliminate f
in the RKHS. The resulting Lagrange multipliers will precisely be the coefficients
of the expansion (3.3). The proof rests on the following theorem that is proven in
Appendix B.
Theorem 3.1.2 Let V be a real inner product space and let w 1,... ,WN NEV,ac
Let W be the Gram matrix of the wj .
(i) The equality constrained norm minimization problem
min (v, v)
vGv (3.4)
s.t. (V, wi)=aai fordi=1 N
has an associated dual program
max -aTWa + 2aTa (3.5)
which is an unconstrained convex quadratic program. The primal optimal value
is equal to the dual optimal value.
(ii) Suppose the optimal value of the primal-dual pair is finite. Then the set of dual
optimal solutions is given by
D :={a E RN : = a} (3.6)
and the set of primal optimal solutions is given by
P := { c awei : C E D} (3.7)
With this theorem in hand, let us proceed to a
Proof [of the Representer Theorem] First, introduce a new variable z E RN and
add the constraints
zi = f(xi) = (f, k(xi, -))K
to the primal problem for i = 1,. . . N. This results in the optimization
min V(z, u) + A(f, f)K
f ZU
(3.8)
(3.9)
s.t. zi = (f, k(xi, -))K for i = 1, ... , N
Now we can dualize over the f variable alone. Since the first summation does not
depend of f, we can ignore it when optimizing over f and consider the inner-most
minimization
min (f, f)K
(3.10)
s.t. zi = (f, k(xi, -))K for i = 1,... , N
This is precisely an equality constrained norm minimization on the RKHS of the
form (3.4). By Theorem 3.1.2, the dual optimization is given by the unconstrained
quadratic program
max 2cTz - CTKc (3.11)
C
This is an unconstrained quadratic program. The set of dual optimal solutions is
given by the set of solutions to Kc = z. When z is in the range of K, the optimal
cost is given by zTK tz. Plugging this into the original problem gives an optimization
free of both f and c.
min V(z, u) + AzTKtz
ZU (3.12)
s.t. z C Ran(K)
Given the optimal z*, we can compute
c* Ktz*
N (3.13)
f= cik(xi, -)
i=1
There are two useful alternative formulations of the Tikhonov regularization prob-
lem. First we can substitute the value Kc in for z and eliminate the z variable. This
results in the standard representer form that appears in the literature
min V(Kc, u) + AcTKc (3.14)
C'u
Secondly, to avoid the numerical difficulties involved in the computation of pseu-
doinverses, we can employ the Schur complement lemma to yield an equivalent opti-
mization
min V(z, u) + At
z'u't
-t Z T (3.15)
s.t. 0
z K
The equivalence follows immediately from the following simple whose proof can be
found in Appendix A
Lemma 3.1.3 Let A - 0 be n x n, x E R", and t E R. Then
t X T
>_ 0 (3.16)
x A
if and only if x is in the range of A and xTAtx < t.
This reformulation shows that the arbitrary learning problem (3.1) can be formulated
such that the kernel matrix appears only in a matrix inequality of the form of (3.15).
This inequality is convex in the matrix K, and since each entry of K is simply an
evaluation of a kernel function, the optimization is convex in the kernel function. In
particular, if the optimization is jointly convex in z and y, then it it is convex in both
the outputs and the kernel function, and can be solved efficiently. In the Section 3.3
we present a general algorithm for solving this problem. We show that in the case that
the cost and IC are both semidefinite representable, then the kernel learning problem
can be solved with semidefinite programming.
As an interesting application of the reasoning used in the proof of Theorem 3.1.1,
we can show that unseen or unconstrained data has no effect on the optimal f. Indeed,
consider the norm minimization problem with N + M data points, the first N fixed,
and the last M free:
min (f, f)K
f,zN+1...ZN+M (317)
s.t. zi = (f , k (xi, -))K for i = 1, . .. , N + M
Once again, consider the dual problem with respect to the variables f, ZN+1,.- , ZN+M
by forming the Lagrangian with zi fixed for i = 1, ... , N.
N+M N+M
L(f, zN+1,---, ZN+M, c) = (f, f) - 2(f, cik(xi, .)) + ciZi (3.18)
i=1 i=1
Let us first minimize jointly over zi for i =N . . . , N + M. In this case, when any
of the corresponding ci # 0 for i = N + 1, . . . , N + M, the Lagrangian is unbounded
below. Therefore, ci must equal zero in the kernel expansion and the unconstrained
data points have no influence on the optimal f. There is again no duality gap, because
at the dual optimal c, the primal optimal f has norm
N+M
c k(xi, -)1| 2 = c*TKc* (3.19)
i=1
which is the dual optimal value. In the next section, we will demonstrate how to
leverage unlabelled data by constraining the labels of ui at the unlabelled points.
3.2 Augmenting Regression with Priors on the Out-
put
Rather than using a very general cost V, it will be useful to restrict attention to a
more narrow generalization of the least-squares cost of Chapter 2. By a cost function,
I mean a real valued function C : R x R '- R such that C > 0 and for every a,
there exists a b(a) such that C(a, b(a)) = 0 and for every b there exists an a(b)
such that C(a(b), b) = 0. Certainly, the least-squares cost satisfies these properties.
In Chapter 4, we will encounter the hinge loss of the support vector machine [101]
which is a also cost function of this form.
Consider the following special case of (3.1)
min C(f(xi), ui) + Afllf ± +(u) (3.20)
f,u Ni.
where C is any cost function and S is any extended-real valued function on R".
Following the same reasoning as in the proof of the Representer Theorem, we must
have that the optimal f has the form of Equation (3.3). This is true for any function
S.
A "prior on output" is just a choice of the function S. The most trivial example
is in the case of the standard regression where for each xi we are given labels ui = yi.
Here
S(y) 0 Ui = y Vi (3.21)
oo otherwise
In this case, we can directly minimize over y by plugging these values into the cost
function. Then we can in turn solve for f.
Moving beyond this trivial cost, S, we shall see that a surprising number of well
known algorithms can be cast in the form of Equation (3.20). Furthermore, Chap-
ters 4- 6 will present new novel applications of this seemingly simple framework.
3.2.1 Least-Squares Cost
When the cost is the least-squares cost, we can directly minimize it respect to f and
are then left with an optimization only over the labels u and the kernel matrix K.
Beginning with the optimization
L
min (zi - i) 2 + A llf| |2
S i1(3.22)
s.t. (f, k(xi, -))K = zi
we can construct the joint dual problem over f and z. Again constructing a La-
grangian
N N N
L(f, z, c) = Z(zi - ui) 2 + A(f, f)K - 2A(f, E ck(xi, .)) + A E cizi (3.23)
i=1 i=1 i=1
Minimizing over f yields the representer form
we can minimize over each zi individually. By
(3.11). To minimize over z, note that
differentiating, we find
min(z - u)2 + 2Acz = -A 2c2 + 2Acu (3.24)
Plugging this into the Lagrangian gives the dual problem
A maxc -AcTc + 2uTc - CTKc (3.25)
This can be readily solved to give the optimal solution
c = (K + Al)-lu (3.26)
Plugging this back into the dual problem yields the following expression for the cost
of the optimal function f in the regularized least-squares problem
CT(u, K) := AuT ( + AI )-lu (3.27)
called the Tikhonov cost. Equation (3.27) will be a focus throughout. It is jointly
convex in u and K and no matter what cost S(u) we add to the Tikhonov loss, we
can always solve for f to produce a term of this form for y. That is, when we choose
C to be the least-squares cost, Equation 3.20 can be written as an optimization only
over u
min AuT(K + AI)-lu + S(u) (3.28)
If we want to determine f, we may take the optimal y and let c = (K + A)-ly.
Then the optimal f is given by the kernel expansion
N
f(x) = ZciK(xi, x)
i=1
(3.29)
3.2.2 The Need for Constraints
In the case that some of the y, labels are withheld, the standard Tikhonov regular-
ization problem cannot make use of any of the unlabelled data points in the kernel
expansion. Indeed, if a label yA is withheld for a data point Xk, we can still include
it in the loss function and solve for the optimal label Uk. Without loss of generality,
we may assume k = 1.
N
min C(f(xi), u) + 'Alf||2
fu i=1 (3.30)
s.t. Ui=yi i=2,...,N
Since ui can always be set to force C(f(x1 ), ui) = 0, the outputs of f are only
constrained at xi for i = 2,.. ., N. As reasoned in Section 3.1, this means that ci = 0
in the representer form.
For the least-squares cost, we can derive this result directly by plugging in the
representer form for f(x) and showing that ck = 0. First we solve the optimization
A min uT (K + A1)-lu (3.31)
U1
for u1 . To do so, let Y2 denote the vector of labels 2 to N. Partition the kernel matrix
around the first entry as
K =[Ki K12 (3.32)
K21 K22
where K 11 is 1 x 1, K 12 = K2 is 1 x (N - 1) and K 22 is (N-1) x (N-1). Let
Q = (K + A1) 1 be partitioned in the same way as K
Q Q11 Q12 (3.33)Q21 Q22
Then, ignoring the constant multiple A, we would like to solve
min u2Qn + 2u 1 Q 12y 2 + Y2 Q22Y2 (3.34)
since the last term is not a function of u1 , we can ignore it. Using the least squares
formula and the form of the inverse of a partitioned matrix found in Appendix A, we
find
U= - Q1 Q12Y2
ui= Qi y
= -(K|K22)(-(K|K22)KIK12K-1)y2 (3.35)
= K 12K-y 2
Note that if f2* is the minimizer of the optimization trained on x 2 ,... , XL, then
Ui = f*(x). Now we can plug this form into the function learned from x1,...., XL
ci = Q11u 1 + Q12Y2 = 0 (3.36)
as claimed.
The preceding reasoning shows that one may consider Tikhonov regularization as
an optimization over labelled and unlabelled examples. The functional representation
does not make use of the unlabelled data, but the hidden labels and the representer
form can be optimized simultaneously. On the other hand, if we can yield functional
representations that use the unlabelled data if we constrain the outputs at those data
points away from their automatic solution in Tikhonov regularization. This will be
illustrated in the sequel.
3.2.3 Priors on the Output
Let us now present our first example of how constraints allow for representer forms
that exploit the unlabelled data. Consider the cost function
S(u) = 0 i =(3.37)
oo otherwise
This cost enforces the constraint that the set of labels must have empirical variance
1. Consider the situation when there are no labels given at all. If we adjoin the
preceding cost to the Tikhonov cost, we can form the optimization problem
N
min (f(x) - ui)2 + Allf| |.
" =1 (3.38)
12
s.t. -u2 _ 1N *
Using the form for the least squares cost, this reduces to
min AuT (K + A1)-I u
U (3.39)
s.t. uT u = N,
This is an eigenvalue problem, the optimal solution of which is the greatest eigenvector
of K scaled so that it has norm vW. In particular, the optimal u is not 0. This is
because we only allow non-zero solutions by enforcing the variance constraint. Having
computed the optimal u, we can, again solve for the optimal function f. Since u is
nonzero, the kernel expansion will include terms from all of the data even though no
labels were given.
Let us now consider the situation where we are looking for d functions f(), i =
1, ... , d, at once. Again, we will provide no labels for the data but will supply a
variance constraint. Let f(x) denote the vector valued function from RD to Rd with
ith component f(). We will search for a matrix of labels U with Uij denoting the
hidden label for data point xj and component i. Uj will denote the vector of labels
for point xj. We can form the cost function
N d
m~~j in Us - f(xj)|| 2 + A ||f (3.40
' =1 i=1(3.40)
1
s.t. -UUT =N
where the norm of each dimension of f is penalized individually and the labels are
required to have the identity matrix as their empirical covariance. Substituting in
the representer form for each component of f, we can define a matrix of weights C
such that
N
f ()(x) = E Cijk(xi, x) (3.41)
i=1
The optimization (3.40) can then be rewritten as:
minIU - CK|2 + A Tr CKCT (3.42)C,U
1
s.t. 1-UUT = 1, (3.43)N
where 11 - IF is the Frobenius norm, K is the kernel matrix of the xj.
Rewriting (3.42) as
d Ui A 
-K Ui (.4min (3.44)
c'U i=1 LCi 
-L K K 2 + AK JLCi
s.t. -UUT = 1, (3.45)N
where Ci is the transpose of the ith row of C and Uj is the transpose of the ith row
of X, we may minimize over C to find
C* = (K + A1) 1 Ui (3.46)
plugging this optimal value back into the cost function yields a minimization only
over U
d
min UT (K + A1)- 1 Ui (3.47)
i=1
s.t. +UUT = 1, (3.48)N
Now the optimal U* are the d largest eigenvalues of the kernel K. Let 1...d,
be the largest eigenvalues of K and v 1,... , Vd be the corresponding orthonormal set
eigenvectors. It follows that the optimal C* are given by
C v+Ai (3.49)
Substituting this C* into the representer form gives us a solution for f*
f i () VN N
f +(x) = EviK(x, X) (3.50)j=1
To summarize, finding the optimal U* reduces to extracting the d largest eigenvectors
of the kernel matrix K. The rows of the optimal C* are scaled versions of the rows
of U*.
This first example of regression with an output prior provides a function learning
interpretation of the kernel principal components algorithm (KPCA) of Sch6lkopf et
al. [87]. KPCA uses the kernel trick of Chapter 2 to "kernelize" the standard principal
component analysis problem from pattern recognition. Instead of operating on the
data points xj, they perform KPCA of the covariance matrix of the lifted data x in
a Reproducing Kernel Hilbert Space. KPCA returns the functions h,... , hd given
by
hi(x) = 1 k X, X) (3.51)
Zvij= 
,
from which we see that the f are multiples of the solution to the kpca problem
f* -(3.52)
This interpretation reveals that KPCA looks for a smooth function f that projects
the sequence of observations X to a low-dimensional sequence U so that the dimen-
sions of U are orthogonal to each other and have unit sample variance. By placing
an additional prior on the hidden sequence U, we can refine this algorithm to take in
to account a wide range of priors. In particular, in Chapter 5 we can constrain the
U to have linear Gaussian dynamics and in Chapter 6 we will search for unit norm
functions that are zero on all of the given examples.
3.2.4 Semi-supervised and Unsupervised Learning
A semi-supervised, or transductive, learning problem is one where we are given N
data points x1, .. . , XN with labels for those i that are in a subset S C {,... , N}.
For our purposes, all semi-supervised algorithms are of the form
min C(f(xi), ui) + Afll f2 + K (u)f,u N (3.53)
s.t. ui = yifori E S
with S a given extended real-valued function.
Unsupervised learning problems are those where we are given N data points
x1, ... , XN and no labels at all. For example, the optimization that re-derives ker-
nel PCA is an unsupervised learning problem. In this case, we must guarantee that
minu S(u) <; S(O) or else the optimal function and labels will both be identically zero.
In all of our applications, we will set S(O) = oo to avoid this trivial solution. In the
KPCA case, we forced the variance of the output to be the identity matrix, and so
the all-zero solution was not feasible.
3.3 Augmenting Regression with Priors on Func-
tional Form
Suppose that we know f is an element of a Reproducing Kernel Hilbert Space, but
we do not know the best form for the kernel function. For example, in the case of a
Gaussian kernel,
k(x1,x 2) = exp(-C||xi - X2||2) (3.54)
modification of the parameter C greatly changes the character of the function space.
When C is very small, k is nearly the constant function, and when C is large, k(x,-)
approaches a delta function at x. What is the best way to set this parameter C?
The problem of selecting the kernel best suited to a fitting problem from a family
of kernels is called "kernel learning." Kernel learning consists of two components:
selecting the best parametrization of a family of kernels and choosing the best cost
functional over these parameters. One of the most popular methods used in the
machine learning community is minimizing the leave-one-out error [17]. It turns out
that even the simple problem of selecting the best parameter C for a Gaussian kernel
by minimizing the leave-one-out error is not convex and can be quite computationally
intensive even find a local minimum.
Kernel Learning has received a good deal of attention of late. Simple local search
methods to directly minimize the Tikhonov cost have been proposed [17], but such
minimizations are often not convex and may result in undesirable local minima.
Lanckriet et al [56] have shown how to apply semidefinite programming to choose
the best convex combination of a finite set of kernels for support vector machines.
But if one was searching over more than one parameter, such convex combinations
cannot efficiently grid the entire space of kernels. Even for searching for the best
convex combination of Gaussian kernels, it has been shown that one kernel for each
data point is necessary to achieve optimality [1].
Our approach in this section is to directly minimize the Tikhonov regularization
problem augmented with a prior on the output to select the best outputs y and best
kernel K in a set KC simaltaneosuly. We have already seen that the arbitrary Tikhonov
regularization problem (3.1) is convex in the kernel matrix K and hence in the kernel
function itself. We will show furthermore that as long as we can solve the problem
max vTKv (3.55)
KE/C
for all v C RN, then we can solve the dual of the kernel learning problem. In
particular, if IK is a convex set, then the resulting primal optimization is convex.
When the cost function can be solved by semidefinite program for a fixed K and if
AZ can be defined as a projection of the semi-definite cone, then the kernel selection
problem can be solved by semidefinite programming. We will end the discussion with
three examples of different families of kernels and the computational considerations
for each.
3.3.1 The Dual of the Arbitrary Regularization Problem
Whereas in Section 3.1 we derived the representer theorem by dualizing over the
RKHS decision variable in the general Tikhonov Regularization problem (3.1), we
could have derived a joint dual program over all of the decision variables z, u and
f. In this case we would need to minimize the Lagrangian with respect to all of the
variables at once. Furthermore, we can be even more ambitious and dualize over the
reproducing kernel itself! Our approach in this section is to directly minimize the
general Tikhonov regularization problem (3.1) to select the best outputs u and best
kernel K in a set AZ simultaneously. In particular, we have already seen that if AZ is a
convex set, then the resulting primal optimization is convex in K. In this regard, all
of the problems addressed in this work are convex the kernel matrix K and hence in
the kernel function itself.
Beginning with the optimization (3.9), construct the Lagrangian over all of the
variables
N
L(f, z, u, k, c) = V(z, u) + A(f, f)K± 2A ci (zi - (f, k(xi, -))K) (3-56)
i=1
and minimize over each variable in turn. First, we have seen that for fixed z, u, and
k, we can minimize over f to yield
V(z, u) + 2AcTz - AcTKc (3.57)
The remaining optimization is now directly a function of the kernel matrix K. The
function
V* (c, d) := max cTz + dTu - V(z, u) (3.58)
Zu
is called the conjugate dual of V [12]. It is easy to check that this function is convex.
Minimizing with respect to f,z, and u gives the dual problem
max -V*(-2Ac, 0) - A max cTKc (3.59)
C KEKC
There are many consequences of this derivation. First, whereas the primal was a
joint optimization over infinite dimensional Hilbert spaces and the functions therein,
the dual problem is always an optimization over RN where N is the number of data
points. In the following section, I will describe a simple subgradient algorithm for
optimizing (3.59) when we can efficiently extract the maximizing K for each c and
can compute V*.
If V is a strictly convex function and the set C is convex and has a point in the
relative interior, then the optimal value of this optimization is equal to the optimal
value of the primal optimization. That is, there is no duality gap. In particular, we
can extract the optimal kernel by finding the maximizer
K* = arg max c*T Kc* (3.60)
KE/C
The specifics of the set C completely determine the complexity of this kernel
learning. For example, if K can be represented as a set of linear matrix inequalities
and V is quadratic or piecewise linear, then (3.59) is a semidefinite program. This
generalizes all of the algorithms presented in [56] to generic cost functions with ar-
bitrary priors on the the u values. In the case that KC is not convex, then the dual
of the dual program can be interpreted as searching over the convex hull of KC. The
final sections highlight some special cases of AK.
3.3.2 A Decomposition Algorithm for Solving the Dual Prob-
lem and Kernel Learning
We consider a simple subgradient algorithm for solving (3.59) under the assumption
that we can solve the problem
maxvTKv (3.61)
KcEK
and can compute the function V*(v) for all v E R4.
Define the functions
q(c) V*(2Ac, 0) + m(c)
m(c) max cTKc
KEK
and let D denote the domain of V*. We seek to minimize q. First, we compute
subgradients. Note that
Oq(c) = 2AaV*(2Ac, 0) + Om(c)
V*(c) = {z* E RN : CTZ* V (Z, U) = maxCTZ - V(Z, U) (3.63)Zu
Om(c) = {K*c : K* E KZ and cTK*c = max CTKc}
KEKC
which yields the following subgradient algorithm. Choose a sequence of step sizes tk
with Z= 1 tk = 0c and tk - 0.
(i) Begin with a random c E D
(ii) Set s = z*+K*c where z* E arg maxz,u 2Ac T z-V(z, u) and K* E arg maxKEK cTKc.
(iii) Let c = (c - tkS)+ where (.)+ denotes the orthogonal projection onto D
(iv) Let k = k + 1 and repeat.
This algorithm will compute an optimal solution, c* to the convex program (3.59).
Furthermore, when V is strictly convex the outputs of the optimal function f are given
by
f*(xi) = zi
z* = arg max 2AcT z - V(z, u)
and if C is a convex set with a point in its relative interior, then an optimal kernel is a
maximizer of K* E arg maxKEK cTKc. The analysis of convergence of this algorithm
can be found in a variety of places including [7, 11, 12].
3.3.3 Example 1: Finite Set of Kernels
Let us consider the simple case where K is the finite set of kernels {K 1,...,KM}.
The dual problem is
- min(V*(c) + max cT Kic) (3.65)
c 1<i<M
or
- min (V*(c) + Y)
c,7f (3.66)
s.t. cTKic < y
the associated dual of this problem amounts to learning the best convex combination
of the M kernels
min V(z, y) + At
z,t,p
t zT
s.t. M 0 (3.67)
z ESjpiKi
M
P >, pi =1
i=1
In particular, this semidefinite program generalizes the algorithm in [56] where the
cost function was assumed to be a support vector machine loss. This problem takes
on an interesting form when the cost is the least-squares cost
L
min (f(xi) - yi) 2 + A llf|| 2  (3.68)
f,K
As we have noted before, applying the Representer Theorem and solving for f gives
the Tikhonov cost
CT(K) := AyT (K + All)'y (3.69)
This is convex in K. Indeed if we parameterize K as
T
K = aiKi (3.70)
i=1
then by the Schur Complement Lemma
min AyT (K + A 1)-ly = min At
a t'a
s.t. t yT 0 (3.71)
yElj= ajKj + Al
which is a semidefinite program.
We may apply any set of linear constraints to the a and preserve convexity.
In particular, if as are on the T-simplex then we are searching for the best convex
combination of a given set of kernels.
mint,a At
s.t. [ 0 (3.72)
E e seiKi + Al t
aj ;> 0 El i = 1
Since CQz) = (y - Z)2, then we have seen in Section 3.2.1 that C * (c) = !c2 + cy.
The dual program for this problem is thus given by
maxc,, -cT c + 2yT c - Y(373)
s.t. cTKic ;> Ay
This is quite similar to Lanckriet's Kernel selection program for the SVM [56]. In
particular, this can be solved using a second-order cone programming solver [61] which
is generally more efficient than solving a semidefinite program.
3.3.4 Example 2: Gaussian Kernels
Let KC be the set of all Gaussian kernels
KC = {K(x, y) = exp(-O6|x - y1| 2 ) : 9 > 0} (3.74)
For a fixed data set, let K[6] denote the kernel matrix generated from the Gaussian
kernel with parameter 0. In this case the dual of the kernel selection problem is the
semi-infinite program
- min (V*(c) + Y)
c'7 (3.75)
s.t. cTK[o]c < y VO > 0
This problem is convex and strictly feasible as if we let y ;> sup0 cTK[6]c, we can
satisfy the all of the inequalities strictly.
The dual of this dual problem amounts to selecting the best kernel from the convex
hull of the Gaussian kernels. Using the dual, we can provide an elementary proof that
the optimal selection for convex combination of Gaussian kernels for a data set with
N points is given by a convex combination of N kernels. This result was derived in [1]
by a lengthy argument assuming a differentiable cost V.
However, for an arbitrary convex cost, the expansion is an immediate result of
classic results from semi-infinite optimization (see, for example, [36, 44, 62] for a
proof).
Theorem 3.3.1 Given a semi-infinite optimization
min f(x)
(3.76)
s.t. g(xly)<;0, ,y E
with x E R"L, Q c R" compact, f convex, suppose there exists a i such that g(k, y) <
0 for all y C Q. Then x* is a global minimizer of (3.76) if and only if there exist
P11,... ;> 0, Yi, ... ,yn Q such that
n
Vf(x*) + ptiVg(x*, yi) = 0 (3.77)
i=1
The proof of this theorem is a mild generalization of the classical Slater condition
to the semi-infinite case. One shows that 0 is in the convex hull of {Vf(x*)} U
{Vg(x*, y) : y E Q} and that the coefficient of Vf(x*) can always be chosen to be
non-zero. Then, by Caratheodory's theorem, such a convex combination can be found
using only n vectors.
As an immediate consequence, we have
Corollary 3.3.2 For any convex cost V, the optimal kernel for (3.86) with IC as in
(3.74), the optimal K is given by
N
K= ZpIK[] (3.78)
i=1
for some nonnegative pj, 0j with >r pi = 1
Proof The optimization (3.75) is strictly feasible. By Theorem 3.3.1, a necessary
and sufficient condition for optimality of is the existence of pi,60 with Ej pi = 1 such
that
N
z* + (ZpiK[z])c* = 0 (3.79)
i=1
and that there is no duality gap. Thus, the optimal kernel has the desired form.
Equation (3.79) is nothing more than the KKT conditions for the dual problem. U
From a practical perspective, this result is discouraging. It seems excessive to
have one kernel for every data point in the training set. This is especially true in
the case of the Gaussian kernels where there is only one parameter to optimize. For
smooth cost functions V, the cost function (3.86)is Lipshitz continuous in the single
parameter C, and, arguably, a simple search like Brent's 1-d optimization algorithm
would find the optimal solution by solving the Tikhonov regularization problem for
a few choices of C.
Furthermore, even when content to search for a large convex combination of ker-
nels, the optimal centers 64 can be difficult to find. Argyriou et al [1] propose a
greedy algorithm that is not even guaranteed to converge after n steps. Indeed, it
may converge arbitrarily slowly. For these reasons, it is interesting to consider the
case of polynomials where the search is convex in the kernel parameters.
3.3.5 Example 3: Polynomial Kernels
Polynomials are attractive for kernel learning as the positivity of polynomial kernels
is easy to characterize and they can be parametrized as a subset of the semidefinite
cone. In this section, we will first characterize the set of polynomial functions that
are positive definite. Then we will describe semidefinite program for selecting the
optimal polynomial kernel.
Let x E Rd and denote the vector of monomials of degree less than or equal to p
by k,.
Theorem 3.3.3 Let k(x, y) be a symmetric polynomial of degree 2p on a compact
set of infinite cardinality Q c R d. Then k(x, y) is a positive definite kernel on Q if
and only if
k(x, y) = Qy, (3.80)
for some positive semidefinite matrix Q.
There are several properties of this theorem that are worth remarking upon. First,
for those familiar with positive polynomials, note that there is no ambiguity in the
definition of the matrix Q unlike in the case of polynomials where Q is only defined
as an affine subspace. Second, in the kernel learning optimization (3.86), the matrix
Q appears linearly in the constraint and we can directly minimize with respect to
this variable. Any prior information about the terms to include in Q or relations
amongst the components of Q can be immediately included in the optimization. We
now present a simple proof for the theorem.
Proof [of Theorem 3.3.3]
Sufficiency of Equation (3.80) can be seen by picking x 1, ... , xN Q and ci,... , cN E
R. Let X = [x1 ,.. . ,XN] and c = [c,... , cN ]T. Then since Q >- 0 we have
N
cicjk(xi, xj) = cTiTQic > 0 (3.81)
i,j=1
proving that k is a positive definite kernel.
To prove the converse, first note that by Mercer's Theorem,
k(x, y) = ZA i(x)1(y) (3.82)
i=1
where
J k(x, y) J (y)dy = A;i 'j(x) (3.83)
and Ai > 0. The theorem will be proven if we can show that the series (3.82) is finite
and that all of the eigenfunctions are polynomials. In this case, we can construct the
positive semidefinite matrix Q in Equation (3.80) by letting qj be the vector such
that Gi(x) = q i,. Plugging this into the Mercer expansion gives
k(x, y) = AkiTqiq y: (3.84)
i=1
Let Q := EI Aiqiq. It is a positive combination of outer products and hence must
be positive semidefinite as desired.
To prove that the Mercer expansion is a finite sum of polynomials, consider the
functions indexed by y E Q
fy(x) := k(y,x) (3.85)
Finite sums ENt1 0/y are polynomials of degree at most p. Hence, the span of the
fy lies in the finite dimensional subspace of L2(Q) consisting of polynomials of degree
less that or equal to p. Since all finite dimensional subspaces of £2(Q) are closed,
all of the limit points of the set of fy must be polynomials of degree less that or
equal to p. In particular, the integral on the left hand side of (3.83) is a limit point
of the fy and must be a polynomial. Consequently all of the <bi are polynomials of
degree at most p. It remains to prove that there are only a finite number of <Di in
the expansion. But this follows because <Di are an orthonormal sequence in a finite
dimensional subspace of L2 (Q), completing the proof. N
Algorithmically, we can take advantage of this theorem as follows. First, let
X = [x1 ,... , XN] denote the data matrix and X = [R1 ,. .. , RN] denote the matrix of
data lifted to a list of monomials of degree less than or equl to p. The kernel learning
optimization for polynomial kernels is given by
min V(z, y) + At
z,t,Q
s.t. t Z 0 (3.86)
Z i TQi
Q >- 0
By making Q sufficiently large, this cost of this optimization can be made arbitrarily
small. Thus, we must constrain the maximal value for Q. This can be done in a
variety of ways, but the easiest constraint to adjoin is Tr(Q) <; # for some f > 0.
This can be also adjoined to the cost as a penalty function when the value # is not
known explicitly. On the other hand, there is no reason not to just have # = 1 as
this simply sets a scale for the polynomial feature space.
3.4 Conclusion
In this chapter, I have shown that an arbitrary Tihkonov cost function can be aug-
mented with priors on hidden labels, and then jointly optimized over the functions,
kernels, and labels. Using tools from Lagrangian duality, I have shown that these
optimizations are tractable, and recover a variety of learning algorithms.
The remainder of this document will focus on particular instances of the cost
function S(y). In Chapter 4, I will require that yi = +1. This problem, though NP-
HARD, will generalize the standard kernel methods for clustering and transduction.
In Chapter 5, I will require that y lie near the outputs of a linear dynamical system.
This will serve as a powerful method for transforming time series with very few
examples and dimensionality reduction. Finally, in Chapter 6, I will require that y
be a constant vector. This will result in a method for learning manifolds of low-
codimension with applications in anomaly detection. As we have seen, all of these
algorithms are also convex in the kernel function, so if prior information on functional
form is provided, then it can be incorporated into these learning algorithms as well.
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Chapter 4
Output Prior: Binary Labels
One of the most successful applications of Tikhonov regularization on Reproducing
Kernel Hilbert Spaces has been data driven classifiers. Classifiers return discrete class
labels as output. For instance, a classifier could take as input an image and return
whether the image was of a cat or a dog, or it might take a piece of music and return
whether it was written by Mozart or Beethoven. A common approach to training
such classifiers is to provide labels y = +1 for each x in the training set. If a training
example is in the first class it is assigned a 1. If it is in the second class, it is assigned
a -1.
The classification algorithms differ in their choice of cost function. Most famous
is Vapnik's Support Vector Machine [13, 101] where the cost function is the so-called
hinge loss
V(f(x), y) = max(0, 1 - f(x)y). (4.1)
This cost function assigns no penalty if f(x) is of the same sign as y and is of
greater magnitude than 1 and assigns a linearly increasing penalty otherwise. Another
method, regularized least-squares classification, just uses the least-squares cost. Even
though it might not make intuitive sense to use a least squares cost for classification,
the RLSC algorithm, when well tuned, performs as well as the SVM and has certain
computational advantages [84, 83].
In this chapter we will look at the situation where some of the class labels are
withheld. In the absence of the labels, we will constrain the output values to be either
+1 or -1. This constraint is non-convex, and as we will see, finding the optimal
labels is NP-HARD. However, we will show that we can approximate the optimal
labels with a variety of algorithms. Using Lagrangian duality, we will develop a
class of semidefinite programming problems that approximate the semi-supervised
classification and segmentation problems arising from Tikhonov regularization with
quadratic or polyhedral cost functions.
The semidefinite programs we derive can be solved quickly for sets of a few hun-
dred examples. For problems where there are thousands of variables, however, the
semidefinite programming problems may not even fit in memory. To fix this prob-
lem, we discuss a class of eigenvalue approximations derived from these semidefinite
programs. These approximations include the well-known spectral clustering algo-
rithms [103]. In particular, this derivation reveals the functions that the spectral
clustering algorithms are implicitly learning.
The semi-supervised classification problem is often called transduction. Several
algorithms have been proposed to solve the transductive problem introduced in [100].
Joachims provides a local search method for the transductive SVM which is fast but
subject to local minima [49]. Similarly, Smola et al present a local-search method for
solving the transductive problem for the least-squares cost [94]. In [25], the authors
construct a relaxation of the standard support vector machine problem by relaxing the
rank one product outer product of the labels vector. Unfortunately, since they relax
the dual form of the SVM rather than the primal Tikhonov regularization problem, the
resulting semidefinite program cannot be solved for more than one hundred variables.
The relaxation we present can be solved for a several thousand variables by solving
the associated dual.
In the case when no labels are given at all, we are searching for a function which
divides a data set into two classes. This unsupervised learning can be interpreted
as segmentation or clustering, where, instead of fitting a mixture model to tessellate
the data, we search for a smooth function whose zero set passes through the data
separating it into two sets.
The Normalized Cuts clustering algorithm of Shi and Malik, although originally
presented as spectral relaxation of a graph-cut problem, can be interpreted as a
relaxation of the unsupervised Tikhonov regularization problem. Normalized Cuts
views the data set as a graph, where nodes represent data points and edges are
weighted according to the similarity, or "affinity", between data points. This is the
starting point of many other graph-based clustering algorithms [103, 2]. The affinity
matrix used in these algorithms is a kernel matrix derived from some positive definite
function and hence is a Gram matrix on some RKHS. We show that Normalized Cuts
may be interpreted as learning a function in this RKHS that labels points by the sign
of this function.
This new interpretation of Normalized Cuts reveals that it weights data points
away from the mean of the data set more than those in the center of the data set.
This weighting causes Normalized Cuts to sometimes break elongated clusters and to
be sensitive to outliers. By defining a eigenvalue relaxation that gives equal weight
to all data points, we derive a clustering algorithm (the Average Gap algorithm)
that does not exhibit these problems. Finding labels under this new gap reduces to
thresholding the top eigenvector of a matrix.
This chapter only presents 2-way clustering algorithms. If more clusters are
sought, each 2-way cut can be further subdivided by running the clustering procedure
recursively [90].
4.1 Transduction, Clustering, and Segmentation
via constrained outputs
Since most classification algorithms are trained with y labels set to either +1 or -1,
an intuitive solution to utilize the unlabelled data is to constrain the unlabelled data
to be either plus one or minus one. Let L = N + M with the points x1, ... , XN
labelled the points XN+1, ... , XN+M unlabelled. The optimization we shall study for
the remainder of the chapter is
Problem 1 RKHS Transduction Find a set of assignments to optimize
L
min E C(f(xi), u) + \llf||2f,uM
s.t. ui = y i =1,...,N (4.2)
U E {-1,1}1 i= N+ 1, . .. , N + M
The resulting algorithm depends only on the choice of the cost function C and how to
best constrain ui to be binary. This optimization seeks to minimize a convex function
over the non-convex set u C RM : ui = ±1. We will see in the next section that even
for the least squares cost, this problem is NP-HARD for a generic RKHS.
There are several different cost functions one could consider. The first is the
least-squares cost
Problem 2 Transductive Regularized Least Squares Find a minimizer for (4.2)
when C(f(x), y)) = (f(x) - y)2
As previously derived, we may plug in C(f(x), y) = (f(x) - y)2 and solve for the
optimal f to yield the optimization over the unlabelled points
min A YN (K + Al)-
Um L M LM (4,3)
u1 E {-1,1} i=N+1, ... , N + M
There are two different costs which we will consider, inspired by the support vector
machine. The first is the hinge loss. The second is a hard margin loss that does not
allow for yif(x) to be less than 1.
Problem 3 Transductive Support Vector Machine Find a minimizer for (4.2)
when C(f(x), y)) = max(O, 1 - f(x)y)
Problem 4 Hard Margin Transductive Support Vector Machine Find a min-
imizer for (4.2) when C(f(x), y)) = 6+(1 - f(x)y)
For both notational simplicity and the clarity of presentation, we will formulate
the SVM transduction problems using the form of (3.15) in Chapter 3:
min V({(zi, yi)}) + At
Z't
t z T (4.4)
s.t. 0
z K
Let the matrix A span the null-space of the kernel K. Then, by applying the Schur
complement lemma and Lemma A.7.2 from Chapter 3 we can rewrite (4.4) as
min V({(zi, yi)}) + AzTK tz
z (4.5)
s.t. Az = 0
Let us apply this to Problems 3 and 4. First, the transduction problem with the
standard form of the SVM with a hinge loss is given by
N+M
min >i ( + AzKtz
ZUM
s.t. uizi 1 -I
ui = y i = 1, ... ,N (4.6)
ui E{-1, 1} i-=N+ 1, ... , N + M
(i > 0
Az = 0
Second, the using the hard margin, we get the problem
min AzKtz
ZUM
s.t. uizi > 1
uA=yi (4-7)
Ui E{-1, 1} i= N+ 1, . .. , N + M
Az = 0
In this case, the regularization parameter A is only acting to scale the cost function,
and does not directly effect the optimal z or uM. We will omit this parameter in the
further references to the this problem. We will show in the next section that all three
cost functions are NP-HARD.
Before proceeding, let us remark that in the case that no labelled examples are
available, we need to ensure that the trivial labelling f(xi) = 1 is not in the RKHS.
When there are no labels, we will adjoin the constraint K= 1 f(xi) = 0 to the opti-
mization to avoid this redundancy.
4.2 RKHS Clustering is NP-HARD
We will first show that the clustering problem with least squares cost and no labels,
is NP-HARD. Then we will show that providing an incomplete set of labels the
semisupervised problem is also NP-HARD. Finally, we will show that the variants
related to the SVM are also NP-HARD.
While the following arguments should the reader that is unreasonable to expect
to solve these segmentation problems exactly, this section should not be discourag-
ing! Even the well-known problem of K-Means clustering is NP-HARD, yet heuristic
coordinate ascent algorithms have proven successful for many applications. The re-
mainder of the chapter will apply the approximation techniques from Chapter 2 to
yield powerful algorithms that, in practice, perform quite well.
Our proofs of hardness will be through reductions from the Number Partitioning
Problem, one of the fundamental NP-Complete problems [32].
Problem 5 The number partitioning problem (NPP): Given a set of integers
A = {a1,... ,aNJ, does there exist a partition of A into two subsets U and V such
that the respective subset sums are equal?
This problem is NP-complete even under particular restrictions. For example, if
one requires that I IUI - lVii < 1, the problem is NP-HARD. Similarly, if, for a fixed
constant c, we are given the assignments for the first cN elements, the problem is
NP-HARD.
Problem 6 The "semi-supervised" number partitioning problem (SNPP):
Given a set of integers A = {a1,... , aL, two integers I and k such that k + 1 < cL,
does there exist a partition of A into two subsets U and V such a1,... , ak E U,
ak+1,..., ak+1 e V such that that the respective sums are equal?
This problem is equivalent to the Problem 5. To see this define a new set
k I
B={ J ai - E aj,a,+1, a12,...L} (4.8)
i=1 j=k+1
If the answer to Problem 6 is YES, then let U and V be the partitions of the set
A. Define U' to be the set of all elements aj c U with j > k + 1. Define V' to be
the set of all elements aj E V with j > k + 1. Then U' U {i=_1 ai - Z=k+1 a3}
and V' are partitions of B with equal subset sums. Similarly, if there is a partition
of B into two sets with equal subset sums, we can construct a partition for A. As a
result of this discussion, we will show in what follows that the unsupervised learning
problem is generically hard, and, as an immediate corollary we will deduce that the
semi-supervised problem is also NP-HARD.
The following lemma identifies NPP with a particular quadratic optimization. We
will reduce the optimization to this form by picking a particular set of input data.
Lemma 4.2.1 The number partitioning problem is equivalent to finding a minimizer
of the binary quadratic program
min uTaaT u
U (4.9)
s.t. u =1
Proof Let U and V partition A. Let ui = +1 if ai c U and ui = -1 if ai E V.
Then the difference between the subset-sums of U and V is
LZ a3 - ak = Zuai (4.10)
ajEU akEV i=1
Therefore, A can be partitioned into a pair of sets with equal sums if and only if there
exists a y such that i_1 usai =0. Since
L
uT aaTu ( uiai) 2 > 0 (4.11)
i=1
then A has a partition if and only if the minimum of (4.9) is zero. U
The following theorem is an immediate consequence of the preceding discussion.
Theorem 4.2.2 Problem 2 is NP-HARD.
Proof Given an instance of NPP, we will reduce it to a clustering problem as
follows. Let a = [ai, ... , an]T be the column vector containing the elements of the set
a. For i = 2,... ,N, Let {a/I|a||,v 2,. . . ,VN} be an orthonormal basis for R". Let
K =V2 ... VN V2 -.- VN 1(.2
Finally, let A be any positive rational number. It is easy to check that
1 _ 1 T A( K + 1)- 1 - aa + A1 (4.13)A (1 + A)||a| 2  1 + A
and hence
arg min u (-K + 1)-u = arg min u aa Tu (4.14)
u?=1 A u?=1
therefore, if one can find the optimal cluster assignments, one can find the optimal
partitioning of A. It is clear that the analysis remains the same if some of the yj
labels are given or if we require the two clusters to be balanced. This completes the
proof. U
Since Problem 2 is a subproblem of Problem 1, we have the following
Corollary 4.2.3 Problem 1 is NP-HARD.
To proceed to the proofs that transduction with the Support Vector Machine
costs is NP-HARD, we introduce a variant of the quadratic program for least-squares
clustering with inequality constraints
Problem 7 Given a positive definite N x N matrix Q, find a minimizer of the op-
timization
min uTQU
U (4.15)
s.t u ;> 1
Theorem 4.2.4 Problem 7 is NP-HARD
Proof We will show how this problem can be used to solve the NPP problem. Let
a be an integer vector. There exists a partition of this vector into two subsets with
equal sums if we can find a binary u such that uTaaTu < 1.
Let Q0 = aaT + #1l. Let
up = arg min uT Qu (4.16)
u
2 >1
then for all q with qj C {+1, -1},
u) aaT u,+ OluoiI 2  qTaaT q +lOqjj2  (4.17)
Since q,? = 1 for all i, ||qf| 2 = N, so we have
2 T T UT T T T T T#(|u|| - N) < q aa q - ulaa u <_ qaaq < max q aa q =|a||1 (4.18)
zi E{-1,+1}
Since the left-hand side is bounded for all ,3, we have
lim IuO1| 2 = N (4.19)
13-+oo
Furthermore, it is easy to check that for u with all entries of magnitude greater than
or equal to 1, the closest vector of norm N is v = sign(u).
Since the function uTaaTu is continuous, there exists a 6 such that if ||sign(u,) -
u'3 < 6, then
I sign(u)TaaT ign(u) - uaau < 1 (4.20)
if we choose f large enough, then ||sign(uq) - up|| < 6 and hence we can solve the
problem NPP. E
Now, as corollaries, we can show
Theorem 4.2.5 Problem 4 is NP-HARD.
Proof Let u = Kc. Then we can rewrite Problem 4 as
min uTKu
U
s.t. u > 1
-- (4.21)
1Tu = 0
Au =0
of which Problem 7 is a special case. U
Theorem 4.2.6 Problem 3 is NP-HARD.
Proof By making the regularization parameter small, we can approximate the
solution to Problem 4. In particular, this would lead to being able solve NPP. E
4.3 Semidefinite Approximation using Lagrangian
Duality
As noted in the previous section and in Chapter 2, we may identify the constraint
ui E {-1, 1} with the quadratic identity u? = 1. By using this constraint, we may
consider all subproblems of Problem 1 with quadratic or polyhedral costs V as Non-
convex Quadratically Constrained Quadratic Programs (NCQCQP). This set of op-
timization problems are, as discussed in Chapter 2, NP-HARD, but admit powerful
approximation algorithms via their associated Lagrangian dual problem.
Here we present the primal-dual pair of semidefinite programs associated with
the RLS cost. We will use this cost function and the random hyperplane algorithm
presented in Chapter 2 to produce feasible labels assignments for the unlabelled data.
Given N+M data points x 1, ... , XN+M and labels for the first N points, y1, ... , yN,
we want to infer cluster assignments for the remaining M points. Let us group as
vectors YN the labels of the first N data points and uM the (unknown) labels of the
last M data points. Also, let us partition the Kernel matrix of the data as
K = KNN KNM (4.22)
LKMN KMM
Let Q = (K + A1)-1 and partition this matrix like K to give the optimization
min.M YN QNN QNM YN 1
[uM J QMN QMM jUM (
s.t. u? =1 fori= N+1,...,N+ M
This may be further simplified by lumping together the labelled data points. Let
y,:= QMNYN and let T:= YkQNNYN. Then the optimization simplifies to
-- T
.in z T yT
miuM y[ QMM] [a:] (4.24)
s.t. u =1 for i= N+1,...,N+ M
z2 =1
This problem has the same form as the combinatorial optimization problems stud-
ied in Chapter 2. However, rather than maximizing a positive definite form on
{-1, 1}n, we are minimizing a positive definite form on the non-convex set {-1, 1}n
and we cannot produce a -y-approximation for any reasonable -y. As we have seen, such
an approximation would provide guarantees on solving NPP. On the other hand, the
random rounding procedure still can produce primal feasible uM with good clustering
performance. Furthermore, even though we cannot produce a 'y-approximation, we
can estimate how well such a procedure is working by comparing the primal cost of
the sampled uM to the dual bound provided by (4.25). If a sampled uM achieves the
dual optimal, then we have produced a primal optimal uM.
To review, the semidefinite relaxation of (4.24) is given by the semidefinite pro-
gram
T yT
minz Tr Y Z
.T( P QMM (4.25)
s.t. Zai = 1
Z >_ 0
with Z an M + 1 x M + 1 matrix. The randomized approximation algorithm would
proceed as follows
(i) Solve the semidefinite program (4.25) to yield an optimal positive semidefinite
matrix Z.
(ii) Sample x from a gaussian with mean 0 and covariance Z.
(iii) Set [z, uM] = sign(x) sign(xi). This guarantees z = 1.
(iv) Continue to sample until the cost of u in (4.24) is sufficiently small.
When there are no labels, and the constant functions are elements in the RKHS,
the trivial labelling f(xi) = 1 is often the lowest cost solution to the least-squares
clustering problem. To avoid this trivial solution, we may to adjoin the constraint
i= f(xi) = 0 to the optimization. Unfortunately, the Tikhonov cost is no longer
of the form (4.23). We can solve the Tikhonov regularization problem with this new
constraint as follows. Consider
N
min (f(xi) - y +)2 ± All K1|
N =(4.26)
s.t. f(xi) = 0
i=1
The dual problem is now given by
min AcT c - 2 yTc + (c + dl)TK(c + dl)T (4.27)
c,d
which can be solved to give the optimal Tikhonov cost
Y T(K + AI)y (4.28)
with
K11TK
K = K - 1TK (4.29)
1TK1
That is, adding the balancing constrain amounts to shifting the kernel matrix.
This shift has an intuitive explanation in the RKHS: it amounts projecting kernels
centered at the data onto the space orthogonal to their mean m = EN k(xi, -).
To see this, define the linear operator
Pv = V - (m, m) (4.30)
K is readily seen to be the Gram matrix of the functions Pk(xi, -) for i = 1, ... , N.
Note that P2 = 1 and compute the Gram matrix as the infinite dimensional matrix
outer product
K = [k(xi, -),... , k(xN, ')] T P [k(i,),... , k(XN, (4.31)
Minimizing cost (4.28) with the constraints u' = 1 can be performed using the ran-
dom rounding procedure described above. This algorithm performs quite well as
demonstrated out in the experiments.
In the next section, we will show that we can also approximate the least-squares
clustering problem via the generalized eigenvalues of the kernel matrix and a family
diagonal matrices. These approximations will turn out to be the family of algorithms
called Spectral Clustering.
4.4 Eigenvalue Approximations and the Normal-
ized Cuts Algorithm
It is well understood that a quadratic program with exactly one quadratic constraint
admits a solution by a generalized eigenvalue method. In particular, if we begin with
the transductive algorithms of this chapter and produce a convex combination of the
quadratic constraints, we can produce approximations to clustering and transduction
that can be solved faster than standard semidefinite programs.
Let us begin with the least-squares clustering problem
min uT(N + All) 1 u (4.32)
s.t. u =1
Given any ai, we can approximate this problem with the optimization
min uT (k + Al)-lu
U
N N (4.33)
s.t. x:aju 2 = a,
i=1 i=1
Or, equivalently in matrix form
min uT (K + A)- 1 u
U (4.34)
s.t.uT diag(a)u = 11a
This problem can be solved by finding the largest generalized eigenvalue of the pair
of matrices k + Al, diag(1/a)). By choosing different a, we get different algorithms.
Before showing that this can reproduce Normalized Cuts, let us first show that
the bounds of the primal clustering cost produced by these eigenvalue relaxations are
always more conservative than the semidefinite programming relaxations.
Theorem 4.4.1 The dual of (4.32) achieves a higher cost than the relaxation (4.34).
Proof The dual of (4.32) is the semidefinite program (see Chapter 2):
N
max 7Y
Y i_1 (4.35)
s.t. (K + AI1)-1 - diag(-y) > 0
The dual of (4.34) is:
max
(4.36)
s.t. (N + Al)- 1 - # diag(a) > 0
There is no duality gap between (4.34) and this dual (4.36). The dual (4.35) optimizes
over an arbitrary diagonal matrix, whereas the dual (4.36) optimizes over a more
constrained diagonal matrix. Therefore (4.34) is a lower bound on the dual (4.35)
of the clustering SVM problem. Since both of these are lower bounds on the primal
clustering SVM problem (4.32), solving (4.35) yields a value closer to the optimum
of (4.32) than does solving (4.34). 0
4.4.1 The Normalized Cuts Algorithm
This section provides a brief review of the Normalized Cuts algorithm. Given a set
of data points x = {xIlxi C 7di E 1..N}, and an "affinity" measure k(x,y), build
the affinity matrix K with Ki2 = k(xi, xz). A common choice for k is the Gaussian
kernel k(x, y) = exp .xi2yiII) The affinity matrix K defines the weights on a fully
connected graph where each node corresponds to a data point xi and Kij is the weight
of the edge between node i and node j. Assigning each xi a label yi E {-1, +1} cuts
the graph into a set A of the vertices with label -1 and a set B of vertices with labels
+1. The cost cut(A, B) is the sum of the weight of the edges between vertices in A
and vertices in B. The goal of Normalized Cuts [90] is to find the cut that minimizes
the following cost function:
cut(A, B) + , (4.37)
Vol(A) Vol(B)
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where Vol is the sum of the weights in a set. This cost function is designed to penalize
cuts that are not well balanced. Finding the optimal Normalized Cut is NP hard, so
the Normalized Cuts algorithm optimizes a relaxation of the above:
v = argmaxv VTD-KDAV
vTV
s.t. vTD1 = 0
D is a diagonal matrix whose iith entry is the sum of the ith row of K, and 1 is the
column vector of all ones. The optimum v is the second eigenvector of D- KD-
(we casually refer to the nth eigenvector of a matrix as a shorthand for the eigen-
vector corresponding to the nth largest eigenvalue). The components of v* are then
thresholded to yield a vector in {-1, +1}N:
Q = sgn(v*). (4.38)
This is the labeling as reported by Normalized Cuts. We refer to this algorithm as
the Normalized Cuts algorithm (or just Normalized Cuts) and the unrelaxed cost
function (4.37) as the Normalized Cut cost. Other relaxations for (4.37) are possible
[108], but we do not provide an interpretation for these relaxations here.
Of course, since K is a kernel matrix, we should immediately suspect that there
is a tie-in with the theory of reproducing kernel Hilbert spaces. Indeed, if we set
ai = 1/(di) in (4.34), then as A goes to zero, we recover normalized cuts as an
eigenvalue approximation to the least-squares clustering problem.
To see the equivalence, consider the generalized eigenvalue equation
Kv = y diag(1/a)v = pDv (4.39)
It is easy to see that 1 is a generalized eigenvector of K and D, and it is shown in [90]
that it corresponds to the largest eigenvalue. Furthermore, any other generalized
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eigenvector is orthogonal to D1 = OK1. Now
K11TK
K1 = K1 - 1 = 0 (4.40)1TK1
and if v is another generalized eigenvector corresponding to eigenvalue A, then
K11TK K1 1]kV = Kv - v = Kv - (1T Dv) = Kv = pDv (4.41)1K1 v1TK1 (
so the largest generalized eigenvector of K and D is v* , the second eigenvector of K
and D.
The particular choice of the weight factor 1/di in is an implicit design choice in the
Normalized Cuts algorithm. It gives greater weight to points with low affinity to the
remainder of the data set. This weighting appears to make Normalized Cuts sensitive
to outliers, which is undesirable. The only benefit we see in this weighting is that
finding a solution to equation (4.34) is simplified, because the second eigenvector of
automatically satisfies 1Dv = 0. Other weightings are possible and will be explored
in later sections.
Using the representer form, we can produce the function that Normalize cuts uses
to label space. By plotting the zero-contour of such a function, we can illustrate some
of the weaknesses of the algorithm. Figure 4-1 demonstrates Normalized Cuts' sensi-
tivity to an outlier. By sliding one outlier along the x-axis, the clustering boundary
can be arbitrarily shifted to the left or to the right. Figure 4-2 shows that Normalized
Cuts will split elongated structures, because according to its weighting, it is favorable
to have points on opposite ends of an elongated structure land on opposite sides of
the separating plane.
4.4.2 Average Gap Algorithm
If equal weight is given to every point, the outlier and splitting problems are attenu-
ated. Set ai = 1/N in Equation (4.34). This shall be referred to as the Average Gap
Algorithm [80]. In this case,the quadratic constraint becomes E N = N. In this
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Figure 4-1: In Normalized Cuts, an outlier can dwarf the influence of other points, because
points away from the mean are heavily weighted. Sliding the outlier (indicated by the
arrow) along the x-axis can shift the clustering boundary arbitrarily to the left or the right.
Without the outlier, Normalized Cuts places the boundary between the two clusters.
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Figure 4-2: Because Normalized Cuts puts more weight on points away from the mean, it
prefers to have the ends of the elongated vertical cluster on opposite sides of the separating
hyperplane.
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case, we only need to compute the maximum eigenvalue of k. This is quite similar
to the Factorization Approach proposed by Perona and Freeman [76], but, crucially,
using the eigenvectors K instead of K
Proposition 4.4.2 The label assignments from the average gap algorithm are sgn(v)
where v is the largest eigenvector of K.
Proof By setting ai = 1/N, we are left with computing the largest generalized
eigenvector, v, of K and 1. This is, of course, just the largest eigenvector of K. The
labelling function is given by
N
f(x) = cik(xi, x) (4.42)
i=1
with Kc = v. Then the labels of the data are given by
94 = sgn(f(xi)) = sgn([Kc]i) = sgn(vi) (4.43)
U
Section 4.5 shows that this new hyperplane algorithm works as well as Normalized
Cuts, and is less susceptible to outliers. We will refer to it as the Average Gap
algorithm. Compare Figure 4-3 with Figure 4-1. The outlier does not affect the
clustering boundary, no matter how far it is from the main body. Adding several
outliers eventually does move the boundary (not shown). Also compare Figure 4-4
with Figure 4-2. The elongated cluster is not split up. No stretching of the elongated
cluster causes it to be split.
4.5 Numerical Experiments
We compared Normalized Cuts (NCUT), the Average Gap (AVGGAP) algorithm,
and the semidefinite relaxation of least-squares clustering (CSDP) on datasets from
the UCI repository [20]. The Wisconsin breast cancer data set (canceri) and the
new diagnostic dataset (cancer2) were originally obtained from the University of
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Figure 4-3: The data set of Figure 4-1 is correctly segmented by weighting all points
equally. The outlier point doesn't shift the clustering boundary significantly.
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Figure 4-4: The data set of Figure 4-2 is correctly
equally.
segmented by weighting all points
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x 00
x x x 0
- 0 0
0
dataset n CSDP CSDP AVGGAP AVGGAP NCUT
linear gaussian linear gaussian
wine 130 100 100 56 86 97
cancer1 683 91 91 91 91 91
cancer2 569 97 98 97 97 97
ionosphere 351 70 90 60 90 57
Table 4.1: Clustering performance.
Wisconsin Hospitals, Madison. We also used the first two classes in the wine recog-
nition dataset (wine) and the ionosphere dataset (ionosphere). In all of data sets,
clustering performance is the percentage of correctly assigned labels to each class.
Because of the balancing constraint L'1 f(xi) = 0, none of the algorithms assigned
the same label to the entire data set.
The semidefinite program for the least-squares clustering was solved using the
bundle method [40]. We were able to run sets of one hundred points in a few seconds
and sets of two thousand points in about five minutes on a dual Xeon 2.8 GHZ
machine.
The clustering algorithms were all compared using a gaussian with kernel param-
eter tuned such that C = 2* maxi, (|xi - j |). The CSDP and AVGGAP algorithms
were also run using linear kernels. The Normalized cuts algorithm cannot cluster
using a linear kernel as it requires the kernel to be everywhere non-negative. Table
4.5 reports the performance of the algorithms. In all cases, the SDP does as well or
better than the other algorithms. In some instances, like in the wine or ionosphere
data sets, the eigenvalue relaxations may perform quite poorly.
4.6 Conclusion
Due to the binary constraints, transduction, clustering, and segmentation are all
hard combinatorial problems. We presented two families of approximations using
Lagrangian duality.
We have provided a function learning interpretation for the Normalized Cuts re-
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laxation of Shi and Malik and showed that it can be thought of as an approximation
to regularized least-squares clustering. Our interpretation of Normalized Cuts can
also be used to justify semi-supervised versions of it as well, although we did not
explore this possibility in this chapter. In fitting this function, Normalized Cuts pays
more attention to outliers, and so fails to recover sensible clusters in some cases.
We showed how to avoid this pitfall by weighting all data points equally. The reg-
ularized least-squares clustering problem is better approximated by the semidefinite
approximation.
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Chapter 5
Output Prior: Dynamics
Learning the mapping between samples of two different time series is a ubiquitous ap-
plication of function fitting. For example, in tracking, one transforms a time series of
observations from sensors to the pose of a target; one can generate computer anima-
tion by transforming a time series representing the motions of an actor to vectorized
graphics; and system-identification learns the transformation between the inputs and
outputs of a plant. Depending on the details of the application, different domain-
specific information is leveraged to design particular algorithms, but exploiting latent
dynamics models improves the performance of all such algorithms.
In this chapter, we consider consequences of imposing dynamics priors on the labels
u. Such priors enable the transformation a variety of time series with surprisingly few
output examples. The main contribution is a synthesis of a semi-supervised regression
model that takes finds a function whose outputs are consistent with with physical
dynamics defined by a linear-Gaussian Markov chain. The optimization allows a user
to label a few data points to specify a coordinate system and to provide guidance to
the algorithm when needed.
We demonstrate the utility of these optimization methods with an interactive
tracking system where the user specifies a desired output for a few key samples in
a time series of sensor measurements. These examples, together with the unlabelled
portion of the time series, allow the system to compute a function that maps as-yet
unseen measurements to the desired representation. Using synthetic data, we will
107
show that this interactive tracker can be used to perform transformations of manifold
learning when the data is time ordered. We also demonstrate the tracker on different
real-world examples as well. An articulated body tracking experiment where the user
specifies positions of the subject's limbs in a video sequence illustrates the robustness
of the framework even when no video pre-processing is applied. We show how to
calibrate a HCI device by transforming the voltages induced in a set of antennae by
a Radio Frequency ID (RFID) tag to the position of the tag with only four labelled
examples and with no labels at all.
The algorithms operate on the sensor data directly and do not require any pre-
processing. In particular, we are able to recover excellent representation with very
sparse sampling: in the video example, the input examples are raw pixel values of
640x480 images and we can learn a tracker with 12 examples. Furthermore, in the
sensor network experiments, we show that our unsupervised algorithm can recover an
excellent approximation of the target trajectory, up to scaling and orientation, with
no examples whatsoever.
5.1 Related Work
Manifold learning techniques [97, 85, 8, 27, 106, 16] find a low-dimensional represen-
tation that preserves some local geometric attribute of the high-dimensional observa-
tions. This requires identifying data points that lie in a local neighborhood along the
manifold around every high-dimensional data point. When the manifold is sparsely
sampled, these neighboring points are difficult to identify, and the algorithms can
fail to recover any meaningful structure. Our algorithm obviates the need to search
for such neighbors by utilizing the time ordering of data points instead. Jenkins and
Mataric [48] suggest artificially reducing the distance between temporally adjacent
points to provide an additional hint to Isomap about the local neighborhoods of im-
age windows. We also take advantage of dynamics in the low-dimensional space to
allow our algorithm to better estimate the distance between pairs of temporally ad-
jacent points along the manifold. This requires only fine enough sampling over time
108
to retain the temporal coherence between video frames, which is much less onerous
than the sampling rate required to correctly estimate neighborhood relationships in
traditional manifold learning algorithms. While various semi-supervised extensions
to manifold learning algorithms have been proposed [42, 78], these algorithms still do
not take advantage of the temporal coherence between adjacent samples of the input
time series.
The semi-supervised regression approaches of [109] and [9] take into account the
manifold structure of the data. But they also rely on brittle estimates of the neigh-
borhood structure, and do not take advantage of the time ordering of the data set.
These semi-supervised regression methods are similar to our method in that they also
impose a random field on the low-dimensional representation. The work presented
here augments these techniques by introducing the temporal dependency between
output samples in the random field. It can be viewed as a special case of estimating
the parameters of a continuously-valued conditional random field [55] or a manifold
learning algorithm based on function estimation [93].
Nonlinear system identification (see [34, 98] and references within) provides an-
other framework for introducing dynamics into manifold learning. In this context, the
frames in the video are modeled as observations generated by a Markov chain of low-
dimensional states. Nonlinear system identification recovers the parameters of this
model, including an observation function which maps low-dimensional states to im-
ages. This usually requires approximate coordinate ascent over a non-convex space,
making the algorithms computationally intensive and susceptible to local minima.
Dynamic Textures [28] sidesteps these issues by performing linear system identifica-
tion instead, which limits it to linear appearance manifolds. Instead of searching for
a mapping from states to images, as would be done in nonlinear system identifica-
tion, we search for a mapping from images to states. This results in an optimization
problem that is quadratic in the latent states and the parameters of the projection
function, making the problem computationally tractable and not subject to local
minima.
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5.2 Model for Semi-Supervised Nonlinear System
ID
Let us assume that we are presented with a time series xt E RD and we want to
learn a memoryless mapping f : RD _-+ d such that f(xt) = ut and the output time
series ut satisfies a prescribed dynamics model. We will consider two scenarios. In
the semi-supervised setting, we suppose that for a few samples t E S, we are given
desired values for the ut = yt outputs. In the unsupervised setting, we will only
assume that the ut values agree with the expected values implied by the dynamics
model.
Consider each component fi of f = [fI(x)... fd(x)] separately. If the desired
output of f* were known to be y", we could use the standard Tikhonov regularization
on a RKHS to solve for the best approximation of f':
T
minZ ||f(xt) - yi|| 2 + A lf2. (5.1)
Pt=1
But in our scenario, none or only a few yt labels are provided by the user.
Let us assume that we know a priori that the time series of the u is the output
of a linear Gaussian time invariant system
Zt+i = Azt + wt (5.2)
Ut = Czt + vt
The Gaussian random variables wt and vt have zero-mean and known covariance ma-
trices A. and A, respectively. The matrices A, C and A,, and A, specify the desired
dynamics, and are parameters of the optimization. Furthermore, we assume that the
sample xO agrees with the stationary dynamics of the linear system. Certainly, the
mean of xO is 0. To compute its covariance, A0, we assume that it is observed in the
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stationary regime such that
AO = E[ztzT] = E[zt+1zt+1]
= E[(Azt + wt)(Azt + Wt)T]
E[AztzTA T + AztwT + wtzT AT + WtT]
= E[AztzT A T + WtWT]
AE[ztz T]A T + Aw
(5.3)
= AAoAT + A,
That is, AO is the solution to the discrete Lyapunov equation
AAoAT - Ao + A,= 0 (5.4)
We can compensate for the absence of labels at every data point by forcing f'(xt)
to agree with the position component of the corresponding ut using additional penalty
terms. The semi-supervised optimization is given by
d T
min ||fi(xt) - ui1|2 + AkIlf 11f 'u'z i=1 t=1
T T
+ Ad ( |zt -Azti1|1 + zT A- 1zi + ||ut - Czt|1,
t=2 t=1
s.t. ut = yt for t C= S
(5.5)
The first line is just a Tikhonov Regularization penalty on all of the component
functions of f. The second line favors functions whose outputs could have been
produced by the LTI system (5.27). Indeed, when all of the ut are given, iteratively
minimizing the second cost function over zt recovers the well-known Kalman Filter.
The regularization parameter Ad may be tuned to reflect how much one trusts the
dynamics model. The equality constraint enforces the given labels for the given
samples in S.
In the unsupervised case, we can again appeal to Kernel PCA as described in
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Chapter 3. In the limit of being driven by whitenoise, the ut emitted from the system
(5.27) will be colored white noise with statistics:
E[ut] = 0 (56)
E[utuT] = An
AY can be directly computed from AO
E[ytyT] = E[(Czt + vt)(Czt + v)T]
= E[(Cztz TCT + vI (5.7)
= CAOCT + A,
And our unsupervised cost is
d T
min ||fi(xt) - ui|2 + Ak||f1
f'u'z i=1 t=1 k
T T
SA Ellzt - Azt_1|| + zTA zi ± T - Cxt|) 58,
T (t=2 t-1 (5.8)
s.t. ut = 0
t=1
1ZUtuT = Au
t=1
These cost functions fit right into the prior on output framework. In particular,
the optimal f will be given by weighted sum of kernels centered at each xt:
T
f (x) = E3ctk(x, xt) , (5.9)
t=1
where the vector ct contains the coefficients for the ith dimension of f.
The cost function of optimizations (5.5) and (5.8) is quadratic in coefficiencts of
the kernel expansion for f, c and in the hidden states of the LTI system, z. Since
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these quantities are unconstrained, we can minimize the cost function directly. Let
d T
S(u) :m minfLZ : || fi(xt) - yi| 2 + Ak|fzll
i=1 t=1
+ Ad |zt - Azti1|,
\ t=2
+ zTA-1 zi
T
+ Hut - Cxt||)
t=1
(5.10)
We will now show that S(u) is a positive definite quadratic form in y. Indeed, we can
split this cost in half:
d T
S(u) = min E E |f'(xt) - u|2 + Ak||fill1
i=1 t=1
(T T
+ Ad min ||zt - Azt_1 1 + zT A-1zi + ||ut - Cxt|I|
\ t=2 t=1
T(u) + K:(u)
(5.11)
We have shown that
(5.12)T(y) = A, yiT (K + ArI1)~1yi
i=1
The second term can also be written down explicitly.
matrices
A -1
0 A
0 -
-11 0
A -ii
0 1
First, define the NT x NT
(5.13)
A := diag(1T_ 1 0 AW, Ao)
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and note
KC(u) = min U1( VI (V1C
Z z 1IT@(CTA ) AA +IT((C TA-1 C) z
= uT 0 A9 1 - IT 0(A 1C) +IT 0 (CT AV C))'IT 0 (CT AV1)) U
= uT (ITo A + (IT@ C)(9 -A) 1 (lIT® CT)) U.
(5.14)
The first equality is the standard solution to the quadratic program, and the sec-
ond equality follows from the matrix inversion lemma. Both results are derived in
Appendix A.
While this cost function looks a bit unwieldy, we can simplify it by realizing that
the quadratic form is nothing more than the inverse of the joint covariance of the ut
A" := (IT g A, + (IT 0 C)(AA- A)-(& 0 CT)) (5.15)
In turn, we can use the Gaussian statistics of the LTI system to compute Au
Proposition 5.2.1 Au is a symmetric, positive-definite, block Toeplitz matrix and
for s > t
A" = CA-A 0 CT + 6otAv (5.16)
Proof Since
E[uSu T] = CE[xxT]C T + 6,tAv (5.17)
we need only compute E[xxt]. Suppose without loss of generality that s > t
Xt = [ At jwox, = E A-Iwk + As-txt
j=0 k=t+1
(5.18)
Since Wk is i.i.d, E[xxt] = E[As-txtxt] = AS-tE[xxt] = A'-AO. This proves the
proposition. N
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We may now combine the two quadratic forms to yield a joint optimization over
u
S(u) = AUT (K 0 1 d + AldT))- u ± AdUT A"- u =: uTSu (5.19)
where S is the sum of two positive definite quadratic forms and is hence positive
definite. In this regard, it now becomes apparent how to solve for the u labels.
In the semi-supervised case, we will be minimizing a positive definite quadratic
form over a subset of the ut with those ut with t E S held fixed. This amounts to
solving a system of linear equations. We will present a fast method to solve this
particular system in the next section.
In the unsupervised case, we minimize a positive definite quadratic form subject
to a linear constraint forcing the ut to be zero mean and a set of quadratic constraints
enforcing the second moments of the individual ut variables. We will see that this
problem can be solved as an eigenvalue problem when we assume that the hidden
dynamical system is composed of d independent Markov chains.
Note that in both cases, we first recover the labels u. The function f mapping x's
to u's can be found by setting c' = (K + AIT)Ui.
5.2.1 Semi-supervised Algorithm
Under the constraints that ut = yt for t E S, we may partition the vector u into
the labelled components and the unlabelled components: u =: [yLuu]. That is, YL
denotes the vector composed of all the yt with t E S stacked on top of each other
and uu denotes the vector composed of all the unlabelled points with t V S. We
may minimize the quadratic cost with respect to uU and holding YL fixed giving the
well-known least squares solution
= --SSULYL (5.20)
Indeed, a direct algorithm for solving the semi-supervised problem would be to
compute the matrix S, and then compute this quantity. For large T and d, this
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requires four matrix inverses each of size Td which may be undesirable. Here we
present an algorithm that is much faster in practice.
First note that we can write
mm
UlU2
SAr (K (91d±+ ArldT)- 1
0
0
AdA"-1 (5.21)
s.t. U1 = U2
Introducing a
Lagrangian
Lagrange multiplier # to enforce the equality constraint, gives the
Ar (K Old +Arl)dT 1
0
0
AdA"-1
+ 3(ui - U2) (5.22)
Minimizing with respect to ui and u2 gives
U =i + [(K 09 ld + ArldT)-UU
A2 = - (5.23)
i = [(K 0 Id + Ar idT)~]- [(K 11d + ArIIdT)-]ULYL
n2 = [Ay]-[Au]ULYL
That is, n1 is the solution to the Tikhonov regularization problem adjusted by the
Lagrange multiplier term. f62 is the estimation of the outputs of the LTI system
also adjusted by a Lagrange multiplier term. We can simplify these equations by
employing the formula for the inverses of partitioned matrices found in Appendix A
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u1
YL
U2
YL
- -~~- ~-- -
and rewriting the last two lines as
il = [K 0 1 d + ArlrdT]UL[K 0 11d + ArIldT]LLY (5.24)
ni2= AY, AL L1ULAuL ~YL
We can solve for # by setting ui = U2
1 1
# = (y(K 0 1 r + A dT)- + D y n2 + nl) (5.25)
( (K 0 11d + A,1lr|U) + (AIU))1(n 2 + ni)(R r1dI)+AD J) 1 +fl
where (A|U) denotes the Schur complement AUU - AULALALy-
Thus, the algorithm works by first solving for yk, then computing the Lagrange
multiplier, and then adjusting the initial estimates. The first step is a least squares
problem with a matrix inversion of size |Sj and a matrix multiplication of size |SI -
T x T. The second step requires computing Schur complements and solving a jS| -
T x SI -T system of linear equations. Finally, the correction step involves a system of
equations with one of the Schur complements, and is again solving a IS| - T x |S - T
system of linear equations. Overall, this procedure is more efficient than directly
computing the quadratic form S that requires computing explicit matrix inverses.
5.2.2 Unsupervised Algorithm
In the case of the unsupervised algorithm, we will now present an eigenvalue problem
for when the underlying model consists of d independent Markov chains with one-
dimensional outputs. In this case, we can compute cost function for each chain
independently, and sum them together to yield the joint optimization
d
min u (Ar(K + Arl)-l + AdT-') Ui
i1
S.t. ut = 0 (5.26)
utuT = al
t
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Figure 5-1: A generative model for a linear system with nonlinear output. The states st are
low-dimensional representations lifted to high dimensional observables xt by an embedding
9.
This can be solved with an iterative eigenvalue solver as follows. First compute
the matrix A = (A,(K + Arl)- + AT-')-1 . Then, ensure that u' has zero mean,
compute the projection onto the zero-mean subspace P := I - 11T/T. Then the d
largest eigenvalues of PAP are the optimal assignments for u'.
5.3 Relation to System Identification
Figure 5-1 depicts a standard generative model for time series generated by observing
a Markov chain with a nonlinear objective function. The latent state evolves according
to some Markov chain of states zt, t = 1 ... T. At each time step, a nonlinear function
g : Rd -+ RD maps a linear function of the state yt = Czt to a D dimensional output
vector xt. Effects not accounted for by g are modeled as iid noise modifying the
output of g.
Learning the parameters of this generative model from a sequence of observations
Y,... , YT can be computationally expensive [34, 98] even when the dynamics of the
hidden Markov chain are known. Instead of solving for g in this generative model, we
recover a projection function f : RD - Rd that maps images to their low-dimensional
representation in a random field. This random field consists of a function f that
maps the sequence of observed images to a sequence in Rd that evolves in accordance
with a Markov chain. The random field mirrors the generative model of Figure
5-1 by modeling the interactions between a Markov chain, the observations, and
supervised points provided by the user. Figure 5-2 depicts a random field describing
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Figure 5-2: Forcing agreement between projections of observed xt and a Markov chain of
states st. The function f maps observations to outputs of a linear system.
the factorization prescribed by (5.5).
In the case when the noise which corrupts the nonlinear output function is small,
and when g is 1 - 1, our algorithms approximate this standard system identification
problem by searching for a pseudoinverse for g. Searching for this pseudoinverse is
advantageous because, when D >> d, the number of functions one fits might be more
than the number of samples. Furthermore, our resulting optimizations are convex,
do not have local minima, and admit efficient algorithms, all of which plague the the
related work that searches for g.
5.4 Interactive Tracking Experiments
To compare with Isomap, LLE and Laplacian Eigenmaps, we relied on source code
available from the respective authors' web sites. We also compare against Belkin
and Nyogi's graph Laplacian-based semi-supervised regression algorithm [9], which
we refer to as BNR in this section. We used our own implementation of BNR.
The experiments elucidate the following features of the regression with dynamics
prior. Explicitly taking into account the dynamics of the low-dimensional process
obviates the need to build the brittle neighborhood graphs that are common in man-
ifold learning and semi-supervised learning algorithms. This renders our algorithm
less sensitive to errors in estimates of neighborhoods.
The assumed dynamics model does not need to be very accurate. Indeed, in what
follows we will use a very simple model described below that does not match the
true dynamics for any of the experiments. This model captures the time coherence
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of related samples and that correlations vanish over time. Furthermore, we produce
very good results with very few labelled examples that do not need to capture all the
modes of variation of the data.
5.4.1 The Dynamics Model
In all of these experiments, we use an intuitive dynamics model that yields surprisingly
good results. All of our applications are assumed to be tracking objects with physical
mass. Because we know the low-dimensional process is smooth, we assume the hidden
state evolves according to second-order Newtonian dynamics:
1 Av 0
A = 0 1 Aa, (5.27)
0 0 1
C = [100]. (5.28)
The components of the state have intuitive physical analogs: the first component
corresponds to a position, the second to velocity, and the third to acceleration. This
dynamics model allows for a smooth fall off in the covariance between time frames.
The decay of covariances of various linear models is shown in Figure 5-3.
Each component of the output is assumed to evolve independently in time. Putting
this all together, we may search for each component individually, greatly speeding up
the performance of the algorithm.
5.4.2 Synthetic Results
We first demonstrate our algorithm on a synthetic 2D manifold embedded in 7'. The
neighborhood structure of this manifold is difficult to estimate from high-dimensional
data, so traditional manifold learning techniques perform poorly on this data set.
Taking into account the temporal coherence between data points and using user
supervision alleviates these problems.
Figure 5-4(top-middle) shows an embedding of the 2D Markov process shown in
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Figure 5-3: The covariance between samples over time for various (A, C) pairs. The x-
axis represents number of samples from -1500 to 1500. The y-axis shows covariance on a
relative scale from 0 to 1. (top-left) Newtonian dynamics model used in the experiments.
(top-right) Dynamics model using zero acceleration. (bottom-left) Brownian Motion model.
(bottom-right) A second order model with oscillatory modes.
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Figure 5-4: (top-left) The true 2D parameter trajectory. Semi-supervised points are marked
with big black triangles. The trajectory is sampled at 1500 points (small markers). Points
are colored according to their y-coordinate on the manifold. (top-middle) Embedding of a
path via the lifting F(x, y) = (x, |y|, sin(7ry)(y 2 + 1)-2 + 0. 3 y). (top-right) Recovered low-
dimensional representation using our algorithm. The original data in (top-left) is correctly
recovered. (bottom-left) Even sampling of the rectangle [0,5] x [-3,3]. (bottom-middle)
Lifting of this rectangle via F. (bottom-right) Projection of (bottom-middle) via the learned
function g. g has correctly learned the mapping from 3D to 2D. These figures are best viewed
in color.
Figure 5-5: (left) Isomap's projection into R2 of the data set of Figure 5-4(top-middle).
Errors in estimating the neighborhood relations at the neck of the manifold cause the
projection to fold over itself. (right) Projection with BNR, a semi-supervised regression
algorithm. There is no folding, but the projections are not close to the ground truth shown
in Figure 5-4(top-left).
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Figure 5-4(top-left) into V. The semi-supervised points are marked with a large tri-
angle. Figure 5-4(top-right) shows our interpolated results for the unlabelled points.
The interpolated values are close to the true values that generated the data set. Al-
though the process is smooth, it clearly does not follow the dynamics assumed by
Equation (5.27) because it bounces off the boundaries of the rectangle [0, 5] x [-3,3].
Nevertheless, the assumed dynamics of Equation (5.27) are sufficient for recovering
the true location of unlabelled points.
To assess the quality of the learned function g on as-yet unseen points, we evenly
sampled the 2D rectangle [0, 5] x [-3,3] and lifted the samples to R3 using the same
mapping used to generate the training sequence. See Figure 5-4(bottom-left and
bottom-right). Each sample in R3 is passed through g to obtain the 2D representation
shown in Figure 5-4(bottom-right). The projections fall close to the true 2D location
of these samples.
We applied LLE, Laplacian Eigenmaps, and Isomap to the data set of Figure 5-
4(top-middle). Isomap produced the result shown in Figure 5-5(left). It is difficult to
estimate the neighborhood structure near the neck, where the manifold comes close
to intersecting itself, so Isomap creates folds in the projection.
Figure 5-5(right) shows the result of BNR. Compared to our result in Figure 5-
4(top-right), the interpolated results are incorrect for most points. Since BNR does
not attempt to enforce any geometric invariance in the projection, it is fairly robust
to the neighborhood estimation problem.
For this and subsequent data sets, neither LLE nor Laplacian Eigenmaps produced
sensible results. This may be due to the low rate at which the manifold is sampled.
5.4.3 Interactive Tracking
Our algorithm is not limited to rigid body tracking. We applied it to a lip tracking
experiment exhibiting deformable motion, and to an upper-body tracking experiment
exhibiting articulated motion. In these experiments, we restricted ourselves to re-
covering the missing labels of the training data and labeling frames acquired under
the same setting from which the training data was gathered. Our algorithm op-
123
erates on the entire frames, as shown in the figures. Images were not in any way
preprocessed before applying our algorithm, though to apply the learned mapping to
different settings, more taylored representations or kernels could be employed. We
tuned the parameters of our algorithm (An, Aa, the diagonal entries of A., and the
weights Ad, A, and Ak) by minimizing the leave-one-out cross validation error on the
semi-supervised points using the simplex method.
Figure 5-6 shows frames in a 2000 frame sequence of a subject articulating his lips.
The top row shows the frames that were manually annotated with a bounding box
around the lips. The bottom row shows the bounding boxes returned by g on some
typical frames in the sequence. Only five labelled frames were necessary to obtain
good lip tracking performance. The tracker is robust to natural changes in lighting,
blinking, facial expressions, small movements of the head, and the appearance and
disappearance of teeth.
Figure 5-7 shows 12 labelled images in a 2300 frame sequence of a subject moving
his arms. These frames were manually labelled with line segments denoting the
upper and lower arms. Figure 5-8 shows the recovered limb positions for unlabelled
samples, some of which were not in the training sequence. Because the raw pixel
representation is used, there are very few visual ambiguities between appearance and
pose, and occlusions due to crossing arms do not present a problem.
The utility of dynamics is most apparent in articulated tracking. Setting Ad to
zero makes our algorithm ignore dynamics, forcing it to regress on the semi-supervised
examples only. The resulting function produced the limb locations shown in black in
Figure 5-8. Using dynamics allows the system to take advantage of the unsupervised
points, producing better estimates of limb position.
5.4.4 Calibration of HCI Devices
The Audiopad is an interface for musical performance that aims to combine the mod-
ularity of knob based controllers with the expressive character of multidimensional
tracking interfaces [75]. Audiopad uses a series of electromagnetically tracked objects,
called pucks, as input devices. The performer assigns each puck to a set of samples
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Figure 5-6: The bounding box of the mouth was annotated for 5 frames of a 2000 frame
video. The labelled points (shown in the top row) and first 1500 frames were used to
train our algorithm. The images were not altered in any way before computing the kernel.
The parameters of the model were fit using leave-one-out cross validation on the labelled
data points. Plotted in the second row are the recovered bounding boxes of the mouth for
various frames. The first three examples correspond to unlabelled points in the training
set. The tracker is robust to natural changes in lighting, blinking, facial expressions, small
movements of the head, and the appearance and disappearance of teeth.
U OM
Figure 5-7: The twelve supervised points in the training set for articulated hand tracking
(see Figure 5-8).
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UFigure 5-8: The hand and elbow positions were annotated for 12 frames of a 2300 frame
video. The labelled points (shown in Figure 5-7) and the first 1500 frames were used to
train our algorithm. The images were not preprocessed in any way. Plotted in white are the
recovered positions of the hands and elbows. Plotted in black are the recovered positions
when the algorithm is trained without taking advantage of dynamics. Using dynamics
improves tracking significantly. The first two rows correspond to unlabelled points in the
training set. The last row correspond to frames in the last 800 frames of the video, which
was held out during training.
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that he wishes to control. Audiopad determines the position and orientation of these
objects on a tabletop surface and maps this data into musical cues such as volume
and effects parameters. Graphical information is projected onto the tabletop surface
from above, so that information corresponding to a particular physical object on the
table appears directly on and around the object.
The Audiopad hardware is a result of further development of the Sensetable sys-
tem [74]. The Sensetable tracks each puck using one or two RF tags. A simple type
of RF tag, known as an LC tag, consists of a coil of wire and a capacitor. This circuit
resonates at a specific frequency depending on its inductance and capacitance. Using
clever antenna geometries, these simple structures can be tracked in space using am-
plitude measurements of the tags resonant frequencies. To determine the position of
the RF tag on a two dimensional surface, a modified version of the sensing apparatus
found in the ZowieTMEllie's Enchanted Garden TMplay set is used [21]. Each tag on
the table resonates at a different frequency, so their positions can be determined inde-
pendently, but there is a fair amount of black art in the decoding of the amplitude of
resonances in the antenna to the tag-positions. As an exemplary embodiment, I will
now describe how to learn the mapping from antenna resonance to tag position using
semi-supervised regression with no knowledge of the particularities of the antenna
geometry.
We wish to learn to map these 10 recorded measurments to the 2D position of the
RFID tag. Previously, a mapping was recovered by hand through an arduous reverse-
engineering process that involved building a physical model of the inner-workings
of the Sensetable, and resorting to trial and error to refine the resulting mappings.
Rather than reverse-engineering this device by hand, we show that it is possible to
recover these mappings semi-automatically, with only 4 labelled examples and some
unlabelled data points. This is a challenging task because the relationship between
the tags position an the observed measurements is highly oscillatory. Once it is
learned, we can use the mapping to track RFID tags. Of course, this procedure is
quite general, and can be applied to a variety of other hardware.
To collect labelled examples, we placed the tag on each of the four corners of
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the Sensetable and recorded the Sensetables output. We collected unlabelled data
by sweeping the tag on the Sensetables surface for about 400 seconds, and down-
sampled the result by a factor of 3 to obtain about 3600 unlabelled data points. The
four labelled points, along with the few minutes of recorded data were passed to the
semi-supervised learning algorithm to recover the mapping. Figure 5-10(left) shows
the ground truth trajectory of the RFID tag, as recovered by the manually reverse-
engineered Sensetable mappings. The four triangles in the corners of the figure depict
the location of the labelled examples. The rest of the 2D trajectory was not made
available to the algorithm. Figure 5-9(right) shows an example of the output from the
Sensetable. Contrary to what one might hope, each trace of the output does not have
a straightforward one-to-one relationship to a component of the 2D position. Rather,
this relationship is smooth but sinusoidal. For example, when the tag is moved in a
straight line from left to right, it generates sinusoidal traces similar to those shown
in Figure 5-9(right).
The algorithm took 90 seconds to process this data set on a 2.8 Ghz Xeon machine.
The trajectory is recovered accurately despite the complicated relationship between
the 10 outputs and the tag position. See Figure 6. Its RMS distance to the ground
truth trajectory is about 1.3 cm, though the ground truth itself is based on the reverse
engineered tracker and may be inaccurate.
The mapping from measurements to positions is learned can be used to track tags.
The recovered trajectories provide a subjective means of evaluating the accuracy of
the tracker. Individual samples of 10 measurements can be passed to f to recover the
corresponding tag position. Figure 5-11 shows the output of a few test paths. The
recovered trajectories match the patterns traced by the tag.
The mapping cannot be learned from the four labelled examples alone using
Tikhonov regularization, demonstrating that access to unlabelled data and prior
knowledge about dynamics is very helpful in real-world applications. See Figure 5-
12(left). Figure 5-12(middle) shows the trajectory recovered by BNR with its most
favorable parameter setting for this data set. Figure 5-12(right) shows the trajectory
recovered by BNR when temporally adjacent neighbors are counted as part of the ad-
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Figure 5-9: An image of the Audiopad. The plot shows an example stream of antenna
resonance information. Samples from the output of the Sensetable over a six second period,
taken over the trajectory marked by large circles in the left panel.
jacency graph when computing the Laplacian. As with the synthetic data set, there
is severe shrinkage toward the mean of the labelled points, and some folding at the
bottom. Taking temporal adjacency into account does not significantly improve the
results.
5.4.5 Electric Field Imaging:
Anyone who has walked near a radio has likely noticed that the human body can cause
interference with the transmission. This is because the human body acts as a capacitor
coupling the radio frequencies to ground. This interference has been extensively
utilized in the design of human computer interfaces and musical instruments at the
Media Lab [33] [110] [72].
Some elementary field imaging sensor architectures have been developed by search-
ing complex forward models [92]. A different approach was to combine several simple
sensors [79]. Here I demonstrate a simple, inexpensive architecture based around a
resistive sheet connected to a simple network of sub-dollar microcontrollers.
The Resistofish is a resistive sheet with electrodes along each side (see Figure 5-
14). When a human is in the proximity of the sheet, it couples capacitively to the
sheet. Based on the position of the body, there is a resistance between the coupling
point and the electrodes. If one sensor is charged and another measures current with
low impedance, the charging time can be used to estimate the time constant of the
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Figure 5-10: (left) The ground truth trajectory of the tag. The tag was moved around
smoothly on the surface of the Sensetable for about 400 seconds, producing about 3600
signal strength measurement samples after downsampling. Triangles indicate the four lo-
cations where the true location of the tag was provided to the algorithm. The color of
each point is based on its y-value, with higher intensities corresponding to higher y-values.
(right) (middle) The recovered tag positions match the original trajectory. (right) Errors
in recovering the ground truth trajectory. Circles depict ground truth locations, with the
intensity and size of each circle proportional to the Euclidean distance between a points
true position and its recovered position. The largest errors are outside the bounding box
of the labelled points. Points in the center are recovered accurately, despite the lack of
labelled points there.
Figure 5-11: Once f is learned,
truth trajectory (blue crosses)
trajectories match the intended
it can be used it to track tags. Each panel shows a ground
and the estimated trajectory (red dots). The recovered
shapes.
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Figure 5-12: (left) Tikhonov regularization with labelled examples only. The trajectory is
not recovered. (middle) BNR with a neighborhood size of three using nearest neighbors.
(right) BNR with same neighborhood settings, with the addition of temporal neighbors.
There is folding at the bottom of the plot, where black points appear under the red points,
and severe shrinking towards the mean.
RC pair.
Using the four electrode pairs, we trained two hand trackers with the resistive
sheets. The first was made by creating a 7 x 12 grid on the sheet and measuring
approximately 30 samples per point. We then used leave-one-out cross validation
to train a kernel machine to map sensor outputs to hand positions. The second
tracker was made using the unsupervised regression algorithm with a dynamics prior.
Creating a similar 2D tracing, we learned the best mapping, with no parameter tuning
and 200 samples. The results of a test tracing are displayed in Figure 5-15.
Both algorithms recovered geometry to similar accuracy (see Figure 5-16), but
the supervised algorithm was far more laborious to train. While the unsupervised
method only took 30 seconds to acquire the data, and 10 seconds to process it, the
supervised algorithm took nearly an hour to gather the data, and an hour to perform
the cross validation.
5.5 Conclusion
We have presented a semi-supervised regression algorithm for learning the appearance
manifold of a scene from a video sequence. By taking advantage of the dynamics
in video sequences, our algorithm learns a function that projects images to a low-
dimensional space with semantically meaningful coordinate axes. The experiments
131
Figure 5-13: The Resistofish senses humans by detecting the low-level electric fields that
couple them to ground. The hand couples capacitively to a resistive sheet with electrodes on
the sides. The time constant of the RC pair that couple the hand to the sheet are measured
by undersampling timing the impulse response of a voltage change at each electrode.
Figure 5-14: The resistive sheet and the two dollar sensor that make up the Resistofish
hardware.
Figure 5-15: Two different algorithms were used to measure the mapping from the RC
time constants to the position of the hand. (left) A sample trajectory. (middle) The
recovered trajectory under the supervised algorithm. (left) The recovered trajectory by the
unsupervised regression algorithm. Note that the trajectory is rotated, but the geometry is
correctly recovered.
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Figure 5-16: The top row is recovered using the supervised algorithm. The bottom row
is recovered by the unsupervised algorithm. The middle panels is the recovered traces of
someone writing "MIT." The right-most panels are the recovered traces of someone writing
"Ben." The mapping recovered by the unsupervised algorithm is as useful for tracking
human interaction as the mapping recovered by the fully calibrated regression algorithm.
demonstrate that this optimization framework is a powerful way to build trackers
with very little domain specific knowledge and very few data points.
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Chapter 6
Output Prior: Manifolds of Low
Codimension
In this final chapter, I will describe a novel algorithm for learning manifolds defined
by observed data. Most algorithms that claim to learn manifolds can only operate
under restrictive locality assumptions, and, even more problematically, can only learn
mappings that are 1-1 [97, 85, 8, 27, 106, 16]. The most simple example of a manifold,
the sphere, breaks all of the present algorithms.
Here, I take a different approach. I will learn functions on the high dimensional
space that are constant on the manifold. These functions will define the manifold
structure, with the space normal to the manifold spanned by the gradients of these
functions.
This method is similar to the novelty deteciton algorithms that use kernels to
generate inequality constraints that bound the data [96, 10, 88]. Here, we will learn
equality constraints, and in turn, implicitly defined manifolds on which the data lie.
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6.1 Learning Manifolds of Low Codimension
Let M be a surface in embedded in Rd implicitly defined by unknown differentiable
functions fi,... , fj. That is,
M={xERd :f(x) = 0 j=1,... J} (6.1)
Let us further assume that {Dfj(x)} span a J-dimensional space for every x E M.
Such a surface is a manifold of codimension J by the implicit function theorem.
Let xi be a collection of N points sampled from M via some unknown probability
distribution p on M.
We assume that both p and fi, . . . , fj are unknown. Let us even assume the
codimension J is unknown. The goal will be to approximate the unknown functions
fj from the data xi
(i) Lift the data to a higher dimensional Hilbert space R via a mapping P : Rd -
R.
(ii) Using linear algebra, find a set of vectors aj, j = 1, . . . , k such that a >(xi) = 0
for all i.
(iii) Return fj(x) := aTr(x)
The only difficulty is in choosing the mapping 1 so that the output function is
stable and produces reasonable models. Following the theme of the thesis, we will
choose fj to live in a Reproducing Kernel Hilbert Space. There are two cases we
will investigate. First, we will discuss the case of finite dimensional liftings and, in
particular, consider the case when f, are polynomials. Then we will focus on the
generic case where f, live in an arbitrary RKHS.
What is the advantage of learning multiple functions which are zero on the data
set? And how many functions are needed to define an implicit surface? The answer
comes from a variant of the implicit function theorem which states that if g : Rd - Rj
with J < d, then if if Dg has rank J at every x with g(x) = 0, then the preimage of
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0 under g is a manifold of dimension d - J [41]. J is called the codimension of the
manifold. It is the codimension of the tangent space of the manifold in Rd for every
point x E M. The co-dimension is stable to small perturbations of the map g. That
is, Dg remains full rank even if g is perturbed by a small amount, and, in turn, the
preimage of 0 remains a d - J-dimensional manifold.
Let us now consider the situation where we have learned L functions g, which are
all identically zero on M. If L < J then the dimension of the zero-set of the g, is
of larger dimension than that of M. If on the other hand, L > J, we know that the
rank of Dg is at most J. In this case, we can use the rank of Dg to estimate the
codimension of the manifold and from this we can try to learn a set of J functions
which are zero only on M. In what follows, we will learn d + 1 functions, more than
could ever be necessary to define M. From these functions, we will estimate both the
codimension of M and the smallest set of functions necessary to describe M.
6.2 Basis Functions and Polynomial Models
The first option to consider is to choose a set of differentiable basis functions b, for
L 2 (lRd) and lift x to a subset of those functions
]T1(x) : bi(x) ... bT(x) ] (6.2)
To compute a constraint, compute the SVD of the matrix A - [@(x 1),... , '(xN)] If
A does not have full row rank, than any vector in the left null space will suffice for
the desired vector a.
For example, if we wanted the constraint to be algebraic, we could lift to a vector
of monomials of bounded degree
( i -- X1 :=. 1d ]T)X1 - Xd xix 2 X1x 3  (6.3)
The utility of such an approach can be illustrated by supposing the data was drawn
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from the unit sphere in R3. If we lift the data as
T X1 X2 X3 X 2 2 (6.4)
one would find the vector
aT = [1/2 0 0 0 -1/2 -1/2 -1/2 0 0 0] (6.5)
annihilates all points of the lifting. And this, of course, is the constraint x +x+x2 =
1.
6.3 Lifting to a General RKHS
Suppose we wish to search for a radial basis function of the form
f(x) = E ck(xi, x) (6.6)
where k(x, y) is a positive definite kernel. Unfortunately, such an expression cannot
define the surface M.
Proposition 6.3.1 Suppose f (x) = EZ cik(xi, x).
only if f(x) = 0.
Proof Since f(x) = (f, k(x, -))K in the RKHS,
Then f(xj) = 0 for all j if and
0 = f(xj) = (f, k(xi, -))K = (E cik(xi, .), k(xj, -))K (6.7)
implies that f is a vector in the span of k(xi, -) which is orthogonal to all of the k(x,-)
which implies that f = 0. U
We can conclude from this proposition any non-zero function in the RKHS which
is zero on M must be orthogonal to k(x, -) for all x E M. This inspires the following
approach: let a1, . . . , a, be a basis for the span of {k(x1, .), . . . , k(XN, -)}. If we pick
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some basis functions b, ... , bt in the RKHS which are not contained in the span of
the data, we can perform Gram-Schmidt on the set {bi, ... , b, ai, ... , a} to yield t
functions g1,..., gt which are orthonormal in the RKHS and are orthogonal to the
span of the data. We would then have g3 (xi) = 0 for all i. And, in the limit of enough
data, we would have gj (x) = 0 for all x C M.
In practice, this amounts to fixing the expansion for gj as
t N
gj(x) = ajmbm(x) + E cjk(x,, x) (6.8)
m=1 n=1
and searching for [a, c] such that g3(x) = 0. That is, searching in the null space of
the rows of
A = [<b(x1),. ... , <(xN)) (6-9)
where
-T
<(x) := bi(x) --- bt(x) k(x1, x) -.-. k(xN, X) ]- (6.-10)
There are thus two different interpretations of the lifting when using radial basis
functions. The first is that we have chosen a set of basis functions based on the data
x1 , ... , XN and then lifted to this basis set as in Section 6.2. The second interpretation
is that we are lifting each data point to the infinite dimensional RKHS under the
mapping x '-* k(x, -) and are searching for an element in the RKHS orthogonal to
the data under this lifting.
6.4 Null Spaces and Learning Surfaces
Note that we could have tried to learn a set of functions gj such that
gj(xi) = gj(xk) Vi, k (6.11)
This function would be constant on the data set. A function that is zero on the data
set could be produced by setting 4 j = gj - g3 (x 1 ).
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Define the extended kernel matrix to be the N x (N + t) matrix K = [K, B] where
B has entries
Biz = bj (xi) (6.12)
For each M, define the (M - 1) x M matrix A[M] to be
1 1<i=j<M-1
A[M];= -1 1<i=j-1<M-1 (6.13)
0 otherwise
that is
1 -1 0 0 ... 0
0 1 -1 0 ... 0
A[M] =(6.14)
0 ... 0 1 -1 0
0 ... 0 0 1 -1
A function of the form (6.16) satisfies (6.15) for all i and k between 1 and N if and
only if A[N]k[c, a]T = 0. In particular, the coefficients of the expansion in (6.16) lie
in the null space of A[N]K. In this case, we can find the space of all functions that
are constant on the data set.
This approach has a nice generalization to the case where we are searching for a
function that is constant on multiple data sets. For example, if we are given multiple
trajectories of a conservative system, each trajectory will have constant energy, but
two different trajectories will likely have different energy.
In this case, we are presented with data partitioned into disjoint subsets Sk C
{1,..., N}. We seek to find gj such that
gj (xm) = gj(xn) if m, n E Sk for some k (6.15)
Assume without loss of generality, that each Sk is a contiguous subset of {1, ... , N}
of size Nk. In this case, we may define the matrix A = diag(A[N1],..., A[Nk]) and
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search for coefficients in the null space of AK.
6.5 Choosing a Basis
Once a desired space of functions is learned, a basis can be selected by finding a set of
coefficients, C, such that, the functions C are constant on the data, and the gradients
of the functions C
t N
Vgj(xi) = E ajmVbm(xi) + E cjVk(xa, xi) (6.16)
m=1 n=1
are linearly independent for each i. Since this condition is linear in the coefficients,
we can jointly search for C that define functions that are constant on the data and
whose span is linearly independent.
6.6 Learning Manifolds
I have performed experiments with several data sets in R3. In all cases, I used a
gaussian kernel as in Equation (2.74) with C = 1. The basis functions were chosen to
be the constant function and the three linear functions x, y, and z. In Figures 6-1 and
6-2 I show the results on fitting the 2-sphere. I generated 200 uniformly distributed
points shown in Figure 6-1 by sampling from a gaussian and then normalizing the
vectors to have length 1. In Figure 6-2 I show the recovered zero-sets for the four func-
tions, with the rightmost frame showing the intersection of the four zero sets. Similar
results were obtained for the confectionary data-sets DOUGHNUT and SWISS and
shown in Figures 6-3, 6-4, 6-5, and 6-6. In all cases, the dimension of the space
spanned by the gradients of the functions which defined the zero-set were correctly
estimated to be 1, the codimension of all of the manifolds.
The learned functions are robust to noise in the data. We can demonstrate this by
showing |gj (x) I < c on the true manifold. On the SPHERE data set, adding gaussian
noise with covariance 10-31 results in a function which is less that 10- 4 M on the
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Figure 6-1: The SPHERE data set. 200 points were sampled from a gaussian with unit
variance and then normalized to have length 1. This sampling procedure generates a uniform
distribution on the sphere.
entire sphere where
M = maxj,, gj(x) (6.17)
s.t. x E [-2, 2] x [-2, 2] x [-2, 2]
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Figure 6-2: The first four figures show the zero-contours of four functions whose coefficients
span the null-space of lifted data for SPHERE. The final figure shows the intersection of
these four surfaces. This plot is computed by calculating the zero contour of the sum of the
squares of the four functions.
Figure 6-3: The DOUGHNUT data
box [0, 27r] x [0, 27r] and then lifted by
cos(y) sin(x), } sin(y))
set. 200 points were sampled uniformly from the
the map (x, y) - (cos(x) + 1 cos(y) cos(x), sin(x) +
Figure 6-4: The first four figures show the zero-contours of four functions whose coefficients
span the null-space of lifted data for DOUGHNUT. The final figure shows the intersection
of these four surfaces. This plot is computed by calculating the zero contour of the sum of
the squares of the four functions.
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Figure 6-5: The SWISS data set.
[0, 5] x [0, 6] and then mapped (x, y)
1000 points were sampled uniformly from the box
S(x,|Iy Icos (2y),|Iy Icos (2y)).
000
Figure 6-6: The first four figures show the zero-contours of four functions whose coefficients
span the null-space of lifted data for SWISS. The final figure shows the intersection of these
four surfaces. This plot is computed by calculating the zero contour of the sum of the
squares of the four functions.
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Chapter 7
Conclusion
Beginning with one simple cost function, I have presented a powerful framework for
semi-supervised and unsupervised learning. The optimizations defined by this cost
function can be principally approximated using Lagrangian duality. Furthermore,
these approximations can be optimized efficiently using standard algorithms. In this
way, once we have posed a learning problem in our framework, its solution is immedi-
ate. This puts the burden on the practitioner to pose the problem, not to slave over
creating novel algorithms.
The utility of this framework was demonstrated through four very different appli-
cations. In each case, I adjoined a simple and intuitive prior to the function learning
problem and then showed how such simple additions immediately produced power-
ful algorithms. First, I considered priors on the kernel function that generates the
RKHS. From such priors, new insights into Kernel Learning were derived, and a
novel method for learning polynomial kernels was presented. Second, I showed how
the prior of binary labels lead to powerful algorithms for transductive classification
and segmentation. The segmentation algorithm generalizes the so-called spectral clus-
tering algorithms. Third, I imposed a dynamics prior on the labels and developed an
optimization that can learn a mapping between two time series. This optimization
takes as input examples of how to map individual samples of the input time series to
corresponding samples of the output time series. Because it assumes that the output
time series follows known dynamics, it can also take advantage of unlabelled input
145
samples. Finally, by applying the prior that the hidden function was constant on the
data, a new method for learning manifolds based on implicit functions was derived.
There are a variety of directions that remain to be explored. With a particu-
lar focus on the examples presented in this thesis, there are many interesting open
problems. For clustering, it would be interesting to develop methods for multiclass
classification that do not require successive application of two-way clustering algo-
rithms. It would be useful to devise a method that, when given an initial guess at
the number of clusters, K, tries to find the best K-way partitioning at once. For
the dynamics algorithms, the state transition matrices were fixed a priori. Applying
techniques from system identification [60, 71, 102], it may be possible to learn these
as well by modifying the current optimization. Furthermore, a method for semi-
supervised regression with a nonlinear dynamics model would be of great interest.
The techniques developed in Chapter 6 could be used to empirically study the con-
served quantities of dynamical systems [3, 59]. Furthermore, such methods could be
used for nonlinear system identification by finding the manifolds that are constant on
the trajectories of dynamical systems. There is an endless variety of domain specific
applications that can be derived with new output priors, and it would be interesting
to expand the toolbox of techniques that fall under this framework.
I am particularly interested in exploring further applications of the duality tools
used in Chapter 3. Recall that I was able to construct a proof of the Representer
Theorem using duality on the Hilbert Space of functions. Inspired by the polynomial
relaxation techniques that exploit positivity conditions in the dual problems [58, 73],
I hope to develop new techniques for solving quadratic problems where the primal
problem deals with very high dimensional objects. Such relaxations provide finite
dimensional convex programs that operate on sufficient statistics of the original op-
timization program. For example, in Chapter 3, I only needed to consider the inner
products of the infinite dimensional f with a finite set of vectors. It remains to be
seen if we can generalize past the results of Chapter 3 to provide further insights
into the structure of Reproducing Kernel Hilbert Spaces and devise new techniques
in machine learning.
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There are two other areas where I believe such techniques can yield powerful new
algorithms. First, there has been substantial activity in the controls community to
develop analysis and synthesis tools for systems consisting of extremely large num-
bers of interconnected subsystems. A large part of this effort has been devoted to
developing tools that scale gracefully with the number of subsystems, and their at-
tendant local sensing, actuating, and computing elements. Clearly for systems that
are comprised of a large number of subsystems, structure must be fully exploited to
obtain tractable analysis and control synthesis algorithms.
Recent work has made a great deal of progress in exploiting the symmetry present
in such systems. Control laws can be distributed such that they only rely on lo-
cal communication, yet can still give rise to desired global behavior, and, in certain
settings, it has been shown that spatially distributed controllers are optimal for the
control of spatially invariant systems [5, 65]. The synthesis of such distributed con-
trollers is often convex [26, 104], and taking the distributed structure of a problem
into account can greatly reduce the complexity of control design without sacrificing
system performance [18].
I want to connect the recently presented techniques for the control design of spa-
tially interconnected systems [22, 23, 24] to the relaxation of duality on Hilbert spaces.
I have shown how these results are in fact applicable to a much larger class of inter-
connection topologies where the symmetry of the interconnection may be noncom-
mutative [81, 82]. The dual techniques developed in this thesis may provide further
analysis conditions which guarantee performance objectives for these interconnected
systems.
Secondly, I want to explore applications in quantum information. For a quantum
system, the Hamiltonian is the mathematical object which both governs the evolution
of the system and the energies of the various configurations. A fundamental problem
is to determine the configuration with the lowest possible energy. Such a configuration
is called the ground state of a given Hamiltonian and its corresponding energy level
is called the ground state energy [57].
The ground state energy is generally NP-HARD to calculate. Even the simple
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looking problem of configuring an array of small quantum magnets, called spins, to
minimize their interaction energy is NP-HARD [6], although special cases can be
solved analytically [54]. Furthermore, it often requires exponentially many numbers
to describe the ground state itself. Since it is likely impossible to exactly calculate
the ground state or ground state energy of a generic quantum system, alternative
approximate means are needed to gain insight into the structure of the quantum
ground state. Many approximate techniques have been developed. Early techniques
used perturbations around a so-called "mean field" to generate useful estimates of
molecular structure [95]. The Density Matrix Renormalization Group [107] has been
widely successful in the study of chains of identical systems, but does not scale to
arbitrarily coupled topologies. Chemists in the 1950s developed analytic tools for
studying electrons [64, 66] that could only be solved in simple cases until they were
shown half a century later to be solvable by semidefinite programming [67].
I intend to study a new approach to estimating the ground state energy using
approximations of the dual problem. Noting that most Hamiltonians are presented
as sums of products of local interaction terms, redundant constraints amongst these
interactions can be adjoined to the formulation of the ground state problem. These
interactions may be easy to analyze on their own and their energy levels can be added
as redundant constraints. By relaxing the dual, I hope to produce optimization prob-
lems that are polynomial in the number of interactions. I am particularly interested
in exploring how these techniques extend the work on electrons [67] to a more widely
applicable framework and how this new approach might generalize the algorithm to
the Goemans-Williamson algorithm for MAX-CUT [37] to the quantum regime.
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Appendix A
Linear Algebra
Many of the algebraic manipulations used in this document are based on techniques
derived from minimizing quadratic forms. Here we present some of these derivations.
A.1 Unconstrained Quadratic Programming
Given a matrix A, one can readily check that
A >- 00
minx T Ax =
-oo
(A.1)
otherwise
This is because if A has any negative eigenvalues, then the cost is unbounded below.
Assume A is positive semidefinite and consider the quadratic program
(A.2)minxTAx - 2bTx+ C
X
we may, differentiate with respect to x to find that at the optimum
Ax = b (A.3)
If A is invertible then the minimum is -bT A-lb + c
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A.2 Schur Complements
Let M be a matrix partitioned as
M = A(A.4)
For the simplicity of presentation, let us assume that A and B are invertible. The
Schur complement of A in M is defined to be
(MIA) = C - BT A-1B
and the Schur complement of C in M is
(MIC) = A - BClBT
A.3 More Quadratic Programming
For the quadratic minimization
(A.5)
(A.6)
T
min x
X2 LX2 i
BT
C
X1
X2
-2 X1
X2J
(A.7)
(A.8)
(A.9)
the optimal x* is given by
x* = C- 1(b2 - Bx 1 )
Plug that back into the cost function:
xT (MIC)x1 - 2(b 1 - BC-lb 2)Tx1
Similarly, minimizing over xi gives the cost function
x2(MIA)x 2 - 2(b 2 - BT A-1bi)Tx 2 (A.10)
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Solving these two reduced quadratic programs givesI E (MIC)-(b1 - BC- 1b2)X1 (A.11)
x2 (M|A)- 1 (b2 - BT A- 1b2 )
A.4 Inverting Partitioned Matrices
Since
xbi1
1 M-1 (A.12)
x2 b2
we see that
M-1 = (MIC)-1 -(M|C)~1BC~1 (A.13)
- (MA)-BT A- (MIA)--'
A.5 Schur complement Lemma
One of the most important tools used throughout the document is the Schur Com-
plement Lemma. This Lemma often allows for the transformation of polynomial
expressions into semidefinite constraints that are linear in the parameters of interest.
Lemma A.5.1 (The Schur Complement Lemma)
M - 0 <-> C > 0 and (MIC) - 0 (A.14)
Proof The ( - ) direction is true because subblocks of positive semidefinite ma-
trices are positive semidefinite and M- 1 is positive semidefinite when M is.
To prove the reverse direction, consider minimizing (A.7) with b1 = b2 = 0. Then
for any x,
min X1 M [1 xT(MIC)xi > 0 (A.15)
n hX2 X2
and hence min,,x xTMx > 0 and M is positive semidefinite. 0
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A.6 Matrix Inversion Lemma
(A - BC-BT)- 1 = A-1 + A-1 B(C - BT A-lB)lBT A-' (A.16)
To check this, apply the partitioned matrix formula twice and set the first blocks
equal to each other.
Standard form: C --+ -C-1
(A.17)(A + BCBT)- 1 = A-1 - A 1 B(C-1 + BT A-lB)-lBT A-'
A.7 Lemmas on Matrix Borders
Lemma A.7.1 Let A >- 0 be n x n and x E R'. Then
(A.18)xTAx xTAAX = >_ 0
Ax A
Proof We will have proven the lemma if we can show
v C Rn+1. Partition v as [vO, v1] with vo E R and vi E R4.
If vo = 0, then
vTAxv = vT Avi 2 0
that vTkxv > 0 for all
(A.19)
Assume vo / 0. Without loss of generality, we may assume vo = 1. Then we have
vTAv xTAx + 2v=Ax +T± XTA
vi A A vi
x A A x
-
x1 1A
[]T z] [:(L)] (A.20)
The last expression is greater than or equal to zero for all vi because the all ones
matrix and A are both positive semidefinite, and the tensor product of two posi-
tive semidefinite matrices is positive semidefinite. Therefore, we have shown that
vTj v > 0 as desired. U
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Lemma A.7.2 Let A >- 0 be n x n, x E R', and t E R. Then
tx 0 (A.21)x A
if and only if x is in the range of A and xTAtx < t.
Proof Suppose x is not in the range of A. Then x = xl + xi with xTxi= 0,
x1 fL 0 and xi orthogonal to the range of A. Since A is hermitian, Ax1 = 0.
Consequently, if we set
t
v= - xi (A.22)
then we have
= t+ 2v Tx+v TAv
v x A v (A.23)
= t - 2t + 0 = -t < 0
violating the assumption (A.21). Similarly, if xT Atx > t, the Schur Complement
Lemma tells us that (A.21) cannot hold.
The converse is an immediate consequence of A.7.1. 0
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Appendix B
Equality Constrained Norm
Minimization on an Arbitrary
Inner Product Space
Let V be a real inner product space and let wi, WN E V, a, ... , aN E R. Consider
the optimization
min (v, v)
vEV (B.1)
s.t. (V, wi) = ai for i = 1, N
We can construct the dual program by introducing Lagrange multipliers A for i
1,.. . , N and forming the Lagrangian
N
C(v, A) = (v, v) - 2 Ai((v, wi) - ai) (B.2)
i=1
Note that, just as in the finite dimensional case, if we maximize this Lagrangian
with respect to Ai, then we either get (v, v) if (v, wi) = ai for all i or oc otherwise.
Hence the problem (B.1) is equivalent to minv maxA L(v, A). The dual program is
max, min, £(v, A) and always achieves a lower optimal value than the primal pro-
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gram. We can explicitly compute the dual as follows
N
max min L(v, A) = max min(v, v) - 2 A ((v, wi) - ai)
A v A v i=1
N
= max min(v, v) - 2(v, A w ) + 2A'a
N N (B.3)
= max min(v - A w v - Aiwi)A v
i=1 i=1
N N
-( Aw, Aiwi) + 2ATa
i=1 i=1
Since (u, u) > 0 for all u C V, the minimum is achieved when
N
v = Aiwi (B.4)
i=1
This results in the dual program
N N
max -( Aiw , Aiwi) + 2ATa (B.5)
i=1 i=1
If we introduce the matrix Gram matrix of the wi, W, with entries Wi = (wi, wj), we
can write this problem as an unconstrained convex quadratic program in N variables
max -ATWA +2A Ta (B.6)
A
The set of optimal dual solutions are the solutions of the equation WA* = a. When
such a solution exists, the dual optimal value is equal to A*T WA*, On the other hand,
when no such solution exists, the program is unbounded above. In this case, weak
duality implies that the primal program is infeasible.
When a dual optimal solution exists, consider the minimizer
N
V* = arg min(v, A*)= A*wi (B.7)
V
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1. - 1-1 1 - -. 111-- 11 - - -- .1-1- , -1 .1"11101111011019-11 - - - -- , - - -- - , - - vr --- - - - -- . -
First note that this vector is feasible for (B.1) because
N N
(v*, w) = ( A* wi, wj) = A*Wij = a (B.8)
i=1i=
Secondly,
N N
(v*, v*) = (ZA 'wi A wi) = A*TWA* (B.9)
i=1 i=1
That is v* is a primal feasible point whose primal cost is equal to the dual optimum.
This implies that v* is optimal for the primal and A* is a geometric multiplier. Fur-
thermore, any primal optimal point v* is of the form E 1 A wi for some dual optimal
A*, all of which are geometric multipliers.
Let us summarize the preceding discussion.
Theorem B.O.3 Let V be a real inner product space and let w 1,... ,WNE V, a E
RN . Let W be the Gram matrix of the wj.
(i) The equality constrained norm minimization problem
min (v, v)
vEV (B.10)
s. t. (v, wj) = a for i= 1, . .. ,7N
has an associated dual program
max -A T WA + 2ATa (B.11)
A
which is an unconstrained convex quadratic program. The primal optimal value
is equal to the dual optimal value.
(ii) Suppose the optimal value of the primal-dual pair is finite. Then the set of dual
optimal solutions is given by
D:= {A E RN : WA = a} (B.12)
157
and the set of primal optimal solutions is given by
N
P:={ZAiwi : A E D} (B.13)
i=1
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