Introduction
The aeronautic industry makes now largely use of composite material in its products. Therefore huge efforts have to be done on their experimental validation of these materials. More specifically these composite materials introduce new type of defects (such as delamination, glue defects…) which need to be detected during the manufacturing and maintenance to prevent failures. Moreover the widespread use of these materials imposes to the future detection instruments to be cheap, robust and easy to manipulate by non-specialists. Shearography is an emerging technique for the detection of defects in the composite material [1, 2] . It is cheap, and relatively robust and flexible, but requires special qualification to interpret the defect signatures in the interference pattern. Therefore efforts need to be carried out to ease the interpretation of shearographic results for non-specialist of the technique [3] . More specifically, we are looking for techniques to automatically identify defects with shearography by the development of specific algorithms.
Development of an Automatic Defect Detection Algorithm
Firstly we need to specify what a defect is in the frame of shearography. One common characteristic of defects seen by shearography is that they induce local increase of the fringe density. The fringe density is directly linked to the slope of the phase measured by shearography. A higher fringe density appears when the gradient of the phase is high. Thus, the fringe density can be obtained by measuring the gradient of the phase map. For evaluating the local fringe density at every point of the phase map image, we compute the RMS value of the gradient along the horizontal and vertical axis of the phase map. This operation is illustrated in Fig. 2 , which represent the gradient of the phase image shown in Fig. 1 . The gradient image contains the addition of the global and the local deformations. Only the local deformations are signature of defects we want to detect. For removing the global gradient, we compute the quartic fit of the gradient map and subtract it, as shown in Fig. 3 . We can now clearly see the defects present in the phase map show higher gradient values.
A straightforward way to identify them would be to set a threshold value, named G d . This technique is applied in Fig. 4 , where the 4 defects have successfully been detected by our algorithm. These defects are shown by drawing a rectangle around the areas where the gradient is higher than G d .
However, for more complex samples, this method proved to be too simplistic. In presence of noise, false positives can occur on small area of high gradient. They can be removed by defining a minimal defect size -for example, an area smaller than the shear distance is very likely to be a false positive. On the other hand, noise can lead to zone with defects to be fractioned in an ensemble of smaller areas. This is illustrated in Fig. 5 and Fig. 6 , where a white rectangle has been generated around areas of values higher than G d .
To solve this issue, we need to discriminate real defects from false positive ones. Noise produces detected areas of small dimensions. Thus, it is possible to suppress them by removing the boxes smaller than a certain dimension L min . We can also observe that the gradient value drops rapidly in false positive areas. This observation allows us to futher discriminate these zones from real defect by setting a value -we will call G c -lower than G d for the dimensions of the defects. This permits to increase the dimensions of the real positive without increasing a lot the false positive areas. In addition to that, to avoid this operation to suppress fractioned defects, we first merge the areas in contact one to another or within a few 
