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Abstract
Since a 3D scanner only captures a scene of a 3D object at a time, a 3D registration for multi-scene is the key issue
of 3D modeling. This paper presents a novel and an efficient 3D registration method based on 2D local feature
matching. The proposed method transforms the point clouds into 2D bearing angle images and then uses the 2D
feature based matching method, SURF, to find matching pixel pairs between two images. The corresponding points
of 3D point clouds can be obtained by those pixel pairs. Since the corresponding pairs are sorted by their distance
between matching features, only the top half of the corresponding pairs are used to find the optimal rotation
matrix by the least squares approximation. In this paper, the optimal rotation matrix is derived by orthogonal
Procrustes method (SVD-based approach). Therefore, the 3D model of an object can be reconstructed by aligning
those point clouds with the optimal transformation matrix. Experimental results show that the accuracy of the
proposed method is close to the ICP, but the computation cost is reduced significantly. The performance is six
times faster than the generalized-ICP algorithm. Furthermore, while the ICP requires high alignment similarity of
two scenes, the proposed method is robust to a larger difference of viewing angle.
Keywords: Point cloud, 3D image registration, Bearing angle image, Iterative closest point algorithm,
SURF (speeded up robust features)
1 Introduction
During the last few decades, 3D scanner technology has
rapidly developed and many different approaches have
been proposed to build 3D-scanning devices that collect
the shape data of objects and possibly their colors. Since
the information obtained by 3D scanners is more accur-
ate for 3D reconstruction than 2D images, the 3D scan
technology is widely used in computer vision, industrial
design, reverse engineering, robotics navigation, topog-
raphy measurement, filmmaking, game creation, etc.
Typically, the common data type obtained by 3D scan-
ners is point cloud. And, point cloud registration plays
an important role in 3D reconstructions because point
clouds of given shapes are multiple views of an object
and are in different coordinate systems. The goal of the
registration is to find a transformation that optimally po-
sitions two given shapes, which are the reference and
source in a common coordinate system [1, 2].
In [3], registration algorithms are classed as voting
methods [4, 5] and corresponding feature pair-based
methods [6–11]. In voting methods, the transformation
space is initially reduced into a multi-dimensional table.
Then, for each point pair of the two given point clouds,
the transformation between the reference and the source
is computed and a vote is recorded in the corresponding
cell of the table. The optimal transformation is selected by
the most votes. The basic approach of the latter is finding
the corresponding points, curves, planes of 3D scenes or
other features between the reference and the source. A
rigid transformation can be derived by a set of corre-
sponding features. In [12] and [13], iterated closest point
(ICP) algorithm, a popular method for aligning two point
clouds, was proposed. In ICP, the reference is fixed in pos-
ition and orientation and the source is then iteratively
transformed to finding the best rotation and translation
that minimizes an error metric based on the distance. The
basic steps of ICP are described in the following: The first
step is finding the closest point in the reference point
cloud for each point in the source point cloud. Then, an
estimation of the combination of rotation and translation
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is performed by using a mean squared error cost function.
After obtaining a predicted transformation, the source
points are transformed and these steps are performed, iter-
ated until the transformation is negligible. In most cases,
the ICP has a good alignment result, but the computation
cost is huge. The execution time of ICP heavily depends on
the choice of the corresponding point-pairs and the dis-
tance function. Recently, many ICP-based algorithms have
been proposed [3, 14–20]. In [21], the reliability of ICP
which corresponds to the second order coefficients of the
ICP objective function was proposed to improve the regis-
tration. The variance of the ICP registration error is in-
versely proportional to the reliability. The proposed ICPIF
takes account of the Euclidean invariant features, including
moment invariants and spherical harmonics invariants, in
[18]. An absolute minimization was also proposed to de-
crease the probability of being trapped in a local minimum.
In [22] and [23], expectation–maximization principles were
combined into ICP to improve the robustness. A coarse-to-
fine approach based on an annealing scheme was also pro-
posed in [22]. In [24], a lie group-based affine registration
was proposed. Affine registration problem can be simplified
to a quadratic programming problem by transforming the
affine transform matrix as exponential mappings of lie
group and their Taylor approximations.
However, since most existing 3D registration methods
are based on 3D geometrical surface features of objects,
the computation complexity is high. While 3D feature
based approaches take more time in finding the corre-
sponding point pairs between the reference and the
source, registrations with 2D features can reduce the
computation complexity by using 2D image matching.
Furthermore, many efficient matching approaches and
feature descriptors have been proposed in recent decades.
In order to find the corresponding points between the
two shapes of an object efficiently, some approaches ini-
tially transform the 3D shapes to 2D images. The depth
image of a 3D image is usually adopted for transforming
3D point cloud to a 2D image. The transformation is
simple and fast because the gray level of the depth image
of a point present the distance from the view point to a
point on the object surface, but the depth image discards
some important geometric information of the object,
e.g., the relation of a point and it neighbors. Depth im-
ages are too simple to be used in 3D registration which
requires high precision. In [25], a novel approach for
transforming a 3D point cloud to a 2D image was pro-
posed, namely the bearing angle image. A bearing angle
image is the gray level image composed from the angle
between the point and the neighbor points, highlighting
the edge formed by the angle. This paper presents a
novel 3D alignment method based on 2D local feature
matching. The proposed method transforms the point
clouds into 2D bearing angle images and then uses the
2D image feature matching method, SURF, to find
matching point pairs of two images.
The rest of this paper is organized as follows. The
proposed 3D registration algorithm based on 2D image
features is introduced in Sections 2 and 3. The 2D bearing
angle image will also be reviewed in Section 2. Section 3.2
provides some experimental results and discussions. The
conclusion of this paper is found in Section 4.
Fig. 1 The procedure of the proposed algorithm
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2 Transforming 3D shapes to 2D images
The main contribution of the proposed algorithm is
reducing the computation of finding the correspond-
ing points of two 3D shapes significantly. The key
method is finding corresponding pixels of 2D images
and then tracing back to find the corresponding
points of two 3D shapes of an object. Thus, the
transformation between the two shapes can be de-
rived by the fine corresponding points. As shown in
Fig. 1, the proposed method is divided into several
steps: (1) converting the point clouds into bearing
angle images; (2) extracting the features of the two
2D images by SURF and matching two 2D images; (3)
obtaining the 3D corresponding points of the two
point clouds with respect to the 2D matching points;
(4) using the top half of the corresponding pairs to
find the optimal rotation matrix by the least squares
approximation; (5) aligning two point clouds accord-
ing to the transformation matrix. The details of the
steps will be described in next.
Fig. 2 The gray level of a pixel of a BA image is defined as the
angle between the laser beam and the vector from the point to a
consecutive point
Fig. 3 An example of the BA image. a A raw point cloud. b A bearing angle image of (a)
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2.1 Bearing angle image
The depth image of a 3D image is usually adopted for
transforming 3D point cloud to a 2D image. However,
because a pixel of a depth image is the value of the
Z-coordinate of a point cloud, the relation between a
point and its neighbor points is not represented in a
depth image. Unlike the depth image, a bearing angle
image (BA image) proposed in [25] can highlight the
edge formed by angle. A BA image is a gray level image
composed from the angle between a point and its neigh-
bor point and thus more features can be extracted from
the BA image. In [25], the BA image was proposed for
the extrinsic calibration of calibration of a 3D LIDAR
and camera.
Consider a 3D shape of an object. The gray level of
a pixel of its BA image is defined as the angle be-
tween the laser beam and the vector from the point
to a consecutive point. This angle is calculated for
each point of the shape along the four defined direc-
tions which are the horizontal, vertical, or diagonal
directions. In this paper, the diagonal direction is
adopted. In Fig. 2, the blue points, PCi,j and PCi-1,j-1,
are the measurement points and the black point, O,
is the origin of the point cloud, which is also the
source of the laser. The angle value BAi,j of a point






i−1; j−1−2ρi; jρi−1; j−1cosdφ
; ð1Þ
where ρi,j is the measured value of the jth scanned point
of the i-th scanning layer and ρi-1,j-1 is the measured
value of the (j-1)th scanned point of the (i-1)th scanning
layer. The dφ is the corresponding angle increment
(laser beam angular step in the direction of the trace). A
3D point can be converted to a gray-level pixel of 2D
image and a 2D image can be obtained by converting all
points of a captured 3D image. Figure 3a is a raw point
cloud and Fig. 3b is a bearing angle image from the same
point cloud.
2.2 The feature extraction and matching of BA images
After the previous step, the two point clouds of the 3D
shapes of the reference and the source are converted
into 2D images. Then, the feature based matching
methods for common 2D images can be used for finding
the corresponding points of these two BA images. In
recent years, many efficient feature based matching
Fig. 4 a Two BA images. b The matched points of the two BA images by SURF
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methods have been proposed, e.g., scale invariant feature
transform (SIFT), speed-up robust features (SURF) and
spin-image method. The SURF reviewed below is
adopted for feature extraction and matching of 2D im-
ages in this paper.
Speed-up robust features (SURF) proposed by H. Bay
et al. [26, 27] is a descriptor of feature points of images.
The method, inspired by SIFT, uses integral images and
Haar wavelet responses based on approximation. SURF
reserves most of the features of SIFT, and reduces the
computing time by decreasing the number of dimen-
sions. There are four main steps in SURF algorithm: (1)
obtaining the integral image, (2) using the Hessian
matrix to determine the feature point, (3) deciding the
feature point and its direction, and (4) extracting the fea-
ture description vector.
A feature descriptor extracted by SURF assigns its
main direction and 64 feature vectors of its neighbors.
The matching is by computing the Euclidean distance of
two feature vectors. In addition, a good matching is
Fig. 5 a Two BA images. b The matched points of the two BA images by SURF
Fig. 6 An indoor environment for simulation
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determined by the ratio between the minimum distance
and the second minimum distance. If the ratio is greater
than a threshold, then the matching pair is a good corre-
sponding pair of images.
After the matching step, a number of corresponding
points are found. Figure 4a is two bearing angle images
and Fig. 4b shows the corresponding pixels found by
SURF. The matching result shows their correspondence
mostly fall on the edge of chair, sofa next to a wall.
These matching pixels will be used to find the corre-
sponding point pairs of two point clouds (Fig. 5a and b).
3 Derive the transformation matrix by orthogonal
Procrustes method with corresponding point sets
In the previous section, the corresponding pixel pairs of
the two BA images can be obtained by the SURF. For a
Fig. 7 The corresponding pairs of two point clouds of Fig. 6
Fig. 8 The alignment results of Fig. 7. a The top view of the alignment result. b The side view of the alignment result
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pixel of the 2D BA image, BAij, its original 3D point of
the point cloud is the jth scanned point of the ith
scanning layer. The projection is an one-to-one mapping
between 3D points and BA pixels. Therefore, the original
3D point of a 2D image pixel BAij is 3D point PCij.
Figure 5a and b shows the matching 3D points, which
are derived by the matching pixels of the 2D BA images,
of two point clouds. A matched point pair is marked
with the same color.
SURF-based approach is a good matching method and
most of the corresponding pairs are correct, but there
are still a few mismatched pairs. In this paper, the
corresponding pairs are used to derive the transform-
ation matrix by the least squares approach. However,
with outliers in the data set, the least squares approxi-
mation is not optimal. The mismatched pairs have to be
discarded in advance to improve the accuracy of trans-
formation. Since the corresponding pairs are sorted by
their distance between matching features, only the top
half of the corresponding pairs are used to find the
optimal rotation matrix by the least squares approxima-
tion. The problem is now represented as finding the
optimal rigid transformation of two corresponding
point sets.
Fig. 9 a The aligned result by the proposed algorithm. b The aligned result by G-ICP
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3.1 The transformation between two point clouds without
translation
Over the past few decades several existing algorithms were
proposed for finding the optimal rigid transformation of
two corresponding point cloud, P and Q [28–31]. Basic-
ally, these approaches can be divided into two methods,
the SVD-based method and quaternion-based method.
However, for the highest level of accuracy and stability,
the SVD-based method is adopted in this paper. Since the
two corresponding point pair sets, P and Q, are usually
more than three pairs, finding the rotation matrix between
the two sets can be regarded as orthogonal Procrustes
problem. First, it is assumed that the translation is the
centroid of P to the centroid of Q. Thus, restating the
problem without translation, the points of two sets are
rewritten as
pic ¼ pi−p; qic ¼ qi−q; ð2Þ









The new corresponding point sets are Pc and Qc. Since
the optimal rotation R implies the minimal transform-
ation error, the relation can be expressed as
R ¼ argmin
R
Qc−PcRk k2F ; ð4Þ













The optimization can be rewritten by the trace form.
Qc−PcRk k2F ¼ tr Qc−PcRð ÞT Qc−PcRð Þ
 
¼ Qck k2F−2tr PcTQcRT
 
Þ þ Pck k2F
ð6Þ
Since Qck k2F and Pck k2F are constant, the minimization
of Eq. (6) is dominated by maximizing the term,
tr(Pc
TQcR








Since the R is an orthogonal matrix, the constrained
optimization problem can be solved by the method of
Lagrange multipliers. The Lagrange multipliers is de-
fined as
L ¼ tr PcTQcRT
 
−tr Λ RRT−I
   ð8Þ
Since ∂L∂R ¼ 0 implies tr(Λ(RRT − I)) = 0, the first devi-












þ ∂tr Λð Þ
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Eq. (9) can be rewritten as
Pc
TQc ¼ Λþ ΛT
 
R→ PcTQcR
T ¼ Λþ ΛT ð10Þ
Since (Λ +ΛT) is symmetric, Pc
TQcR
T is also symmetric.
Considering the SVD of Pc
TQc is UΣV
T, thus we have
Fig. 10 The zoom-in figures of “A” area of Fig. 11a obtained by the
proposed algorithm and G-ICP. a The average matching error of the
proposed algorithm is 4.1 cm. b The average matching error of the
G-ICP is 1.5 cm










Σ ¼ diag σ1 PcTQc
 
; ::::; σn Pc
TQc
   ð12Þ
From Eq. (11), the optimal rotation matrix can be ob-
tained by
R ¼ UVT ð13Þ









775 ¼ T Pð Þ ¼
R t













where t ¼ q−p and R =UVT. As a result, the two point
clouds can be aligned together with the obtained rota-
tion matrix and translation vector in (14).
Fig. 11 Alignment results of four objects by different approaches. a, c, e, and g are obtained by the proposed algorithm. b, d, f, and h are
obtained by G-ICP
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3.2 Simulation result
The simulation is performed in an indoor environment
as shown in Fig. 6 and the result shows that the pro-
posed algorithm has high performance. In a 10 × 10 m
room, several frames are captured by LIDAR and the
disparity between two consecutive frames is 30°. A
captured frame is a point cloud with 180 layers and 200
points of a layer.
The matching result of two point clouds of Fig. 4 is
shown and it is clear that the most of matched pairs are
correct since the pair has high similarity. However, there
are a few mismatched pairs. Since the corresponding
pairs are sorted by their Euclidean distance between
matching features, only the top half of the correspond-
ing pairs are used to find the optimal rotation matrix by
least squares approximation.
Using the top half of the corresponding pairs, the opti-
mal transformation matrix can be obtained. In Fig. 8a, b,
the registration results of Fig. 7 are shown in top view
and side view, respectively. As shown in Fig. 8, the pro-
posed algorithm works well for aligning the two point
clouds with the larger disparity of view angle. In Fig. 9, a
comparison of the proposed algorithm and G-ICP
(Generalized-ICP) is given. The G-ICP (generalized-ICP)
[32] combines the iterative closest point and point-to-
plane ICP algorithms into a single probabilistic framework.
In this experiment, the maximum iteration of G-ICP is 100
and the maximum distance threshold in the correspond-
ence of G-ICP is set as 8 cm. The proposed algorithm is as
good as G-ICP except the area marked with a red circle.
The zoom-in figures of red circle area of Fig. 9a and b
obtained by the proposed algorithm and G-ICP are
shown in Fig. 10a and b, respectively. The maximum di-
mensions of the captured point clouds is about 4 m ×
4 m × 4 m. The average matching error of the proposed
algorithm is 4.1 cm and the average matching error of
the G-ICP is 1.5 cm. The precision of the proposed algo-
rithm is 99%.
Registration of four different types of objects is also
given in Fig. 11. The sizes of these point clouds are
smaller than the size of the previous one and the algo-
rithm also works well. The computation times of two al-
gorithms are shown in Table 1. It is obvious that the
proposed algorithm reduces the computation time
significantly and the performance is 10 times faster than
the G-ICP algorithm. In the fourth column of Table 1,
the proposed algorithm is used as a coarse alignment al-
gorithm and the G-ICP is used as a fine alignment algo-
rithm. The total running time is faster than pure G-ICP
algorithm and the running time is also reduced 63%.
4 Conclusions
This paper presents a novel 3D alignment method based
on 2D local feature matching. The proposed method
converts the point clouds to 2D bearing angle images
and then uses the 2D image feature-based matching
method, SURF, to find matching pixel pairs of two im-
ages. Those corresponding pixels can be used to obtain
the original corresponding pairs of the two 3D point
clouds. Since the two corresponding point pair sets are
usually more than three pairs, only the top 50% of the
best corresponding pairs are used to find the optimal
rigid transformation matrix by the least squares approxi-
mation of orthogonal Procrustes problem.
The main contribution of this paper is proposing a fast
and robust approach of 3D point cloud registration.
Since the proposed algorithm is finding the correspond-
ing points in 2D image and without iterative process, the
performance of the proposed algorithm is better than
ICP based algorithms. In our simulation, the proposed
algorithm is a high precision registration in which the
displacement is 1%. Furthermore, the proposed algo-
rithm has good performance and the proposed algorithm
is 10 times faster than the G-ICP algorithm. Some
ICP-based approaches have an initial guess or a coarse
alignment algorithm to speed up the ICP algorithm. The
proposed algorithm can be used as a coarse alignment
algorithm. In the simulation, the execution time can be
reduced by 63%.
There are some potential research topics which can be
discussed in the future. First, it is obvious that if mis-
matching pairs are selected for the least squares approxi-
mation of orthogonal Procrustes problem, the solution is
not optimal and the techniques of removing outliers
should be used. Furthermore, the corresponding pairs
can be selected by RANSAC approach to remove outlier
data. With the obtained transformation matrix as the
initial guess of ICP, the performance of ICP may be in-
creased significantly.
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