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Thermodynamics imposes restrictions on what state transformations are possible. In the macro-
scopic limit of asymptotically many independent copies of a state—as for instance in the case of
an ideal gas—the possible transformations become reversible and are fully characterized by the
free energy. In this letter, we present a thermodynamic resource theory for quantum processes
that also becomes reversible in the macroscopic limit. Namely, we identify a unique single-letter
and additive quantity, the thermodynamic capacity, that characterizes the “thermodynamic value”
of a quantum channel. As a consequence the work required to simulate many repetitions of a
quantum process employing many repetitions of another quantum process becomes equal to the
difference of the respective thermodynamic capacities. For our proof, we construct explicit universal
implementations of quantum processes using Gibbs-preserving maps and a battery, requiring an
amount of work asymptotically equal to the thermodynamic capacity. This implementation is also
possible with thermal operations in the case of time-covariant quantum processes or when restricting
to independent and identical inputs. In our derivations we make extensive use of Schur-Weyl duality
and other information-theoretic tools, leading to a generalized notion of quantum typical subspaces.
Introduction.—In the quest of extending the laws of
thermodynamics beyond the macroscopic regime, the re-
source theory of thermal operations was introduced to
characterize possible transformations which could be car-
ried out at the nano scale [1–5]. By imposing a set of
physically motivated rules, an agent can only perform a
restricted set of operations on a system, which we refer to
generically as thermodynamic operations. By characteriz-
ing the possible state transformations under these rules,
one obtains formulations of the second law of thermo-
dynamics which are valid for small-scale systems out of
thermodynamic equilibrium. A natural regime to study
such state transformations is a macroscopic regime in
which one considers conversions between many indepen-
dent and identically distributed (i.i.d.) copies of a state,
i.e., states of the form ρ⊗n. If we consider transformations
on a system S with Hamiltonian HS , using a heat bath
at inverse temperature β and a work storage system W ,
then the asymptotic work cost per copy of transforming
ρ⊗n into σ⊗n is given by the difference in free energy
F (σ)− F (ρ). The free energy is defined as
F (ρ) = tr(Hρ)− β−1S(ρ) = β−1D(ρ∥∥ e−βH) , (1)
expressed either in terms the von Neumann entropy
S(ρ) := − tr[ρ ln ρ] and the quantum relative entropy
D(ρ ‖ γ) := tr[ρ(ln ρ− ln γ)]. Since the cost of asymptoti-
cally performing the reverse transformation σ⊗n → ρ⊗n
is the negative of the cost of the forward transformation
this resource theory becomes reversible (Fig. 1a).
Here, we study the resource theory of thermodynamics
for quantum processes themselves. Given a black-box
implementation of a process E , can we simulate a process
∗ phfaist@caltech.edu
a.
b.
FIG. 1: Asymptotic reversible interconversion of quantum
channels. a. In the resource theory of thermodynamics, quan-
tum states are reversibly inter-convertible, i.e., the work cost
of transforming n independent copies of ρ into n independent
copies of σ is (approximately) the same as the work that can
be extracted in the reverse transformation. b. We show that a
similar conclusion can be drawn for quantum processes. There
is a unique quantity, the thermodynamic capacity, that mea-
sures the “thermodynamic value” of the channel in terms of
resources required to create, or extracted while consuming,
many copies of a channel.
F using thermodynamic operations, or is there a thermo-
dynamic cost in doing so? We fully answer the question
in the i.i.d. regime, and show that the thermodynamic
simulation of channels becomes reversible (Fig. 1b). That
is, the work cost of executing many realizations of F using
many realizations of E is the same as the work that can
be extracted in the reverse process of implementing E
from uses of F .
The underlying mathematical problem which we solve
is that of implementing a given quantum process accu-
rately for any possible input state using thermodynamic
operations (Fig. 2). As a starting point, in the case where
we look at one repetition of the quantum process and the
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2FIG. 2: Universal thermodynamic implementation of a quan-
tum process. Using thermodynamic operations and by fur-
nishing work, the task is to simulate an ideal process E , up to
an approximation error measured in diamond norm, meaning
that the implementation outputs a state close to E(σ) for any
possible input σ (even relative to a reference system). In this
letter, we consider the regime of many independent copies of
the channel, the i.i.d. regime, and we consider two common
frameworks of thermodynamic operations. If we allow any
Gibbs-preserving map for free, along with the possibility to
lift or to lower a weight, then we show that many copies of any
given process E can be implemented at a work cost that con-
verges asymptotically over many copies to the thermodynamic
capacity of the process. The same holds for time-covariant
processes in the physical framework of thermal operations, i.e.,
energy-conserving interactions with a heat bath.
input state is fixed, the work cost is given by the coherent
relative entropy [6]. The coherent relative entropy is a
one-shot information measure that generalizes the quan-
tum conditional entropy as well as the quantum relative
entropy. We note that thermodynamic tasks are often
closely related to one-shot information measures [2, 3, 7–9],
and using known tools from one-shot information theory
it follows that the work cost rate of implementing an
i.i.d. channel E⊗n for a fixed i.i.d. input state σ⊗n be-
comes asymptotically equal to F (E(σ))−F (σ). Our main
technical contribution is to construct an optimal ther-
modynamic implementation of an i.i.d. quantum process,
that is universal, i.e., that implements the process accu-
rately for any input state. Crucially, the implementation
does not depend on the input state, and when considered
as a channel, is close in diamond norm to the ideal channel
E⊗n. As we will see the rate at which work has to be
supplied is characterized by the thermodynamic capacity
of the channel, given as
T (E) = max
σ
{
F (E(σ))− F (σ)
}
. (2)
That is, the work cost of such an implementation coincides
with the worst-case cost of implementing the process
for the possible i.i.d. input states. The thermodynamic
capacity generalizes the notion of capacity for quantum
channels to the context of thermodynamics, by measuring
“how much free energy” can be conveyed through the use of
the channel. Combining our main result with the fact that
it is possible to extract an amount of work equal to T (E)
from a black-box implementation of E [10], we find that
the thermodynamic capacity is the unique measure of the
“thermodynamic value” of the quantum channel. Hence,
the corresponding resource theory is reversible. We note
that the thermodynamic capacity in (2) is expressed as a
single-letter formula and is additive [10].
We prove our main result for two different thermody-
namic frameworks. First, for any i.i.d. process we con-
struct a universal implementation using the framework of
Refs. [6, 11]. Here, one allows for free any map that pre-
serves the Gibbs state, and counts work using an explicit
work storage system. Second, we consider the framework
of thermal operations, in which energy-conserving interac-
tions are allowed with a heat bath [1–3], and work is again
counted using an explicit storage system. For this case
we construct a universal protocol that optimally imple-
ments any i.i.d. channel that is time-covariant, i.e., that
commutes with the time evolution. Thermal operations
are a more physical set of operations to consider when
developing thermodynamic protocols compared to Gibbs-
preserving maps, as it is not clear under which conditions
one can implement the latter.
We also provide a collection of secondary, related results.
This includes a conceptually direct proof of the asymptotic
equipartition property of the coherent relative entropy
as well as a novel procedure for Landauer erasure with
quantum side information for a non-interacting system
and memory with non-trivial Hamiltonians, using thermal
operations and a battery. Finally, we extend the previous
work [6] on Gibbs preserving maps by showing how to
implement a general i.i.d. process for a fixed i.i.d. input
state using only thermal operations and a battery.
Our proofs rely on tools from Schur-Weyl duality [12–
14] as well as the related post-selection technique [15].
A main component is a new fully quantum universal
smoothing operator for bipartite states that counts en-
tropy relative to another operator, and which is a natural
generalization of universal and relative typical subspace
projectors [13, 16–24]. For the protocol based on thermal
operations, we also adapt information-theoretic techniques
based on the convex-split lemma and position-based de-
coding [25–29].
Thermodynamic simulation of quantum processes.—We
first consider the thermodynamic framework of so-called
Gibbs-preserving maps, or more generally, Gibbs-sub-
preserving maps [6]. In this setting, for a fixed inverse
temperature β, one can perform any trace non-increasing,
completely positive map ΦS on a system S with Hamil-
tonian HS for free, if it satisfies Φ(ΓS) 6 ΓS , where
ΓS = e
−βHS . Such mappings can always be dilated to
fully trace preserving maps on a larger system that have
the thermal state as a fixed point [6]. Work is accounted
for by using an explicit system W , often called battery,
with a given set of energy levels {|E〉}. For instance, if
we can find an allowed thermodynamic operation that
transforms ρ ⊗ |0〉〈0|W → σ ⊗ |E〉〈E|W , then we have
extracted work E while carrying out the transformation
3ρ → σ, since our battery is charged by an amount E
after the application of a free operation [2, 30, 31]. This
work storage model is equivalent to several other common
models, such as the information battery [3, 6].
We now study the problem of universally implementing
a process using only Gibbs-sub-preserving maps and a
battery. More precisely, we require the implementation
to be accurate in the diamond norm distance, which is
defined for two channels E ,F acting on the same system
as
‖E − F‖ = maxσ
∥∥(E ⊗ id)(σ)− (F ⊗ id)(σ)∥∥
1
,
where ‖X‖1 := tr
(√
X†X
)
denotes the trace norm. In the
one-shot regime, we know that any trace non-increasing,
completely positive map T can be implemented exactly
with Gibbs-sub-preserving maps, while consuming an
amount of work W , if and only if T (ΓS) 6 eβW ΓS [6].
Hence, the work required to universally implement E up
to a precision  is given by the quantity
W (E ‖ΓS) = min
T (ΓS)6eβw ΓS
1
2‖T −E‖6
w , (3)
where the optimization ranges over all completely positive,
trace non-increasing maps TX→X′ . Our first main theo-
rem is the following asymptotic equipartition property,
which states that there exists a universal thermodynamic
implementation of many copies of E in the framework of
Gibbs-sub-preserving maps, using an amount of work per
copy that is asymptotically equal to the thermodynamic
capacity.
Theorem I. Let S be a system with Hamiltonian HS
and let β > 0. Let E be any completely positive, trace-
preserving map. Then, for any  ∈ (0, 1],
lim
n→∞
1
n
W (E⊗n ‖Γ⊗nS ) = T (E) . (4)
The full proof is presented in Appendix E. Since the
diamond norm distance guarantees an accurate implemen-
tation of the channel E⊗n for all possible inputs including
non-i.i.d. inputs, the proof of Theorem I does not at
all follow from standard i.i.d. considerations. We prove
Theorem I in two steps, which establish both inequality
directions. The easy direction straightforwardly follows
from the fact that a universal implementation must in
particular be a good implementation for any fixed input
state, relating the quantity (3) to the coherent relative
entropy whose asymptotics are known. For the hard di-
rection, we first use the post-selection technique to reduce
the diamond norm accuracy requirement to a constraint
on the trace norm evaluated on a fixed input state known
as the de Finetti state [15]. Then, we show that a near-
optimal process in the optimization (3) is to first carry
out explicitly the purified form of the mappings E⊗n us-
ing ancillas, and then acting with a smoothing operator
similar to a typicality projector. The relevant smoothing
operator generalizes the notion of joint typicality projec-
tors [13, 16–24] to fully quantum bipartite states relative
to any Γ operators. As such we believe it may be of
independent interest.
Proposition II. Let ΓAB ,Γ′B > 0 and x ∈ R. Then,
for any δ > 0, there exists η > 0 and for any n ∈ N
there exists an operator MAnBn satisfying the following
properties:
(i) M†AnBnMAnBn 6 1AnBn ;
(ii) trAn(M Γ⊗nABM
†) 6 poly(n) e−n(x−4δ) Γ′⊗nB ;
(iii) We have for any pure state |ρ〉ABR satisfying
D(ρAB ‖ΓAB)−D(ρB ‖Γ′B) > x that
Re
{〈ρ|⊗nABRMAnBn |ρ〉⊗nABR} > 1− poly(n) e−nη ,
where R denotes a reference system.
As an immediate consequence of Theorem I we show
that the thermodynamic resource theory of quantum chan-
nels is asymptotically reversible in the i.i.d. regime. We
have seen that the thermodynamic capacity quantifies the
value of a channel in terms of how much work is needed
per copy to universally implement it using thermodynamic
operations and a battery. That is, we can “form channels”
at that rate. One can also consider the reverse task: In
Ref. [10], it is shown that the amount of work that can be
extracted per copy from a black-box implementation of
the channel is asymptotically also precisely given by the
thermodynamic capacity. That is, we can “distill work”
at a rate which matches the reverse operation. Hence,
any i.i.d. channel transformation E⊗n → F⊗n can be
carried out by first extracting an amount of work T (E)
from each copy of E , and then preparing F⊗n at a work
cost of T (F) per copy. Clearly, any work invested in the
transformation in one direction can be recovered with the
reverse transformation.1 As a result the thermodynamic
capacity is the unique monotone that fully characterizes
the possible thermodynamic channel conversions, much
like the channel’s mutual information characterizes the
communication value rate of a quantum channel in the
presence of entanglement [13, 32].
Corollary III. Let X be a quantum system with Hamil-
tonian HX . Let EX , FX be two completely positive, trace-
preserving maps. Then, given a black-box implementation
of E⊗nX , it is possible to simulate F⊗nX with asymptotically
vanishing error using Gibbs-sub-preserving maps and in-
vesting an amount of work per copy equal to T (F)−T (E).
This work cost (gain) is optimal.
1 Equivalently, we may consider the asymptotic conversion rates
E⊗n → F⊗rn without investing or extracting work, as is more
usually done in the literature of resource theories, and see that
the optimal rate is r = T (E)/T (F).
4Thermal Operations.—The framework of Gibbs-sub-
preserving maps is particularly generous, and it is a priori
not clear that all such maps are implementable at no work
cost. In the alternative framework of thermal operations,
each system S of interest has an associated Hamiltonian
HS and is not interacting with the other systems. For a
given fixed inverse temperature β, we allow the following
operations to be carried out for free: (i) to apply any uni-
tary operation that commutes with the total Hamiltonian,
(ii) to bring in any ancillary system in its Gibbs state at
inverse temperature β, and (iii) to discard any system.
The most general transformation a system S can undergo
under this set of rules is a thermal operation defined using
an additional system B with a Hamiltonian HB and a
unitary USB with [USB , HS +HB ] = 0, as
ΦS(·) = trB
[
USB
(
(·)⊗ γB
)
U†SB
]
, (5)
where γB = e−βHB/ tr(e−βHB ) is the Gibbs state of the
bath system B. Our second main theorem echoes Theo-
rem I using the framework of thermal operations, yet our
proof is restricted to processes that are time-covariant, i.e.,
that commute with the time evolution. (The assumption
of time covariance allows us to sidestep issues of coherence
between energy levels [33–37].) Specifically, we construct
a universal protocol for implementing any time-covariant
i.i.d. channel using thermal operations and a battery, at
a work cost per copy that is asymptotically equal to the
thermodynamic capacity.
Theorem IV. Let X be a system with Hamiltonian HX ,
and let β > 0. Let EX be any completely positive, trace-
preserving map that satisfies, for all t,
EX(e−iHXt (·) eiHXt) = e−iHXt EX(·) eiHXt . (6)
Then, for  ∈ (0, 1] there exists a thermal operation act-
ing on X⊗n and a work storage system, whose induced
mapping ΦXn on X⊗n is as 12‖ΦXn − E⊗nX ‖ 6 , with
the amount of work W th(E⊗n) invested satisfying
lim
n→∞
1
n
W th(E⊗n) = T (E) . (7)
This work cost is optimal.
This directly implies that Corollary III also holds in the
context of thermal operations for time-covariant processes:
such processes may be reversibly inter-converted in the
i.i.d. regime using thermal operations and a battery. The
proof of Theorem IV, presented in Appendix G, proceeds
by exhibiting an explicit energy-conserving unitary acting
on the system, work storage system and a large bath, that
achieves the desired transformation. A main step is to
adapt recently developed ideas from quantum information
theory, including the convex-split lemma and position-
based decoding [25–29, 38].
Extensions.—We show that these ideas also provide a
one-shot conditional erasure protocol that is valid for sys-
tems described by a non-trivial Hamiltonian and states
that are time-covariant (Appendix G.2), thus general-
izing the protocol of Ref. [9]. The work cost is given
in terms of the hypothesis testing entropy DH defined
in (Appendix A). This information measure extends
the standard quantum relative entropy to the one-shot
regime [39–44], and is closely-related to other one-shot
information measures [45–47]. Our result implies that it
is possible to implement any time-covariant process for a
fixed time-covariant input state in the single-shot regime,
using thermal operations and a battery, at a cost given
by the coherent relative entropy.
Proposition V. Let S,M be quantum systems with
Hamiltonians HS , HM , and let R be a reference system.
For any |ρ〉SMR such that [ρSM , HS + HM ] = 0 and
 ∈ (0, 1], there exists a thermal operation acting on S,M
and a battery system, that maps
ρSMR 7→ γS ⊗ ρMR , (8)
where γS = e−βHS/ tr(e−βHS ), and that consumes an
amount of work that is approximately D1−H (ρSM ‖ γS ⊗
ρM ).
Finally, we show if the input is a fixed i.i.d. state, it
is possible to implement any arbitrary, not necessarily
time-covariant i.i.d. channel using thermal operations, a
battery, and a sub-linear amount of coherence, at the
same asymptotic work cost per copy as it would take to
implement it with Gibbs-preserving maps (Appendix H).
We thus conclude that although Gibbs-preserving maps
are more powerful in general than thermal operations [48],
they become asymptotically equivalent in the macroscopic
limit in terms of implementing i.i.d. processes on given
i.i.d. input states.
Discussion.—Whereas the interconversion of quantum
states in the various resource theories of quantum thermo-
dynamics is relatively well understood, the interconversion
of channels has received less attention. We show that in
the i.i.d. regime, the situation for channels is similar to
that of quantum states. Asymptotically, there exists a
unique monotone, the thermodynamic capacity, which
characterizes the “value” of a channel. In this sense our
result is the thermodynamic analogue of the reverse Shan-
non theorem for quantum channels. Note, however, that
in the information-theoretic setting the strong assumption
of free entanglement is needed [13, 32]. In contrast, we
consider our thermodynamic setting to be very natural.
Importantly, the thermodynamic reversibility described
here refers to conversion between the channels themselves,
and not between the input and the output of a specific
channel. In general, it is not possible to recover the in-
put state of a channel from its output with a universal
protocol, since the thermodynamic capacity is computed
with a maximization over the inputs of the channel.
Our statements and proofs are also fully noncommu-
tative in the sense that they cannot be simplified to a
problem about classical probability distributions in a fixed
5basis—a feature that is still rather uncommon in quantum
thermodynamics. Moreover, standard proof techniques
developed for quantum channel simulations do not readily
apply to our problems at hand. For example, a natu-
ral attempt at proving Theorem I would be to mimic
the logic of Refs. [32, 49], and to exploit properties of
the relevant entropy measures. In fact, this proof strat-
egy works for systems described by a trivial Hamiltonian
H = 0. There, the expression (3) for i.i.d. channels can
be reduced to a single conditional max-entropy quantity
using the post-selection technique [15]. Then, exploiting
a quasi-convexity-like property of the conditional max-
entropy allows to prove our result for the special case of
trivial Hamiltonians (Appendix D). Attempting to gen-
eralize this proof approach to non-trivial Hamiltonians
fails because the coherent relative entropy does not dis-
play the required quasi-convexity property for non-trivial
Hamiltonians.
The thermodynamic capacity exhibits some interesting
elementary properties (Appendix B). It can be computed
explicitly, and analytically for some simple examples, as it
can be formulated as a convex optimization problem [50].
The thermodynamic capacity is also additive [10], and
does not need to be regularized as for other channel
capacity measures.
Outlook.—Whether or not it is possible to implement
any i.i.d. channel that is not time-covariant using thermal
operations is still an open question. We expect that such
a protocol might in general need a very large amount of
coherence, much like the requirement of large embezzling
states for the reverse Shannon theorem [13, 32]. Indeed,
if the input is a superposition of two different i.i.d. states
of different energy, the environment must be able to co-
herently compensate for any energy difference caused by
the process without disturbing the process. However, as
we have seen for fixed i.i.d. input states any i.i.d. channel
can be implemented optimally using thermal operations.
In that sense, studying how to implement any i.i.d. chan-
nel using thermal operations will shine further light on
the differences and similarities of Gibbs-preserving and
thermal maps [48].
Given the relevance of one-shot entropy measures for
a wide range of physical and information-theoretic situa-
tions, we expect our results to find applications beyond
thermodynamic interconversion of processes. For instance,
we note that a quantity closely related to the coherent
relative entropy has found applications in studying dis-
sipative dynamics of many-body systems [51]. Also, in
contrast to standard smooth entropy measures for quan-
tum states [47], our channel smoothing in terms of the
diamond norm leaves one of the marginals invariant when
applied to quantum states (cf. the very recent related
works [52, 53]). This might offer some insights on the
quantum joint typicality conjecture in quantum commu-
nication theory [21, 54, 55], on which recent process has
been made [24].
Finally, that there exists optimal universal thermody-
namic implementations of channels indicates that low-
dissipation components for future quantum devices can
in principle be developed, that function accurately for all
inputs, and still dissipate no more than required by the
worst case input.
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APPENDICES
The appendices are structured as follows. Appendix A introduces the necessary preliminaries
and fixes some notation. In Appendix B we introduce the thermodynamic capacity and
calculate the thermodynamic capacity of some simple example channels. Appendix C then
reviews some additional tools that we need based on Schur-Weyl duality, such as universal
entropy and energy expectation value estimation, as well as the postselection technique. In
Appendix D, we consider the case of systems described by a trivial Hamiltonian, and we prove
our main result in this situation by using a reasoning similar to refs. [32, 49]. We also show
that this reasoning fails in the general case, because the coherent relative entropy does not
6display even approximately the required quasi-convexity property. Appendix E is devoted to
the proof of our main result in the context of Gibbs-sub-preserving maps, specifically proving
Proposition II and Theorem I of the main text. As an interlude, Appendix F provides a
related result, namely a new proof of the asymptotic equipartition property of the coherent
relative entropy that is significantly simpler and provides better insight than the proof in
Ref. [6]. Appendix G concerns our second main result. There, we construct a collection of
protocols for conditional Landauer erasure using side information (see Fig. 3), which we then
use to prove Theorem IV as well as the related result Proposition V of the main text. In
Appendix H we provide an implementation of any i.i.d. process for a fixed i.i.d. input state,
using thermal operations, a battery and a small amount of coherence. Finally, some technical
lemmas are collected in Appendix I.
Appendix A: Preliminaries and notation
Preliminaries. Each quantum system considered lives in a finite-dimensional Hilbert space.
A quantum state is positive semidefinite operator ρ satisfying tr(ρ) = 1. A subnormalized
quantum state is a positive semidefinite operator ρ satisfying tr(ρ) 6 1. To each system S is
associated a standard basis, usually denoted by {|k〉S}. For any two systems A,A′, we denote
by A ' A′ the fact that they are isometric; in that case we consider a representation in which
the isometry maps the standard basis onto the standard basis, i.e., idA→A′(|k〉〈k|A) = |k〉〈k|A′
for all k, where idA→A′ denotes the identity process. For any two systems A ' A′, we define
the nonnormalized maximally entangled reference ket |Φ〉A:A′ =
∑
k |k〉A ⊗ |k〉A′ . Matrix
inequalities are with respect to the positive semidefinite cone: A 6 B signifies that B − A
is positive semidefinite. A completely positive map EX→X′ is a linear mapping that maps
Hermitian operators on X to Hermitian operators on X ′ and that satisfies EX→X′(ΦX:RX ) > 0.
The adjoint E†X←X′ of a completely positive map EX→X′ is the unique completely positive map
X ′ → X that satisfies tr(E(Y )Z) = tr(Y E†(Z)) for all operators Y,Z. A completely positive
map EX→X′ is trace-preserving if E†(1X′) = 1X and trace-nonincreasing if E†(1X′) 6 1X .
Proximity of quantum states can be measured by the fidelity F (ρ, σ) = ‖√ρ√σ‖1, where
the one-norm of an operator is defined as ‖A‖1 = tr
√
A†A. An associated metric can be
defined as P (ρ, σ) =
√
1− F¯ 2(ρ, σ), called the purified distance [47, 56, 57], or root infidelity,
and is closely related to the Bures distance and the quantum angle [58]. (Our definition of
the purified distance differs slightly from that of refs. [47, 56, 57], in that we base it on the
fidelity function and not on a generalization of the fidelity to subnormalized states. The two
definitions of the purified distance yet coincide as long as at least one of the two states is
normalized. Still, the properties presented here hold in full generality for subnormalized states
as well, and the present measure proves slightly more convenient to deal with in our work.)
The proximity of two subnormalized quantum states ρ, σ may also be measured in the trace
distance D(ρ, σ) := 12‖ρ− σ‖1. We note that the one-norm of a Hermitian operator A can be
7expressed as
‖A‖1 = max‖Z‖∞61
tr(ZA) = min
∆±>0
A=∆+−∆−
tr(∆+) + tr(∆−) , (A.1)
where the first optimization ranges over Hermitian Z operators and where the second over
positive semidefinite operators ∆±. For any two subnormalized quantum states ρ, σ, the
purified distance and the trace distance are related via
D(ρ, σ) 6 P (ρ, σ) 6
√
2D(ρ, σ) . (A.2)
Similarly, we may define a distance measure for channels: For two completely positive,
trace-nonincreasing maps TX→X′ and T ′X→X′ , the diamond norm distance is defined as
1
2
‖TX→X′ − T ′X→X′‖ = maxσXR D
(TX→X′(σXR), T ′X→X′(σXR)) , (A.3)
where the optimization ranges over all bipartite quantum states over X and a reference system
R ' X. The optimization may be restricted to pure states without loss of generality.
Entropy measures. The von Neumann entropy of a quantum state ρ is
S(ρ) = − tr(ρ ln ρ) . (A.4)
In this work, all entropies are defined in units of nats, using the natural logarithm ln(·),
instead of units of (qu)bits. A number of nats is equal to ln(2) times the corresponding
number of qubits. The conditional von Neumann entropy of a bipartite state ρAB is given by
S(A |B)ρ = S(AB)ρ − S(B)ρ = S(ρAB) − S(ρB) . (A.5)
The quantum relative entropy is defined as
D(ρ ‖ τ) = tr[ρ(ln ρ− ln τ)] , (A.6)
where ρ is a quantum state and where τ is any positive semidefinite operator whose support
contains the support of ρ. Finally, one of our proofs rely on the hypothesis testing entropy [39–
43] in its form as presented in [44]. It given by the following equivalent optimizations, which
are semidefinite programs [59], in terms of the primal variable Q > 0 and the dual variables
µ,X > 0:
exp{−DηH(ρ ‖Γ)} = minimize : η−1 tr(QΓ) (A.7)
subject to : Q 6 1
tr(Qρ) > η ;
= maximize : µ− η−1 tr(X) (A.8)
subject to : µρ 6 Γ +X .
Thermodynamic framework. We consider the framework of Ref. [6]. To each system S
considered is associated a positive semidefinite operator ΓS > 0. A trace-nonincreasing,
completely positive map ΦA→B is allowed for free if it satisfies ΦA→B(ΓA) 6 ΓB .
8The resources required to enable forbidden operations are counted using an explicit system
that provides these resources, such as an information battery. An information battery is a
large register that is in a state of the special form τm = Pm/ tr(Pm) where Pm is a projector
of rank em. I.e., τm has uniform eigenvalues over a given rank em. The basic resource here is
purity: We choose measure it in pure nats, equal to ln(2) times a number of pure qubits. Here,
the purity of τm is simply ln(d)−m, where d is the dimension of the information battery. A
useful characterization of which processes can be implemented using an information battery
is given by the following proposition.
Proposition 1 ([6, Proposition II]). Let ΓX ,ΓX′ > 0. Let TX→X′ be a completely positive,
trace-nonincreasing map. Then TX→X′ may be implemented using free operations and an
information battery while expending a work cost equivalent to λ pure nats if, and only if,
TX→X′(ΓX) 6 eλ ΓX′ . (A.9)
The resources can be counted in terms of thermodynamic work in units of energy if we
are given a heat bath at inverse temperature T . Recall that a pure qubit can be converted
to kT ln(2) work using a Szilárd engine, where k is Boltzmann’s constant [60]. By counting
purity in nats instead of qubits, we get rid of the ln(2) factor: A number λ of pure nats can
be converted into λ kT thermodynamic work using a Szilárd-type engine.
In these appendices we count work exclusively in equivalent of pure nats, for simplicity,
as opposed to units of energy as in the main text. The two are directly related by a factor
β−1 = kT . Furthermore, this eliminates the factor β from otherwise essentially information-
theoretic expressions, and our theorems thus directly apply to cases where ΓX ,ΓX′ are any
abstract positive semidefinite operators which are not necessarily defined via a Hamiltonian.
In Ref. [6], the resource cost λ of implementing a process EX→X′ (any completely positive,
trace-preserving map) up to an accuracy  > 0 in terms of proximity of the process matrix
given a fixed input state σX , counted in pure nats, was shown to be given by the coherent
relative entropy
λ = −DˆX→X′(EX→X′(σXRX ) ‖ΓX ,ΓX′) = ln minT (ΓX)6αΓX′
P (T (σXRX ),E(σXRX ))6
α , (A.10)
where σXRX is the purification of σX on a system RX ' X given by |σ〉XR = σ1/2X |Φ〉X:RX ,
and where the optimization ranges over completely positive, trace-nonincreasing maps TX→X′ .
The coherent relative entropy enjoys a collection of properties in relation to the conditional
min- and max-entropy, and to the min- and max-relative entropy. It satisfies the following
asymptotic equipartition property, for any completely positive, trace-preserving EX→X′ , for
any quantum state σX and for any 0 <  < 1:
lim
n→∞
1
n
DˆXn→X′n
(E⊗nX→X′(σ⊗nXR)∥∥Γ⊗nX ,Γ⊗nX′ ) = D(σX ‖ΓX)−D(E(σX) ‖ΓX′) . (A.11)
A further interesting property is that for any EX→X′ , for any σX and for  = 0, we have [6,
Proposition 31]
DˆX→X′(EX→X′(σXRX ) ‖ΓX ,ΓX′) 6 D(σX ‖ΓX)−D(E(σX) ‖ΓX′) . (A.12)
9(A corresponding inequality for  > 0 can be derived using the continuity of the quantum
relative entropy in its first argument.) Here, we are interested in the corresponding quantity
that is independent of the input state. Namely, as we can see from Proposition 1, the resource
cost of universally implementing a process EX→X′ for any input state, and measured in pure
nats, is given by the quantity
W X→X′(EX→X′ ‖ΓX ,ΓX′) = ln minT (ΓX)6αΓX′
1
2‖T −E‖6
α , (A.13)
where again TX→X′ ranges over all trace-nonincreasing, completely positive maps. The
condition on the diamond norm ensures that T is indeed a universal implementation of the
process, i.e., that T accurately reproduces the output of the ideal process for any possible
input including inputs that are correlated with a reference system.
Appendix B: The thermodynamic capacity
The thermodynamic capacity of a completely positive, trace-preserving map EX→X′ relative
to operators ΓX ,ΓX′ > 0 is defined by
T (E) = sup
σX
{
D(EX→X′(σX) ‖ΓX′)−D(σX ‖ΓX)
}
, (B.1)
which we express here in number of pure nats instead of usual units of energy, as discussed
above, effectively setting β = 1. We may rewrite the argument in the optimization (B.1) as
D(EX→X′(σX) ‖ΓX′)−D(σX ‖ΓX)
= −S(EX→X′(σX)) + S(σX) − tr(EX→X′(σX) ln ΓX′) + tr(σX ln ΓX)
= S(E |X ′)ρ − tr(EX→X′(σX) ln ΓX′) + tr(σX ln ΓX) , (B.2)
where we have defined the state ρEX′ = VX→X′σXV † using a Stinespring dilation isometry
VX→X′E of EX→X′ into an environment system E, satisfying EX→X′(·) = trE
(
V (·)V †). Note
that the conditional entropy is concave in the quantum state. This is because S(E |X ′)ρ =
−D(ρEX′ ‖1E ⊗ ρX′), and the quantum relative entropy is jointly convex. Hence, the
optimization (B.1) is a convex optimization that can be carried out efficiently for small
system sizes [50]. Indeed, we have successfully computed the thermodynamic capacity of
simple example quantum channels acting on few qubits with Python code, using the QuTip
framework [61, 62] and the CVXOPT optimization software [63].
The thermodynamic capacity is also additive [10]. Intuitively, an implementation of many
copies of E is also an implementation of half as many copies of E⊗2, so we expect the
thermodynamic capacity to display this property.
Proposition 2 (Additivity of the thermodynamic capacity [10]). For any ΓX ,ΓX′ ,ΓZ ,ΓZ′ >
0, and for any quantum channels EX→X′ , FZ→Z′ , we have T (E ⊗ F) = T (E) + T (F).
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Proof of Proposition 2. Let σX , τZ be states achieving the thermodynamic capacity of T (E)
and T (F), respectively. Then σX ⊗ τZ is a candidate for T (E ⊗ F), yielding
T (E ⊗ F) > D(E(σ)⊗F(τ) ‖ΓX′ ⊗ ΓZ′)−D(σ ⊗ τ ‖ΓX ⊗ ΓZ)
= D(E(σ) ‖ΓX′)−D(σ ‖ΓX) +D(F(τ) ‖ΓZ′)−D(τ ‖ΓZ)
= T (E) + T (F) . (B.3)
Now let ζXZ achieve the optimum for T (E ⊗ F). Let VX→E1X′ , WZ→E2Z′ be Stinespring
isometries of E and F respectively, such that E(·) = trE1
(
V (·)V †) and F(·) = trE2(W (·)W †).
Let ρE1E2X′Z′ = (V ⊗W ) ζ (V ⊗W )†. Then
T (E ⊗ F) = D((E ⊗ F)(ζ) ‖ΓX′ ⊗ ΓZ′)−D(ζXZ ‖ΓX ⊗ ΓZ)
= S(E1E2 |X ′Z ′)ρ − tr[ρX′Z′ ln(ΓX′ ⊗ ΓZ′)] + tr[ζXZ ln(ΓX ⊗ ΓZ)] ,
= S(E1E2 |X ′Z ′)ρ − tr[ρX′ ln(ΓX′)]− tr[ρZ′ ln(ΓZ′)]
+ tr[ζX ln(ΓX)] + tr[ζZ ln(ΓZ)] , (B.4)
since ln(A⊗B) = ln(A)⊗1+1⊗ ln(B). Invoking the chain rule of the von Neumann entropy,
and then strong subadditivity of the entropy, we see that S(E1E2 |X ′Z ′)ρ = S(E1 |X ′Z ′)ρ +
S(E2 |E1X ′Z ′)ρ 6 S(E1 |X ′)ρ + S(E2 |Z ′)ρ. Hence
(B.4) 6 S(E1 |X ′)ρ − tr[ρX′ ln(ΓX′)] + tr[ζX ln(ΓX)]
+ S(E2 |Z ′)ρ − tr[ρZ′ ln(ΓZ′)] + tr[ζZ ln(ΓZ)]
6 T (E) + T (F) , (B.5)
where the last inequality holds because the reduced states ζX , ζZ are optimization candidates
for T (E) and T (F), respectively. 
We now calculate the thermodynamic capacity explicitly for some simple examples.
Example: The identity channel. Let X ′ ' X. Let ΓX ,ΓX′ > 0, where ΓX′ might differ
from ΓX . The thermodynamic capacity of the identity channel idX→X′ becomes
T (idX→X′) = max
σ
{tr(σ ln ΓX)− tr(σ ln ΓX′)} = max
σ
tr[σ(ln ΓX − ln ΓX′)] . (B.6)
Hence, the thermodynamic capacity picks out the maximal eigenvalue of ln ΓX − ln ΓX′ . If we
think of − ln Γ as a Hamiltonian, the thermodynamic capacity picks out the worst possible
change in energy between input and output. (The same holds for any unitary channel, as
long as we ensure that the input and output Γ operators are suitably rotated with respect to
each other.)
Example: The constant channel. A constant channel has the form EX→X′(·) = tr(·) ρX′ ,
destroying the input and creating a fixed output ρX′ regardless of the input. Given ΓX ,ΓX′ >
0, for any σX we have
D(E(σX) ‖ΓX′)−D(σX ‖ΓX) = D(ρX′ ‖ΓX′)−D(σX ‖ΓX) . (B.7)
The maximum of this expression is attained when D(σX ‖ΓX) is minimal, which occurs when
σX = ΓX/ tr(ΓX). Intuitively, this is because the state that minimizes the free energy is the
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thermal state; alternatively, write D(σX ‖ΓX) = D(σX ‖ΓX/ tr(ΓX)) − ln tr(ΓX), and we
know that the quantum relative entropy, for two normalized states, is always positive and is
equal to zero if and only if the two arguments are equal. Hence,
T (E) = D(ρX′ ‖ΓX′)− ln tr(ΓX)
= −S(ρX′) − tr(ρX′ ln ΓX′)− ln tr(ΓX) . (B.8)
Special case: Trivial Hamiltonians. Another special case that is worth mentioning is the
case where ΓX = 1X , ΓX′ = 1X′ , which corresponds to the situation where the Hamiltonians
of X and X ′ are trivial. For any quantum channel EX→X′ , let VX→X′E be a Stinespring
dilation isometry satisfying EX→X′(·) = trE
(
V (·)V †). Then we have
T (E) = sup
σ
{S(σX) − S(E(σX))} = sup
σ
S(E |X ′)V σV † . (B.9)
That is, the thermodynamic capacity characterizes by how much the channel is capable of
reducing the entropy of its input, or equivalently, how much entropy the channel is capable of
dumping into the environment when conditioned on the output.
Appendix C: Prelude on Schur-Weyl duality and the postselection
technique
In order to prove Lemma 13, we need some additional tools from quantum information
theory which are based on Schur-Weyl duality, and heavily inspired by the techniques of
refs. [12–14, 21, 24]. First, we note that the measurement of the isotypic component of
n-tensor powers is a good estimate of the entropy of a n-tensor state. Then, we note that
a similar measurement is a good estimate for the total energy of the n-tensor state. These
two observations combined together will allow us to construct our universal relative and
conditional typical selection operator. Finally, we need the postselection technique to bound
the diamond norm of channels over n systems [15, 32].
C.1. Schur-Weyl duality, definitions and notation
Consider a Hilbert space HA and let n ∈ N. The group GL(dA) × Sn acts naturally on
H ⊗nA , where X ∈ GL(dA) acts as X⊗n and where the permutation group permutes the tensor
factors. We mostly follow the notation of refs. [12, 14]. Schur-Weyl tells us that the full
Hilbert space decomposes as
HA '
⊕
λ
Vλ =
⊕
λ
Qλ ⊗ Pλ , (C.1)
where λ ∈ Young(n, d) are Young diagrams with n boxes and (at most) d rows, and where
Qλ, Pλ are irreducible representations of GL(dA) and Sn, respectively. The number of Young
diagrams in the decomposition above is at most poly(n), if dA is kept constant. We denote by
ΠλAn the projector inH
⊗n
A onto the term labeled by λ in the decomposition above. We denote
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by qλ(X) a representing matrix of X ∈ GL(dA) in the irreducible representation labeled by λ;
the operator qλ(X) lives in Qλ. We furthermore introduce the notation, for any Y ∈ Qλ⊗Pλ,
[ Y ]λ = 1(Qλ⊗Pλ)→An Y 1
†
(Qλ⊗Pλ)←An (C.2)
the canonical embedding of an operator Y on Qλ ⊗ Pλ into the space H ⊗nA , i.e., mapping Y
onto the corresponding block in (C.1). In particular,
ΠλAn [ Y ]λ Π
λ
An = [ Y ]λ . (C.3)
An important result is the following: Any operator XAn acting on the n copies which
commutes with all the permutations admits a decomposition of the form
XAn =
∑
[ Xλ ⊗ 1Pλ ]λ , (C.4)
for some set of operators Xλ ∈ Qλ. In particular, [XAn ,ΠλAn ] = 0. We can make this more
precise for i.i.d. states. For any X ∈ GL(dA), we have that
[ΠλAn , X
⊗n] = 0 , (C.5)
X⊗n =
∑
λ
[ qλ(X)⊗ 1Pλ ]λ . (C.6)
For a given λ ∈ Young(n, d), it is often useful to consider the corresponding normalized
probability distribution λ/n = (λi/n)i. The entropy of this distribution is given by
S¯(λ) := S(λ/n) = −
∑
i
λi
n
ln
λi
n
, (C.7)
where λi is the number of boxes in the i-th row of the diagram.
A useful expression for ΠλAn may be obtained following [14, Section V]. We have
ΠλAn =
dim(Qλ)
sλ(diag(λ/n))
∫
dUA Π
λ
An
(
UA diag(λ/n)A U
†
A
)⊗n
ΠλAn
6 poly(n) enS¯(λ)
∫
dUA
(
UA diag(λ/n)A U
†
A
)⊗n
, (C.8)
recalling that ΠλAn commutes with any i.i.d. state, with sλ(X) = tr(qλ(X)) and using bounds
on dim(Qλ) and sλ(diag(λ/n)) derived in Ref. [14]. Here dUA denotes the Haar measure over
all unitaries acting on HA, normalized such that
∫
dUA = 1.
If we have n copies of a bipartite system HA ⊗HB , then we may Schur-Weyl decompose
H ⊗nA , H
⊗n
B and (HA ⊗HB)⊗n under the respective actions of GL(dA)× Sn, GL(dB)× Sn
and GL(dAdB) × Sn. A useful property we will need here is that the projectors onto the
respective Schur-Weyl blocks commute between these decompositions.
Lemma 3. Consider two spaces HA,HB. Let Πλ(AB)n and Π
λ′
An be the projectors onto Schur-
Weyl blocks of H ⊗nAB and H
⊗n
A , respectively, with λ ∈ Young(dAdB , n) and λ′ ∈ Young(dA, n).
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Then
[Πλ(AB)n ,Π
λ′
An ⊗ 1Bn ] = 0 . (C.9)
Proof of Lemma 3. Πλ
′
An ⊗ 1Bn is invariant under the action of Sn permuting the copies of
A⊗B, and so it admits a decomposition of the form (C.4) and commutes with Πλ(AB)n . 
Here is also another lemma about “how much overlap” Schur-Weyl blocks have on a bipartite
system versus on one of the two systems. This lemma forms the basis of our universal typical
subspace, inspired by earlier approaches [12–14, 21, 24].
Lemma 4. Consider n copies of a bipartite system HA ⊗ HB. Then for any λ ∈
Young(dAdB , n) and λ′ ∈ Young(dB , n), we have
Πλ
′
Bn trAn
(
Πλ(AB)n
)
Πλ
′
Bn 6 poly(n) en(S¯(λ)−S¯(λ
′)) Πλ
′
Bn , (C.10)
noting that [1An ⊗Πλ′Bn ,Πλ(AB)n ] = 0.
Proof of Lemma 4. Using the expression (C.8) for Πλ(AB)n , we have
trAn
(
Πλ(AB)n
)
6 poly(n) enS¯(λ)
∫
dUAB trAn
[(
UAB diag(λ/n)AB U
†
AB
)⊗n]
. (C.11)
Observe that for any state τB , we have∥∥Πλ′Bn τ⊗nB Πλ′Bn∥∥∞ = ∥∥ [ qλ′(τB)⊗ 1Pλ′ ]λ′ ∥∥∞ = ‖qλ′(τB)‖∞ 6 tr(qλ′(τB))
6 poly(n) e−nS¯(λ′) , (C.12)
as derived e.g. in Ref. [14], and thus for any state τB ,
Πλ
′
Bn τ
⊗n
B Π
λ′
Bn 6 poly(n) e−nS¯(λ
′) Πλ
′
Bn . (C.13)
Hence,
Πλ
′
Bn trAn
(
Πλ(AB)n
)
Πλ
′
Bn
6 poly(n) enS¯(λ)
∫
dUAB Π
λ′
Bn
(
trA
(
UAB diag(λ/n)AB U
†
AB
))⊗n
Πλ
′
Bn
6 poly(n) enS¯(λ)
∫
dUAB poly(n) e
−nS¯(λ′) Πλ
′
Bn
= poly(n) en(S¯(λ)−S¯(λ
′)) Πλ
′
Bn , (C.14)
as required. 
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C.2. Estimating the entropy with a universal observable
Interestingly, measuring the Young diagram λ (i.e., performing the projective measurement
with operators {ΠλAn}λ) yields a pretty good estimation of the spectrum of a state ρA when
given ρ⊗nA [14]. An estimate for the entropy of ρ is thus obtained by calculating the entropy
S(λ/n) corresponding to probability distribution λ/n. More precisely, for any state ρA and
for any δ > 0, we have that (see, e.g., [12, Eq. (6.23)]):
tr

 ∑
λ: S¯(λ)∈[S(ρ)±δ]
ΠλAn
ρ⊗nA
 > 1− poly(n) exp{−nη} , (C.15)
where η > 0 is given as a function of δ and dA but is independent of n, λ, ρA. (More precisely,
we need to invert the Fannes-Audenaert continuity bound to deduce from |S(λ/n)− S(ρ)| > δ
that ‖λ/n− eig(ρ)‖1 > δ′ for some δ′ > 0, then let η := δ′2/2 > 0.)
C.3. Estimating the energy expectation value
Proposition 5. Consider any observable HA on HA. We write ΓA = e−HA . Then the set
of projectors
{
RkAn
}
onto the eigenspaces of Γ⊗nA forms a POVM satisfying the following
properties:
(i) There are at most poly(n) POVM elements, with the label k running over a set k ∈
Kn(HA) ⊂ R;
(ii) We have [RkAn ,Γ
⊗n
A ] = 0 and e
−nk RkAn = R
k
An Γ
⊗n
A ;
(iii) For any δ > 0 and for any state ρA,
tr
{
R
≈δtr(ρH)
An ρ
⊗n
A
}
> 1− 2 e−nη , (C.16)
where we have defined for any h ∈ R
R≈δhAn =
∑
k∈Kn(HA) : |k−h|6δ
RkAn , (C.17)
and where η = δ2/(2‖HA‖2∞);
(iv) For any h ∈ R, we have e−n(k+δ)R≈δhAn 6 R≈δhAn Γ⊗nA 6 e−n(k−δ)R≈δhAn .
Proof of Proposition 5. The fact that there are only poly(n) elements follows because there
are only so many types. Property (ii) holds by definition. Property (iv) holds because e−n(k±δ)
is the minimum/maximum eigenvalue of Γ⊗nA in the subspace spanned by R
≈δh
An . Finally, we
need to show Property (iii): This follows from a large deviation analysis. More precisely, let
Zj for j = 1, . . . , n be random variables where Zj represents the measurement outcome of
HA on the j-th system of the i.i.d. state ρ⊗nA . By Hoeffding’s inequality, we have that
Pr
[∣∣∣(1/n)∑Zj − tr(ρAHA)∣∣∣ > δ] 6 2 exp(− 2nδ2
∆H2A
)
6 2 exp
(
− nδ
2
2 ‖HA‖2∞
)
, (C.18)
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where ∆HA is the difference between the maximum and minimum eigenvalue of HA, and
∆HA 6 2‖HA‖∞. Thus the event consisting of the outcomes k satisfying |k − tr(ρAHA)| 6 δ
happens with probability at least 1− 2e−nη, proving (C.16). 
C.4. Postselection technique for quantum channels
The postselection technique is useful for bounding the diamond norm of a candidate
smoothed channel to a target ideal i.i.d. channel.
Theorem 6 (Postselection technique [15, 32]). Let X,X ′ be quantum systems, and let
EX→X′ be a completely positive, trace-preserving map. Let TXn→X′n be a completely positive,
trace-nonincreasing map. Let R¯ ' X and let
τXn := trR¯n
{∫
dφXR¯ |φ〉〈φ|⊗nXR¯
}
=
∫
dσX σ
⊗n
X , (C.19)
where dφXR¯ denotes the Haar-induced measure on the pure states on X ⊗ R¯, and dσX its
induced measure on X after partial trace. Let |τ〉XnR be a purification of τXn . Then
1
2
‖T − E⊗n‖ 6 poly(n)D
(T (τXnR), E⊗n(τXnR)) . (C.20)
Furthermore, for all n there exists a set {|φi〉XR¯} of at most poly(n) states, and a probability
distribution {pi}, providing a purification of τXn as
|τ〉XnR¯nR′ =
∑
i
√
pi |φi〉⊗nXR¯ ⊗ |i〉R′ , (C.21)
with a register R′ of size poly(n).
Now we present a convenient proposition which allows to prove that a given channel is
close to an i.i.d. channel, if it behaves as expected (including with the correct global phase)
on all i.i.d. states with exponentially good accuracy.
Proposition 7. For three systems X,X ′, E, let VX→X′E be an isometry, and let WXn→X′nEn
be an isometry which commutes with the permutations of the n systems. Assume that there
exists η > 0 independent of n such that for all states |σ〉XRX with a reference system RX ' X,
we have
Re
{
〈σ|⊗nXRX (V
†
X←X′E)
⊗nWXn→X′nEn |σ〉⊗nXRX
}
> 1− poly(n) exp(−nη) . (C.22)
Let EX→X′(·) = trE
(
VX→X′E (·)V †
)
and TXn→X′n(·) = trEn
(
WXn→X′nEn (·)W †
)
. Then
1
2
∥∥TXn→X′n − E⊗nX→X′∥∥ 6 poly(n) exp(−nη/2) . (C.23)
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Proof of Proposition 7. We use the postselection technique above to bound the diamond
norm distance between TXn→X′n and E⊗nX→X′ . Let |τ〉XnR¯nR′ be the purification of the de
Finetti state given by (C.21). Calculate
Re
{〈τ |XnR¯nR′(V ⊗nX→EX′)†WXn→EnX′n |τ〉XnR¯nR′}
=
∑
pi Re
{
〈φi|⊗nXR¯ (V ⊗nX→EX′)†WXn→EnX′n |φi〉⊗nXR¯
}
> 1− poly(n) exp(−nη) , (C.24)
which implies, recalling that F (|ψ〉, |φ〉) = |〈ψ |φ〉| > Re{〈ψ |φ〉} and that (1− x)2 > 1− 2x,
F 2
(
V ⊗nX→EX′ |τ〉XnR¯nR′ , WXn→EnX′n |τ〉XnR¯nR′
)
> 1− poly(n) exp(−nη) , (C.25)
and hence
P
(
V ⊗nX→EX′ |τ〉XnR¯nR′ , WXn→EnX′n |τ〉XnR¯nR′
)
6 poly(n) exp(−nη/2) . (C.26)
Recalling the relations between the trace distance and the purified distance, and noting that
these distance measures cannot increase under the partial trace, we obtain
D
(T (τXnR¯nR′), E⊗n(τXnR¯nR′)) 6 P (T (τXnR¯nR′) , E⊗n(τXnR¯nR′))
6 P
(
WXn→EnX′n |τ〉XnR¯nR′ , V ⊗nX→EX′ |τ〉XnR¯nR′
)
6 poly(n) exp(−nη/2) . (C.27)
The post-selection technique then asserts that
1
2
‖T − E⊗n‖ 6 poly(n) exp(−nη/2) , (C.28)
as claimed. 
Interestingly, in the above proof it does not matter that the number of terms in the de
Finetti state decomposition (C.21) is at most poly(n).
Appendix D: Approach using properties of the relevant one-shot
entropy measures
The difficult direction of our main theorem in the special case where ΓX = 1X , ΓX′ = 1X′
can be shown using an argument similar to that of refs. [32, 49], by exploiting a quasi-convexity
property of the max-entropy. By using the post-selection technique, and recalling that the
fixed-input state case is given by the coherent relative entropy, we find
W Xn→X′n
(E⊗nX→X′ ∥∥1Xn ,1X′n) 6 −Dˆ/poly(n)Xn→X′n(E⊗nX→X′(τXnRnX )∥∥1Xn ,1X′n) . (D.1)
(Indeed, the optimal implementation given by the coherent relative entropy is a valid imple-
mentation for the problem defining the left hand side.) In the case of trivial Hamiltonians,
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the coherent relative entropy reduces to the smooth max-entropy [6]; more precisely
DˆX→X′
(
ρX′RX
∥∥1X ,1X′) > −Hcαmax(E |X ′)ρ + g() , (D.2)
where |ρ〉X′RXE is a pure state, where c > 0, 0 < α < 1, g() are universal and do not depend
on the state or the dimensions of the systems, and where the smooth max-entropy is defined
as
Hmax(E |X ′)ρ = min
P (ρˆ,ρ)6
Hmax(E |X ′)ρˆ ; (D.3)
Hmax(E |X ′)ρˆ = maxωX′ ln
∥∥ρˆ1/2EX′ω1/2X′ ∥∥21 , (D.4)
and thus
(D.1) 6 Hα/poly(n)max (En |X ′n)ρ + g() , (D.5)
where ρX′nEn = V ⊗nX→X′EτXn(V
†)⊗n =
∫
dσ (V σV †)⊗n, where VX→X′E is a Stinespring
dilation isometry of EX→X′ as EX→X′(·) = trE
(
VX→X′E (·)V †
)
. At this point we invoke two
facts. First, note that the de Finetti state can be written as a mixture of only poly(n) i.i.d.
states, instead of a continuous average (Theorem 6): There exists a set {σi} of at most poly(n)
states and a distribution {pi} such that τXn =
∑
i piσ
⊗n
i . Second, we invoke the fact the
conditional max-entropy is quasi-convex up to a penalty term, namely, that the conditional
max-entropy of
∑
i piρi is less than or equal to the maximum over the set of max-entropies
corresponding to each ρi, plus a term proportional to the logarithm of the number of terms
in the sum. We prove this as Proposition 8 below. Hence, with ρi = V σi V †, we have
(D.5) 6 max
i
Hˆ
α/poly(n)
max (E
n |X ′n)ρ⊗ni + ln(poly(n)) + g() . (D.6)
Now we are in business because the max-entropy is evaluated on an i.i.d. state, and
we know it asymptotically goes to the von Neumann entropy in this regime. Also,
limn→∞(1/n)[ln(poly(n)) + g()] = 0 and hence
lim
n→∞
1
n
W Xn→X′n
(E⊗nX→X′ ∥∥1Xn ,1X′n) 6 maxi S(E |X ′)ρi
= max
i
{S(σi) − S(E(σi))}
6 max
σ
{S(σ) − S(E(σ))}
= T (E) , (D.7)
noting that S(E |X ′) = S(EX ′) − S(X ′) = S(X) − S(X ′) and recalling that we are
considering the special case where ΓX = 1X ,ΓX′ = 1X′ . This completes the proof of the
difficult direction of our main theorem in the special case of a trivial system Hamiltonian.
Above, we used the fact that the max-entropy is quasi-convex up to a penalty term, which
we prove here:
Proposition 8. Let {ρiAB} be a set of M quantum states, and let {pi} be a probability
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distribution. Let ρAB =
∑M
i=1 piρ
i
AB. Then
Hmax(A |B)ρ 6 maxi H

max(A |B)ρi + ln(M2) . (D.8)
Proof of Proposition 8. Let {ρˆiAB} be states that achieve the smooth max-entropy for each i,
that is, Hmax(A |B)ρi = Hmax(A |B)ρˆi . Let ρˆAB =
∑
piρˆ
i
AB . Observe that P (ρˆAB , ρAB) 6 ,
which follows from e.g. [32, Lemma A.3]. Now let ωˆB achieve the maximum for the candidate
smoothed max-entropy Hmax(A |B)ρˆ = 2 lnF (ρˆAB ,1A ⊗ ωˆB). By invoking [64, Lemma 4.9],
which states that F (
∑
Ai, B) 6
∑
F (Ai, B), we may assert that
F (ρˆAB ,1A ⊗ ωˆB) 6
∑√
pi F (ρˆ
i
AB ,1A ⊗ ωˆB) 6M max
i
F (ρˆiAB ,1A ⊗ ωˆB) . (D.9)
Then,
Hmax(A |B)ρ 6 Hmax(A |B)ρˆ = 2 lnF (ρˆAB ,1A ⊗ ωˆB)
6 2 ln(M) + max
i
2 lnF (ρˆiAB ,1A ⊗ ωˆB)
6 2 ln(M) + max
i
Hmax(A |B)ρˆi
= 2 ln(M) + max
i
Hmax(A |B)ρi , (D.10)
which completes the proof. 
Naturally, one might ask whether it is possible to extend this proof to the case of nontrivial
Γ operators. Interestingly, this is not possible, at least not in a naive way. The problem is
that we need a quasi-convexity property of the form
− DˆX→X′
(EX→X′(σXRX )∥∥ΓX ,ΓX′)
?
6 max
i
(
−DˆX→X′
(EX→X′(σiXRX )∥∥ΓX ,ΓX′))+ (penalty) , (?) (D.11)
where σX =
∑
piσ
i
X and |σ〉XR = σ1/2X |Φ〉X:RX , |σi〉XR = (σiX)1/2 |Φ〉X:RX , and where the
(penalty) term scales in a favorable way in n, say of order ln(poly(M)) whereM is the number
of terms in the convex decomposition as for the max-entropy. In fact, Eq. (D.11) is false,
as can be shown using an explicit counter-example on a two-level system. As the counter-
example is based on physical reasons, the coherent relative entropy is not even approximately
quasi-convex. We note that this counter-example doesn’t exclude a quasi-convexity property
that might have a penalty term that depends on properties of the Γ operators, yet such a
term would likely scale unfavorably with n.
Consider a two-level system with a Hamiltonian H with two energy levels |0〉, |1〉 at
corresponding energies E0 = 0 and E1 > 0. The corresponding Γ operator is Γ = g0|0〉〈0|+
g1|1〉〈1| with g0 = 1, g1 = e−βE1 . Consider the process consisting in erasing the input and
creating the output state |+〉, where we define |±〉 = [|0〉 ± |1〉]/√2. That is, we consider the
process E(·) = tr(·) |+〉〈+|. Suppose the input state is maximally mixed, σ = 1/2, such that
ρX′RX = |+〉〈+|X′ ⊗ 1RX/2. If E0 = 0 and E1 →∞, then this process requires a lot of work;
intuitively, with probability 1/2 we start in the ground state |0〉 and need to prepare the output
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state |+〉 which has high energy. For  = 0, we can see this because the input state is full rank,
hence T = E ; then E(Γ) = tr(Γ)|+〉〈+| and the smallest α such that E(Γ) 6 αΓ is given by
α/ tr(Γ) = ‖Γ−1/2|+〉〈+|Γ−1/2‖∞ = 〈+ |Γ−1 |+〉 = (g−10 + g−11 )/2 = (1 + eβE1)/2 > eβE1/2.
Noting that tr(Γ) > 1, we have α > eβE1/2, and hence the energy cost of the transformation
1/2→ |+〉 is
energy cost = −β−1DˆX→X′(ρX′RX ‖Γ,Γ) = β−1 lnα > E1 − β−1 ln(2) . (D.12)
Clearly, this work cost can become arbitrarily large if E1 →∞. On the other hand, we can
perform the transformation |+〉 → |+〉 obviously at no work cost; similarly, |−〉 → |+〉 can be
carried out by letting the system time-evolve under its own Hamiltonian for exactly the time
interval required to pick up a relative phase (−1) between the |0〉 and |1〉 states. This also
costs no work because it is a unitary operation that commutes with the Hamiltonian. We
thus have our counter-example to the quasi-convexity of the coherent relative entropy. The
transformation 1/2 → |+〉 is very hard, but the individual transformations |±〉 → |+〉 are
trivial, noting that 1/2 = (1/2)|+〉〈+|+ (1/2)|−〉〈−|.
We can also make the above claim robust against an accuracy tolerance  > 0. First, notice
that the condition P (TX→X′(σXRX ), ρX′RX ) 6  implies that 12‖TX→X′(σXRX )− ρX′RX‖1 6
, which in turn implies that (1/4)
∥∥TX→X′(ΦX:RX ) − |+〉〈+|X′ ⊗ 1RX∥∥1 6 , and hence
that TX→X′(·) = tr(·) |+〉〈+|X′ + ∆(·) for some Hermiticity-preserving map ∆(·) satisfying
1
2‖∆(ΦXRX )‖1 6 2. Then TX→X′(Γ) 6 αΓ implies that αΓ > tr(Γ)|+〉〈+| + ∆(Γ) >
|+〉〈+| − ∆− for ∆− > 0 defined as the negative part of ∆(Γ), satisfying tr(∆−) 6 4,
and since tr(Γ) > 1. Hence, α−1 |+〉〈+| 6 Γ + ∆−/α. Hence for any 0 < η 6 1 to
be fixed later, µ = α−1 is feasible for the dual problem defining the hypothesis testing
entropy DηH(|+〉〈+| ‖Γ), and e−D
η
H(|+〉〈+| ‖Γ) > α−1 − tr(∆−/α)/η > α−1 − α−1(4/η). Thus
ln(α) > DηH(|+〉〈+| ‖Γ) + ln(1 − 4/η). Choosing η = 8 yields ln(1 − 4/η) = − ln(2). On
the other hand, by definition of the hypothesis testing entropy we have that e−D
η
H(|+〉〈+| ‖Γ) 6
tr(QΓ)/η for any 0 6 Q 6 1 satisfying tr(Q|+〉〈+|) > η; with Q = 2η|1〉〈1| we obtain
e−D
η
H(|+〉〈+| ‖Γ) 6 2g1 = 2e−βE1 . Then, ln(α) > − ln(2) + βE1 − ln(2) = −2 ln(2) + βE1.
For the optimal α of the coherent relative entropy, we finally see that the transformation
1/2→ |+〉 may require arbitrarily much energy if E1 →∞, even for a small  > 0:
energy cost = −β−1DˆX→X′(ρX′RX ‖Γ,Γ) = β−1 ln(α) > E1 − 2β−1 ln(2) . (D.13)
Appendix E: Proof of our main result
This appendix is dedicated to the proof of Theorem I and Proposition II in the main text.
The proof of Theorem I is split in two parts, corresponding to each inequality direction.
The first direction is straightforward (Appendix E.1), while the other direction is less so
(Appendix E.2 and Appendix E.3).
E.1. Easy direction
The easy direction of our main theorem essentially states that a universal implementation
must be itself a valid candidate special-purpose implementation for any input state, and
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must thus require at least that much work. We provide a brief formal proof of this relatively
obvious statement.
Lemma 9. Let ΓX ,ΓX′ > 0, and let EX→X′ be any completely positive, trace-preserving map.
Then, for any quantum state σX , and any  > 0, we have
W X→X′(EX→X′ ‖ΓX ,ΓX′) > −Dˆ
√
2
X→X′(EX→X′(σXRX ) ‖ΓX ,ΓX′) , (E.1)
where σXRX is a standard purification of σX . Moreover,
lim
n→∞
1
n
W Xn→X′n(E⊗nXn→X′n ‖Γ⊗nX ,Γ⊗nX′ ) > maxσX [D(E(σX) ‖ΓX′)−D(σX ‖ΓX)] . (E.2)
Proof of Lemma 9. Let T satisfy 12‖E − T ‖ 6 . Let σX be any quantum state, and
let |σ〉XRX = σ
1/2
X |Φ〉X:RX . Then by definition of the diamond norm it must hold that
D
(E(σXRX ), T (σXRX )) 6 , which implies that P (E(σXRX ), T (σXRX )) 6 √2. Then T is
a valid optimization candidate for the definition of the coherent relative entropy, and (E.1)
follows. Furthermore, for any σX , we have
lim
n→∞
1
n
W Xn→X′n(E⊗nXn→X′n ‖Γ⊗nX ,Γ⊗nX′ )
> − lim
n→∞
1
n
Dˆ
√
2
Xn→X′n(E⊗nX→X′(σ⊗nXRX ) ‖Γ⊗nX ,Γ⊗nX′ )
= D(E(σX) ‖ΓX′)−D(σX ‖ΓX) , (E.3)
where the last inequality follows from the asymptotic equipartition property (A.11) of the
coherent relative entropy. The relation above holds for all σX , thus establishing (E.2). 
E.2. Difficult direction: Trivial Hamiltonians first
As a warm-up, we first consider the case of a trivial input and output Hamiltonian, i.e.,
ΓX = 1X and ΓX′ = 1X′ . The present simpler situation illustrates the use of a universal
conditional typical projector to smooth a n-tensor process, allowing to establish the i.i.d.
behavior of W X→X′(EX→X′ ‖1X ,1X′). The proof presented in this section is redundant, in
that a different proof applying to the same situation was already given in Appendix D. We
provide the present alternative proof in order to get some additional intuition about a possible
form of a (near) optimal process, and because it forms the basis for our generalization to the
case Γ 6= 1.
Here we show explicitly that there is a universal implementation TXn→X′n of E⊗nX→X′
such that, for any input state σX , we have TXn→X′n(σ⊗nXRX ) ≈ E⊗n(σ⊗nXRX ) with exponen-
tially small error in n; furthermore the work cost rate of TXn→X′n is arbitrarily close to
maxσ[S(σX)− S(E(σX))].
First we construct a universal typical subspace for the quantum conditional entropy, based
on ideas from Schur-Weyl duality. This will be useful for our main proof. The construction
presented here is similar to, and heavily inspired by, techniques put forward in earlier
work [12–14, 21, 24].
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Proposition 10. Consider HA,HB and let S ∈ R. For any δ > 0, there exists a projector
PS,δAnBn acting on (HA ⊗HB)⊗n, and there exists η > 0, such that:
(i) PS,δAnBn is permutation-invariant;
(ii) For any quantum state ρAB with S(A|B)ρ 6 S,
tr
(
PS,δAnBn ρ
⊗n
AB
)
> 1− poly(n) exp(−nη) ; (E.4)
(iii) trAn
(
PS,δAnBn
)
6 poly(n) en(S+2δ) 1Bn .
To understand why this projector is “conditional,” and for a simple illustration of its use,
consider the smooth Rényi-zero conditional max-entropy, also known as the smooth alternative
max-entropy. It is defined for a bipartite state ρAB as
Hˆmax(A |B)ρ = min
ρˆ≈ρ
ln
∥∥trA(ΠρˆABAB )∥∥∞ , (E.5)
where ΠρˆABAB is the projector onto the support of ρˆAB, and where the optimization ranges
over subnormalized states ρˆAB which are -close to ρAB in purified distance. We may
understand the i.i.d. behavior of this quantity as follows. Let δ > 0, and for any n let
PS,δ(AB)n be the projector constructed by Proposition 10 for the value S = S(A |B)ρ. Define
ρˆAnBn = P
S,δ ρ⊗nAB P
S,δ. Then ρˆAnBn ≈ ρ⊗nAB for n large enough, thanks to Property (ii) and
the gentle measurement lemma (e.g., Lemma 27). On the other hand, using Property (iii),
1
n
Hˆmax(A
n |Bn)ρ⊗n 6
1
n
ln
∥∥trA(PS,δ)∥∥∞ = S(A |B)ρ + 2δ + 1n ln(poly(n)) , (E.6)
such that, taking the limits n → ∞ and then δ → 0, we see that the smooth Rényi-zero
conditional entropy asymptotically converges to the von Neumann conditional entropy in the
i.i.d. regime.
We now provide a construction of the universal conditional typical subspace.
Proof of Proposition 10. Let
PS,δAnBn =
∑
λ,λ′ :
S¯(λ)−S¯(λ′)6S+2δ
(1An ⊗Πλ′Bn) Πλ(AB)n , (E.7)
where the respective projectors Πλ
′
Bn , Π
λ
(AB)n refer to Schur-Weyl decompositions ofH
⊗n
B and
of (HA ⊗HB)⊗n, respectively, with λ ∈ Young(dAdB , n) and λ′ ∈ Young(dB , n). Observe
that PS,δAnBn is a projector: Each term in the sum is a projector as a product of two commuting
projectors (Lemma 3), and each term of the sum acts on a different subspace of (HA ⊗
HB)⊗n. The projector P
S,δ
AnBn corresponds to the measurement of the two commuting POVMs{
Πλ(AB)n
}
and
{
Πλ
′
Bn
}
, and testing whether or not the event S¯(λ)− S¯(λ′) 6 S+ 2δ is satisfied.
Also by construction PS,δAnBn is permutation-invariant.
For any ρAB with S(A|B)ρ 6 S, the probability that the measurement of PS,δAnBn fails on ρ⊗nAB
can be upper bounded as follows. The passing event S¯(λ) − S¯(λ′) 6 S + 2δ is implied in
particular by the two events (a) S¯(λ) 6 S(AB)ρ + δ and (b) S¯(λ′) > S(B)ρ − δ happening
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simultaneously, recalling that S(AB)ρ + S(B)ρ = S(A|B)ρ 6 S. The probability of event (a)
failing is
Pr
[
S¯(λ) > S(AB)ρ + δ
]
6 poly(n) exp(−nη) , (E.8)
as given by (C.15), and similarly for event (b)
Pr
[
S¯(λ′) < S(B)ρ − δ
]
6 poly(n) exp(−nη) . (E.9)
We can use the same η in both cases by picking the lesser of the two values given by (C.15),
if necessary. Note furthermore that η > 0 does not depend on ρ. Hence with this η, for any
ρAB we have
tr
(
PS,δAnBn ρ
⊗n
AB
)
> 1− poly(n) exp(−nη) , (E.10)
as required.
For the second property, we use Lemma 4 to write
trAn
(
PS,δAnBn
)
=
∑
λ,λ′ :
S¯(λ)−S¯(λ′)6S+2δ
Πλ
′
Bn trAn
(
Πλ(AB)n
)
Πλ
′
Bn
6
∑
λ,λ′ :
S¯(λ)−S¯(λ′)6S+2δ
poly(n) en(S¯(λ)−S¯(λ
′))1Bn
6 poly(n) en(S+2δ) 1Bn , (E.11)
recalling that there are only poly(n) many possible Young diagrams and hence at most so
many terms in the sum. 
We may now state our universality result for trivial Hamiltonians.
Proposition 11 (Difficult direction of our main theorem, for trivial Hamiltonians). Let
EX→X′ be any completely positive, trace-preserving map, and let  > 0. Then,
lim
1
n
W Xn→X′n(E⊗nX→X′ ‖1Xn ,1X′n) 6 maxσX [S(σX) − S(E(σX))] . (E.12)
Proof of Proposition 11. Let VX→X′E be a Stinespring dilation of EX→X′ into an environment
system E ' X⊗X ′. For any n, we need to find a suitable candidate implementation TXn→X′n .
Let
S = max
σX
[S(σX) − S(E(σX))] , (E.13)
and for any δ > 0 let PS,δEnX′n be given by Proposition 10. Now define
TXn→X′n(·) = trEn
(
PS,δEnX′nV
⊗n
X→X′E (·) (V †X←X′E)⊗nPS,δEnX′n
)
, (E.14)
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noting that TXn→X′n is trace-nonincreasing by construction. Our implementation simply
applies the isometry corresponding to n copies of the Stinespring representation of EX→X′ ,
and then projects onto the universal conditional typical subspace of the corresponding state.
Let |σ〉XRX be any pure state, and define |ρ〉X′ERX = VX→X′E |σ〉XRX . Then
TXn→X′n(σ⊗nXRX ) = trEn
(
PS,δEnX′n ρ
⊗n
X′ERX P
S,δ
EnX′n
)
. (E.15)
Observe that S(E |X ′)ρ = S(EX ′)ρ − S(X ′)ρ = S(σX) − S(E(σX)) 6 S, by construction.
Then Proposition 10 tells us that there exists a η > 0 independent of both ρ and n such that
tr
(
PS,δEnX′n ρ
⊗n
X′E
)
> 1− poly(n) exp(−nη), and hence,
〈ρ|⊗nX′ERX P
S,δ
(X′E)n |ρ〉⊗nX′ERX > 1− poly(n) exp(−nη) . (E.16)
The conditions of Proposition 7 are fulfilled, with WXn→X′nEn = P
S,δ
(X′E)n V
⊗n
X→X′E . Hence
1
2
∥∥TXn→X′nEn − E⊗nX→X′∥∥ 6 poly(n) exp(−nη/2) . (E.17)
Furthermore, by Property (iii) of Proposition 10,
TXn→X′n(1Xn) = trEn
(
PS,δEnX′n
)
6 poly(n) en(S+2δ) 1X′n . (E.18)
So, for n large enough the mapping TXn→X′n is a valid optimization candidate in the definition
of W Xn→X′n(E⊗nX→X′ ‖1Xn ,1X′n). The value reached is then
W Xn→X′n(E⊗nX→X′ ‖1Xn ,1X′n) 6 n(S + 2δ) + ln(poly(n)) . (E.19)
Because (1/n) ln(poly(n))→ 0 as n→∞, we have
lim
n→∞
1
n
W Xn→X′n(E⊗nX→X′ ‖1Xn ,1X′n) 6 S + 2δ . (E.20)
Repeating the argument with δ → 0 proves the claim. 
E.3. Difficult direction, full version
Here we build upon the previous section to generalize to the case Γ 6= 1. First, we construct
a “relative” generalization of our universal conditional typical projector, which will allow to
smooth the process in the general case.
Proposition 12 (Proposition II of the main text). Let ΓAB ,Γ′B > 0. Let x ∈ R. Then, for
any δ > 0, there exists ξ > 0 and for any n ∈ N there exists an operator Mx,δAnBn such that
(i) Mx,δAnBn is permutation-invariant;
(ii)
(
Mx,δAnBn
)†
Mx,δAnBn 6 1 ;
(iii) For any pure state |ρ〉ABR satisfying D(ρAB ‖ΓAB)−D(ρB ‖Γ′B) > x, then
Re
{
〈ρ|⊗nABRMAnBn |ρ〉⊗nABR
}
> 1− poly(n) exp(−nξ) ; (E.21)
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(iv) trAn
(
Mx,δAnBn Γ
⊗n
AB
(
Mx,δAnBn
)†) 6 poly(n) exp(−n(x− 4δ)) Γ′⊗nB .
Furthermore, if [ΓAB ,1A ⊗ Γ′B ] = 0, then MAnBn can be chosen to be a projector.
Proof of Proposition 12. Let
{
RkAnBn
}
be the POVM constructed by Proposition 5 forHAB =
− ln(ΓAB). Similarly, let
{
S`Bn
}
be the corresponding POVM constructed in Proposition 5
for H ′B = − ln(Γ′B). Also, as before, we denote by ΠλAnBn and by ΠµBn the projectors onto the
Schur-Weyl blocks labeled by the Young diagrams λ ∈ Young(dAdB , n) and µ ∈ Young(dB , n).
Let
Mx,δAnBn =
∑
k,`,λ,µ :
k−S¯(λ)−`+S¯(µ)>x−4δ
S`Bn Π
µ
Bn Π
λ
AnBn R
k
AnBn . (E.22)
Note that [S`Bn ,Π
µ
Bn ] = 0 because S
`
Bn is permutation-invariant, and that [1An ⊗
S`Bn ,Π
λ
AnBn ] = 0 because 1An ⊗ S`Bn is permutation-invariant. Recall also that [1An ⊗
ΠµBn ,Π
λ
AnBn ] = 0 for the same reason. Property (i) is fulfilled by construction. Then, we have
Mx,δ †AnBnM
x,δ
AnBn =
∑
k,`,λ,µ,
k′,`′,λ′,µ′ :
k−S¯(λ)−`+S¯(µ)>x−4δ
k′−S¯(λ′)−`′+S¯(µ′)>x−4δ
RkAnBn Π
λ
AnBn Π
µ
Bn S
`
BnS
`′
Bn Π
µ′
Bn Π
λ′
AnBn R
k′
AnBn
=
∑
k,k′,`,λ,µ :
k−S¯(λ)−`+S¯(µ)>x−4δ
k′−S¯(λ)−`+S¯(µ)>x−4δ
RkAnBn
(
ΠλAnBn Π
µ
Bn S
`
Bn
)
Rk
′
AnBn
=
∑
k,k′
RkAnBn

∑
`,λ,µ
k−S¯(λ)−`+S¯(µ)>x−4δ
k′−S¯(λ)−`+S¯(µ)>x−4δ
ΠλAnBn Π
µ
Bn S
`
Bn
Rk
′
AnBn
6
∑
k,k′
RkAnBnR
k′
AnBn
=
∑
k
RkAnBn = 1AnBn , (E.23)
recalling that the operators (ΠλAnBn ,Π
µ
Bn , S
`
Bn) form a commuting set of projectors, and
where in the third line the inner sum is taken to be the zero operator if no triplet (`, λ, µ)
satisfies the given constraints. This shows Property (ii).
Now consider any state |ρ〉ABR, where R is any reference system, and assume that
D(ρAB ‖ΓAB)−D(ρB ‖Γ′B) > x. Observe that
x 6 −S(ρAB)− tr(ρAB ln ΓAB) + S(ρB) + tr(ρB ln Γ′B) . (E.24)
We write out
〈ρ|⊗nABRMx,δAnBn |ρ〉⊗nABR
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=
∑
k,`,λ,µ :
k−S¯(λ)−`+S¯(µ)>x−4δ
〈ρ|⊗nABR
(
S`BnΠ
µ
BnΠ
λ
AnBnR
k
AnBn
) |ρ〉⊗nABR
=
∑
k,`,λ,µ :
k>−tr(ρAB ln ΓAB)−δ
S¯(λ)6S(ρAB)+δ
`6−tr(ρB ln ΓB)+δ
S¯(µ)>S(ρB)−δ
〈ρ|⊗nABR
(
S`BnΠ
µ
BnΠ
λ
AnBnR
k
AnBn
) |ρ〉⊗nABR
+
∑
k,`,λ,µ :
k−S¯(λ)−`+S¯(µ)>x−4δ AND
[ k<−tr(ρAB ln ΓAB)−δ OR
S¯(λ)>S(ρAB)+δ OR
`>−tr(ρB ln Γ′B)+δ OR
S¯(µ)<S(ρB)−δ ]
〈ρ|⊗nABR
(
S`BnΠ
µ
BnΠ
λ
AnBnR
k
AnBn
) |ρ〉⊗nABR
=: 1 + 2 . (E.25)
The conditions in the first sum of the last expression indeed imply that k− S¯(λ)− `+ S¯(µ) >
− tr(ρAB ln ΓAB) − S(ρAB) + tr(ρB ln Γ′B) + S(ρB) − 4δ > x − 4δ. Consider the first term
in (E.25). Define the projectors
X1 =
∑
k>−tr(ρAB ln ΓAB)−δ
RkAnBn ; X
⊥
1 = 1−X1 ; (E.26a)
X2 =
∑
S¯(λ)6S(ρAB)+δ
ΠλAnBn ; X
⊥
2 = 1−X2 ; (E.26b)
X3 =
∑
S¯(µ)>S(ρB)−δ
ΠµBn ; X
⊥
3 = 1−X3 ; (E.26c)
X4 =
∑
`6−tr(ρB ln Γ′B)+δ
S`Bn ; X
⊥
4 = 1−X4 , (E.26d)
and observe that
Re{ 1 } = Re
{
〈ρ|⊗nABR
(
X4 X3 X2 X1
) |ρ〉⊗nABR} . (E.27)
Thanks to Proposition 5, we have ‖ X⊥1 |ρ〉⊗nABR‖ 6 2 exp(−nη/2), recalling that ‖P |ψ〉‖ =√
tr(Pψ), and hence
Re
{
〈ρ|⊗nABR X4 X3 X2 X1 |ρ〉⊗nABR
}
(E.28)
= Re
{
〈ρ|⊗nABR X4 X3 X2 |ρ〉⊗nABR
}
− Re
{
〈ρ|⊗nABR X4 X3 X2 X⊥1 |ρ〉⊗nABR
}
(E.29)
> Re
{
〈ρ|⊗nABR X4 X3 X2 |ρ〉⊗nABR
}
− 2 exp(−nη/2) , (E.30)
using Cauchy-Schwarz to assert that Re(〈χ |ψ〉) 6 |〈χ |ψ〉| 6 ‖|χ〉‖ ‖|ψ〉‖. Similarly,
using (C.15), we have ‖ X⊥2 |ρ〉⊗nABR‖ 6 poly(n) exp(−nη/2). Also, ‖ X⊥3 |ρ〉⊗nABR‖ 6
poly(n) exp(−nη/2), and ‖ X⊥4 |ρ〉⊗nABR‖ 6 2 exp(−nη/2), yielding
Re
{
〈ρ|⊗nABR X4 X3 X2 |ρ〉⊗nABR
}
> Re
{
〈ρ|⊗nABR X4 X3 |ρ〉⊗nABR
}
− poly(n) exp(−nη/2) ;
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Re
{
〈ρ|⊗nABR X4 X3 |ρ〉⊗nABR
}
> Re
{
〈ρ|⊗nABR X4 |ρ〉⊗nABR
}
− poly(n) exp(−nη/2) ;
Re
{
〈ρ|⊗nABR X4 |ρ〉⊗nABR
}
> 1− 2 exp(−nη/2) . (E.31)
(We take all these η’s to be the same, by choosing if necessary the minimum of the four
possibly different η’s.) Hence
Re{ 1 } > 1− poly(n) exp(−nη/2) . (E.32)
Now consider the second term 2 of (E.25). We know that∥∥∥RkAnBn |ρ〉⊗nABR∥∥∥ 6 exp(−nη/2) if k < − tr(ρAB ln ΓAB)− δ ; (E.33a)∥∥∥ΠλAnBn |ρ〉⊗nABR∥∥∥ 6 poly(n) exp(−nη/2) if S¯(λ) > S(ρAB) + δ ; (E.33b)∥∥∥S`Bn |ρ〉⊗nABR∥∥∥ 6 exp(−nη/2) if ` > − tr(ρB ln Γ′B) + δ ; (E.33c)∥∥∥ΠµBn |ρ〉⊗nABR∥∥∥ 6 poly(n) exp(−nη/2) if S¯(µ) < S(ρB)− δ , (E.33d)
recalling that ‖P |ψ〉‖ = √tr(Pψ). So, for each term in the second sum of (E.25), we have∣∣∣〈ρ|⊗nABR(S`BnΠµBnΠλAnBnRkAnBn) |ρ〉⊗nABR∣∣∣
=
∣∣∣(〈ρ|⊗nABRS`BnΠµBnΠλAnBn)(RkAnBn |ρ〉⊗nABR)∣∣∣
6
∥∥∥ RkAnBn |ρ〉⊗nABR ∥∥∥ · ∥∥∥ (S`BnΠµBnΠλAnBn) |ρ〉⊗nABR ∥∥∥
6 poly(n) exp(−nη/2) , (E.34)
using the Cauchy-Schwarz inequality and because at least one of the four conditions is
violated, causing at least one of the two the norms to decay exponentially (noting also that
S`Bn ,Π
µ
Bn ,Π
λ
AnBn all commute). Because there are only at most poly(n) terms, we have
| 2 | 6
∑
k,`,λ,µ :
k−S¯(λ)−`+S¯(µ)>x−4δ AND
[ k<−tr(σX ln ΓX)−δ OR
S¯(λ)>S(σX)+δ OR
`>−tr(ρX′ ln ΓX′ )+δ OR
S¯(µ)<S(E(σX))−δ ]
∣∣∣〈ρ|⊗nABR(S`BnΠµBnΠλAnBnRkAnBn) |ρ〉⊗nABR∣∣∣
6 poly(n) exp(−nη/2) . (E.35)
Hence,
Re
{
〈ρ|⊗nABRMx,δAnBn |ρ〉⊗nABR
}
= Re{ 1 } + Re{ 2 }
> Re{ 1 } − | 2 |
> 1− poly(n) exp(−nη/2) , (E.36)
proving Property (iii) for ξ = η/2. Note that ξ does not depend on the state |σ〉XR.
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Now we prove Property (iv). We have
trAn(M
x,δ
AnBnΓ
⊗n
AB(M
x,δ
AnBn)
†)
6 poly(n)
∑
k,`,λ,µ :
k−S¯(λ)−`+S¯(µ)>x−4δ
trAn
(
S`ΠµΠλRk Γ⊗nRkΠλΠµS`
)
, (E.37)
using Lemma 26 and dropping some subsystem indices for readability. Recall that, using
Proposition 5 and Lemma 4,
RkAnBn Γ
⊗n
AB 6 e−nk RkAnBn 6 e−nk 1AnBn ; (E.38)
ΠµBn trAn
(
ΠλAnBn
)
ΠµBn 6 poly(n) exp(n(S¯(λ)− S¯(µ)))1Bn ; (E.39)
S`Bn 6 en` S`Bn Γ′⊗nB 6 en` Γ′⊗nB , (E.40)
further recalling that [RkAnBn ,Γ
⊗n
AB] = 0 and [S
`
Bn ,Γ
′⊗n
B ] = 0. Combining these together
yields:
(E.37) 6 poly(n)
∑
k,`,λ,µ :
k−S¯(λ)−`+S¯(µ)>x−4δ
e−nk S` Πµ trAn
(
ΠλAnBn
)
Πµ S`
6
∑
k,`,λ,µ :
k−S¯(λ)−`+S¯(µ)>x−4δ
poly(n) e−nk+n(S¯(λ)−S¯(µ)) S`Bn
6
∑
k,`,λ,µ :
k−S¯(λ)−`+S¯(µ)>x−4δ
poly(n) e−n(k−S¯(λ)+S¯(µ)−`) Γ′⊗nB
6 poly(n) e−n(x−4δ) Γ′⊗nB , (E.41)
as required. 
We can now finally prove the difficult direction of our main theorem. This proof generalizes
the proof of Proposition 11 above, using now the more general universal quantum relative
conditional typical smoothing operator.
Lemma 13. Let ΓX ,ΓX′ > 0. Let EX→X′ be any completely positive, trace-preserving map,
and let  > 0. Then,
lim
1
n
W Xn→X′n(E⊗nX→X′ ‖Γ⊗nX ,Γ⊗nX′ ) 6 maxσX [D(E(σX) ‖ΓX′)−D(σX ‖ΓX)] . (E.42)
Proof of Lemma 13. Let VX→X′E be a Stinespring dilation of EX→X′ into an environment
system E ' X⊗X ′. For any n, we need to find a suitable candidate implementation TXn→X′n .
For any δ > 0, let
x = max
σX
[D(E(σX) ‖ΓX′)−D(σX ‖ΓX)] , (E.43)
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and let Mx,δEnX′n be the operator constructed by Proposition 12, with the system E playing
the role of the system A, with VX→X′E ΓX V
†
X←X′E as ΓAB and with ΓX′ as Γ
′
B . Now define
TXn→X′n(·) = trEn
(
Mx,δEnX′nV
⊗n
X→X′E (·) (V †X←X′E)⊗n(Mx,δEnX′n)†
)
, (E.44)
noting that TXn→X′n is trace-nonincreasing by construction thanks to Property (ii) of Propo-
sition 12.
Let |σ〉XRX be any pure state, and define |ρ〉X′ERX = VX→X′E |σ〉XRX . Note that by construc-
tion, D
(
ρEX′
∥∥ (VX→X′EΓXV †))−D(ρX′ ‖ΓX′) > x. Then Property (iii) of Proposition 12
tells us that there exists a ξ > 0 independent of both ρ and n such that
Re
{
〈ρ|⊗nX′ERX M
x,δ
EnX′n |ρ〉⊗nX′ERX
}
> 1− poly(n) exp(−nξ) . (E.45)
The conditions of Proposition 7 are fulfilled, with WXn→X′nEn = M
x,δ
AnBn V
⊗n
X→X′E , thanks
furthermore to Property (i) of Proposition 12. Hence
1
2
∥∥TXn→X′nEn − E⊗nX→X′∥∥ 6 poly(n) exp(−nξ/2) . (E.46)
Furthermore, by Property (iii) of Proposition 12, we have that
TXn→X′n(Γ⊗nX ) = trEn
(
Mx,δEnX′n
(
VX→X′E Γ⊗nX V
†
X←X′E
)⊗n
(Mx,δEnX′n)
†)
6 poly(n) e−n(x−4δ) Γ⊗nX′ . (E.47)
So, for n large enough the mapping TXn→X′n is a valid optimization candidate in the definition
of W Xn→X′n(E⊗nX→X′ ‖Γ⊗nX ,Γ⊗nX′ ). The attained value is then
W Xn→X′n(E⊗nX→X′ ‖Γ⊗nX ,Γ⊗nX′ ) 6 −n(x− 4δ) + ln(poly(n)) . (E.48)
Because (1/n) ln(poly(n))→ 0 as n→∞, we have
lim
n→∞
1
n
W Xn→X′n(E⊗nX→X′ ‖1Xn ,1X′n) 6 −x+ 4δ . (E.49)
Repeating the argument with δ → 0 proves the claim. 
Appendix F: New proof of the asymptotic equiparition property of
the coherent relative entropy
Here we have a new proof of the AEP for the coherent relative entropy, with an explicit
expression of a smoothing process which does the job. This isn’t directly useful for our
universality result, but it uses similar ideas and gives some intuition about the AEP of the
coherent relative entropy. Furthermore, we get an explicit process that is near-optimal in the
definition of the coherent relative entropy for an i.i.d. process matrix.
Recall the definition of the relative typical subspace [20, 23]:
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Proposition 14 (Relative typical projector [20, 23]). Let ρ, τ > 0 be operators on a finite
dimensional Hilbert space H with tr(ρ) = 1, and let δ > 0. There exists a constant η > 0,
and for all n there exists a projector Πn,δρ|τ such that the following conditions hold:[
Πn,δρ|τ , τ
⊗n] = 0 ; (F.1a)
e−n(M (ρ ‖ τ)+δ) Πn,δρ|τ 6 Π
n,δ
ρ|τ τ
⊗n Πn,δρ|τ 6 e
−n(M (ρ ‖ τ)−δ) Πn,δρ|τ ; (F.1b)
tr
(
Πn,δρ|τ ρ
⊗n) > 1− 2e−nη , (F.1c)
where we have defined
M (ρ ‖ τ) := − tr(ρ ln τ) . (F.2)
The usual (weakly) typical projector for a state ρ is obtained by choosing τ = ρ:
Πn,δρ = Π
n,δ
ρ|ρ . (F.3)
The construction of the relative typical projector, as well as the proof of properties (F.1a)
and (F.1b) are presented in refs. [20, 23]. Here we show property (F.1c).
Proof of Proposition 14. The construction of refs. [20, 23] satisfies properties (F.1a)
and (F.1b); it remains to prove (F.1c). Consider the quantity tr
(
(1−Πn,δρ|τ ) ρ⊗n
)
, and note
that it corresponds to the probability that a sequence of measurements of copies ρ of the
observable − ln(τ) ensemble averages to a quantity that is δ-far from M (ρ ‖ τ) = − tr(ρ ln τ).
Let Zj for j = 1, . . . , n be random variables where Zj is the outcome of the measurement of
− ln(τ) on the j-th system of ρ⊗n. Then using Hoeffding’s inequality we find
tr
(
(1−Πn,δρ|τ ) ρ⊗n
)
= Pr
[∣∣∣∣ 1n∑Zj − (− tr(ρ ln τ))
∣∣∣∣ > δ] 6 2 exp(−nη) , (F.4)
for some η > δ2/‖− ln τ‖∞, noting that the difference between the maximum and minimum
eigenvalues of − ln τ is upper bounded by 2‖− ln τ‖∞. 
Now we may present the new proof of the asymptotic equipartition property of the coherent
relative entropy.
Proposition 15. Let ΓX ,ΓX′ > 0, let RX ' X and let |σ〉X:RX be any state. Write
ρX′RX = E(σXRX ) = ρ1/2RX EX′RX ρ
1/2
RX
writing EX′RX = E(ΦX:RX ). Let ΓX ,ΓX′ > 0. For
any δ > 0, and for any n, let
SX′n = Π
n,δ
ρX′ |Γ−1X′
; QX′n = Π
n,δ
ρX′ ; PXn = Π
n,δ
σX |ΓRX
, RXn = Π
n,δ
σX . (F.5)
Then the completely positive map
TXn→X′n(·) = SX′n QX′n E⊗nX→X′
(
RXn PXn (·)PXn RXn
)
QX′n SX′n , (F.6)
is trace-nonincreasing and satisfies
TXn→X′n(Γ⊗nX ) 6 e−n[D(σX ‖ΓX)−D(ρX′ ‖ΓX′ )−4δ] Γ⊗nX′ ; (F.7a)
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(TXn→X′n(σ⊗nXRX ), ρ⊗nX′RX ) 6 4e−nη′ , (F.7b)
for some η′ > 0. This implies that for any  > 0,
lim
n→∞
1
n
DˆXn→X′n
(
ρ⊗nX′RX
∥∥Γ⊗nX ,Γ⊗nX′ ) > D(σX ‖ΓX)−D(ρX′ ‖ΓX′) . (F.8)
Proof of Proposition 15. It will prove convenient to work in the purified space, so let
E ' X ′⊗RX , and let |E〉X′RXE be a purification of EX′RX . Let VX→X′E be the corresponding
isometry which satisfies |E〉X′RXE = VX→X′E |Φ〉X:RX ; this isometry is just a Stinespring
dilation of E . Now define
|T 〉X′nRnXEn = SX′n QX′n PRnX RRnX |E〉
⊗n
X′RXE , (F.9)
where PRnX = tXn→RnX (PXn) and RRnX = tXn→RnX (RXn). We begin by showing (F.7a).
Writing ΓRX = tX→RX (ΓX), we have
(Γ
−1/2
X′ )
⊗n trRnX
[
TX′nRnX Γ
⊗n
RX
]
(Γ
−1/2
X′ )
⊗n
= (Γ
−1/2
X′ )
⊗n SX′nQX′n trRnX
[
RRnX E
⊗n
X′RX RRnX (PRnX Γ
⊗n
RX
PRnX )
]
QX′nSX′n (Γ
−1/2
X′ )
⊗n
6 e−n(M (σX ‖ΓX)−δ) (Γ−1/2X′ )⊗n SX′nQX′n trRnX
[
RRnX E
⊗n
X′RX RRnX
]
QX′nSX′n (Γ
−1/2
X′ )
⊗n ,
(F.10)
recalling that PRnX Γ
⊗n
RX
PRnX 6 e
−n(M (σX ‖ΓX)−δ) 1RnX . Now define RX′nEn as the dual pro-
jector of RRnX with respect to |E〉
⊗n
X′RXE : Indeed, we have |E〉X′RXE = VX→X′E |Φ〉X:RX ; we
may thus define RX′nEn = (VX→X′E)⊗nRXn (V †)⊗n in such a way that RX′nEn |E〉⊗nX′RXE =
V ⊗nX→X′E
(
RXn ⊗ 1RnX
) |Φ〉X:RX = RRnX |E〉⊗nX′RXE . Then compute
QX′n trRnX
[
RRnX E
⊗n
X′RX RRnX
]
QX′n
= QX′n trRnXEn
[
RX′nEn E
⊗n
X′RXE RX′nEn
]
QX′n
= QX′n trEn
[
RX′nEn E
⊗n
X′E RX′nEn
]
QX′n
6 QX′n trEn [RX′nEn ]QX′n
6 en(S(ρX′E)+δ)QX′n trEn
[
RX′nEnρ
⊗n
X′ERX′nEn
]
QX′n
6 en(S(ρX′E)+δ)QX′n trEn
[
ρ⊗nX′E
]
QX′n
= en(S(ρX′E)+δ)QX′n ρ
⊗n
X′ QX′n
6 en(S(ρX′E)−S(ρX′ )+2δ)QX′n
6 en(S(σX)−S(ρX′ )+2δ)1X′n . (F.11)
where we have used the fact that EX′E 6 1X′E (since ERX 6 1RX ), the usual properties of
the typical projectors, the fact that [RX′nEn , ρ⊗nX′E ] = 0, as well as the fact that S(ρX′E) =
S(ρRX ) = S(σX) because ρX′RXE is a pure state. We may then return to
(F.10) 6 e−n(M (σX ‖ΓX)−S(ρX′E)+S(ρX′ )−3δ) SX′n (Γ−1X′ )⊗n SX′n
6 e−n(M (σX ‖ΓX)+M (ρX′ ‖Γ
−1
X′ )−S(ρX′E)+S(ρX′ )−4δ) 1 , (F.12)
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recalling that SX′n and (Γ−1X′ )
⊗n commute. A simple calculation then yields
M (σX ‖ΓX) +M (ρX′ ‖Γ−1X′ )− S(σX) + S(ρX′)
= − tr(σX ln ΓX) + tr(ρX′ ln ΓX′) + tr(σX lnσX)− tr(ρX′ ln ρX′)
= D(σX ‖ΓX)−D(ρX′ ‖ΓX′) , (F.13)
which proves (F.7a). Now we go for (F.7b). Let ηR, ηP , ηQ, ηS > 0 be the correspond-
ing parameters provided by Proposition 14 for RXn , PXn , QX′n , and SX′n , and let
η = min(ηR, ηP , ηQ, ηS). Then we may compute
Re
{
〈ρ|⊗nX′ERX
(
σ
1/2
RX
)⊗n |T 〉X′nRnXEn}
= Re
{
〈ρ|⊗nX′ERXSX′n QX′n RX′nEn PX′nEn |ρ〉
⊗n
X′RXE
}
, (F.14)
where analogously to RX′nEn we define PX′nEn = V ⊗nPXn(V †)⊗n, and noting that(
σ
1/2
RX
)⊗n|E〉⊗nX′RXE = |ρ〉⊗nX′RXE . Compute∥∥(1− PX′nEn)|ρ〉⊗nX′RXE∥∥2 = 〈ρ|⊗nX′RXE (1− PX′nEn) |ρ〉⊗nX′RXE
= tr
(
σX (1− PXn)
)
6 2 exp(−nη) ; (F.15a)∥∥(1−RX′nEn)|ρ〉⊗nX′RXE∥∥2 = tr(σX (1−RXn)) 6 2 exp(−nη) ; (F.15b)∥∥(1−QX′n)|ρ〉⊗nX′RXE∥∥2 = tr(ρX′ (1−QX′n)) 6 2 exp(−nη) ; (F.15c)∥∥(1− SX′n)|ρ〉⊗nX′RXE∥∥2 = tr(ρX′ (1− SX′n)) 6 2 exp(−nη) ; (F.15d)
exploiting each time property (F.1c) of the corresponding relative typical projector. Now we
use the fact that for any states |ψ〉, |ψ′〉, and for any 0 6 X 6 1, we have Re{〈ψ′ |X |ψ〉} =
Re{〈ψ′ |ψ〉} − Re{〈ψ′ |(1−X) |ψ〉} > Re{〈ψ′ |ψ〉} − ∥∥|ψ′〉∥∥∥∥(1−X)|ψ〉∥∥, where the last in-
equality holds by Cauchy-Schwarz. Then
(F.14) > Re
{
〈ρ|⊗nX′ERXSX′n QX′n RX′nEn |ρ〉
⊗n
X′RXE
}
−
√
2 exp(−nη/2)
> Re
{
〈ρ|⊗nX′ERXSX′n QX′n |ρ〉
⊗n
X′RXE
}
− 2
√
2 exp(−nη/2)
> . . .
> 1− 4
√
2 exp(−nη/2) . (F.16)
Since |ρ〉⊗nX′RXE is a purification of ρ⊗nX′RX , and
(
σ
1/2
RX
)⊗n|T 〉X′nRnXEn is a purification of
TXn→X′n(σ⊗nXRX ), we have
F
(
ρ⊗nX′RX , TXn→X′n(σ⊗nXRX )
)
>
∣∣〈ρ|⊗nX′ERX (σ1/2RX )⊗n|T 〉X′nRnXEn ∣∣
> Re
{〈ρ|⊗nX′ERX (σ1/2RX )⊗n|T 〉X′nRnXEn}
> 1− 4
√
2 exp(−nη/2) . (F.17)
32
Hence, and since F¯ (·, ·) > F (·, ·), we have
P
(
ρ⊗nX′RX , TXn→X′n(σ⊗nXRX )
)
6
√
1− (1− 4
√
2 exp(−nη/2))2 6
√
8
√
2 exp(−nη/4) ,
(F.18)
using the fact that
√
1− (1− x)2 6 √2x, thus proving (F.7b) noting that (8√2)1/2 6 4. 
Appendix G: Optimal, universal thermal operations-based
implementation of any i.i.d. time-covariant channel
Here we present the proof of Theorem IV. Here again, the equality can be split into easy and
a difficult directions. The easy direction follows from the Gibbs-preserving maps case, because
any thermal operations implementation is also a Gibbs-preserving maps implementation.
Hence, there is only the difficult direction to prove.
G.1. Building blocks for the universal protocol
We first reformulate the ideas of the convex-split lemma, the position-based decoding, and
the catalytic decoupling schemes [25–29, 38] in such a way that will be most useful for our
later thermodynamic application. The underlying ideas of this proposition are exactly the
same as, e.g., in Ref. [26]; yet our technical statement differs in some aspects, and we provide
a proof for completeness. The setting is depicted in Fig. 3.
Proposition 16 (Conditional erasure using position-based decoding). Consider two systems
S,M . Fix an integer m, and let J be a large register of dimension at least dlog2(m)e + 1
qubits, and choose a fixed basis {|j〉J}. Let γS be any state. Let SSM be an arbitrary set of
quantum states on S ⊗M . Let PSM be a Hermitian operator satisfying 0 6 PSM 6 1, and
assume that there exists κ, κ′ > 0 such that for all ρSM ∈ SSM ,
tr
(
PSM ρSM
)
> 1− κ ; (G.1a)
tr(PSM (γS ⊗ ρM )) 6 κ
′
m
. (G.1b)
Let A = A1 ⊗ · · · ⊗Am be a monstrous collection of ancilla systems with each Aj ' S, and
let A′ = A′1 ⊗ · · · ⊗A′m be a copy of the full monstrous collection of ancilla systems. We write
a purification of γAj on A′j as |γ〉AjA′j = γ
1/2
Aj
|Φ〉Aj :A′j . Then there exists a unitary operator
W
(m)
SMAJ→SMAJ satisfying the following property. For any reference system R, for any pure
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FIG. 3: Construction of the thermal operation for conditional erasure using position-based decod-
ing [26]. A system S is to be reset to the thermal state γS , while exploiting the side information
stored in a memory M and extracting as much work as possible. The state ρMR must be preserved,
for any purifying reference system R. We bring in m ancillas A = A1 . . . Am, where each ancilla
is a copy of S, in their thermal state γAj = γS . We bring in also a classical register J of size m,
with a trivial Hamiltonian HJ = 0, and initialized in a maximally mixed state. Our protocol then
proceeds as follows: We coherently apply the swap unitary FSAj between S and Aj , conditioned on
the value stored in J . Then, if m is not too large, it turns out that there exists a POVM {ΩjMA}
acting only on MA1 . . . Am that can infer the value j stored in the register J , up to a small error.
More precisely, the maximal value of m is given by how distinguishable ρSM is from γS ⊗ ρM , as
quantified by a relative entropy measure. Hence we may coherently reset the J register to the zero
state by conditioning on this outcome, while tolerating a small error. Because the J register is reset
to a pure state, this is interpreted as extracting kT ln(m) work. In the i.i.d. regime, each of the
above systems are in fact n-tensor copies. We construct in this regime a universal protocol by finding
a universal POVM {ΩjMnAn} that does the job for any i.i.d. input state, by exploiting tools from
Schur-Weyl duality.
tripartite state |ρ〉SMR with ρSM ∈ SSM , and for any |j〉J with 1 6 j 6 m, we have
Re
{(〈τˆ j |RMSAA′ ⊗ 〈0|J)W (m)SMAJ (|ρ〉RMS ⊗ |γ〉⊗mA·A′· ⊗ |j〉J)} > 1− (2κ+ 4κ′) , (G.2)
where we have defined
|τˆ j〉RMSAA′ = |ρ〉RMAj ⊗ |γ〉SA′j ⊗ [|γ〉
⊗(m−1)
]AA′\AjA′j , (G.3)
where by the notation AA′ \AjA′j we refer to all AA′ systems except AjA′j.
Furthermore, for any observables HS, HM such that [PSM , HS + HM ] = 0, the unitary
W
(m)
SMAJ may be chosen such that [HS +HM +
∑
HAj ,W
(m)
SMAJ ] = 0, where HAj = HS.
Intuitively, we “absorb” the initial randomness present in the register J , e.g. given to us by
the environment in a mixed state, and return it in a pure state: This is work extraction. (We
can return J to its initial state by running a sequence of Szilárd engines.)
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Proof of Proposition 16. The operator W is defined in two steps. The first operation simply
consists on conditionally swapping S with Aj , depending on the value stored in J . Then, we
infer again from MA which j we swapped S with, in order to coherently reset the register J
back to the zero state (approximately).
We define the first unitary operation as W (1), acting on systems SAJ :
W
(1)
SAJ =
∑
j
FSAj ⊗ |j〉〈j|J , (G.4)
where FSAj denotes the swap operator between the two designated systems. Observe that
W (1) maps ρ onto τˆ j according to
W
(1)
SQJ
(
|ρ〉RMS ⊗ |γ〉⊗mA·A′· ⊗ |j〉J
)
= |ρ〉RMAj ⊗ |γ〉SA′j ⊗ [|γ〉
⊗(n−1)
]AA′\AjA′j ⊗ |j〉J
= |τˆ j〉SRMAA′ ⊗ |j〉J . (G.5)
The second step is tricky. We need to infer from the systems MA alone which j was stored in
J . Fortunately the answer is provided in the form of position-based decoding [26], using a
pretty good measurement. Define
ΛjMA = PMAj ⊗ 1A\Aj , (G.6)
such that {ΛjMA} is a set of positive operators. We can form a POVM {ΩjMA} by normalizing
the Λj ’s as follows:
ΩjMA = Λ
−1/2
MA Λ
j
MA Λ
−1/2
MA ; ΛMA =
∑
ΛjMA . (G.7)
We would now like to lower bound tr(ΩjMAτˆ
j
MA). Following the proof of [26, Theorem 2],
we first invoke the Hayashi-Nagaoka inequality [65], which states that for any operators
0 6 A 6 1, B > 0, we have
1− (A+B)−1/2A (A+B)−1/2 6 2(1−A) + 4B . (G.8)
Applying this inequality with A = ΛjMA and B =
∑
j′ 6=j Λ
j′
MA we obtain
tr
((
1− Ωj)τˆ jMA) 6 2 tr((1− ΛjMA)τˆ jMA)+ 4∑
j′ 6=j
tr
(
Λj
′
MAτˆ
j
MA
)
6 2 tr((1− PSM )ρSM ) + 4m tr(PSM (γS ⊗ ρM ))
6 2κ+ 4κ′ . (G.9)
Now let SHIFTJ(x) = ∑x|j + x〉〈j|J denote the SHIFT operation on the J register, modulo
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m; note that
(SHIFTJ(x))† = SHIFTJ(−x). We define
W
(2)
MAJ =
∑
j
ΩjMA ⊗ SHIFTJ(−j)
 ; W ′SMAJ = W (2)MAJW (1)SAJ , (G.10)
and we see that W †W 6 1 thanks to Proposition 31. Then
W ′SMAJ
(
|ρ〉RMS ⊗ |φ〉⊗mA·A′· ⊗ |j〉J
)
=
∑
j′
Ωj
′
MA ⊗ SHIFTJ(−j′)
 (|τˆ j〉SRMAA′ ⊗ |j〉J)
=
∑
j′
(
Ωj
′
MA |τˆ j〉RMSAA′
)
⊗ |j − j′〉 . (G.11)
Thanks to Proposition 28, the operator W ′SMAJ can be completed to a full unitary WSMAJ
by using an extra qubit in the J register, and such that 〈0|JWSMAJ |j〉J = 〈0|JW ′SMAJ |j〉J
for all j = 1, . . . ,m (with the convention that |j〉J for j 6 m forces the extra qubit to be in
the zero state).
So, recalling (G.9),(〈τˆ j |RMSAA′ ⊗ 〈0|J)WSMAJ (|ρ〉RMS ⊗ |φ〉⊗mA·A′· ⊗ |j〉J)
=
(〈τˆ j |RMSAA′ ⊗ 〈0|J)W ′SMAJ (|ρ〉RMS ⊗ |φ〉⊗mA·A′· ⊗ |j〉J)
= 〈τˆ j |ΩjMA | τˆ j〉RMSAA′
> 1− (2κ+ 4κ′) . (G.12)
To prove the last part of the claim, let HS , HM be observables such that [PSM , HS +HM ] = 0
and [HS , γS ] = 0. Let HAj = HS and we write HA =
∑
j HAj . For all j, we have
[HS +HM +HA,Λ
j
MA] =
[
HS +
∑
j′ 6=jHAj′ ,Λ
j
MA
]
+ [HM +HAj , PMAj ] = 0 . (G.13)
This implies that [HS +HM +HA,ΛMA] = 0, and in turn
[
HS +HM +HA,Λ
−1/2
MA
]
= 0, and
thus also [HS +HM +HA,Ωj ] = 0. Hence,[
HS +HM +HA,W
(2)
MAJ
]
= 0 . (G.14)
Clearly, [HS + HM + HA,W
(1)
SAJ ] = 0, and hence [HS + HM + HA,W
′
SMAJ ] = 0. Using
Proposition 29 instead of Proposition 28, we may further enforce [HS+HM+HA,WSMAJ ] = 0,
as required. 
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G.2. New single-shot erasure protocol for fixed input state and for
noninteracting system and memory
In the position-based decoding of Ref. [26], one uses the optimal distinguishing POVM for
PSM obtained from the hypothesis testing entropy, and we see that for a constant error we
can choose ln(m) to be proportional to the hypothesis testing entropy. In fact, this gives us
directly a new erasure protocol in the case of a fixed input state, and in the case where the
system and memory are not interacting (HSM = HS +HM ):
Corollary 17 (Proposition V of the main text). Let S,M,R be quantum systems, with HS
and HM the Hamiltonians on S and M . For any |ρ〉SMR such that [ρSM , HS +HM ] = 0, let
 > 0 and m =
⌊
 exp
{
D1−h (ρSM ‖ γS ⊗ ρM )
}⌋
. Let J be an information battery consisting
of at least dlog2(m)e+ 1 qubits. Then there exists a thermal operation acting only on S,M, J
that transforms |ρ〉〈ρ|SMR⊗ (1m/m)J into in a state that is
√
12-close to γS ⊗ ρMR⊗ |0〉〈0|J
in purified distance.
Observe that the associated work extracted, counted in terms of purity using nats as units
(= number of qubits × ln(2)), is
work extracted, in nats = ln(m) ≈ D1−h (ρSM ‖ γS ⊗ ρM ) + ln() . (G.15)
If the register S is to be returned to a pure state instead of a thermal state, then this can be
done separately as a final step, and there is a fixed cost associated to this. For instance, for
trivial Hamiltonians, we have that
total work extracted in nats,
also return S to pure state
≈ D1−h
(
ρSM
∥∥∥∥ 1SdS ⊗ ρM
)
− ln(dS) + ln()
≈ D1−h (ρSM ‖1S ⊗ ρM ) + ln() , (G.16)
and recalling that D1−h (ρSM ‖1S ⊗ρM ) ≈ −Hmax(S |M)ρ [44, 47], we recover the expression
in Ref. [9] up to approximation terms.
Proof of Corollary 17. Let PSM be the optimal positive semidefinite operator satisfying
0 6 PSM 6 1SM given by D1−h (ρSM ‖ γS ⊗ ρM ), i.e., such that
tr(PSM ρSM ) > 1−  ; (G.17)
tr(PSM (γS ⊗ ρM )) = exp
{−D1−h (ρSM ‖ γS ⊗ ρM )} . (G.18)
Using the fact that m 6  exp
{
D1−h (ρSM ‖ γS ⊗ ρM )
}
, we see that
tr(PSM (γS ⊗ ρM )) 6 
m
. (G.19)
We may set κ = κ′ = , and we are in the setting of Proposition 16 (for the single-element set
SSM = {ρSM}). Let W (m)SMAJ the operator given by Proposition 16, suitably extended to a
unitary operator by using the last qubit of the information battery J using Proposition 28.
This gives the required unitary operation for our thermal operation, using the A systems from
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Proposition 16 as our bath. Indeed, the overlap of the unitary W (m)SMAJ applied to the initial
state |ρ〉SMR⊗|γ〉AA′ ⊗|j〉J with the state |τˆ j〉SMRAA′ ⊗|0〉J is given by (G.2); we then have
F
(
ρMR ⊗ |0〉〈0|J , trSA
{
W
(m)
SMAJ
(
|ρ〉〈ρ|SMR ⊗ |φ〉〈φ|AA′ ⊗
(
1m
m
)
J
)
W
(m) †
SMAJ
})
> 1
m
∑
j
F
(
ρMR ⊗ |0〉〈0|J , trSA
{
W
(m)
SMAJ (|ρ〉〈ρ|SMR ⊗ |φ〉〈φ|AA′ ⊗ |j〉〈j|J) W (m) †SMAJ
})
> 1
m
∑
j
Re
{(〈τˆ j |SMRAA′〈0|J)W (m)SMAJ (|ρ〉SMR ⊗ |φ〉AA′ ⊗ |j〉J)}
> 1− 6 . (G.20)
Hence, transforming the expression for the fidelity to a bound on the purified distance gives
that the reduced state on SMR of the state after the noisy operation has a purified distance
to ρMR ⊗ |0〉〈0|J that is upper bounded by
√
12. The fact that S is left in a thermal state
can be enforced by an additional explicit thermalization of S that can be achieved with a
simple thermal operation. 
G.3. Universal erasure protocol for trivial Hamiltonians
As a warm-up for the general case, we construct a universal implementation of the erasure
process for trivial Hamiltonians. We need a projector PSM that will work for a whole class
of states: We exploit the i.i.d. structure of states to construct PSM using Schur-Weyl block
projectors.
Theorem 18 (Universal conditional erasure protocol for trivial Hamiltonians). Let S,M be
quantum systems of dimensions dS , dM respectively. Let n be a positive integer.
Let A = A1⊗· · ·⊗A2dS be a monstrous collection of ancilla systems with each Aj ' S, and let
A′ = A′1⊗· · ·⊗A′2dS be a copy of the full monstrous collection of ancilla systems. We write the
maximally entangled state for each pair of ancilla systems as |φ〉AjA′j = (
∑
k|k〉Aj |k〉A′j )/
√
dS.
Let J be a register of size 2dS. Let S ∈ [− ln(dS), ln(dS)] and δ > 0. Let m =
bexp{n(ln(dS) − S − 3δ)}c. Then there exists an operator W˜ (S)SnMnAnJ , and there exists
η′ > 0, such that:
(i) We have W˜ †W˜ 6 1;
(ii) On any reference system R, for any |ρ〉SMR such that S(S |M)ρ 6 S, and for any
j = 1, . . . ,m, it holds that
Re
{(〈τˆ j |RnMnSnAnA′n ⊗ 〈0|J) W˜ (S)MnSnAnJ (|ρ〉⊗nRMS ⊗ |φ〉⊗mnA·A′· ⊗ |j〉J)}
> 1− poly(n) exp(−nη′) , (G.21)
where |τˆ j〉 is given as
|τˆ j〉RnMnSnAnA′n = |ρ〉⊗nRMAj ⊗ |φ〉
⊗n
SA′j
⊗ |φ〉⊗nAA′\AjA′j . (G.22)
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Proof of Theorem 18. This is in fact a relatively straightforward application of Proposition 16
over n copies of SM . We use
SSnMn =
{
ρ⊗nSM : S(S |M)ρ 6 S
}
; (G.23)
m = bexp{n(ln(dS)− S − 3δ)}c , (G.24)
and let PSnMn given by Proposition 10 for the current values of S, δ. We then have κ =
poly(n) exp{−nη(δ)} from Proposition 10, and also
tr
(
PSnMn
(
1S
dS
⊗ ρ⊗nM
))
6 poly(n) en(S+2δ) d−nS tr(ρ⊗nM ) = poly(n) e−n(ln(dS)−S−2δ)
=
poly(n) e−nδ
m
, (G.25)
and thus we may take κ′ = poly(n) e−nδ. Finally, η′ is given as η′ = min(δ, η(δ)). 
Corollary 19. For any completely positive map EX→X′ , for any n, for any  > 0, and for any
δ > 0, there exists a joint noisy operation that acts on XnW → X ′nW with an information
battery W , using a deterministic amount of work per copy that is asymptotically equal to
maxσX [S(σ) − S(E(σ))] + 3δ, such that the induced channel on X → X ′ is -close to EX→X′
in diamond norm distance.
We defer the proof to the next section, where we directly prove the general case.
G.4. Universal implementation of any covariant process, for nontrivial
Hamiltonians
We can generalize the above idea pretty straightforwardly in the case of time-covariant
processes, i.e., processes that commute with the time evolution. Indeed, time-covariant
processes have the nice property of mapping directly to a conditional erasure problem with a
system and memory that are noninteracting. We first show this formally:
Lemma 20 (Covariant processes). Let X be a quantum system with Hamiltonian HX . Let
EX→X be a completely positive, trace-preserving map that is covariant with respect to time
evolution; i.e., for all t,
EX→X(e−iHXt (·) eiHXt) = e−iHXt EX→X(·) eiHXt . (G.26)
Then there exists a system E with Hamiltonian HE including an eigenstate |0〉E of zero energy,
as well as a unitary VEX→EX , such that
EX→X(·) = trE
(
V (|0〉〈0|E ⊗ (·))V †
)
, (G.27)
as well as V (HX +HE)V † = HX +HE.
The idea is then to use the convex-split/position-based decoding approach with ancillas in
Gibbs states instead of being maximally mixed. This directly gives us the desired result.
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Theorem 21. Let X be a quantum system, let HX be a Hermitian operator, and let
β > 0. Let EX→X be a completely positive, trace-preserving map, that is time-covariant:
EX→X(e−iHt (·) eiHt) = e−iHt EX→X(·) eiHt for all t. Let δ > 0 be small enough and let n be
a positive integer. Let W be a work bit with two levels |0〉W and |w〉W , where w is a fixed
value satisfying
w
n
= β−1 max
σ
{
D
(E(σ)∥∥ e−βHXn )−D(σ ∥∥ e−βHXn )}+ η′ , (G.28)
for some specific η′ given in terms of δ (with η′ → 0 as δ → 0). Then there exists a bath B
and a Hamiltonian HB, as well as a unitary operation UXnWB, such that
(i) The mapping
ΦXn→Xn(·) = trB
(〈0|W UXnWB ((·)⊗ |w〉〈w|W ⊗ γB)U† |0〉W ) (G.29)
is trace-preserving, where γB = e−βHB/ tr(e−βHB );
(ii) There exists η′′ > 0 independent of n such that the map ΦXn→Xn satisfies∥∥ΦXn→Xn − E⊗nX→X∥∥ 6 poly(n) exp(−nη′′) ; (G.30)
(iii) The unitary UXnWB commutes with the total Hamiltonian, i.e.,
UXnWB (HXn +HW +HB)U
† = HXn +HW +HB (G.31)
We begin by proving the lemma:
Proof of Lemma 20. Let V ′X→XE be any Stinespring dilation isometry of EX→X , such that
EX→X(·) = trE
(
V ′X→XE (·)V ′†
)
.
For the input state |Φ〉X:RX , consider the output state |ϕ〉XERX corresponding to first
time-evolving by some time t, and then applying V ′:
|ϕ〉XERX = V ′ e−iHXt |Φ〉X:RX = e−iH˜XEt V ′ |Φ〉X:RX , (G.32)
where we have defined H˜XE = V ′HX V ′†. On the other hand, define |ϕ′〉XERX =
e−iHXt V ′ |Φ〉X:RX . By the covariance property of EX→X , both |ϕ〉 and |ϕ′〉 have the same
reduced state on XRX ; they are hence related by some unitary W
(t)
E on the system E which
in general depends on t:
|ϕ〉XERX = W
(t)
E |ϕ′〉XERX . (G.33)
We have
trX
[
V ′e−iHXtΦX:RXe
iHXtV ′†
]
= W
(t)
E trX
[
V ′ΦX:RXV
′†]W (t) †E , (G.34)
so W (t)E must define a representation of time evolution, at least on the support of
trX
[
V ′ΦX:RXV
′†] (we don’t care what happens outside of this support). Hence we may write
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W
(t)
E = e
−iHEt for some Hamiltonian HE , and from (G.33), we have for all t
V ′X→XE e
−iHXt = e−i(HX+HE)t V ′X→XE . (G.35)
Expanding for infinitesimal t we obtain
V ′X→XE HX = (HX +HE)V
′
X→XE (G.36)
Let |0〉E be an eigenvector of HE corresponding to the eigenvalue zero; if HE doesn’t contain
an eigenvector with eigenvalue equal to zero, we may trivially add a dimension to the system
E to accommodate this vector. Then the operator
V ′X→XE〈0|E (G.37)
maps each state of a subset of energy levels of XE to a corresponding energy level of same
energy on XE; it may thus be completed to a fully energy-preserving unitary VXE→XE .
More precisely, let |j〉X be a complete set of eigenvectors of HX with energies hj . Then
|ψ′j〉 := V ′X→XE |j〉X is an eigenvector of HX +HE of energy hj thanks to (G.36). We have
two orthonormal sets {|0〉E ⊗ |j〉X} and
{|ψ′j〉X} in which the j-th vector of each set has
the same energy; we can thus complete these sets into two bases {|χi〉XE}, {|χ′i〉XE} of
eigenvectors of HX +HE , where the i-th element of either basis has exactly the same energy.
This defines a unitary VXE→XE =
∑
i|χ′i〉XE〈χi|XE that is an extension of V ′X→XE〈0|E , and
that satisfies all the conditions of the claim. 
We may now prove our main theorem for thermal operations:
Proof of Theorem 21. Thanks to Lemma 20, there exists an environment system E with
Hamiltonian HE , as well as an energy-conserving unitary VXE and a state |0〉E of zero energy
such that
EX→X(·) = trE
{
VXE (|0〉〈0|E ⊗ (·))V †XE
}
. (G.38)
Let FE = −β−1 ln(ZE) with ZE = tr(e−βHE ). Define
x = min
σ
{
D(σ ‖ e−βHX )−D(E(σ) ‖ e−βHX )} . (G.39)
Writing ρXE = VXE(|0〉〈0|E ⊗ σX)V †XE , we have that x = minσX
{−S(σX) +
β tr(σXHX) + S(ρX) − β tr(ρHX)
}
. Using tr(σXHX) = tr
(
(|0〉〈0|E ⊗ σX)(HX +HE)
)
=
tr
(
ρXE(HX +HE)
)
, we finally see that
x = min
σX
{−S(ρXE) + S(ρX) + β tr(ρEHE)} . (G.40)
Also, observe that for any such ρXE , we have
−S(E |X)ρ + β tr(ρEHE) > −S(E)ρ + β tr(ρEHE) + ln(Z)− ln(Z)
= D(ρE ‖ γE) + βFE > βFE , (G.41)
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using the subadditivity of the von Neumann entropy and the fact that relative entropy is
positive for normalized states. Hence x > βFE .
The idea is to use a form of convex-split construction as for the trivial Hamiltonians case
(Theorem 18), but now the mixed ancillas will be replaced by ancillas in Gibbs states. First,
in preparation for applying Proposition 16, we need to determine a distinguishing operator
PEnXn that will successfully select ρ⊗nEX but that will reject ρ
⊗n
X ⊗ γ⊗nE at a suitable rate.
Let
{
RkEn
}
be the projectors onto the eigenspaces of HEn , corresponding to eigenvalues hk.
Consider the projector
PEnXn =
∑
λ,λ′,k:
−S(λ/n)+S(λ′/n)+βhk>x−3δ
ΠλEnXn Π
λ′
Xn R
k
En , (G.42)
noting that all inner projectors in the sum commute for all values of λ, λ′, k. We have
1− tr(PEnXnρ⊗nEX) = ∑
λ,λ′,k:
−S(λ/n)+S(λ′/n)+βhk<x−3δ
tr
[
ΠλEnXn Π
λ′
Xn R
k
En ρ
⊗n
EX
]
6
∑
λ,λ′,k:
S(λ/n)>S(ρXE)+δ OR
S(λ′/n)<S(ρX)−δ OR
hk<tr(ρEHE)−δ
tr
[
ΠλEnXn Π
λ′
Xn R
k
En ρ
⊗n
EX
]
, (G.43)
because if all three conditions S(λ/n) 6 S(ρXE) + δ, S(λ′/n) > S(ρX) − δ, and hk >
tr(ρEHE)− δ are satisfied, then −S(λ/n) + S(λ′/n) + βhk > x− 3δ, and hence each term
in the first sum is included in the second. Now consider the term in the sum. In the
case where S(λ/n) > S(ρXE) + δ, then there exists η > 0 such that tr
(
ΠλEnXnρ
⊗n
XE
)
6
poly(n) exp(−nη); in the case where S(λ′/n) < S(ρX) − δ, there exists η > 0 such that
tr
(
Πλ
′
Xnρ
⊗n
X
)
6 poly(n) exp(−nη); and in the case where hk < tr(ρEHE) − δ, there exists
η > 0 such that tr
(
RkEnρ
⊗n
E
)
6 2 exp(−nη). In any case, choosing the smallest of all these η,
and because there are at most poly(n) terms in the sum, we finally have
1− tr(PEnXn ρ⊗nEX) 6 poly(n) exp(−nη) . (G.44)
On the other hand, we have
tr
(
PEnXn
(
ρ⊗nX ⊗ γ⊗nE
))
=
∑
λ,λ′,k:
−S(λ/n)+S(λ′/n)+βhk>x−3δ
tr
(
ΠλEnXn Π
λ′
Xn R
k
En
(
ρ⊗nX ⊗ γ⊗nE
))
.
(G.45)
We may bound each term of the sum as
tr
(
ΠλEnXn Π
λ′
Xn R
k
En
(
ρ⊗nX ⊗ γ⊗nE
))
6 e−nβ(hk−FE) tr
(
ΠλEnXn Π
λ′
Xnρ
⊗n
X
)
6 poly(n) e−n(β(hk−FE)−S(λ/n)+S(λ′/n))
6 poly(n) e−n(x−βFE−3δ) . (G.46)
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using respectively the fact that RkEnγ
⊗n
E 6 (e−nβhk/ZnE)1En = e−nβ(hk−FE) 1En , the fact
that trEn
[
ΠλEnXnΠ
λ′
Xn
]
6 poly(n) exp(n(S(λ/n)− S(λ′/n)))1Xn (cf. Lemma 4), and the
condition on the sum.
Consider a mega-ancilla An composed of m copies An1 . . . Anm of En, each with the same
corresponding Hamiltonian HAnj = HEn . We choose
m = bexp(−nη) exp(n(x− βFE − 3δ))c . (G.47)
(In the following, if x = βFE , then we set m = 1 and the protocol is trivial. So in the
following we assume that x < βFE . Furthermore we assume that δ, η are small enough such
that 3δ + η < (x − βFE).) Then, with κ = poly(n) e−nη and κ′ = poly(n) e−nη, we may
apply Proposition 16 to the set of states
SEnXn =
{
ρ⊗nEX : −S(E |X)ρ + tr(ρEHE) > x
}
⊃ {ρ⊗nEX : ρEX = VXE(|0〉〈0|E ⊗ σX)V †XE for some σX} . (G.48)
LetW (m)EnXnAnJ be the corresponding unitary given by Proposition 16 where J is an information
battery, and where W (m)EnXnAnJ is energy-conserving. For any state |σ〉XR with any reference
system R, let |ρ〉EXR = VXE
(|0〉E ⊗ |σ〉XR); then from Proposition 16 it holds that for all
j = 1, . . . ,m,
Re
{(〈τˆ j(σ)|RnEnXnAnA′n ⊗ 〈0|J)W (m)EnXnAnJ (|ρ〉⊗nEXR ⊗ |γ〉AnA′n ⊗ |j〉J)}
> 1− (2κ+ 4κ′) > 1− poly(n) exp(−nη) , (G.49)
where
|τˆ j(σ)〉RnEnXnAnA′n =
(
VAjX |0〉Aj |σ〉XR
)⊗n ⊗ |γ〉EnA′nj ⊗ [|γEn〉⊗(m−1)]AnA′n\Anj A′nj
= |ρ〉⊗nAjXR ⊗ |γ〉EnA′nj ⊗
[|γEn〉⊗(m−1)]AnA′n\Anj A′nj . (G.50)
Now we can start piecing up together our full processes. Suppose we start with ancillas En in
the state |0〉⊗nE , and an information battery J in the state 1m/m. Define the operator
W¯EnXnAnJ = |0〉〈0|JW (m)EnXnAnJ V ⊗nXE , (G.51)
noting that it commutes with the total Hamiltonian HEnXnAnJ = HEn + HXn +
∑
HAnj
and that W¯ †W¯ 6 1. Invoking Proposition 30, we expand this operator to a full energy-
conserving unitary W˜EnXnAnJ that has the property of preserving high overlaps of the form
Re
{〈ψ′ |W¯ |ψ〉}: For any |ψ〉, |ψ′〉 satisfying Re{〈ψ′ |W¯ |ψ〉} > 1− poly(n) exp(−nη) then we
have Re
{〈ψ′ |W˜ |ψ〉} > 1− poly(n) exp(−nη/4).
We now invoke the postselection technique and show that this unitary, when applied onto
the de Finetti state, yields an output on Xn and a reference system that is exponentially
close to the ideal channel applied onto the de Finetti state. We use the expression (C.21)
for the de Finetti state, i.e., |τ〉XnR¯nR′ =
∑
i
√
pi|φi〉⊗nXR¯ ⊗ |i〉R′ . Let |τˆ ′j〉EnXnR¯nR′AnA′n =∑
i
√
pi|τˆ j(φi)〉EnXnR¯nAnA′n ⊗ |i〉R′ , where |τˆ j(φi)〉 is determined from |φi〉XR¯ via (G.50).
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We then have for all j, and
Re
{(〈τˆ ′j |EnXnR¯nR′AnA′n ⊗ 〈0|J) W¯EnXnAnJ (|0〉⊗nE ⊗ |τ〉XnR¯nR′ ⊗ |γ〉AnA′n ⊗ |j〉J)}
=
∑
i
pi Re
{(〈τˆ j(φi)|R¯nEnXnAnA′n ⊗ 〈0|J)W (m)EnXnAnJ (|ρi〉⊗nEXR¯ ⊗ |γ〉AnA′n ⊗ |j〉J)}
> 1− poly(n) exp(−nη) , (G.52)
where |ρi〉EXR¯ = VXE (|0〉E ⊗ |φi〉XR¯), which implies from Proposition 30 that
Re
{(〈τˆ ′j |EnXnR¯nR′AnA′n ⊗ 〈0|J) W˜EnXnAnJ (|0〉⊗nE ⊗ |τ〉XnR¯nR′ ⊗ |γ〉AnA′n ⊗ |j〉J)}
> 1− poly(n) exp(−nη/4) , (G.53)
and where we also have
trAnA′nEn
[|τˆ ′j〉〈τˆ ′j |] = trAnj [V ⊗nXAj(|0〉〈0|⊗nE ⊗ |τ〉〈τ |XnR¯nR′)(V †XAj )⊗n]
= E⊗nX→X(|τ〉〈τ |XnR¯nR′) . (G.54)
Hence, defining the trace-preserving mapping
ΦXn→Xn(·) = trEnAnJ
(
W˜EnXnAnJ
(
(·)⊗ |0〉〈0|⊗nE ⊗ γAn ⊗ (1m/m)J
)
W˜ †EnXnAnJ
)
(G.55)
we have
F (ΦXn→Xn(τXnR¯nR′), E⊗nX→X(τXnR¯nR′)) > 1− poly(n) exp(−nη/4) , (G.56)
and hence by the postselection technique∥∥ΦXn→Xn − E⊗nX→X∥∥ 6 poly(n)∥∥ΦXn→Xn(τXnR¯nR′)− E⊗nX→X(τXnR¯nR′)∥∥1
6 poly(n) exp(−nη/8) . (G.57)
So far, we have established the following: Given ancillas En in the state |0〉⊗nE , a mega-
ginormous ancilla An in the state γAn , and an information battery J initialized in the state
1m/m, then there exists an energy-conserving unitary that universally implements E⊗nX→X up
to exponentially good precision, leaving J in a pure state. It remains to actually prepare these
initial states, and extract work from the J register in its final |0〉J state, to obtain the final
work rate. Also, we will see that we can collapse all these steps into a single energy-conserving
unitary without having to make explicit reference to additional work storage systems such as
the J register.
Let precisely
w = −β−1 ln(m)− nFE , (G.58)
and consider a work storage system W0 consisting of the energy levels |w〉W0 , |w + nFE〉W0 ,|−β−1 ln(dJ)〉W0 and |0〉W0 . From known results in thermomajorization and thermal opera-
tions, there exists an energy-conserving unitary K(1)EnW0B1 with a bath B1 such that (in the
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limit of a very large bath),
trB1
[
K
(1)
EnW0B1
(
γ⊗nE ⊗ |w〉〈w|W0 ⊗ γB1
)
K
(1) †
EnW0B1
]
= |0〉〈0|⊗nE ⊗ |w + nFE〉〈w + nFE |W0 ,
(G.59)
recalling that FE = −β−1 ln
(
tr
(
e−βHE
))
. Similarly, there exists an energy-conserving unitary
K
(2)
JW0B2
with an information battery J and a bath B2 such that (in the limit of a very large
bath),
trB2
[
K
(2)
JW0B2
(
γJ ⊗ |w + nFE〉〈w + nFE |W0 ⊗ γB2
)
K
(2) †
JW0B2
]
= (1m/m)J ⊗
∣∣−β−1 ln(dJ)〉〈−β−1 ln(dJ)∣∣W0 , (G.60)
where w + nFE − wJ = −β−1 ln(dJ), with wJ = β−1(ln(dJ) − ln(m)) expressing the cost
of this transformation. Also, there exists an energy-conserving unitary K(3)JW0B3 with an
information battery J and a bath B3 such that (in the limit of a very large bath),
trB3
[
K
(3)
JW0B3
(|0〉〈0|J ⊗ |−β−1 ln(dJ)〉〈−β−1 ln(dJ)|W0 ⊗ γB3)K(3) †JW0B3] = γJ ⊗ |0〉〈0|W0 .
(G.61)
So now, we may construct the final, eventual, overall, total, ultimate unitary UXnWB of the
claim. The bath B consists of the systems JAnB1B2B3, initialized as usual in their overall
thermal state. Then, we set
U˜XnWB = |0〉W 〈0|W0 K
(3)
JW0B3
W˜EnXnAnJ K
(2)
JW0B2
K
(1)
EnW0B1
|w〉W0 〈w|W , (G.62)
which is a unitary if the input state except for the input state that is fixed to |w〉W and the
output state that is always |0〉W . In fact U˜XnWB can be completed to a full energy-conserving
unitary by defining UXnWB = U˜XnWB + U˜
†
XnWB (this works because of the two states
|0〉W , |w〉W that are orthogonal). It is easy to see that this unitary induces the same mapping
ΦXn→Xn with the appropriate input states, and hence fulfills all the claimed properties. 
Appendix H: Optimal implementation of any i.i.d. channel with
thermal operations on an i.i.d. input state
Here, we show that for any channel EX→X′ , mapping a system X with Hamiltonian HX to
a system X ′ with Hamiltonian HX′ , and for any fixed input state σX , then there exists an
optimal implementation with thermal operations which uses a small amount of coherence,
and an amount of work per copy which is asymptotically equal to
WT.O. = β
−1D(E(σ) ‖ e−βHX′ )− β−1D(σ ‖ e−βHX ) . (H.1)
The coherence is counted using a half-infinite energy latter with spacing x, i.e., with
Hamiltonian HC =
∑dC
k=0 kx|k〉〈k|C , as considered in Ref. [34]. The state is initialized in the
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state |ηL〉 := L−1/2∑L−1k=0 |`0 + k〉, where `0 is a base energy offset. Such a system may be
consumed entirely by the process, i.e., at the end of the process we may return it in any
state we like. We assume that, in some reasonable setting, such a state on such a system
can be prepared using an amount of work of the same order as the dimension of the system
dC . In the following, dC will be sublinear in the number of copies n, so asymptotically for
n → ∞, the coherence source will require negligible resources to create when counted per
copy. Actually, we will use two such sources C1, C2: We think of each of these as single-use
disposable systems, and we need such systems at two stages in our protocol.
Proposition 22. Let X,X ′ be systems, let HX , HX′ be the corresponding Hamiltonians, and
let β > 0. Let EX→X′ be a completely positive, trace-preserving map, and let σX be any
input state. Let R ' X and let |σ〉XR = σ1/2X |Φ〉X:R be a purification of σX . Then for any
0 < θ < 1/3, for any n and for any δ > 0 there exists a thermal operation which acts on
X → X ′ and an information battery W whose process matrix is -close to E⊗nX→X′(σ⊗nXR) and
which uses two coherence sources C1, C2 and an amount of work WnT.O., with
1
n
WnT.O. 6 F (ρX′ , HX′)− F (σX , HX) +O(n−1/2) +O(n−1 log(1/θ)) ; (H.2a)
 6 3θ +O(exp(−cnδ2)) ; (H.2b)
dCi/n 6 O
(
δ/θ2
)
, (H.2c)
with F (σ,H) = D(σ ‖ e−βH) and for some c > 0 depending only on HX , HX′ .
(Proof on page 47.)
The following corollary is obtained straightforwardly from the above proposition by choosing
δ = n−1/2+ξ, θ = n−ξ/2 for any choice of 0 < ξ < 1/4.
Corollary 23. Any i.i.d. channel E⊗nX→X′ between n copies of systems X,X ′ with Hamiltonians
HX , HX′ can be implemented on a fixed i.i.d. input state σ⊗nX using thermal operations at a
work cost rate per copy which is asymptotically equal to
WT.O., asympt. = F (E(σX), HX′)− F (σX , HX) , (H.3)
and using a vanishing amount of coherence per copy.
We need a technical lemma that tells us that whenever we have a Hamiltonian whose
eigenvalues are all close, we may replace that Hamiltonian by an exactly flat Hamiltonian at
a cost of investing an amount of coherence of the order of the energy spread we would like to
flatten out.
Lemma 24 (Flattening Hamiltonians using [34]). Let A be a system with a Hamiltonian
HA with m eigenvalues all lying in a range [h−, h+]. Let B ' A be a system with a
completely degenerate Hamiltonian HB = [(h− + h+)/2]1B. We assume that the spacings of
the eigenvalues of HA as well as the value (h−+h+)/2 are multiple of some unit x. Fix θ > 0.
Consider a coherence source C of dimension dC , with Hamiltonian HC =
∑dC
k=0 kx|k〉〈k|C .
Assume that the coherence source starts in the state |η〉C = L−1/2
∑L−1
k=0 |`0 + k〉 such that
`0 > (h− + h+)/x and L > θ−2(h+ − h−)/x and dC > L + `0 + (h− + h+)/x. Then
there exists a partial isometry UAC→BC which commutes exactly with the total Hamiltonians
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(UAC→BC(HA+HC) = (HB +HC)UAC→BC), such that for any ρAR on any reference system
R, we have that ρAR ⊗ |η〉〈η|C is in the support of UAC→BC ⊗ 1R and
P
(
trC
(
U (ρAR ⊗ η)U†
)
, ρBR
)
6 θ , (H.4)
where ρBR = idA→B(ρAR) denotes the same state as the initial state, but on the systems BR.
The reverse operation B → A may also be carried out with the consumption of a similar
coherence source, at the same accuracy.
Proof of Lemma 24. First, we can reduce the problem to a system dimension m: Embed the
system into a bipartite system with a ancilla with trivial Hamiltonian storing the degeneracy
index, and a second system with nondegenerate Hamiltonian storing the actual energy. Then
the problem reduces to change the Hamiltonian of the second system. So we may assume
without loss of generality that the Hamiltonian HA is nondegenerate with m = dA.
Consider the protocol of Åberg [34]. We would like to apply a result in the spirit of Åberg’s
Supplementary Proposition 2, but we need a tighter bound. Denoting the energy levels of A
by HA =
∑
xzj |j〉〈j| for integers zj , we apply the global energy-conserving unitary on A and
C given by
UAC→BC =
∑
j
|j〉B〈j|A ⊗∆z
′−zj , (H.5)
where z′ = (h− + h+)/(2x) represents the fixed energy of the output. Then, starting in the
state |ψ〉AA′ =
∑
ψjj′ |j j′〉AA′ using a reference system A′ ' A and the initial state |η〉C on
C, we have
UAC→BC (|ψ〉AA′ |η〉C) =
∑
jj′
ψjj′ |j j′〉BA′ ⊗ (∆z
′−zj |η〉C) . (H.6)
We may calculate the overlap with the initial state,
Re{〈ψ|BA′〈η|C UAC→BC |ψ〉AA′ |η〉C} =
∑
jj′
|ψjj′ |2 Re
{
〈η|C∆z
′−zj |η〉C
}
> 1− h+ − h−
xL
,
(H.7)
where we used the fact that tr(∆−a ηC) = max(0, 1 − a/L) and |z′ − zj | 6 (h+ − h−)/x.
Hence, using the fact that the partial trace can only increase the fidelity,
F 2
(
Φ(|ψ〉〈ψ|AA′), |ψ〉〈ψ|BA′
)
> 1− h+ − h−
xL
, (H.8)
where Φ(·) = trC
{
UAC→BC [(·)⊗ |η〉〈η|C ]U†
}
. Note that |ψ〉AA′ is arbitrary at this point.
For any state ρAR, using the joint concavity of the fidelity function, further noting that we
may consider without loss of generality reference systems of the form A′ ' A, we have
F 2(ΦA→B(ρAR), ρBR) > min|ψ〉AA′
F 2(ΦA→B(|ψ〉〈ψ|AA′), |ψ〉〈ψ|BA′) > 1−
h+ − h−
xL
, (H.9)
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and thus, since L > θ−2(h+ − h−)/x,
P (ΦA→B(ρAR), ρBR) 6
√
h+ − h−
xL
6 θ . (H.10)
The same argument can be applied to the operation B → A. 
Proof of Proposition 22. Let {RkXn} be the POVM elements from Proposition 5 for the input
energy (for the Hamiltonian HX) over the n systems, and let {L`X′n} be the corresponding
output measurement.
We exhibit a protocol as a sequence of gentle measurements and thermal operations. For any
δ > 0, we measure the projector R≈δtr(HXσX)Xn on the n inputs. This measurement fails with
probability 6 2 exp(−η1n) for η1 = 2δ2/(∆HX)2, where ∆HX is the difference between the
maximal and minimal eigenvalues of HX .
Assume that the input and output Hamiltonians HX and HX′ have eigenvalues that are
multiples of a spacing x (x may be very small). Now the state lies in a subspace of energies in
the interval [n(tr(HXσX)± δ)]. We invoke Lemma 24 to change this n-system Hamiltonian
to one which is entirely flat, H ′Xn := h1Xn with h = n tr(HXσX). Given the target
approximation parameter θ > 0, the cost of this operation is the consumption of a coherence
source C1 of size dC1 = (θ−2 + 2) (2nδ/x) 6 O(nδ/θ2), because m = 2nδ/x.
Then we invoke the achievability result of Ref. [11], that one can implement any channel over
trivial Hamiltonians using thermal operations, and an amount of work given approximately
by the conditional entropy of the environment conditioned on the output. We use this step to
implement the channel
S
≈δtr(HX′ρX′ )
X′n E⊗nXn→X′n(R≈δtr(HXσX)Xn (·)R≈δtr(HXσX)Xn )S≈δtr(HX′ρX′ )X′n (H.11)
up to an accuracy θ and investing an amount of work nS(E |X ′)ρ + O(
√
n) + ∆(θ) with
∆(θ) = O(log(1/θ)). We can now trivially shift the whole Hamiltonian H ′Xn → H ′X′n :=
h′1X′n with h′ = n tr(HX′ρX′), investing an amount of work h′ − h.
Finally, we have the state S≈δtr(HX′ρX′ )X′n ρ
⊗n
X′R S
≈δtr(HX′ρX′ )
X′n but the Hamiltonian is still the
trivial H ′X′n . Again we invoke Lemma 24 to change to the final Hamiltonian, up to accuracy
θ, by consuming another coherence source C2 of size dC2 6 O(nδ/θ2).
Because the final state is S≈δtr(HX′ρX′ )X′n ρ
⊗n
X′R S
≈δtr(HX′ρX′ )
X′n instead of ρ
⊗n
X′R, we again pay a
“gentle measurement penalty” of O(e−nη2/2) where η2 ∼ δ2 (cf. Lemma 27).
Finally, counting the total work, total failure probability and total use of coherence proves the
claim, noting that tr(HX′ρX′)− tr(HXσX) + S(E |X ′)ρ = F (ρX′ , HX′)− F (σX , HX). 
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Appendix I: Some technical lemmas
Lemma 25 (Diamond norm and trace distance). Let KX→X′ ,KX→X′ be quantum channels.
Then
‖KX→X′ −K′X→X′‖ 6 dX ‖KX→X′(φXRX )−KX→X′(φXRX )‖1 , (I.1)
where dX is the dimension of X, where RX ' X is a reference system and where |φ〉X:RX =
d
−1/2
X
∑
k|k〉X |k〉RX is a maximally entangled state.
Proof of Lemma 25. We provide a simple proof for completeness. Let |σ〉XRX be optimal
for the diamond norm (the optimum can always be reached by a pure state), i.e.,
‖KX→X′ −K′X→X′‖ = ‖KX→X′(σXRX )−KX→X′(σXRX )‖1 . (I.2)
We write |σ〉X:RX = σ
1/2
RX
|Φ〉X:RX . By the properties of the one-norm (A.1), there exists a
Hermitian ZXRX with ‖Z‖∞ 6 1 such that
(I.2) = tr
[
ZXRX σ
1/2
RX
(KX→X′ −K′X→X′)(ΦXRX )σ1/2RX
]
= tr
[
Z ′XRX (KX→X′ −K′X→X′)(ΦXRX )
]
, (I.3)
where we have defined Z ′XRX = σ
1/2
RX
ZXRX σ
1/2
RX
. Noting that ‖Z ′XRX‖∞ 6 1, we have
(I.3) 6 ‖(KX→X′ −K′X→X′)(ΦXRX )‖1 = dX ‖KX→X′(φXRX )−KX→X′(φXRX )‖1 , (I.4)
as claimed. 
Lemma 26 (Pinching-like operator inequality). Let {Ei}Mi=1 be a collection of M operators,
and let T > 0. Then (∑
Ei
)
T
(∑
Ej †
)
6M ·
∑
Ei T Ei † . (I.5)
Proof of Lemma 26. Call our system S and consider an additional register C of dimension
|C| = M , and let |χ〉C = M−1/2
∑M
k=1|k〉C . Then(∑
EiS
)
TS
(∑
Ej †S
)
= trC
[(∑
EiS ⊗ |i〉C
)
TS
(∑
Ej †S ⊗ 〈j|C
)
(1S ⊗ (M |χ〉〈χ|C))
]
6M trC
[(∑
EiS ⊗ |i〉C
)
TS
(∑
Ej †S ⊗ 〈j|C
)
(1S ⊗ 1C)
]
= M
∑
EiS TS E
i †
S , (I.6)
using |χ〉〈χ|C 6 1C . 
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Lemma 27 (Gentle measurement). Let ρ be any subnormalized quantum state and let
0 6 Q 6 1. Suppose that tr(Qρ) > 1− δ. Then
P (ρ,Q1/2ρQ1/2) 6
√
2δ . (I.7)
(Note that this lemma is easier to prove than for instance [66, Lemma 7], thanks to
the fact that we use a definition of the purified distance that differs slightly from that of
Refs. [47, 56, 57, 66] if both states are subnormalized.)
Proof of Lemma 27. We have
F (ρ,Q1/2ρQ1/2) = tr
√
ρ1/2(Q1/2ρQ1/2)ρ1/2 = tr(Q1/2ρ) > tr(Qρ) > 1− δ . (I.8)
Then P (ρ,Q1/2ρQ1/2) 6
√
1− (1− δ)2 6 √2δ. 
Proposition 28. Let WX be an operator on a system X, such that W †W 6 1. Then there
exists a unitary operator UXQ acting on X and a qubit Q such that, for any |ψ〉X ,
〈0|Q UXQ (|ψ〉X ⊗ |0〉Q) = WX |ψ〉X . (I.9)
I.e., any operator W can be dilated to a unitary, with a post-selection on the output.
Proof of Proposition 28. Setting VX→XQ = W ⊗ |0〉Q +
√
1−W †W ⊗ |1〉Q, we see that
V †V = W †W + 1−W †W = 1X , and hence VX→XQ is an isometry. We can complete this
isometry to a unitary UXQ that acts as V on the support of 1X⊗|0〉〈0|Q and that maps the the
support of 1X ⊗ |1〉〈1|Q onto the complementary space to the image of V . It then follows that
for any |ψ〉X , we have UXQ (|ψ〉X ⊗ |0〉Q) = VX→XQ |ψ〉X = (WX |ψ〉X)⊗ |0〉Q + (. . .)⊗ |1〉Q,
and the claim follows. 
Proposition 29. Let X be a quantum system with Hamiltonian HX . Let WX be an operator
such that W †W 6 1 and such that [WX , HX ] = 0. Then there exists a unitary operator UXQ
acting on X and a qubit Q with HQ = 0, that satisfies [UXQ, HX ] = 0 and such that
〈0|Q UXQ |0〉Q = WX , (I.10)
I.e., any energy-preserving operator W can be dilated to an energy-preserving unitary on an
ancilla with a post-selection on the output.
Proof of Proposition 29. First we calculate [W †W,HX ] = W †[W,HX ] + [W †, HX ]W =
0− [W,HX ]†W = 0. This implies that [
√
1−W †W,HX ] = 0, becauseW †W and
√
1−W †W
have the same eigenspaces. Define
VX→XQ = W ⊗ |0〉Q +
√
1−W †W ⊗ |1〉Q . (I.11)
The operator VX→XQ is an isometry, because V †V = W †W + 1−W †W = 1X . Furthermore,
VX→XQHX = (WXHX)⊗|0〉+(
√
1−W †W HX)⊗|1〉 = (HXWX)⊗|0〉+(HX
√
1−W †W )⊗
|1〉 = HX VX→XQ and thus [VX→XQ, HX ] = 0. Let
{|j〉X} be an eigenbasis of HX , and let
|ψ′j〉XQ = VX→XQ|j〉X , noting that both |j〉X and |ψ′j〉XQ have the same energy. The two
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collections of vectors
{|j〉X ⊗ |0〉Q} and {|ψ′j〉XQ} can thus be completed into two bases{|χi〉XQ} and {|χ′i〉XQ} of eigenvectors of HX +HQ where the i-th element of both bases
have the same energy. Define finally UXQ =
∑
i|χ′i〉〈χi|XQ, noting that by construction
UXQ|0〉Q = VX→XQ and [UXQ, HX ] = 0. 
Proposition 30. Let X be a quantum system with Hamiltonian HX , and let WX be any
operator satisfying W †W 6 1, and such that [WX , HX ] = 0. Then for any  > 0, there
exists a unitary operator UX satisfying [UX , HX ] = 0 and such that for any states |ψ〉X , |ψ′〉X
satisfying Re{〈ψ′ |W |ψ〉} > 1− , we have Re{〈ψ′ |U |ψ〉} > 1− 61/4.
Proof of Proposition 30. Let F = W †W 6 1 noting that F † = F . For some ν with 0 < ν < 1
to be determined later, let P be the projector onto the eigenspaces of F corresponding
to eigenvalues greater or equal to ν. Define V = WF−1/2P . The operator V is a partial
isometry, meaning that its singular values are all equal to one or to zero, because V †V =
PF−1/2W †WF−1/2P = PF−1/2FF−1/2P = P , since P lies within the support of F . Observe
that [F,H] = [W †W,H] = W †[W,H]− [W,H]†W = 0 and hence [F−1/2, H] = 0 and [P,H] =
0. Hence, [V,H] = [WF−1/2P,H ] = 0. So we may complete the partial isometry V into a full
unitary U that also commutes with H by acting as the identity on the remaining elements of
the eigenbasis of H in which V is diagonal. We may thus write U = V +X = WF−1/2P +X
for some operator X satisfying XP = 0 and [X,H] = 0.
Now let |ψ〉, |ψ′〉 such that Re{〈ψ′ |W |ψ〉} > 1− , and write
Re{〈ψ′ |U |ψ〉} = Re{〈ψ′ |(U −W ) |ψ〉}+ Re{〈ψ′ |W |ψ〉}
> Re{〈ψ′ |(U −W ) |ψ〉}+ 1−  . (I.12)
We have 〈ψ |P |ψ〉 > 〈ψ |PFP |ψ〉 = 〈ψ |F |ψ〉 − 〈ψ |(1− P )F |ψ〉 > 〈ψ |F |ψ〉 − ν, recalling
that 1 − P projects onto the eigenspaces of F whose eigenvalues are less than ν. Then,
〈ψ |F |ψ〉 = 〈ψ |W †W |ψ〉 > 〈ψ |W † |ψ′〉〈ψ′ |W |ψ〉 = |〈ψ′ |W |ψ〉|2 > (1 − )2 > 1 − 2, and
hence
∥∥(1− P )|ψ〉∥∥2 = 〈ψ |(1− P ) |ψ〉 6 1 − (〈ψ |F |ψ〉 − ν) 6 1 − (1 − 2) + ν = 2 + ν.
Hence
Re
{〈ψ′ |(U −W ) |ψ〉} = Re{〈ψ′ |(U −W )P |ψ〉}+ Re{〈ψ′ |(U −W )(1− P ) |ψ〉}
> Re
{〈ψ′ |(U −W )P |ψ〉}− 2√2+ ν , (I.13)
since by Cauchy-Schwarz
∣∣〈ψ′ |(U −W )(1− P ) |ψ〉∣∣ 6 ∥∥(U −W )†|ψ′〉∥∥ ∥∥(1− P )|ψ〉∥∥, where
‖(U −W )†|ψ′〉‖ 6 2. In order to continue, let |χ〉 = W †|ψ′〉 − |ψ〉, and calculate 〈χ |χ〉 =
〈ψ′ |WW † |ψ′〉 + 〈ψ |ψ〉 − 2 Re{〈ψ′ |W |ψ〉} 6 2 − 2(1 − ) = 2, and hence we deduce that∥∥|χ〉∥∥ = ∥∥W †|ψ′〉 − |ψ〉∥∥ 6 √2. Then, with 〈ψ′|W = 〈ψ|+ 〈χ| we have
Re
{〈ψ′ |(U −W )P |ψ〉} = Re{〈ψ′ |W (F−1/2 − 1)P |ψ〉}
= Re
{〈χ |(F−1/2 − 1)P |ψ〉}+ Re{〈ψ |(F−1/2 − 1)P |ψ〉}
> Re
{〈χ |(F−1/2 − 1)P |ψ〉} , (I.14)
since 〈ψ |(F−1/2 − 1)P |ψ〉 = 〈ψ |P (F−1/2 − 1)P |ψ〉 > 0 as P commutes with F−1/2 and
since F = W †W 6 1 implies that F−1/2 > 1. To bound the remaining term we first
write
∣∣〈χ |(F−1/2 − 1)P |ψ〉∣∣ 6 ∥∥|χ〉∥∥∥∥(F−1/2 − 1)P |ψ〉∥∥ 6√2/ν; the last inequality follows
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since P projects onto the eigenspaces of F with eigenvalues larger than or equal to ν, thus
F−1/2P 6 ν−1/2P and hence
∥∥(F−1/2 − 1)P |ψ〉∥∥ 6 ν−1/2 − 1 6 ν−1/2. Hence,
(I.14) > −
√
2
ν
(I.15)
Following the inequalities from (I.12), invoking (I.13) and with the above, we finally obtain
Re{〈ψ′ |U |ψ〉} > 1− − 2√2+ ν −
√
2
ν
. (I.16)
Choosing ν = 21/2, we obtain, using  6 √,
1− Re{〈ψ′ |U |ψ〉} 6 + 2
√
2+ 21/2 +
√
2
21/2
6 (1 + 4 + 1) 1/4 = 6 1/4 , (I.17)
as claimed. 
Proposition 31 (Controlled-unitary using a POVM). Let {Qj} be a set of positive semidefi-
nite operators on a system X satisfying
∑
Qj 6 1, and let {U j} be a collection of unitaries
on a system Y . Let
WXY =
∑
j
QjX ⊗ U jY . (I.18)
Then W †W 6 1.
Proof of Proposition 31. Using an additional register K, define
VX→XK =
∑√
Qj ⊗ |j〉K . (I.19)
Then V †V =
∑
Qj 6 1. Clearly, V V † 6 1XK because V V † and V †V have the same nonzero
eigenvalues. Now observe that
W = V †
(∑
1X ⊗ U jY ⊗ |j〉〈j|K
)
V , (I.20)
where the middle term is clearly unitary, and hence manifestly we have W †W 6 1. 
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