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Abstract
Rigorous estimates to support the Batchelor–Kraichnan–Leith theory of 2-D turbulence are made for time-dependent forcing at
all length scales. The main estimate, derived under several different assumptions on the smoothness of the force in space and time,
bounds the dissipation wavenumber κη from above and below in terms of a generalized Grashof number. That estimate is shown to
be connected to the energy power law, the dissipation law, and the enstrophy cascade. These results impose certain restrictions on
the shape of the force, which in several cases is allowed to be discontinuous in time.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
La théorie de la turbulence bidimensionelle de Batchelor (1953) [1], Kraichnan (1967) [2], et Leith (1968) [3], inspirée par
la théorie de la turbulence tridimensionelle de Kolmogorov (1991) [4], établit d’une manière empirique des relations assez
précises entre les moyennes (temporelles, spatiales, statistiques) des divers paramètres physiques d’un fluide bidimensionel turbu-
lent. Récemment des efforts ont eté faits pour déduire cette théorie d’une manière rigoureuse à partir des équations de Navier–Stokes
(Foias et al. (2002, 2005) [5,6], Dascaliuc et al. (2008) [7]). Cet article pousuit cette direction de recherche, et s’approche de son but
memˆe dans un cadre plus général. En effet, pour une solution u(t)(= u(t, x)) des équations de Navier–Stokes dans [t0,∞)× R2,
périodiques en les variables spatiales (avec une période 2π/κ0), à moyennes spatialles nulles, i.e.∫ ∫
Ω
u(t, x) dx = 0 (∀t  t0),
on définit d’abord ∣∣u(t)∣∣2 = κη
∫ ∫
Ω
u · udx, ∥∥u(t)∥∥2 = κη
∫ ∫
Ω
∇u :∇udx,
et ∣∣Au(t)∣∣2 = κη
∫ ∫
Ω
u ·udx,
où Ω = [0,2π/κ20 ]2, puis les moyennes temporelles correspondantes :
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t2 − t1
t2∫
t1
∣∣u(t)∣∣2 dt, etc.
La théorie empirique de la turbulence implique que les moyennes prec´edentes (et bien d’autres) sont reliées par des relations
universelles dès que 〈|u|2〉 est suffisamment grand, et t2  t1  t0 ; par exemple
η := νκ20
〈|Au|2〉∼L1κ30U3 :=L1κ30 (κ20 〈|u|2〉)3/2,
où ν > 0 est le coefficient de viscosité et L1,L2, . . . sont des termes logarithmiques dépendant du nombre de Reynolds
Re = κ20 〈|u|2〉1/2/ν. Nous démontrons que sous les conditions spécifées auparavant on a :
ηL2κ30
(
κ20
〈|u|2〉)3/2,
et que cette relation implique,
κσ L3κη,
où
κσ :=
( 〈|Au|2〉
〈‖u‖2〉
)1/2
, κη :=
(
η
ν3
)1/6
,
κη étant le nombre d’onde dans la théorie empirique au delà duquel l’effet de la viscosité domine celui de la dynamique (effect
dit inertiel). On prouve aussi que
κη L4κσ (0.1)
implique
ηL5κ30
(
κ20
〈|u|2〉)3/2,
et de plus
eκ,2κ L6
η2/3
κ2
(0.2)
(pour tout κ  κ0), où
eκ,2κ = κ20
〈 ∑
κ<κ0 |k|2κ
∣∣uˆ(k, ·)∣∣2〉,
uˆ(k, t) est ici la répresentation de Fourier de u(x, t), et eκ,2κ est l’énergie par unité de masse moyenne des composantes de u(x, t)
à nombre d’onde se trouvant dans l’intervalle (κ,2κ]. La théorie empirique affirme aussi que dans l’intervalle inertiel [κ i, κ i],
notamment celui où l’inertie domine la viscosité, on a :
eκ,2κ ∼L7 η
2/3
κ2
(0.3)
et κ i L8κη.
Nous démontrons que (0.3) implique
κτ :=
( 〈‖u‖2〉
〈|u|2〉
)1/2
L10κ i, κ i L9κη.
De plus, nous montrons que si (0.2) est vraie pour κτL11  κ  κηL12, alors (0.1) est vraie et par conséquent (0.2) est aussi vraie
pour tout κ  κ0. En outre, on démontre que toute la théorie empirique est rigoureuse si et seulement si (0.1) est vrai, et
η2/3
κ2
L13eκ,2κ pour L14κτ  κ L15κη.
Pour la démonstration de ces res´ultats, on utilise les équations de Navier–Stokes pour démontrer l’estimation nouvelle ci-après :(
κτ κσ
κ2
)1/3
G1/6 L16
κη
κ0
L16
(
κ20
κτ κσ
)1/3
G1/3, (0.4)0
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G := sup
t>t0
|f (t)|
ν2κ20
, et
∣∣f (t)∣∣= (∫ ∫
Ω
∣∣f (x, t)∣∣2 dx)1/2,
f (·) étant la projection de Leray de la force massique. Les autres résultats mentionnés dans ce résumé sont des conséquences
directes (ou quelques fois indirectes) de (0.4). Finalement, il faut mentionner que, pour simplifier, nous avons omis dans les
inegalités précédentes des constantes adimensionelles dépendant seulement de f (·)/|f (·)|.
© 2009 Elsevier Masson SAS. All rights reserved.
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1. Introduction
The Batchelor–Kraichnan–Leith [1–3] theory of turbulence in two dimensions, like that of Kolmogorov [4] in three
dimensions, stipulates that the energy obeys a particular power law relation in length scales. Both theories have laws
relating dissipation rates to the root mean square velocity. What is qualitatively different in 2-D is the transfer of
energy. While there may be a direct cascade of energy at small scales toward even smaller scales as in 3-D, it would
be weak compared to an inverse cascade at large scales toward even larger ones. Another distinction is the presence
of a second, more pronounced direct cascade of enstrophy toward small scales. Remarkably, these heuristic theories
are derived without any reference to equations of motion.
The BKL theory is partially supported in [5–7] by rigorous estimates for the Navier–Stokes equations (NSE).
Certain wave numbers provide estimates for the inertial and dissipation ranges, where respectively, the enstrophy
cascade and viscous effects dominate. The estimates are stated in terms of G, the Grashof number, a dimensionless
quantity defined by the viscosity, domain length, and L2-norm of the force. Heuristic arguments suggest that a certain
flow-dependent wavenumber κη marks the dissipation cut-off. Central to the rigorous treatment are bounds of the
form,
G1/6  κη
κ0
G1/3, (1.1)
where κ0 = 2π/L in a periodic domain of length L. In the BKL theory the dissipation range is well beyond the forcing
range, and the inertial range covers the bulk of what is between. By (1.1) the former is then equivalent to the condition
that G be large. Regarding the latter, if another flow-dependent wavenumber κσ is large compared to the range of the
force, then the transfer of enstrophy at wavenumber κ is roughly constant for κ  κσ , an alternative characterization
of the cascade. A similar result holds for another wavenumber κτ , and the direct cascade of energy.
In [5–7] the force is assumed to have its spectrum in a finite range of wave numbers [κ, κ]. This restriction provides
a clear division on the direction of energy and enstrophy transfers. Both are easily shown to flow, on average, to larger
wave numbers beyond κ , and to smaller wave numbers below κ , consistent with the BKL theory. It is, however,
difficult in numerical experiments to realize the condition κσ  κ [8]. This is part of the motivation for considering a
wider class of forces. The estimate in (1.1) was first proved in [9] for time-independent forces, with no restriction on
their spectral range, while in [6] it is proved for forces that depend smoothly on time, but are restricted in their spectral
range. We should stress that in the empirical approach to turbulence it is implicitly assumed that the Helmholtz–Leray
projection of the driving body forces (hereafter referred to simply as the force) has no modes active in the cascade
ranges.
In this paper we allow the force to be time-dependent, and potentially involve all scales. Included are cases where
the force may be discontinuous in time, which may have important stochastic applications (see [10] and references
therein). We present bounds of the form (1.1) for such forces using finite-time averages following [6]. While in [6] the
unwritten constants in (1.1) depend on κ , here they depend on more descriptive shape factors of force, which can be
held fixed as the Grashof number is increased. Under greater regularity assumptions on the force, we prove a second
version of (1.1),
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κτ κσ
κ20
]1/3
G1/6 ≺ κη
κ0

[
κ20
κτ κσ
]1/3
G1/3, (1.2)
where ≺ is an inequality that in some cases includes a factor of (logG)α . The relation (1.2) is shown to be equivalent
to the partial dissipation law η ≺ κ30U3 as well as κτ κσ ≺ κ0κη. In fact the dissipation law η ∼ κ30U3 is shown to be
equivalent to κτ κσ ∼ κ0κη , which in turn gives the sharp relation,
G1/4 ≺ κη
κ0
G1/4.
If the stronger condition κσ  κη holds, a number of relations follow including the partial power law,
eκ,2κ ≺ η
2/3
κ2
, for all κ  κ0, (1.3)
and a direct cascade of enstrophy. Forcing at all scales necessitates a modification of the expression for the transfers
of energy and enstrophy to include a direct contribution of the force. This results in transfers that are positive at small
wave numbers, and is thus insensitive to an inverse cascade. More surprisingly, this new expression reveals an inverse
energy cascade (in a certain sense) at large wave numbers.
We briefly outline in Section 3 how the two types of estimates similar to (1.1) impact the broader issues of tur-
bulence. That is followed in Sections 4–6 with proofs regarding those issues. We prove a recurrent estimate on the
projection of the solution in the energy, enstrophy-plane in Section 7, which is relevant even for 3-D turbulence [11].
It is in Sections 8–12 that we prove the estimates of the form (1.1) under different assumptions on the smoothness of
the force in space and time. In summarizing in Section 13, we distinguish between results which are valid without any
assumptions on turbulence, and those which assume one aspect of the theory in order to prove another.
2. Preliminaries
We write the incompressible Navier–Stokes equations:
∂u
∂t
− νu+ (u · ∇)u+ ∇p = F(t),
divu= 0,∫
Ω
udx = 0,
∫
Ω
F dx = 0,
u(x, t0)= u0(x),
with periodic boundary conditions in Ω = [0,L]2 as a differential equation in a certain Hilbert space H (see
[12] or [13]),
d
dt
u(t)+ νAu(t)+B(u(t), u(t))= f (t),
u(t) ∈H, t  t0, and u(t0)= u0. (2.1)
The phase space H is the closure in L2(Ω)2 of all R2-valued trigonometric polynomials u such that
∇ · u= 0, and
∫
Ω
u(x)dx = 0.
The bilinear operator B is defined as
B(u, v)= P((u · ∇)v),
where P is the Helmholtz–Leray orthogonal projector of L2(Ω)2 onto H and f = PF . The scalar product in H is
taken to be,
(u, v)=
∫
u(x) · v(x) dx, where a · b = a1b1 + a2b2,
Ω
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|u| = (u,u)1/2 =
(∫
Ω
u(x) · u(x)dx
)1/2
. (2.2)
The operator A= − is self-adjoint, and its eigenvalues are of the form:(
2π
L
)2
k · k, where k ∈ Z2 \ {0}.
We denote these eigenvalues by,
0 < λ0 = (2π/L)2  λ1  λ2  · · ·
arranged in increasing order and counted according to their multiplicities, and write w0,w1,w2, . . . , for
the corresponding normalized eigenvectors (i.e. |wj | = 1 and Awj = λjwj for j = 0,1,2, . . .).
The positive roots of A are defined by linearity from,
Aαwj = λαj wj , for j = 0,1,2, . . .
on the domain
D
(
Aα
)=
{
u ∈H :
∞∑
j=0
λ2αj (u,wj )
2 <∞
}
.
We take the natural norm on V =D(A1/2) to be:
‖u‖ = ∣∣A1/2u∣∣=
(∫
Ω
2∑
j=1
∂
∂xj
u(x) · ∂
∂xj
u(x) dx
)1/2
=
( ∞∑
j=0
λj (u,wj )
2
)2
. (2.3)
Since the boundary conditions are periodic, we may express an element in H as a Fourier series:
u(x)=
∑
k∈Z2
uˆke
iκ0k·x, (2.4)
where
κ0 = λ1/20 =
2π
L
, uˆ0 = 0, uˆ∗k = uˆ−k, (2.5)
and due to incompressibility, k · uˆk = 0. We associate to each term in (2.4) a wave number κ0|k|. Parseval’s identity
reads as
|u|2 = L2
∑
k∈Z2
uˆk · uˆ−k = L2
∑
k∈Z2
|uˆk|2
(we assume it is clear from the context when | · | refers to the length of a vector in C2), as well as
(u, v)= L2
∑
k∈Z2
uˆk · vˆ−k,
for v =∑ vˆkeiκ0k·x . We define projectors Pκ :H → span{wj |λj  κ2}, and Qκ = I − Pκ by,
Pκu=
∑
κ0|k|κ
uˆke
iκ0k·x,
where u has the expansion in (2.4).
Recall the orthogonality relations of the bilinear term (see e.g. [13])(
B(u, v),w
)= −(B(u,w), v), u ∈H, v,w ∈ V, (2.6)
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B(u,u),Au
)= 0 u ∈D(A). (2.7)
We also use the relation (see e.g. [5])(
B(v, v),Au
)+ (B(v,u),Av)+ (B(u, v),Av)= 0, u, v ∈D(A), (2.8)
Agmon’s inequality,
‖u‖∞  cA|u|1/2|Au|1/2, u ∈D(A), (2.9)
the Brezis–Gallouet inequality,
‖u‖∞  cB‖u‖
(
log
|Au|
κ0‖u‖ + 1
)1/2
, u ∈D(A), (2.10)
as well as Ladyzhenskaya’s,
|u|2
L4(Ω)  cL|u|‖u‖, u ∈ V. (2.11)
(See [12,14–16].)
The inequalities are used to estimate the nonlinear term. A direct consequence of Ladyzhenskaya’s inequality is:∣∣(B(u, v),w)∣∣ cL|u|1/2‖u‖1/2‖v‖|w|1/2‖w‖1/2, u, v,w ∈ V. (2.12)
Combining Agmon’s inequality and the interpolation |A1/2v| |v|1/2|Av|1/2 gives:∣∣(B(u, v),w)∣∣ cI|u|1/2|Au|1/2|v|1/2|Av|1/2|w|, u, v ∈D(A), w ∈H. (2.13)
Greater regularity allows∣∣(B(u, v),w)∣∣ cA|u|‖v‖1/2|A3/2v|1/2|w|, u ∈H, v ∈D(A3/2), w ∈H. (2.14)
We also need the following bounds proved in [17] (see also [18]).
Theorem 2.1. Let u ∈ V \ {0}, v ∈D(A), and w ∈H . Then
max
{∣∣(B(u, v),w)∣∣, ∣∣(B(w,v),u)∣∣} cT|u||Av||w|
[
ln
e2‖u‖
κ0|u|
]1/2
, (2.15)
where
cT =
(
c2Ae +
c2L
2e
)1/2
.
If u,v,w ∈ V with w = 0, then
max
{∣∣(B(u, v),w)∣∣, ∣∣(B(w,v),u)∣∣} cT‖u‖‖v‖|w|
[
ln
e2‖w‖
κ0|w|
]1/2
. (2.16)
Theorem 2.2. (See [19].) Assume that f ∈ L∞(t0,∞;H) in (2.1) and u0 ∈ V . Then, the unique strong solution u for
the initial value problem (2.1) exists, and satisfies the properties:
u ∈ C([t0, T ];V )∩L2(t0, T ;D(A)), du
dt
∈ L2(t0, T ;H), for all T  0.
In the sections to follow we will assume f ∈ L∞(t0,∞;D(Aj/2)) for some specified j ∈ {0,1,2,3}, and assume
that for that j we have:
|Aj/2f | = ess sup∣∣Aj/2f (t)∣∣<∞. (2.17)
tt0
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1
2
d
dt
|u|2 =
(
du
dt
, u
)
,
1
2
d
dt
‖u‖2 =
(
du
dt
,Au
)
(2.18)
in the sense of distributions (see Lemma 1.2 in Chapter 3 in [14] and its proof). Taking the scalar product of (2.1) with
u, respectively Au, and applying (2.6), (2.7), and (2.18) gives the energy, enstrophy balance equations:
1
2
d
dt
|u|2 + ν‖u‖2 = (f,u), (2.19)
1
2
d
dt
‖u‖2 + ν|Au|2 = (f,Au). (2.20)
In the scientific literature,
κ20 |u|2 = 2 times the total energy per unit mass,
and
κ20‖u‖2 = the total enstrophy per unit mass.
Straightforward applications of the Cauchy–Schwarz, Young, and Gronwall inequalities to (2.20) gives
∥∥u(t)∥∥2  e−νκ20 (t−t0)∥∥u(t0)∥∥2 + |f |2
ν2κ20
(
1 − e−νκ20 (t−t0)). (2.21)
If |f | = 0, we have by (2.21) that ‖u(t)‖ → 0 as t → ∞. Therefore we assume throughout the paper that
|f |> 0. (2.22)
The closed ball B of radius 2νκ0G in V , where
G= |f |
ν2κ20
, (2.23)
is absorbing, that is there exists T = T (‖u0‖) such that∥∥u(t0 + t; t0, u0)∥∥ 2νκ0G, for all t  T , (2.24)
and B is positively invariant: ∥∥u(t0 + t; t0, u0)∥∥ 2νκ0G, for all t  0, u0 ∈ B (2.25)
where u(t; t0, u0) is the unique solution to (2.1) such that u(t0; t0, u0) = u0. We often denote the solution as simply
u(t), even in the nonautonomous case, when the choice of t0 and u0 are understood. It is easily shown using (2.21)
that T , the time of absorption in (2.24), can be taken to be:
T
(‖u0‖)= 1
νκ20
max
{
1, log
‖u0‖2
3ν2κ20G2
}
. (2.26)
The dimensionless G is a natural extension for a time dependent force of the generalized Grashof number G
introduced in [20].
For a fixed t0  t1 < t2 and u0 ∈H we denote the finite time average:
〈
Φ(u)
〉= 1
t2 − t1
t2∫
t1
Φ
(
u(τ)
)
dτ.
Throughout the paper we assume that
t2 − t1  1
νκ2
, (2.27)
0
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t1 − t0  T
(‖u0‖). (2.28)
In fact we are interested in only large time averages as in [21,6]. As in [6] we give estimates for the numerical time
periods needed for the average. Condition (2.28) ensures that the solution is in the absorbing ball over the interval of
integration. Hence, by the Poincaré inequality we have both:∣∣u(t)∣∣ 2νG, and ∥∥u(t)∥∥ 2νκ0G for all t ∈ [t1, t2]. (2.29)
We introduce the shape factors
ψj = sup
( 〈|Aj/2f |2〉
κ
2j
0 〈|f |2〉
)1/2
, ϕj = |A
j/2f |
κ
j
0 |f |
, θj = sup |A
j/2〈f 〉|
κ
j
0 |〈f 〉|
, (2.30)
for j = 1,2,3, and
Γ1 = sup
( 〈|f˙ |2〉
ν2κ40 〈|f |2〉
)1/2
, Γ = inf 〈|f |
2〉1/2
|f | , Γ0 = inf
|〈f 〉|
|f | , (2.31)
where the suprema and infima are taken over t1, t2 satisfying (2.27), and
f (t)=
t∫
t0
f˙ dt + f (t0), for all t  t0.
We have by (2.22) that ϕj , Γ , and Γ0 are well-defined. In addition, we assume that each supremum is finite, that
whenever ψ and Γ1 are used, 〈|f |2〉> 0, and whenever θj is used, 〈f 〉 = 0. These shape factors are so named because
they remain unchanged under scalar multiplication of f ; they remain constant as the Grashof number is increased.
Therefore any explicit function depending only on the shape factors in (2.30), (2.31) will also be referred to as shape
factors. Dimensionless quantities in this paper which depend only on the shape of f will be denoted by C, while
absolute constants will be denoted by lower case c.
We make use of the following notation: a  b means a  cb for a nondimensional universal constant c under the
condition that G → ∞ with the shape factors held fixed, and similarly for . By a ∼ b we mean that both a  b and
b a hold. For convenience, we will in some instances write
a ≺ b when a  C(log(sG))αb for some α ∈ R, and large enough G (2.32)
and where C and s are shape factors, with a similar convention for . We write a  b if a/b < δ for some small
δ ∈ (0,1), and a/b is nondimensional provided the ranges of a, b are a priori specified (e.g., for large values of a, b).
The value of δ shall remain unspecified, and may vary from one statement involving  to the next.
For convenience, we will refer to the averaged entities:
e = κ20
〈|u|2〉, E = κ20 〈‖u‖2〉, (2.33)
and
 = νκ20
〈‖u‖2〉, η = νκ20 〈|Au|2〉, (2.34)
as, respectively, the energy, enstrophy, energy dissipation rate, and enstrophy dissipation rate (each per unit mass).
In turbulence theory, to be consistent with (2.19), (2.20), the actual mean energy is e/2, and the actual enstrophy
dissipation rate is 2η. To simplify the presentation we omit these factors of 2 in (2.33), (2.34).
3. The dissipation wavenumber and turbulence, an outline
In the theory of 2-D turbulence it is expected that the dissipation range, where viscous effects dominate, is at
much larger wave numbers than the bulk of the force. Heuristic arguments associate this range with the dissipation
wavenumber:
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(
η
ν3
)1/6
=
(
κ20 〈|Au|2〉
ν2
)1/6
. (3.1)
One way to control κη is to relate it to G, which can be selected in advance of a numerical experiment. We do this
through estimates of the form, (
G
C∗
)1/6
 κη
κ0

(
C∗G
)1/3
, (3.2)
which we show in Sections 8 and 11 to hold provided,
t2 − t1  Tmin and G Cmin. (3.3)
The constants C∗, C∗, and the threshold Cmin are shape factors, while νκ20Tmin depends on G (in some cases) as well
as shape factors. In Section 8 we assume that both f and f˙ are in L∞(t0,∞;H), while in Section 11 f may be
discontinuous in time, but is assumed to have nonzero time averages. The ratio (κη/κ0)2 is the analog of the classical
Landau–Lifschitz estimate of the asymptotic number of degrees of freedom for 2-D turbulence. This ratio is shown
in [22] to be an upper bound (up to a logarithmic correction) on the fractal dimension of the global attractor [13],
provided that f is time independent. Under this last proviso, an estimate in the form of (3.2) was first derived in [9],
where it was also shown that the extremes are achieved for certain forces.
In Section 9 we prove for f ∈ L∞(0,∞;V ), f˙ ∈ L∞(t0,∞;H) a lower bound of the form,〈‖u‖2〉 C1(νκ0)2G, (3.4)
and for f ∈ L∞(0,∞;D(A)), f˙ ∈ L∞(t0,∞;H) we show that〈|u|2〉 ν2G. (3.5)
Applying the Poincaré inequality to the upper bound in (3.2) and combining the result with (3.5) relates the Reynolds
number Re = 〈|u|2〉1/2/ν to the Grashof number through,
G1/2 ≺ ReG. (3.6)
Hence all results involving G can be restated with adequate powers of Re.
In the next section we will prove that
κσ =
(
η

)1/2
=
( 〈|Au|2〉
〈‖u‖2〉
)1/2
 κ0, (3.7)
provides a direct cascade of enstrophy. The lower bound in (3.2) is needed to establish a sufficient averaging time for
this result to hold. Besides, we will also prove the somewhat surprising fact that there is always an inverse cascade of
energy for κ  κσ . The precise definition of these cascades is given in the next section. In particular, see Remark 4.2.
We also show that if
κτ =
(

νe
)1/2
=
( 〈‖u‖2〉
〈|u|2〉
)1/2
 κ0, (3.8)
then there is a direct cascade of energy (toward higher wave numbers). For these energy cascade results, the lower
bound in (3.4) is what is used to establish a minimal averaging time. Consistent with the expectation that a direct
enstrophy cascade would be more pronounced than a direct energy cascade is the fact that κτ  κσ , as shown in
Corollaries 10.1, 12.1. Though seemingly, κτ does not play here the important physical role that it plays in 3-D
turbulence, in 2-D it is at least mathematically useful.
We improve (3.2) in Sections 10 and 12 with estimates of the form:[
κτ κσ
κ20
]1/3(
G
K∗
)1/6
 κη
κ0

[
κ20
κτ κσ
]1/3(
C∗G
)1/3
, (3.9)
where
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{
C∗(logG)1/2 for f ∈ L∞(t0,∞;D(A)),
C∗ for f ∈ L∞(t0,∞;D(A3/2)).
In Section 5 we prove that (3.9) implies one side of the dissipation law, namely
η C∗K∗κ30U3, (3.10)
where U is the square root of the energy. We then show that the relation (3.10) is equivalent to:
κτ κσ 
(
C∗K∗
)1/3
κ0κη. (3.11)
While, of course, (3.11) does not make a case for either κτ , κσ being large, its proof reveals that in fact the dissipation
law η ∼ κ30U3 is equivalent to κτ κσ ∼ κ0κη . To the best of our knowledge, it is not known whether (3.7) is achievable.
By (3.2), we have that (3.7) would hold if the dissipation law holds. We will show in Section 6 that (3.7) would also
hold if the energy power law holds.
4. Fluxes of energy and enstrophy
One of the main issues in 2-D turbulence is how enstrophy is transferred through length scales. In particular, it is
expected that the enstrophy flux is roughly constant over a range of wave numbers. In the general setting of forcing
all modes, we define the flux as follows. Setting pκ = Pκu, qκ =Qκu, and taking the scalar product of the NSE with
Aqκ leads to the enstrophy invariance relation:
1
2
d
dt
‖qκ‖2 + ν|Aqκ |2 = 1
κ20
Fκ = −
(
B(u,u),Aqκ
)+ (f,Aqκ). (4.1)
We refer to Fκ as the pseudo-flux of enstrophy (per unit mass) into the high modes at wavenumber κ . Using (2.7) and
(2.8), we can rewrite Fκ as
Fκ = E→κ − E←κ + κ20 (f,Aqκ), (4.2)
in terms of the nonlinear enstrophy flux (low to high),
E→κ (u)= −κ20
(
B(pκ,pκ),Aqκ
)
,
and (high to low)
E←κ (u)= −κ20
(
B(qκ, qκ),Apκ
)
.
The following result provides a condition for the direct cascade of enstrophy. Its proof is an adaptation of one for
a similar result in [6].
Proposition 4.1. Under the conditions for which the lower bound in (3.2) holds, we have for any δ > 0,
1 −
(
κ
κσ
)2
− δ  〈Fκ 〉
η
 1 + δ, (4.3)
provided that also
t2 − t1  2C∗G
δνκ20
. (4.4)
Proof. By (3.2) we have:
ν3κ60
G
C∗
 η. (4.5)
As in [5]
〈|Apκ |2〉 κ2〈‖pκ‖2〉 κ2〈‖u‖2〉=
(
κ
)2〈|Au|2〉. (4.6)κσ
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〈Fκ 〉 = νκ20
〈|Aqκ |2〉+ κ20 ‖qκ(t2)‖2 − ‖qκ(t1)‖22(t2 − t1) . (4.7)
Using (4.5), (4.6), and (2.25) in (4.7) we have:
〈Fκ 〉 η
[
1 −
(
κ
κσ
)2]
− 2ν
2κ40G
2
t2 − t1 = η
{[
1 −
(
κ
κσ
)2]
− 2ν
2κ40G
2
η(t2 − t1)
}
 η
{[
1 −
(
κ
κσ
)2]
− 2C∗G
νκ20 (t2 − t1)
}
,
and the lower bound in (4.3) follows from (4.4). Again by using (4.5) and (2.25) in (4.7) we have:
〈Fκ 〉 η + 2ν
2κ40G
2
t2 − t1  η
{
1 + 2C∗G
νκ20 (t2 − t1)
}
,
so the upper bound in (4.3) also follows from (4.4). 
It follows that if
κσ  κ0, (4.8)
then for a sufficiently long averaging time we have the direct cascade of enstrophy,
〈Fκ 〉 ≈ η for κ0  κ  κσ . (4.9)
Similarly we define the pseudo-flux of energy into the high modes as
fκ = −κ20
(
B(u,u), qκ
)+ κ20 (f, qκ)= e→κ − e←κ + κ20 (f, qκ), (4.10)
and the pseudo-flux of energy into the low modes as
gκ = −κ20
(
B(u,u),pκ
)+ κ20 (f,pκ)= −[e→κ − e←κ ]+ κ20 (f,pκ), (4.11)
where
e→κ (u)= −κ20
(
B(pκ,pκ), qκ
)
, and e←κ (u)= −κ20
(
B(qκ, qκ),pκ
)
.
Proposition 4.2. Under the conditions in which (3.4) holds, we have for any δ > 0,
1 −
(
κ
κτ
)2
− δ  〈fκ 〉

 1 + δ, (4.12)
and
1 −
(
κσ
κ
)2
− δ  〈gκ 〉

 1 + δ, (4.13)
provided that also
t2 − t1  2G
C1δνκ
2
0
. (4.14)
Proof. The proof of (4.12) is similar to that of Proposition 4.1, but uses (3.4) in place of (4.5). To prove (4.13), note
that we always have that
〈‖pκ‖2〉= 〈‖u‖2〉− 〈‖qκ‖2〉 〈‖u‖2〉− 1
κ2
〈|Au|2〉 〈‖u‖2〉(1 − κ2σ
κ2
)
. (4.15)
Taking the scalar product of (2.1) with pκ , and applying (2.6), we have,
κ20 d |pκ |2 + νκ20‖pκ‖2 = gκ ,2 dt
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〈gκ 〉 − νκ20
〈‖pκ‖2〉= κ202(t2 − t1)
(∣∣pκ(t2)∣∣2 − ∣∣pκ(t1)∣∣2).
Applying (2.25), we have:
∣∣〈gκ 〉 − νκ20 〈‖pκ‖2〉∣∣ 2ν2κ20G2t2 − t1 , (4.16)
so that
νκ20
〈‖pκ‖2〉− 2ν2κ20G2
t2 − t1  〈gκ 〉 νκ
2
0
〈‖pκ‖2〉+ 2ν2κ20G2
t2 − t1 . (4.17)
Using (4.15) along with (3.4) and (4.14), we arrive at (4.13). 
From relation (4.12) we have that if
κτ  κ0, (4.18)
then there is a direct energy cascade:
〈fκ 〉 ≈ , for κ0  κ  κτ ,
while from (4.12) we have that there is always an inverse cascade of energy
〈gκ 〉 ≈ , for κσ  κ.
Remark 4.1. It is known that for time-independent forces satisfying,
f = (Pκ − Pκ)f, (4.19)
the purely nonlinear fluxes (toward high wave numbers),
Eκ = E→κ − E←κ , eκ = e→κ − e←κ ,
satisfy
〈Eκ 〉∞, 〈eκ 〉∞  0, if κ > κ, and 〈Eκ 〉∞, 〈eκ 〉∞  0, if κ  κ, (4.20)
where 〈·〉∞ denotes an infinite time (or equivalent ensemble) average (see [5]). This is consistent with the commonly
observed inverse energy cascade at small κ . In contrast, relations (4.3) and (4.12) show that the inclusion of (f,Aqκ)
and (f, qκ) in the definitions of Fκ and fκ makes those pseudo-fluxes positive (on average) for small κ . Yet from (4.13)
we have 〈gκ 〉  0 for large κ . This is somewhat surprising since in the finite-mode case (4.19) the purely nonlinear
flux eκ is, on average, positive for those wave numbers, i.e. it transfers energy toward higher wave numbers, and
hence 〈(f,pκ)〉 > 0 for κ > κ . While for a general force we have not determined the sign of eκ , we can say that for a
sufficiently long time average:
〈eκ 〉< κ20
〈
(f,pκ)
〉
, for κ > κσ . (4.21)
As far as we know, the inverse cascade of energy at high wave numbers described by (4.13) has not been predicted by
the heuristic theory.
Remark 4.2. The notion of the (forward) pseudo-flux in (4.2), (4.10) is based on the injection of energy or enstrophy
into the high modes qκ from sources external to those modes. This is consistent with the traditional, nonlinear fluxes
Eκ and eκ , since by (2.8) and (2.6),(
B(qκ,pκ),Aqκ
)+ (B(pκ, qκ),Aqκ)= −(B(qκ, qκ),Apκ),(
B(qκ,pκ), qκ
)+ (B(pκ, qκ), qκ)= −(B(qκ, qκ),pκ).
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(respectively ν|Aqκ |2), which is internal to those modes. Moreover, the viscous term has the same sign for all κ , while
a general force may very well have a mixing effect, much like the nonlinear term. This is our rationale for including
(f,Aqκ), (f, qκ) in the pseudo-fluxes Fκ , fκ . A similar case can be made for including (f,pκ) in gκ .
Another issue concerning nonlinear flux is the locality of triad interactions. In the case of the energy flux, this
regards how well,
elocκ (κ1, κ2)= −κ20
(
B(uκ1,κ , uκ1,κ ), uκ,κ2
)
, κ1 < κ < κ2,
approximates eκ when κ1 ∼ κ ∼ κ2. The case κ1 = κ/2 and κ2 = 2κ corresponds to a physical mechanism where
eddies break up into eddies of about half their size while traveling a distance comparable to their length. We do not
explore the locality of the nonlinear flux here, and instead refer the reader to work by Eyink [23].
5. Equivalence of the dissipation law and κτ κσ large
A 2-D analog of Kolmogorov’s dissipation law states that η ∼ κ30U3, where U = κ0〈|u|2〉1/2 is the root mean
square velocity. As will be made clear in the proof of Proposition 5.2, this dissipation law is equivalent to:
κτ κσ
κ20
∼ κη
κ0
. (5.1)
While we do not have conditions on the force that guarantee these relations in full, the next result shows that the upper
and lower bounds in (3.9) provide one side of the dissipation law, possibly up to a logarithm in G.
Proposition 5.1. Under the conditions in which (3.9) holds, we have:
η C∗K∗κ30U3. (5.2)
Proof. Rewrite the upper bound in (3.9) as
C∗
κ20
κτ κσ
G
(
κη
κ0
)3
= 1
νκ20
〈|Au|2〉1/2 = 1
ν
[
κτ κσ
κ20
]〈|u|2〉1/2,
so that
C∗G 1
ν
[
κτ κσ
κ20
]2〈|u|2〉1/2. (5.3)
Apply the lower bound in (3.9), and then (5.3) to obtain:
C∗ 〈|Au|
2〉
ν2κ40
= C∗
(
κη
κ0
)6

[
κτ κσ
κ20
]2
C∗
K∗
G 1
νK∗
[
κτ κσ
κ20
]4〈|u|2〉1/2 = 1
νκ80K∗
〈|Au|2〉2
〈|u|2〉3/2 . (5.4)
Solve (5.4) for ν〈|Au|2〉 to find:
ν
〈|Au|2〉 C∗K∗κ40 〈|u|2〉3/2, (5.5)
which is equivalent to (5.2). 
Proposition 5.2. Relation (5.2) is equivalent to:
κτ κσ
κ20

(
C∗K∗
)1/3 κη
κ0
. (5.6)
Proof. The relation (5.5) can be rewritten as
ν
〈|Au|2〉 C∗K∗ κ403 〈‖u‖2〉3/2, (5.7)κτ
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〈|Au|2〉2/3  (C∗K∗)2/3 κ8/30
ν2/3κ2τ
〈‖u‖2〉, (5.8)
and hence also to
κ2τ κ
2
σ = κ2τ
〈|Au|2〉
〈‖u‖2〉 
(
C∗K∗
ν
)2/3
κ
8/3
0
〈|Au|2〉1/3 = (C∗K∗)2/3κ20κ2η .  (5.9)
Note that in the proof of Proposition 5.2 the equivalence of relations (5.5), (5.7),(5.8), and (5.9) holds if in each case
 is replaced by . This shows that the complete dissipation law is in fact equivalent to (5.1). Since κ0  κτ  κσ , it
follows from (5.6) that
κτ
κ0
≺
(
κη
κ0
)1/2
, (5.10)
and
κσ ≺ κη, (5.11)
where ≺ is as in (2.32).
Remark 5.1. Relation (5.10) and more importantly, (5.11) are obviously weaker than (5.6), and hence not equivalent
to the partial dissipation law (5.2). On the other hand, the reverse of the inequality in (5.11), namely κσ  κη, implies
the other partial dissipation law η  κ30U3.
6. The inertial range
According to the heuristic theory of 2-D turbulence the inertial range, denoted here as [κ i, κ i], has four properties.
(i) A significant amount of enstrophy should be in the inertial range.
(ii) This range should be wide, in particular κ i  κ i ∼ κη .
(iii) The enstrophy cascade should hold over this range.
(iv) The power law,
eκ,2κ = κ20
〈∣∣(Qκ −Q2κ )u∣∣2〉∼ η2/3
κ2
, (6.1)
should hold for all κ ∈ [κ i, κ i].
There is for (ii) and (iv) an allowance of a corrective logarithmic factor (see e.g. [24,25]). In the following rigorous
discussion we will replace the power law in (6.1) with the less stringent relation,
η2/3
κ2
≺ eκ,2κ ≺ η
2/3
κ2
, (6.2)
where ≺ is as in (2.32). Throughout this section, we will assume the force f satisfies one of our sets of conditions
which ensures that (3.9) holds for sufficiently large G. In each case the logarithmic factor L in (6.2) satisfies:
(log sG)β  L (log sG)α, (6.3)
for a certain shape factor s.
The first result provides an upper bound on the inertial range.
Proposition 6.1. For any κ such that
η2/3
2 ≺ eκ,2κ (6.4)κ
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κ i ≺ κη. (6.5)
Proof. Observe that
eκ,∞ = κ20
〈|qκ |2〉 κ20
κ4
〈|Aqκ |2〉 κ20
κ4
〈|Au|2〉= η
νκ4
= η
1/3
ν
η2/3
κ4
=
(
κη
κ
)2
η2/3
κ2
.
Thus if (6.4) holds, then
η2/3
κ2
≺
(
κη
κ
)2
η2/3
κ2
,
and (6.5) follows immediately. 
We saw in Proposition 5.1, that under the conditions which ensure that (3.9) holds, we have that
η ≺ κ30 e3/2. (6.6)
We also noted from the proof of Proposition 5.2 that the converse of (6.6) is equivalent to
κ0κη ≺ κτ κσ . (6.7)
Under a slightly stronger assumption than (6.7) we have a global partial power law (from above).
Proposition 6.2. If
κη ≺ κσ , (6.8)
then
eκ,2κ ≺ η
2/3
κ2
, for all κ  κ0. (6.9)
Proof. The relation (6.8) can be written as
〈|Au|2〉
〈‖u‖2〉 
[
κ20 〈|Au|2〉
ν2
]1/3
,
which is equivalent to:
η2/3  κ20
〈‖u‖2〉. (6.10)
Thus
η2/3  κ20
〈‖qκ‖2〉 κ20 〈|qκ |2〉κ2  eκ,2κκ2,
and (6.9) follows. 
The relation (6.8) also implies a lower bound on the inertial range.
Proposition 6.3. If (6.8) holds, then at any κ such that
η2/3
κ2
≺ eκ,2κ (6.11)
we have κτ ≺ κ , and consequently,
κτ ≺ κ i, κτ ≺ κ0. (6.12)
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κ2 = η
2/3
η2/3/κ2
 κ
2
0 〈‖u‖2〉
eκ,2κ

κ20 〈‖u‖2〉
e
= 〈‖u‖
2〉
〈|u|2〉 = κ
2
τ .
Finally, from (5.6) and (6.8) we readily obtain κτ ≺ κ0. 
Remark 6.1. The logarithmic corrections such as in [24,25] take the form
L = log κη
κ0
or L = log κη
κ i
.
Thanks to (3.9) and (6.12), both corrections satisfy (6.3).
The next result serves as a partial converse to Proposition 6.2. It is inspired by a similar result in [7], which required
property (i) as an assumption. Here we show that if the power law serves as an upper bound on eκ,2κ over [κ1, κ2],
where κ1 ≈ κτ , and κ2 ≈ κη , then (6.8) holds, and moreover, a significant portion of the enstrophy must be contained
in that range.
Proposition 6.4. If
eκ,2κ ≺ η
2/3
κ2
(6.13)
holds for
κ1 =
(
1 + C
logG
)−1/2
κτ  κ  κ2 =
(
1 − C
logG
)1/2
κη, (6.14)
then for all G large enough, κη ≺ κσ , and
〈‖qκ1‖2〉
〈‖pκ1‖2〉
 1
logG
. (6.15)
Proof. Suppose at first that (6.13) holds for
κ1 = (1 + δ)−1/2κτ  κ  κ2 = (1 − δ)1/2κη (6.16)
where δ ∈ (0,1) is to be determined. Observe that
〈‖u‖2〉= 〈‖pκ1‖2〉+ 〈‖qκ1‖2〉= 〈‖pκ1‖2〉
(
1 + 〈‖qκ1‖
2〉
〈‖pκ1‖2〉
)
 κ21
〈|pκ1 |2〉
(
1 + 〈‖qκ1‖
2〉
〈‖pκ1‖2〉
)
 κ21
〈|u|2〉(1 + 〈‖qκ1‖2〉〈‖pκ1‖2〉
)
,
and hence
〈‖qκ1‖2〉
〈‖pκ1‖2〉

(
κτ
κ1
)2
− 1 = δ. (6.17)
Combining Propositions 5.1 and 5.2 we have as a consequence of (3.9) that
κ2τ  κτ κσ 
(
C∗K∗
)1/3
κ0κη
so
κ2 = (1 − δ2)1/2 κη  (1 − δ2)1/2(C∗K∗)−1/6
(
κη
)1/2
G1/12. (6.18)
κ1 κτ κ0
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in order, (6.17), (6.13), (6.18), and (3.9) to obtain
κ20
〈‖u‖2〉 (1 + 1
δ
)
κ20
〈‖qκ1‖2〉
=
(
1 + 1
δ
)[ N∑
n=1
(
2nκ1
)2
e2n−1κ1,2nκ1 + κ20
〈‖q2Nκ1‖2〉
]
≺
(
1 + 1
δ
)[
4Nη2/3 + κ
2
0
(2Nκ1)2
〈|Aq2Nκ1 |2〉
]

(
1 + 1
δ
)[
4 logκ2κ1 +
(
κη
2Nκ1
)2]
η2/3

(
1 + 1
δ
)[
4 log
[
(1 − δ)κη
κ1
]
+
(
2κη
κ2
)2]
η2/3

(
1 + 1
δ
)[
4 log
[(
C∗G
)1/3]+ 4
1 − δ
]
η2/3.
Take δ = C(logG)−1 to obtain both (13.7) and a relation of the form (6.10), which we saw in the proof of
Proposition 6.2 to be equivalent to κη ≺ κσ . 
7. A recurrent estimate in the energy, enstrophy-plane
A direct energy cascade is expected to be weak in 2-D turbulence. Since the condition (4.18) would provide a direct
energy cascade over a perceptible range, we seek to estimate κτ . A first step toward this is to examine the enstrophy
relative to the energy of the flow. We assume throughout this section that f ∈ L∞(t0,∞;H).
Proposition 7.1. Whenever
χ(t)= ‖u(t)‖
2
|u(t)| 
√
2
|f (t)|
ν
, u(t) = 0, (7.1)
we have,
dχ
dt
−νχ
2
4|u| , (7.2)
for almost all t ∈ D = {τ  0: |u(τ)| = 0}.
Proof. Using the energy equation (2.19) and the enstrophy equation (2.20), we obtain (formally)
d
dt
‖u‖2
|u| = 2
(f,Au)− ν|Au|2
|u| −
‖u‖2((f,u)− ν‖u‖2)
|u|3 =
R1(t)
|u|3 , (7.3)
where R1 is defined by the final relation. Rigorous justification for the differentiation is given in Appendix A.
We rewrite R1 as
R1(t)=
(
f,2|u|2Au− ‖u‖2u)− ν(Au,2|u|2Au− ‖u‖2u)
= 2ν|u|2
[(
f/ν,Au− ‖u‖
2
2|u|2 u
)
−
(
Au,Au− ‖u‖
2
2|u|2 u
)]
= 2ν|u|2R2(t),
where, setting w =Au− ‖u‖22 u,2|u|
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2
2|u|2 (u,w)
= 2
(
f
2ν
,w
)
− |w|2 − ‖u‖
4
4|u|2
= −χ
2
4
−
∣∣∣∣w − f2ν
∣∣∣∣
2
+ 1
4
∣∣∣∣fν
∣∣∣∣
2
= 1
4
(∣∣∣∣fν
∣∣∣∣
2
− χ2
)
−
∣∣∣∣w − f2ν
∣∣∣∣
2
.
Hence, we have:
dχ
dt
= ν
2|u|
(∣∣∣∣fν
∣∣∣∣
2
− χ2 − 4
∣∣∣∣w − f2ν
∣∣∣∣
2)
.
The condition (7.1) is equivalent to, ∣∣∣∣fν
∣∣∣∣
2
− χ2 −χ
2
2
,
and thus
dχ
dt
− ν
4|u|
(
χ2 + 8
∣∣∣∣w − f2ν
∣∣∣∣
2)
−νχ
2
4|u| . 
The estimate in Proposition 7.1 provides a recurrent condition on the projection of the solution.
Proposition 7.2. If
f = lim
t→∞
∣∣f (t)∣∣> 0, (7.4)
then there exists a sequence {tj } such that tj → ∞ and
either χ(tj )
√
2
|f (tj )|
ν
or u(tj )= 0. (7.5)
Proof. Let {tk} satisfy tk → ∞ and
∣∣f (tk)∣∣> f2 . (7.6)
Since u(t) is continuous in V , χ(t) is continuous as long as u(t) = 0. Suppose both (7.1) and u(t) = 0 hold for all
t ∈ [tj + τ, tk], where
tk − tj − τ  ν 16√
2
G
f
, and τ = 1
νκ20
.
Integrate (7.2) and apply (2.29) to obtain:
√
2
|f (tk)|
ν
 χ(tk)
χ(tj )
1 + νχ(tj )
∫ tk
tj+τ (4|u(t)|)−1dt
 4
ν
∫ tk
tj+τ |u(t)|−1dt
 8G
(tk − tj − τ) 
√
2
2
f
ν
,
contradicting (7.6). Thus (7.5) must hold for some tj+1 ∈ [tj + τ, tk]. 
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〈‖u‖2〉
〈|u|2〉1/2 
〈
χ2
〉1/2  C∗νκ20G. (7.7)
Proof. By interpolation χ  |Au|, so that by (3.2) we have:〈
χ2
〉1/2  〈|Au|2〉1/2  C∗νκ20G. (7.8)
Apply the Cauchy–Schwarz inequality to obtain,
〈‖u‖2〉= 〈‖u‖2|u||u|
〉
= 〈χ |u|〉 〈χ2〉1/2〈|u|2〉1/2,
divide by 〈|u|2〉1/2, and apply (7.8). 
8. Force and its time derivative in L∞(t0,∞;H)
For forces that are differentiable in time, we adapt the approach in [6] to handle all scales.
Proposition 8.1. If f, f˙ ∈ L∞(t0,∞;H), then(
G
C2
)1/6
 κη
κ0
 (C3G)1/3 (8.1)
with
C2 = 8cI
Γ 2
and C3 =
(
5
4
)1/2
(8.2)
provided
G
Γ 21 + 1
cI
, (8.3)
and
t2 − t1  16
νκ20Γ
2 , (8.4)
where Γ , Γ1 are as in (2.31). (If f˙ = 0, one takes Γ1 = 0, Γ = 1.)
Proof. Take the scalar product of (2.1) with Au, apply (2.7), the Cauchy–Schwarz inequality, and Young’s inequality
to obtain:
1
2
d‖u‖2
dt
+ ν|Au|2 = (f,Au) |f ||Au| |f |
2
2ν
+ ν|Au|
2
2
. (8.5)
Take the average, apply (2.25), (8.4), and use the fact that Γ  1 to write,
ν
〈|Au|2〉 〈|f |2〉
ν
+ ‖u(t1)‖
2
t2 − t1 
|f |2
ν
+ 4ν
2κ20G
2
t2 − t1 
5
4
ν3κ40G
2,
which is equivalent to the upper bound in (3.2).
Now take the scalar product of (2.1) with f , and the time average to obtain:
〈|f |2〉= (u,f )(t2)− (u,f )(t1)
t2 − t1 −
〈
(u, f˙ )
〉+ ν〈(Au,f )〉+ 〈(B(u,u), f )〉. (8.6)
Estimate the terms on the right-hand side as follows. Apply the Cauchy–Schwarz inequality along with (2.25) and
(8.4) to write:
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|(u,f )(t2)− (u,f )(t1)|
t2 − t1 
νκ40Γ
2
16
|f |(∣∣u(t2)∣∣+ ∣∣u(t1)∣∣) Γ 24 ν4κ60G2. (8.7)
Similarly, apply the inequalities of Cauchy–Schwarz, Young, and Poincaré to obtain:
κ20
∣∣〈(u, f˙ )〉∣∣ Γ 21 ν2κ60 〈|u|2〉+ κ20 〈|f |2〉4  Γ 21 νη + κ20 〈|f |
2〉
4
. (8.8)
Use the Cauchy–Schwarz inequality followed by Young’s inequality to estimate,
νκ20
∣∣〈(Au,f )〉∣∣ νκ20 〈|Au|2〉1/2〈|f |2〉1/2  νη + κ20 〈|f |2〉4 . (8.9)
Finally, apply (2.13), the Cauchy–Schwarz and Poincaré inequalities to estimate the inertial term by,
κ20
∣∣〈(B(u,u), f )〉∣∣ cIκ20 〈|u|2〉1/2〈|Au|2〉1/2|f | cIνηG. (8.10)
Using (8.7)–(8.10) along with (8.3) in (8.6), we write,
1
2
κ20
〈|f |2〉 Γ 2
4
ν4κ60G
2 + (Γ 21 + 1 + cIG)νη Γ 24 ν4κ60G2 + 2cIνηG. (8.11)
Taking the infimum of (8.11) over t1, t2 satisfying (8.4), we have:
Γ 2
2
ν4κ60G
2 = Γ
2
2
κ20 |f |2 
Γ 2
4
ν4κ60G
2 + 2cIνηG. (8.12)
Combine terms and rearrange so that
Γ 2
8cI
G 1
κ60
η
ν3
.
Take the 1/6 power to find the lower bound in (3.2). 
Note that the factor of 5/4 in (8.2) can be made arbitrarily close to 1 by taking the average over a long enough time
period. Note also that the averaging time in (8.4) is independent of G.
9. Lower bounds on average energy, enstrophy
We will need in the next section several lower bounds which are of interest in their own right.
Proposition 9.1. If f ∈ L∞(t0,∞;V ), f˙ ∈ L∞(t0,∞;H), and (8.4) holds along with
G 16
3
(
Γ1 +ψ1
Γ
)2
, (9.1)
then
〈‖u‖2〉 C4ν2κ20G, where C4 = 3
(
Γ
4cLϕ1
)2
. (9.2)
Proof. Applying (2.29), (2.12) and (8.4) in (8.6), we have:
Γ 2|f |2  |(u,f )(t2)|
t2 − t1 +
|(u,f )(t1)|
t2 − t1 +
∣∣∣∣
〈(
u,
df
dt
)〉∣∣∣∣+ ν∣∣〈(Au,f )〉∣∣+ ∣∣〈(B(u,u), f )〉∣∣
 4νG |f |
(t2 − t1) + |f |
〈‖u‖2〉1/2[νκ0Γ1 + νκ0ψ1 + cLϕ1〈‖u‖2〉1/2]
 Γ
2
|f |2 + |f |[νκ0(Γ1 +ψ1)+ cLϕ1〈‖u‖2〉1/2]2,4
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deduce that
√
3
2
νκ0ΓG
1/2  νκ0(Γ1 +ψ1)+ cLϕ1
〈‖u‖2〉1/2

√
3
4
νκ0ΓG
1/2 + cLϕ1
〈‖u‖2〉1/2
and (9.2) follows. 
Proposition 9.2. If f ∈ L∞(t0,∞;D(A)), f˙ ∈ L∞(t0,∞;H), (8.4) holds, and
G
(logG)1/2
max
{
2e2,C5
}
, where C5 = Γ
2
9cT(Γ1 + ϕ2) , (9.3)
then
〈|u|2〉 C5ν2 G
(logG)1/2
. (9.4)
Proof. Start by applying (2.15) and (2.25) to write
∣∣(B(u,u), f )∣∣= ∣∣(B(u,f ),u)∣∣ cT|u|2|Af |
(
log
e2‖u‖
κ0|u|
)1/2
,
hence
〈∣∣(B(u,u), f )∣∣〉 cTκ20ϕ2|f |
〈
|u|2
(
log
2e2νG
|u|
)1/2〉
. (9.5)
Partition the time interval I = [t1, t2] into
Iν =
{
t ∈ I : ∣∣u(t)∣∣< ν}, I ν = {t ∈ I : ∣∣u(t)∣∣ ν}.
On Iν we have (
log
2e2νG
|u|
)1/2
=
[
log
(
2e2G
)+ log( ν|u|
)]1/2

[
log
(
2e2G
)]1/2 +(log ν|u|
)1/2
,
and hence 〈
|u|2
(
log
2e2νG
|u|
)1/2〉
 1
t2 − t1
[ ∫
Iν
|u|2
(
log
2e2νG
|u|
)1/2
dt +
∫
I ν
|u|2[log(2e2G)]1/2 dt
]
 1
t2 − t1
∫
Iν
|u|2
(
log
ν
|u|
)1/2
dt + 〈|u|2〉[log(2e2G)]1/2. (9.6)
Maximize log(z)/z for z > 1 and apply Holder’s inequality to obtain,
1
t2 − t1
∫
Iν
|u|2
(
log
ν
|u|
)1/2
dt = 1
t2 − t1
∫
Iν
ν1/2|u|3/2
[ |u|
ν
log
(
ν
|u|
)]1/2
dt
 ν
1/2
e1/2
〈|u|3/2〉
 ν
1/2
e1/2
〈|u|2〉3/4,
which can be used in (9.6) to yield
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|u|2
(
log
2e2νG
|u|
)1/2〉

〈|u|2〉3/4[〈|u|2〉1/4[log(2e2G)]1/2 +(ν
e
)1/2]
. (9.7)
Use (9.5), (9.7) and (8.7) in (8.6) along with (8.4) to reach:
Γ 2|f |2  〈|f |2〉 ∣∣∣∣
〈
d
dt
(u,f )
〉∣∣∣∣+ ∣∣〈(u, f˙ )〉∣∣+ ν∣∣〈(Au,f )〉∣∣+ ∣∣〈(B(u,u), f )〉∣∣
 Γ
2
2
|f |2 + 〈|u|2〉1/2Γ1νκ20 |f | + ν〈|u|2〉1/2ϕ2κ20 |f |
+ cTϕ2κ20 |f |
〈|u|2〉3/4[〈|u|2〉1/4 +(ν
e
)1/2][
log
(
2e2G
)]1/2
.
Use G 2e2, gather terms, and divide by ν2κ20 |f |Γ 2[log(2e2G)]1/2 to obtain:
G√
2(logG)1/2
 〈|u|
2〉1/2
ν
2
Γ 2
(Γ1 + ϕ2)+ 2cT
ν2Γ 2
ϕ2
〈|u|2〉3/4[〈|u|2〉1/4 +(ν
e
)1/2]
. (9.8)
Suppose there exists C ∈ R+ such that
〈|u|2〉1/2  C1/2ν G1/2
(logG)1/4
= ξν, (9.9)
where ξ is defined by the second relation. Substituting (9.9) in (9.8), we obtain:
ξ2√
2C
 ξ
(
2(Γ1 + ϕ2)
Γ 2
)
+ ξ3/2
(
2cTϕ2
e1/2Γ 2
)
+ ξ2
(
2cTϕ2
Γ 2
)

(
2cT
Γ 2
)
(Γ1 + ϕ2)
(
ξ + ξ3/2 + ξ2).
Assuming ξ  1, we have:
ξ2  ξ2C
(
6
√
2cT
Γ 2
)
(Γ1 + ϕ2),
and hence
C  Γ
2
6
√
2cT(Γ1 + ϕ2)
. (9.10)
It follows that if we define C5 as in (9.3), we must have the reverse inequality in (9.9). 
Following [26], it is shown in [22] that forcing a single wavenumber κ cannot produce a turbulent flow. That result
is reproduced in [5] for time independent forces with a bound of the form κσ  κ . The next result generalizes this to
the time-dependent case.
Proposition 9.3. If, in addition to the assumptions in Proposition 9.1, we have:
Af (t)= λf (t), for all t ∈ R, (9.11)
and
t2 − t1 > 2G
ν(κ20 + λ)
, (9.12)
then (
κσ
κ0
)2
 ϕ1 + (1 + ϕ2)
2
C4
. (9.13)
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1
2
d
dt
(‖u‖2 − λ|u|2)+ ν(|Au|2 − λ‖u‖2)= 0,
and hence
ν
(〈|Au|2〉− λ〈‖u‖2〉)= 1
2(t2 − t1)
(‖u‖2 − λ|u|2)∣∣∣∣
t1
t=t2
. (9.14)
Using (2.25), we have: ∣∣‖u‖2 − λ|u|2∣∣ 2(κ20 + λ)ν2G2,
so that by (9.2)
〈|Au|2〉− λ〈‖u‖2〉= (κ20 + λ)ν2G2  (κ20 + λ)2
C4κ
2
0
〈‖u‖2〉. (9.15)
Solve for 〈|Au|2〉 and divide by 〈|u|2〉 to obtain:
κ2σ =
〈|Au|2〉
〈|u|2〉  λ+
(κ20 + λ)2
C4κ
2
0
, (9.16)
and (9.13) follows from the relation λ= κ20ϕ2. 
The bound in (9.13), in terms of κ = λ1/2 can be written as
κσ
κ0

(
κ
κ0
)2
.
While this is not as sharp as the estimate κσ  κ for the time-independent forces in [5], the point is that κσ /κ0 is
bounded independently of G, while as G→ ∞, we have that κη/κ0 grows at least as G1/6.
10. Force in L∞(t0,∞;D(A)) with time derivative in L∞(t0,∞;H)
By restricting the values of the force to a more regular space, and introducing the product κτ κσ , we sharpen in
this section the bounds in Proposition 8.1. As already shown in Sections 5 and 6, this has implications for both the
dissipation law and power law.
Proposition 10.1. Suppose that f ∈ L∞(t0,∞;D(A)), f˙ ∈ L∞(t0,∞;H), that (8.4) holds along with (9.3), and that
G
ψ22 + Γ 21
cLϕ1
, (10.1)
and
t2 − t1  C6C
2
3
νκ20ψ
2
2
G(logG)1/2, (10.2)
with
C6 = 1
C5
, C7 = 2ψ2.
Then [
κτ κσ
κ20
]1/3(
G
C6(logG)1/2
)1/6
 κη
κ0

[
κ20
κτ κσ
]1/3
(C7G)
1/3. (10.3)
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To prove the upper bound take the scalar product of (2.1) with Au, apply (2.7), and take the time average to obtain:
νκ20 [‖u(t2)‖2 − ‖u(t1)‖2]
2(t2 − t1) + νη = νκ
2
0
〈
(Au,f )
〉
. (10.4)
By the Cauchy–Schwarz inequality we have:
νκ20
∣∣〈(Au,f )〉∣∣= νκ20 ∣∣〈(u,Af )〉∣∣ νκ40 〈|u|2〉1/2 〈|Af |2〉1/2
κ20 〈|f |2〉1/2
〈|f |2〉1/2

ν1/2κ40
κτ κσ
ν1/2
〈|Au|2〉1/2 〈|Af |2〉1/2
κ20 〈|f |2〉1/2
|f |
= κ
3
0ψ2|f |
κτ κσ
(νη)1/2. (10.5)
Apply (10.5) and (2.25) to (10.4) to obtain:
νη
νκ20‖u(t1)‖2
2(t2 − t1) +
κ30ψ2|f |
κτ κσ
(νη)1/2 
2ν3κ40G
2
t2 − t1 +
ν2κ50ψ2G
κτκσ
(νη)1/2.
Solve the quadratic relation to reach:
2(νη)1/2 
ν2κ50ψ2G
κτκσ
+
[(
ν2κ50ψ2G
κτκσ
)2
+ 8ν
3κ40G
2
t2 − t1
]1/2
. (10.6)
Note that by combining the lower bound in (10.3) with the upper bound in (8.1) (neither of which require (10.2))
we have: [
κτ κσ
κ20
]2
 C6C23G(logG)1/2. (10.7)
By (10.2) we have
t2 − t1  g(t1, t2)= 1
ψ22
1
νκ20
[
κτ κσ
κ20
]2
. (10.8)
Using (10.8) in (10.6), dividing by ν2κ30 , and applying the power 1/3 gives the upper bound in (10.3). 
Corollary 10.1. Under the assumptions in Proposition 10.1 we have:
κτ κσ
κ20
 C8G1/4(logG)1/8, (10.9)
κσ
κ0
 C8G1/4(logG)1/8, (10.10)
κτ
κ0
 C1/28 G
1/8(logG)1/16, (10.11)
where
C8 = C1/46 C1/27 . (10.12)
Proof. Use both bounds in (10.3) to obtain (10.9), then apply,
κ0  κτ  κσ ,
to reach the other relations. 
We can avoid the logarithmic terms, if we assume greater regularity of the force, namely that
f ∈ L∞(t0,∞;D(A3/2)). This is done in Section 12.
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the bounds on κη/κ0 are sharpened to simply κη/κ0 ∼ G1/4. We conclude this section with a similar result which
follows immediately from (10.3).
Corollary 10.2. If, in addition to the assumptions of Proposition 10.1, we have:
κηκ0 ∼ κτ κσ , (10.13)
then (
G
C6(logG)1/2
)1/4
 κη
κ0
 (C7G)1/4. (10.14)
11. Force in L∞(t0,∞;H) with nonzero average
In the next two sections, we consider forces which are not necessarily continuous in t . This admits an important
class of stochastic forces. Essentially, instead of the assumption that Γ1 be defined and finite, we assume Γ0 > 0.
Proposition 11.1. Suppose f ∈ L∞(t0,∞;H), Γ0 > 0,
t2 − t1 max
{
8
3νκ20
,
4
νκ20Γ
2
0
}
, (11.1)
and
G 4
cIΓ
2
0
. (11.2)
Then (
G
C9
)1/6
 κη
κ0

(
3
2
)1/3
G1/3, where C9 = 4cI
Γ 20
. (11.3)
Proof. To prove the upper bound, we take the scalar product of (2.1) with κ20Au, integrate in time between t1 and t2,
and apply (2.7) to obtain:
κ20
‖u(t2)‖2 − ‖u(t1)‖2
2(t2 − t1) + η = κ
2
0
〈
(f,Au)
〉
.
Thus, we have by (11.1),
η κ20
‖u(t1)‖2
2(t2 − t1) + κ
2
0
〈
(f,Au)
〉

2ν2κ40G
2
t2 − t1 + ν
2κ40G
〈|Au|2〉1/2  3
4
ν3κ60G
2 + ν3/2κ30Gη1/2. (11.4)
Solve the quadratic inequality to obtain,
4η 9ν3κ60G2,
which is equivalent to the upper bound in (11.3).
To get the lower bound, we first take the finite time average of the momentum equation:
gt1,t2 + νA〈u〉 +
〈
B(u,u)
〉= 〈f 〉, (11.5)
where
gt1,t2 =
u(t2)− u(t1)
2(t2 − t1) .
Taking the scalar product of (11.5) with 〈f 〉, we obtain:(
gt1,t2 , 〈f 〉
)+ ν (A〈u〉, 〈f 〉)+ (〈B(u,u)〉, 〈f 〉)= ∣∣〈f 〉∣∣2  Γ 20 |f |2. (11.6)
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(
gt1,t2 , 〈f 〉
)
 2νG
t2 − t1
∣∣〈f 〉∣∣ Γ 20 |f |2
2
. (11.7)
Use the Cauchy–Schwarz inequality, along with (2.13) to write,
ν
(
A〈u〉, 〈f 〉) ν〈|Au|2〉1/2|f |(〈
B(u,u)
〉
, 〈f 〉) cI〈|u||Au|〉|f | cI〈|u|2〉1/2〈|Au|2〉1/2|f |,
which together with (11.7) in (11.6) give:
Γ 20 |f | 2ν
〈|Au|2〉1/2 + 2cI〈|u|2〉1/2〈|Au|2〉1/2.
If
ν  cI
〈|u|2〉1/2,
then
Γ 20 |f | 4ν
〈|Au|2〉1/2,
which is equivalent to (
Γ 20
4
)1/3
G1/3  κη
κ0
. (11.8)
Otherwise, by the Poincaré inequality, we have:
Γ 20 |f | 4cI
〈|u|2〉1/2〈|Au|2〉1/2  4cI
κ20
〈|Au|2〉.
Rearrange to obtain: (
Γ 20
4cI
)1/6
G1/6  κη
κ0
. (11.9)
The bound in (11.8) implies that in (11.9) provided,(
Γ 20
4
)1/3
G1/6 
(
Γ 20
4cI
)1/6
,
which is equivalent to (11.2). 
12. Force in L∞(t0,∞;D(A3/2)) with nonzero average
We next eliminate the logarithmic term in Propositions 9.2, 10.1, and Corollary 10.1 under an assumption of greater
smoothness for the force. First we prove a lower bound on the average energy.
Proposition 12.1. If f ∈ L∞(t0,∞;D(A3/2)), Γ0 > 0, and (11.1) holds along with
G 4θ2
cBΓ
2
0
[
log
(
eθ3
θ2
)]−1/2
, (12.1)
then 〈|u|2〉 C10ν2G, (12.2)
where
C10 = Γ
2
0
4cBθ2
[
log
(
eθ3
θ2
)]−1/2
.
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∣∣〈f 〉∣∣ 2νG
t2 − t1 + νκ
2
0θ2
〈|u|2〉1/2 + cBκ20θ2
[
log
(
eθ3
θ2
)]1/2〈|u|2〉.
Apply (11.1) and rewrite so that
Γ 20 ν
2G 2νθ2
〈|u|2〉1/2 + 2cBθ2
[
log
(
eθ3
θ2
)]1/2〈|u|2〉. (12.3)
Note that, if
〈|u|2〉1/2 < ν
cB
[
log
(
eθ3
θ2
)]−1/2
,
then
Γ 20 G<
4θ2
cB
[
log
(
eθ3
θ2
)]−1/2
.
Thus, if (12.1) holds, we have
〈|u|2〉1/2  ν
cB
[
log
(
eθ3
θ2
)]−1/2
,
and hence
ν
〈|u|2〉1/2 = ν〈|u|2〉−1/2〈|u|2〉 cB
[
log
(
eθ3
θ2
)]1/2〈|u|2〉.
Using this last relation in (12.3) completes the proof. 
Proposition 12.2. If, in addition to the assumptions in Proposition 12.1,
t2 − t1  9C11G
ψ22
1
νκ20
, (12.4)
then [
κτ κσ
κ20
]1/3(
G
C11
)1/6

(
κη
κ0
)

[
κ20
κτ κσ
]1/3
(C12G)
1/3, (12.5)
where
C11 = 1
C10
and C12 =
√
2ψ2. (12.6)
Proof. The lower bound is easily shown to be equivalent to (12.2).
For the upper bound start from (11.4), shift A to f , convert 〈|u|2〉1/2 to 〈|Au|2〉1/2 by introducing κτ , κσ .
This yields,
η
2ν2κ40G
2
t2 − t1 +
κ20 〈|Af |2〉1/2
κτ κσ
〈|Au|2〉1/2

2ν2κ40G
2
t2 − t1 +
κ60ν
2ψ2G
κτκσ
〈|Au|2〉1/2
= 2ν
2κ40G
2
t2 − t1 +
κ50ν
3/2ψ2G
κτκσ
η1/2

2ν2κ40G
2
+ κ
10
0 ν
3ψ22G
2
+ η ,t2 − t1 2κτ κσ 2
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η 4κ60ν3G2
[
1
νκ20 (t2 − t1)
+ κ
4
0ψ
2
2
4κ2τ κ2σ
]
.
Thus if
t2 − t1  4κ
2
σ κ
2
τ
κ40
1
ψ22νκ
2
0
, (12.7)
we obtain,
η 2κ60ν3ψ22G2
κ40
κ2τ κ
2
σ
,
which is equivalent to the upper bound in (12.5). But using the lower bound in (12.5) and the upper bound in (11.3),
we obtain:
4
κ2τ κ
2
σ
κ40
 9C11G.
Thus if (12.4) is satisfied, (12.7) holds, and consequently so does (12.5). 
Remark 12.1. Using a rather involved continuity argument we can reduce the threshold averaging time required in
Proposition 10.1 to t2 − t1 O(G1/2(logG)1/4), and that in Proposition 12.2 to t2 − t1 O(G1/2).
Corollary 12.1. Under the assumptions in Proposition 12.2,
κτ κσ
κ20
 C13G1/4, (12.8)
κσ
κ0
 C13G1/4, (12.9)
κτ
κ0
 C1/213 G
1/8, (12.10)
where
C13 = C1/411 C1/212 . (12.11)
The following lower bound indicates that the average energy is significant when restricted to the low modes.
Proposition 12.3. Under the assumptions of Proposition 12.2,
κ20
〈∣∣A−1/2u∣∣2〉 C10
C13
ν2G3/4.
Proof. By interpolation and the Cauchy–Schwarz inequality, we have:〈|u|2〉 〈∣∣A−1/2u∣∣2〉1/2〈‖u‖2〉1/2.
We divide both sides by 〈‖u‖2〉1/2 and then, upon squaring both sides, we obtain:
〈|u|2〉
κ2τ

〈∣∣A−1/2u∣∣2〉.
The result now follows from Proposition 12.1 and (12.10). 
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The main tenets of Batchelor–Kraichnan–Leith theory of 2-D turbulence are:
(i) a significant amount of enstrophy is in the inertial range [κ i, κ i];
(ii) this range is wide, in particular κ i  κ i ∼ κη;
(iii) the direct cascade of enstrophy holds over this range;
(iv) the power law,
eκ,2κ ∼ η
2/3
κ2
,
holds up to a logarithmic correction for all κ ∈ [κ i, κ i];
(v) the dissipation law η ∼ κ30U3 holds up to a logarithmic correction.
Rigorous support for this theory in terms of the Navier–Stokes equations can be divided into two categories: results
that do not assume any part of the theory holds, and those that assume one part to deduce another.
Our results in the first category assume only general regularity conditions on the force: f ∈ L∞(t0,∞;X) for
X ranging from H to D(A3/2), together with either f˙ ∈ L∞(t0,∞;H), or |〈f˙ 〉| > 0 (the latter allowing f to be
discontinuous in time). For the case where X =H , and f differentiable in time, we proved the central estimate,
G1/6  κη
κ0
G1/3. (13.1)
From the lower bound in (13.1) we have that κη/κ0 can be made large by increasing G while keeping the shape of f
fixed. For smoother forces we proved,[
κτ κσ
κ0
]1/3
G1/6 ≺ κη
κ0

[
κ0
κτ κσ
]1/3
G1/3, (13.2)
where, depending on that regularity, the inequality ≺ may involve a logarithmic correction (see (2.32)). Both bounds
in (13.2) together imply one side of the dissipation law, namely η ≺ κ30U3, which is equivalent to,
κτ κσ ≺ κ0κη. (13.3)
A surprising result is that there is always an inverse cascade 〈gκ 〉 ≈  for the pseudo-flux
gκ = −κ20
(
B(u,u),pκ
)+ κ20 (f,pκ)
at large wave numbers (κ  κσ ). Regardless of how one interprets this pseudo-flux, we have the mathematical fact that
〈eκ 〉< κ20
〈
(f,pκ)
〉
, for κ > κσ ,
where eκ = κ20 (B(u,u),pκ) is the traditional, nonlinear flux of energy. If the force has finitely many modes, i.e.
f = fκ,κ , then
0 <
〈
(f,pκ)
〉
, for κ > κ.
In the second category is the fact that the complete dissipation law is equivalent to κτ κσ ∼ κ0κη . If the somewhat
stronger condition,
κη ≺ κσ , (13.4)
holds, then so must the direct cascade
〈Fκ 〉 ≈ η, for all κ  κ0
for the pseudo-flux of enstrophy Fκ = −κ20 (B(u,u),Aqκ) + κ20 (f,Aqκ). If, in addition, the force has only finitely
many modes, i.e. f = fκ,κ , there is a direct cascade for the usual flux of enstrophy Eκ = −κ20 (B(u,u),Aqκ),
〈Eκ 〉 ≈ η, for κ  κ  κσ ,
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that a direct cascade of energy could hold over only a short range. If (13.4) holds, we have the partial power law,
eκ,2κ ≺ η
2/3
κ2
, for all κ  κ0, (13.5)
as well as κτ ≺ κ i.
If, rather than assuming either (13.4), or the dissipation law, we assume only certain aspects of the power law, we
reach converse conclusions. At any κ where the partial power law,
η2/3
κ2
≺ eκ,2κ ,
holds, we have κ ≺ κη. Coupled with (13.1), this allows for a wide inertial range to exist, as postulated in (ii). If both
sides of the power law holds:
η2/3
κ2
≺ eκ,2κ ≺ η
2/3
κ2
(13.6)
for
κ1 =
(
1 + C
logG
)−1/2
κτ  κ  κ2 =
(
1 − C
logG
)1/2
κη
then it follows that (13.4) holds (and hence the dissipation law), as well as
〈‖qκ1‖2〉
〈‖pκ1‖2〉
 1
logG
,
the latter result fulfilling (i).
We recall that by (3.6), all results involving G may be restated with appropriate powers of the Reynolds number.
What remains then, is to determine more specific conditions on the force which guarantees either the power law,
or (13.4). The former would establish all five tenets, while the latter would leave the lower bound in (13.6) open. The
expansion of our rigorous results to forces that can be both active in infinitely modes and time dependent allows us to
seek a particular flow displaying all the features of turbulence, and have that solution define a force. We will pursue
this reverse engineering in work to follow.
Appendix A. The time derivative of ‖u‖2/|u|
For f ∈ L∞(t0,∞;H), we have by Theorem 2.2 that u ∈ C([t0,∞),V ), so the set D = {τ  t0: |u(τ)| = 0} is an
open subset of [t0,∞), and hence the disjoint union of a countable collection of relatively open intervals in [t0,∞).
Let η be a standard mollifier, and ηδ denote its dilation with support in (−δ, δ) ⊂ R. Let (τ1 − δ0, τ2 + δ0) be one of
the maximal open intervals in D with δ0 > 0 arbitrarily small, but fixed. Take δ < δ0. By the energy and enstrophy
balances (2.19), (2.20), Theorem 2.2, and the differentiability of the square root on (0,∞), we conclude that d|u|/dt
and d‖u‖/dt make sense on [τ1, τ2]. Moreover, they are both in L1(τ1, τ2), since, for instance,
τ2∫
τ1
∣∣∣∣d|u|dt
∣∣∣∣dτ  12 maxs∈[τ1,τ2]
1
|u(s)|
τ2∫
τ1
∣∣∣∣d|u|2dt
∣∣∣∣dτ
= 1
2
max
s∈[τ1,τ2]
1
|u(s)|
τ2∫
τ1
2
∣∣∣∣
(
du
dt
, u
)∣∣∣∣dτ
 max
s∈[τ1,τ2]
1
|u(s)|
{ τ2∫ ∣∣∣∣dudt
∣∣∣∣
2
dτ
}1/2{ τ2∫
|u|2 dτ
}1/2
.τ1 τ1
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ηδ ∗ d|u|
dt
, ηδ ∗ d‖u‖
dt
, and ηδ ∗ d‖u‖
2
dt
,
approach
d|u|
dt
,
d‖u‖
dt
, and
d‖u‖2
dt
,
respectively, in L1(τ1, τ2) as δ → 0. It follows from the uniform continuity of both |u| and ‖u‖ on
[τ1 − δ0/2, τ2 + δ0/2], that ηδ ∗ |u|, ηδ ∗ ‖u‖ and ηδ ∗ ‖u‖2 approach |u|,‖u‖ and ‖u‖2, respectively, in the supremum
norm on [τ1, τ2] as δ → 0. Take δ1 > 0 small enough so that ηδ ∗ |u| = 0 on [τ1, τ2] for all δ  δ1. We can then form
the quotient,
ηδ ∗ ‖u‖2
ηδ ∗ |u| ,
which approaches ‖u‖2/|u| in C[τ1, τ2]. On the other hand, by the fundamental theorem of calculus, for any
t, s ∈ [τ1, τ2],
ηδ ∗ ‖u‖2
ηδ ∗ |u| (t)=
ηδ ∗ ‖u‖2
ηδ ∗ |u| (s)+
t∫
s
ηδ ∗
(
d‖u‖2
dτ
)
(ηδ ∗ |u|)− ηδ ∗
(
d|u|
dτ
)
(ηδ ∗ ‖u‖2)
(ηδ ∗ |u|)2 dτ.
Since, by the observations above, the integrand on the right-hand side approaches,
|u| d‖u‖2
dt
− ‖u‖2 d|u|
dt
|u|2 ,
in L1(τ1, τ2) norm, and (ηδ ∗ ‖u‖2)/(ηδ ∗ |u|)→ ‖u‖2/|u| at s as δ → 0, we obtain
‖u‖2
|u| (t)=
‖u‖2
|u| (s)+
t∫
s
d‖u‖2
dτ
|u| − d|u|
dτ
‖u‖2
|u|2 dτ.
This proves that ‖u‖2/|u| is absolutely continuous, and
d
dt
‖u‖2
|u| (t)=
|u| d‖u‖2
dt
− ‖u‖2 d|u|
dt
|u|2 ,
for almost every t ∈ D. This justifies (7.3).
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