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Abstract
In this work we introduce correlated random walks on Z. When picking suitably at random
the coe2cient of correlation, and taking the average over a large number of walks, we obtain
a discrete Gaussian process, whose scaling limit is the fractional Brownian motion. We have to
use two radically di5erent models for both cases 12 6H ¡ 1 and 0¡H ¡
1
2 .
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1. Introduction
The fractional Brownian motion appears to be a very natural object due to its three
characteristic features: it is a continuous Gaussian process, it is self-similar, and it has
stationary increments. A process X is called self-similar if there exists a positive number
H such that the Anite-dimensional distributions of {T−HX (Tt); t¿ 0} do not depend
on T . We denote by BH the fractional Brownian motion with index of self-similarity
H . The stationarity of the increments implies that E[|BH (t)− BH (s)|2] = |t − s|2H , and
this relation determines the covariance function
E[BH (s)BH (t)] = 12 (s
2H + t2H − [s− t|2H ):
Now, as the variance of the sum of N variables with variance 1 cannot exceed N 2,
the parameter H (also called Hurst parameter) is smaller than 1.
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Let us introduce the sequence of increments GH (j)=BH (j)−BH (j−1); j=1; 2; : : : ,
(that constitute what is sometimes called fractional Gaussian noise). We note that they
are strongly correlated (for H = 12). More precisely,
E[GH (j)GH (j + k)] = 12 ((k + 1)
2H − 2k2H+(k − 1)2H ) ∼
k→∞
H (2H−1)k2H−2:
(1)
We observe two radically di5erent behaviors of the process: for H ¡ 12 the incre-
ments are negatively correlated, which corresponds to a chaotic behavior, whereas for
H ¿ 12 the positive correlation between the increments corresponds to a more disci-
plined behavior. We refer to Chapter 7 of Samorodnitsky and Taqqu (1994) for more
information about fractional Brownian motion.
The construction we propose is based on correlated random walks: it consists of dis-
crete processes on Z such that the law of each move is a function of the value of the
previous move. We refer to Enriquez (2002) and the references therein for more infor-
mation about these processes. We note that the decay of correlation for such processes
is exponential, but that a mixture of these processes, adapted to the value of the index
of self-similarity, leads to walks whose correlations satisfy (1). The superposition of a
large number of such walks yields a discrete Gaussian process whose correlations ful-
All the conditions of Taqqu (1975) so that its scaling limit is the fractional Brownian
motion. Thus, the construction consists of two steps and leads naturally to a state-
ment involving a double limit. We have now a new way of thinking about fractional
Brownian motion. Consider a large number of individuals. The individual i has its per-
sistence coe2cient pi (the pi being i.i.d ]0; 1[-valued random variables), and performs
a “pi-persistent walk”—each step (except the Arst one) mimics the previous one with
probability pi. These individual walks are independent. We now take the sum of all
these walks, we normalize, and when the number of the individuals tends to inAnity,
the limit distribution is that of a fractional Brownian motion.
But we have to distinguish two cases. If 126H ¡ 1 (Section 2), the asymptotic
equivalence (1) is the only condition to check. The case 0¡H ¡ 12 (Section 3) is
more delicate—(1) has to be checked simultaneously with a compensation relation
between the correlations. This distinction leads to two di5erent types of correlated
random walks.
Our construction is reminiscent of previous constructions using renewal processes
(Mandelbrot (1969), Taqqu and Levy (1986) and Levy and Taqqu (2000)). It is even
closer to the construction coming from tra2c modeling by Taqqu et al. (1997). But
there are signiAcant di5erences.
While all the previous constructions are restricted to the case 126H ¡ 1, the case
0¡H ¡ 12 can now be treated. The computations (on correlated random walks) are
much simpler than previous ones (on renewal processes with inAnite variances). This
leads to an easy and straightforward substitution of double limits by simple ones
(Section 4).
A discussion on the practical aspects of the construction (Section 5) concludes the
paper.
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Finally, we want to mention that random media have already been used by Kesten
and Spitzer (1979) to get convergences towards certain self-similar processes with index
of self-similarity bigger than 12 , and by Kawazu and Kesten (1984) to get convergences
towards self-similar processes with index smaller than 12 .
2. The case 12 6H ¡ 1
2.1. The correlated random walk
We introduce Arst our basic tool: the correlated random walk with persistence p. It
is a process evolving on Z by jumps of +1 or −1, whose probability of making the
same jump as the previous one is p.
Denition 1. For any p∈ [0; 1], the correlated random walk Xp with persistence p is
a Z-valued discrete process, such that
• Xp0 = 0, P(Xp1 =−1) = 12 , P(Xp1 = 1) = 12 .• ∀n¿ 1; pn := Xpn − Xpn−1 equals 1 or −1 a.s.
• ∀n¿ 1; P(pn+1 = pn |(Xpk ; 06 k6 n)) = p.
This process is not Markovian, but if we deAne a state as the position of the process
on Z, coupled with the sign of its last jump, we obtain a Markov process on Z×{−1; 1}.
In fact, this process consists of alternate falls and rises which have i.i.d. geometric
distribution with parameter p.
We can compute the correlations between two steps distant from n.
Proposition 1. ∀m¿ 1; n¿ 0, E[pmpm+n] = (2p− 1)n.
Proof. ∀n¿ 1, E[pn+1|(Xk; 06 k6 n)] = E[pn+11pn=1|(Xk; 06 k6 n)] + E[pn+1
1pn=−1|(Xk; 06 k6 n)] = (2p− 1)1pn=1 − (2p− 1)1pn=−1 = (2p− 1)pn .
Consequently, conditioning by (Xk; 06 k6m+ n), we get
∀m¿ 1; n¿ 0; E[pm+n+1pm] = (2p− 1)E[pm+npm].
The result is then obtained by induction.
We now introduce an extra randomness in the persistence. We Arst denote by Pp
the law of Xp for a given p. Now, considering a probability measure  on [0; 1], we
will call P, the annealed law of the correlated walk associated to , i.e. the measure
on ZN deAned by P :=
∫ 1
0 P
p d(p).
Remark. Unlike the situation in Enriquez (2002), the persistence does not depend on
the level. Only one coin toss, according to , decides for the whole environment.
Let X  be a process of law P. Let us now introduce the notation n := X

n −X n−1.
From Proposition 1 we get the following straightforward result.
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Proposition 2. ∀m¿ 1; n¿ 0; E[mm+n] =
∫ 1
0 (2p− 1)n d(p).
2.2. Statement and proof of the result
The goal now is to introduce a probability measure  leading to the same equivalent
as (1), mentioned in the introduction, so that by taking the average over a large number
of trajectories, we approximate a discrete Gaussian process having the same properties
as in Taqqu (1975), whose scaling limit is the fractional Brownian motion.
Theorem 1. Let H ∈ ] 12 ; 1[.
Denote by H the probability on [ 12 ; 1] with density (1− H)23−2H (1− p)1−2H .
Let (X 
H ;i)i¿1 be a sequence of independent processes of law P
H
,
LD lim
N→∞
L lim
M→∞
cH
X 
H ;1
[Nt] + · · ·+ X 
H ;M
[Nt]
NH
√
M
= BH (t)
with cH =
√
H (2H − 1)=(3− 2H),
L means convergence in the sense of the 9nite-dimensional distributions, and LD
means convergence in the sense of the weak convergence in the Skorohod topology
on D[0; 1], the space of cadlag functions on [0,1].
Proof. The central limit theorem implies that L limM→∞(X
H ;1
k + · · · + X 
H ;M
k )=
√
M
is a discrete centered Gaussian process (YHk )k¿1, with stationary increments G
H
k :=
YHk+1 − YHk with E[GHk ] = 0, E[(GHk )2] = 1 and
∀i; n¿ 0; r(n) := E[GHi GHi+n] = (2− 2H)22−2H
∫ 1
1=2
(2u− 1)n(1− u)1−2H du
r(n) = (2− 2H)
∫ 1
0
vn(1− v)1−2H dv
= (2− 2H)(n+ 1)(2− 2H)
(n+ 3− 2H)
∼
n→∞(3− 2H)
1
n2−2H
=
1
c2H
H (2H − 1)
n2−2H
:
So that,
E[c2H (G
H
1 + · · ·+ GHN )2] = c2H
N∑
i=1
N∑
j=1
r(|i − j|)
= c2H
(
r(0) +
N−1∑
i=1
[r(0) + 2
i∑
k=1
r(k)]
)
∼
N→∞
N 2H
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(the last step consists simply in two successive comparisons between sums and inte-
grals). A direct application of Taqqu (1975, Lemma 5.1) allows to conclude.
We can give also an analogous statement for H = 12 .
Theorem 2. Denote by 1=2 the uniform probability on [ 12 ; 1].
Let (X 
1=2 ; i)i¿1 be a sequence of independent processes of law P
1=2
,
LD lim
N→∞
L lim
M→∞
c1=2
X 
1=2 ;1
[Nt] + · · ·+ X 
1=2 ; M
[Nt]√
N logN
√
M
= B(t);
where B is the classical Brownian motion, and c1=2 = 1=
√
2.
Proof. The scheme is the same as in Theorem 1. The di5erence here is that r(n) =
2
∫ 1
1=2(2u− 1)n du= 1=(n+ 1).
So that, r(0) +
∑N−1
i=1 [r(0) + 2
∑i
k=1 r(k)] ∼n→∞ 2N logN .
We conclude again, applying Taqqu (1975, Lemma 5.1).
Remark 1. The order of the limits in both theorems is of great importance: the limit
in the reverse order would bring 0, as far as for any Axed p, a correlated random walk
satisAes a central limit theorem with normalization
√
N =o
(√
N logN
)
(see Enriquez,
2002).
Remark 2. The choice of the Dirac measure at 12 for 
1=2 leads to the classical Donsker
invariance principle. Indeed, the correlated random walk with persistence 12 is the
symmetric simple random walk.
We want now to compare the previous constructions with the result of Taqqu
et al. (1997): in Taqqu et al. (1997), the limit theorem deals also with the scaling
limit of the average over a large number (tending to inAnity) of i.i.d. copies of pro-
cesses which are a succession of falls and rises. In the case of Taqqu et al. (1997),
falls and rises are all independent with inAnite variance.
In our setting, even if the lengths of falls and rises have Anite variance under each
Pp (they are geometrically distributed), the laws under P
H
of the falls and the rises
(which are all the same) have inAnite variance: indeed, if we denote by L the length
of a rise,
P
H
(L¿ n) =
∫ 1
0
Pp(L¿ n) dH (p) =
∫ 1
0
pn dH (p)
= 23−2H
∫ 1
0
pn(1− p)1−2H dp ∼
n→∞ 2
2(1−H)(3− 2H) 1
n2−2H
(for H = 12 , we get P
1=2 (L¿ n) ∼
n→∞ 2=n)
and we get the same kind of tail as in Taqqu et al. (1997).
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The di5erence lies in the fact that the falls and the rises are not independent: indeed,
if the Arst rise is short, it probably means that the persistence p is small, so that the
following fall will be probably short also. More precisely, if L1 and L2 denote the
lengths of the Arst rise (resp. fall) and of its following fall (resp. rise),
P
H
(L1¿ n; L2¿m) = EH [P
p(L1¿ n; L2¿m)] = EH [p
n+m]
∼
n→∞ 2
2(1−H)(3− 2H) 1
(n+ m)2−2H
L1 and L2 are, therefore, not independent.
Note: Theorems 1 and 2 can be extended to any probability measure with moments
equivalent to 1=n2−2HL(n), where L is a slowly varying function. The additional ar-
guments can be found in Taqqu (1975) and rely mainly on Karamata’s theorem in
order to replace the naive comparison between sums and integrals we used at the end
of the proof. We chose H so that we obtain a simple expression for the constant cH
in Theorem 1 and also H is the law of 1 − U 1=(2−2H)=2 where U has the uniform
distribution on [0; 1], which is easy to simulate. At the end of the article, we will
discuss the practical interest of other measures.
3. The case 0¡H ¡ 12
3.1. The alternating correlated random walk
We Arst remark that the correlated random walks of Section 2, cannot provide neg-
ative correlations for the increments at least for increments separated by an even time
interval. The best we can hope is to get an alternate sign for the correlations. In or-
der to get a process with always negative correlations (except for variances), we will
consider the sequence of the sum of two consecutive increments. More precisely, if
we consider, with the notations of Section 2, the sequence (p2n+1 + 
p
2n+2)n¿0, for any
p less than 12 , we get indeed a sequence of negatively correlated variables and it is
also possible to exhibit a probability on [0; 1] such that the equivalence relation (1)
mentioned in the introduction will be satisAed.
But, in the case 0¡H ¡ 12 , this condition alone does not ensure a scaling limit with
the normalization NH (which is smaller than
√
N ). It has to be allied to a compensation
relation between all the correlations. We refer to Taqqu (1975, Section 5) for the
statement of this condition, and we will give it further.
This is the reason why we have to introduce a di5erent kind of walk which we will
call alternating correlated random walk with persistence p. It is a process evolving on
Z by jumps of +1 or −1, whose probability of making the same jump as the previous
one is alternately p and 0. In other words, one jump over two is the opposite of the
previous one.
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Denition 2. For any p∈ [0; 1], the alternating correlated random walk X˜ p with per-
sistence p, is a Z-valued discrete process, such that
• X˜ p0 = 0, P(X˜ p1 =−1) = 1=2, P(X˜ p1 = 1) = 1=2.
• ∀n¿ 1; ˜pn := X˜ pn − X˜ pn−1 equals 1 or −1 a.s.
• ∀n¿ 1; P(˜p2n = ˜p2n−1|(X˜ pk ; 06 k6 2n− 1)) = p.
• ∀n¿ 1; ˜p2n+1 =−˜p2n.
As suggested in the introduction of this section, we will be actually interested in the
process
Ypn :=
X˜ p2n
2
√
p
(the importance of this normalization will become apparent later). The trajectories of
this process take only two values, which are either −1=√p and 0 or 0 and 1=√p,
depending on the sign of the Arst jump. The successive lengths of the time intervals
during which the process stays on each value are independent geometric variables with
parameter 1− p.
We compute now the correlations of the increments of Ypn , i.e., of #
p
n := Y
p
n −Ypn−1=
1=2
√
p(˜p2n−1 + ˜
p
2n) for n¿ 1.
Proposition 3.
• ∀m¿ 1, E[#pm] = 0,
• ∀m¿ 1, E[(#pm)2] = 1,
• ∀m¿ 1; n¿ 1, E[#pm#pm+n] =−p(1− 2p)n−1.
Proof. As in Proposition 1, everything is based on the following facts:
• ∀n¿ 1,
• E[˜p2n|(X˜ pk ; 06 k6 2n− 1)] = (2p− 1)˜p2n−1,
• E[˜p2n+1|(X˜ pk ; 06 k6 2n)] =−˜p2n,
∀m¿ 1,
E[(#pm)
2] =
1
4p
(E[(˜p2m−1)
2] + E[(˜p2m)
2] + 2E[˜p2m−1˜
p
2m])
=
1
4p
(2 + 2(2p− 1))
= 1;
∀m¿ 1; n¿ 1, by successive conditionings,
E[#pm#
p
m+n] =
1
4p
E[(˜p2m−1 + ˜
p
2m)(˜
p
2m+2n−1 + ˜
p
2m+2n)]
=
1
4p
(1− 2p)n−1E[(˜p2m−1 + ˜p2m)(˜p2m+1 + ˜p2m+2)]
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=
1
4p
(1− 2p)n−1(−1− 2(2p− 1)− (2p− 1)2)
=−p(1− 2p)n−1:
We can already note the following (compensation) relation:
E[(#pm)
2] + 2
∑
n¿1
E[#pm#
p
m+n] = 0: (2)
Again we introduce an extra randomness in the persistence. We Arst denote by Qp
the law of Yp for a given p. Now, considering a probability measure  on [0; 1], we
will call Q, the annealed law of the correlated walk associated to , i.e., the measure
on ZN deAned by dQ :=
∫ 1
0 Q
p d(p).
Let Y  be a process of law Q. We introduce #n := Y

n − Y n−1. From Proposition 3
we get the straightforward result.
Proposition 4.
• ∀m¿ 1, E[#m] = 0.
• ∀m¿ 1, E[(#m)2] = 1.
• ∀m¿ 1; n¿ 1, E[#m#m+n] =−
∫ 1
0 p(1− 2p)n−1 d(p).
• If ∫ 10 (dp)=1− p¡∞, then for all m¿ 1, E[(#m)2] + 2 ∑n¿1 E[#m#m+n] = 0.
Proof. The three Arst identities are obvious from Proposition 3, the last one comes
from the compensation relation (2), which is satisAed “p by p”, and the application
of Fubini’s theorem as far as
∑∞
n=1 p|1− 2p|n−16 1=2(1− p).
The goal now is to introduce a probability measure  leading to the asymptotic
equivalence in (1), mentioned in the introduction.
3.2. Statement and proof of the result
We proceed as in the previous section.
Theorem 3. Let H ∈ ]0; 12 [.
Denote by H the probability on [0; 12 ] with density (1− 2H)21−2Hp−2H .
Let (Y 
H ; i)i¿1 be a sequence of independent processes of law P
H
,
LD lim
N→∞
L lim
M→∞
cH
Y 
H ;1
[Nt] + · · ·+ Y 
H ;M
[Nt]
NH
√
M
= BH (t)
with cH =
√
2H=(2− 2H).
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Proof. The central limit theorem implies that L limM→∞ (Y
H;1
k + · · · + Y 
H ;M
k )=
√
M
is a discrete centered Gaussian process (ZHk )k¿1, with stationary increments W
H
k :=
ZHk+1 − ZHk with E[WHk ] = 0, E[(WHk )2] = 1 and
∀i; n¿ 0; r(n) := E[WHi WHi+n] =−(1− 2H)21−2H
∫ 1=2
0
(1− 2u)nu1−2H du
r(n) = − (1− 2H)
2
∫ 1
0
(1− v)nv1−2H dv
= − (1− 2H)
2
(n+ 1)(2− 2H)
(n+ 3− 2H)
∼
n→∞−
(1− 2H)
2
(2− 2H) 1
n2−2H
=
1
c2H
H (2H − 1)
n2−2H
:
So that,
E[c2H (G
H
1 + · · ·+ GHN )2] = c2H
N∑
i=1
N∑
j=1
r(|i − j|)
= c2H
(
r(0) +
N−1∑
i=1
[
r(0) + 2
i∑
k=1
r(k)
])
= c2H
(
r(0)− 2
N−1∑
i=1
∞∑
k=i+1
r(k)
)
∼
n→∞N
2H :
The last equality comes from the compensation relation (2), and the last step consists
simply in two successive comparisons between sums and integrals. A direct application
of Taqqu (1975, Lemma 5.1) allows to conclude.
The process Ypn reminds the On/O5 processes of the tra2c modeling theory, de-
scribed in Taqqu et al. (1997), or the “V ”-renewal process of Taqqu and Levy (1986)
which would have alternate rewards. But our attempt to make this model work here
failed probably because it is not clear how to translate to this model the normalization
of X˜ p2n by
√
p, which is crucial in our construction because its absence would yield
an inAnite measure for H .
Remark 1. As noted in the previous section, other choices of the randomization mea-
sure in Theorem 3 are possible; The choice of the measure H coincides with the
distribution of U 1=(1−2H)=2, where U is a uniform random variable on the interval
[0; 1].
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Remark 2. Other normalizations of X˜ p2n by powers of p can be considered, but then
the measure H has to be multiplied by a power of p also.
4. From a double to a simple limit
As mentioned above, taking the limit in reverse order, yields trivial processes. The
question is: for a given number of steps N , what kind of M are we supposed to take in
order to approximate the right limit? We base our study on Berry–Esseen’s inequality,
applied to the sequence of i.i.d. variables with law cHX
H
N =N
H (resp. cHY
H
N =N
H ) for
H¿ 12 (resp. H ¡
1
2 ). The key step is to get an upper bound for the third moment of
the absolute value of these variables (Propositions 5–7).
We start with a technical lemma we will use along the section.
Lemma 1. Let (∈N; )∈](;+∞[ and f be a C1 function from R+ to R+ such that
there exist constants C and C′ such that f(x) ∼
x→∞Cx
−2(+) and f′(x) ∼
x→∞C
′x−2(+)−1,
then ∑
16i16···6i2(6N
f((i2 − i1) + · · ·+ (i2( − i2(−1))
∼
N→∞
∫
06x16···6x2(6N
f((x2 − x1) + · · ·+ (x2( − x2(−1)) dx1; : : : ; dx2( ∼ C′′N):
Proof. The argument relies on the classical comparison between sums and integrals
and on the fact that the contribution of the set {(i1; : : : ; i2()∈ [0; N ]2( : 06 (i2 − i1)
6A : : : 06 (i2( − i2(−1)6A} for a given A¿ 0 is O(N() and, therefore o(N)).
Finally, by homogeneity, there exists C((; ))¿ 0 such that
∀N ∈N;
∫
06x16:::6x2(6N
((x2 − x1) + · · ·+ (x2( − x2(−1))−2(+)dx1; : : : ; dx2(
=C((; ))N):
We begin with the case H ¿ 12 .
Proposition 5. For H ¿ 12 , for N large enough,
E

(cH |X HN |
NH
)36DHN 1−H
with DH =
√
6(2H − 1)=(H + 1)(2H + 1)× cH .
Nota Bene: we express DH in terms of cH , in order to have a formula that works
for other measures H , as it will be useful in the next section.
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Proof. We omit here the superscipts H in the variables X 
H
n ’s and 
H
n ’s. XN=
∑N
k=1 k ,
with:
• n are Bernoulli ( 12 ),• c2HCov(k ; l) = r(|k − l|), with r(n) ∼x→∞H (2H − 1)=n
2−2H .
We use Cauchy–Schwarz inequality to get
E
[(
cH |XN |
NH
)3]
6 E
[(
cH |XN |
NH
)2]1=2
E
[(
cH |XN |
NH
)4]1=2
∼ c
2
H
N 2H


∑
16ik6N
16k64
E[i1i2i3i4 ]


1=2
(using that the variance converges to 1 for large N ).
Assume i46 i36 i26 i1, we get, as in Proposition 1, by successive conditionings
E[pi1
p
i2
p
i3
p
i4 ] = (2p− 1)(i1−i2)+(i3−i4):
So that,
E[i1i2i3i4 ] = r((i1 − i2) + (i3 − i4)):
By Lemma 1,
∑
16ik6N
16k64
E[i1i2i3i4 ] ∼ 4!×
∫ N
0
∫ x1
0
∫ x2
0
∫ x3
0
r((x1−x2) + (x3−x4)) dx4 dx3 dx2 dx1
∼ 4!
c2H
× H (2H − 1)
∫ N
0
∫ x1
0
∫ x2
0
∫ x3
0
((x1 − x2) + (x3 − x4))2H−2 dx4 dx3 dx2 dx1
=
6
c2H
(2H − 1)N 2H+2
(H + 1)(2H + 1)
:
Now applying Berry–Esseen’s inequality, the error on the distribution function of
the marginal at time 1, is dominated by 0:65 × DH (N 1−H )=
√
M (using the constant
0.65 of Zahl (1966), as far as the third moment is much bigger than the power 32 of
the variance).
We deduce that Theorem 1 remains true as soon as M (N ) → ∞ as N → ∞ at a
faster rate than N 2−2H .
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Corollary 1. Let M be a function on the integers such that M (N )=N 2−2H tends
to ∞,
LD lim
N→∞
cH
X 
H ;1
[Nt] + · · ·+ X 
H ;M (N )
[Nt]
NH
√
M (N )
= BH (t):
Proof. Using the generalization of Berry–Esseen’s inequality to multidimensional vari-
ables (Sazonov (1981), Theorem 1, p.11), we get the convergence for Anite-dimensional
marginals.
Indeed, denote by SN (t) :=
X 
H; 1
[Nt] +···+X 
H; M (N )
[Nt]√
M (N )
, and let k ∈N and 06 t1¡ · · ·¡tk .
The covariance matrix of the vector
S(N ) := (S1(N ); : : : ; Sk(N )) =
cH
NH
(SN (t1); : : : ; SN (tk))
is equal to the covariance matrix V (N ) of
X (N ) := (X 1(N ); : : : ; X k(N )) =
cH
NH
(X 
H
[Nt1]; : : : ; X
H
[Ntk ])
which converges to the covariance matrix of the fractional Brownian motion, by the
arguments of Proposition 1, and is therefore non-singular for N large enough. Thus,
the assumption of Theorem 1 of Sazonov (1981) is satisAed, and if we denote by PN ,
UP and N the laws respectively of S(N ), V (N )−1=2X (N ) and (BH (t1); : : : ; BH (tk)),
sup
A∈C
|PN (A)−N(A)|6 Uc(k)0ˆM (N )−1=2;
where C denotes the class of all convex Borel sets in Rk , and 0ˆ is deAned as
0ˆ :=
∫
Rk
|x|3| UP(dx)−N(dx)|
6
∫
Rk
|x|3 UP(dx) +
∫
Rk
|x|3N(dx):
Now,
∫
Rk |x|3N(dx) does not depend on N and
∫
Rk |x|3 UPN (dx) is O(N 1−H ) by
Proposition 5.
To get the weak convergence, we cannot use directly (Taqqu, 1975) as in the pre-
vious section, and we prove the tightness of the family of processes, by checking
Billingsley’s (1968) criteria (Theorem 15.6).
Let 1¿ t2¿ t¿ t1¿ 0, and k ∈N,
JN (k; t2; t; t1) := E
[∣∣∣∣SN (t2)− SN (t)NH
∣∣∣∣
k ∣∣∣∣SN (t)− SN (t1)NH
∣∣∣∣
k
]
6
1
N 2kH
E[SN (t2 − t)2k ]1=2 E[SN (t − t1)2k ]1=2;
N. Enriquez / Stochastic Processes and their Applications 109 (2004) 203–223 215
∀k ∈N; E[SN (t)2k ] = 1M (N )k E[(X
H ;1
[Nt] + · · ·+ X 
H ;M (N )
[Nt] )
2k ]:
When we develope the polynomial with degree 2k inside the expectation, we notice
that only the monomials of the type (X 1)2(1 : : : (XM )2(M , with (1 + · · ·+ (M = k, have
a non-null contribution, as far as the X i’s are centered and independent. This set has
cardinal O(Mk).
Generalizing the computation in Proposition 5 and using Lemma 1, we And
∀(1¿ 1; E[X 2(1N ]6 (2()!
∑
16i16:::6i2(16N
r((i2 − i1) + · · ·+ (i2(1 − i2(1−1))
= O(N 2(1+(2H−2)):
This leads to E[SN (t)2k ] = O((Nt)2k+(2H−2)k) = O((Nt)2Hk).
Hence, for some positive constant C,
JN (k; t2; t; t1)6C(t2 − t)Hk(t − t1)Hk6C(t2 − t1)2Hk :
We choose k ¿ 1=2H in order to satisfy Billingsley’s criteria.
We conjecture that this result remains true in the case of Taqqu et al. (1997) which
proposes an answer to the question asked at the end of Taqqu et al. (1997).
We do the same for the case H = 12 .
Proposition 6. For N large enough,
E

( c1=2|X 1=2N |√
N logN
)36 c1=2 ×
√
2N
logN
:
Proof. As in previous proposition, XN =
∑N
k=1 k , with
• n are Bernoulli ( 12 ),
• c21=2Cov(k ; l) = r(|k − l|), with r(n) ∼x→∞
1
2n .
Similarly as in previous proposition, E
[(
c1=2|XN |√
N log N
)4]1=2
is equivalent by Lemma 1 to
c21=2
N logN
(
4!
c21=2
∫ N
0
∫ x1
0
∫ x2
0
∫ x3
0
r((x1 − x2) + (x3 − x4)) dx4 dx3 dx2 dx1
)1=2
:
But, ∫ N
0
∫ x1
0
∫ x2
0
∫ x3
0
1
(x1 − x2) + (x3 − x4) dx4 dx3 dx2 dx1 =
N 3
6
:
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Now applying Berry–Esseen’s inequality, the error of the distribution function of the
marginal at time 1, is dominated by 1:3×√N=logN√M .
Corollary 2. Let M be a function on the integers such that M (N )=N log(N )−2 tends
to ∞,
LD lim
N→∞
c1=2
X 
1=2 ;1
[Nt] + · · ·+ X 
1=2 ;M (N )
[Nt]√
M (N )× N log(N ) = B(t):
Finally, we treat the case H ¡ 12 .
Proposition 7. For H ¡ 1=2, for N large enough,
E

(cH |Y HN |
NH
)36DHN 1=2−H ;
with DH =
√
12H=(2H + 1)× cH .
Proof. The proof is more delicate than in Proposition 5, because the computation of
the fourth moment makes compensations to appear (as in the variance computation),
and we have to treat them Arst “p by p”, before integrating against H .
Assuming i46 i36 i26 i1, we get, as in Proposition 3, by successive conditionings:
E[#pi1#
p
i2#
p
i3#
p
i4 ] = rp(i1 − i2)rp(i3 − i4);
where rp(0) = 1 and ∀n¿ 0; rp(n) =−p(1− 2p)n−1.
Now,∑
16ik6N
16k64
E[#pi1#
p
i2#
p
i3#
p
i4 ]
= 6
∑
max{i3 ; i4}6min{i1 ; i2}
E[#pi1#
p
i2#
p
i3#
p
i4 ] + O(N )
= 6
∑
max{i3 ; i4}6min{i1 ; i2}
rp(|i1 − i2|)rp(|i3 − i4|) + O(N )
= 6
N∑
min{i1 ; i2}=1

 min{i1 ; i2}∑
max{i3 ; i4}=1
rp(|i3 − i4|)

 rp(|i1 − i2|) + O(N )
= 6
N∑
min{i1 ; i2}=1

 min{i1 ; i2}∑
max{i3 ; i4}=1

rp(0) + 2 max{i3 ; i4}∑
l=1
rp(l)



 rp(|i1 − i2|) + O(N )
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= 6
N∑
min{i1 ; i2}=1

 min{i1 ; i2}∑
max{i3 ; i4}=1
(1− 2p)max{i3 ; i4}

 rp(|i1 − i2|) + O(N )
= 6
N∑
min{i1 ; i2}=1

min{i1 ; i2}∑
k=1
(1− 2p)k



rp(0) + 2 N−min{i1 ; i2}∑
l=1
rp(l)

+O(N )
= 6
N∑
min{i1 ; i2}=1

min{i1 ; i2}∑
k=1
(1− 2p)k

 (1− 2p)N−min{i1 ; i2} +O(N )
= 6
∑
16k6l6N
(1− 2p)N−(l−k) + O(N ):
(The contribution of the exceptional situations max{i3; i4} = min{i1; i2} is estimated
by O(N ), because of the same compensations as the ones described in the above
equalities.)
We now use,
∫ 1
0
(1− 2p)n dH (p) =−2
∑
k¿n
r(k)
∼ 1
c2H
2H
n1−2H
:
We deduce, using Lemma 1,
c2H
N 2H


∑
16ik6N
16k64
E[#i1#i2#i3#i4 ]


1=2
∼ c
2
H
N 2H
(
12H
c2H
∫ N
0
∫ x2
0
dx1
(N−(x2−x1))1−2H
)1=2
= cH ×
√
12H
2H + 1
N 1=2−H :
Applying Berry–Esseen’s inequality, the error of the distribution function of the
marginal at time 1, is dominated by 0:65× DHN 1=2−H =
√
M .
Corollary 3. Let M be a function on the integers such that M (N )=N 1−2H tends
to ∞,
LD lim
N→∞
cH
X 
H ;1
[Nt] + · · ·+ X 
H ;M (N )
[Nt]
NH
√
M (N )
= BH (t):
218 N. Enriquez / Stochastic Processes and their Applications 109 (2004) 203–223
5. Practical aspects
We learn from the preceding section that, using H , the number of computations we
have to make in order to get an N -steps trajectory is of order M (N )× N i.e., N 3−2H
for 12 ¡H , and N
2−2H for 0¡H ¡ 12 . In any case, it is a power of N between
1 and 2. Moreover the memory required by the computation at each step is of the
order M (N ) i.e., a power of N between 0 and 1, and is therefore optimal as the size
of the trajectory is already N . This constitutes an improvement compared to the naive
approach of the simulation of a Gaussian vector having the covariance of the fractional
Brownian motion, using the Cholesky method: this exact method requires indeed N 2
computations with N 2 numbers to keep in memory. Note that this method has been
considerably improved by the more sophisticated circulant embedding matrix method
(Perrin et al., 2002) involving Fast Fourier Transform, to an O(N logN ) complexity
algorithm with a O(N ) memory size requirement.
Let us base the analysis of the error on the error on the distribution function of
the marginal at time 1: the constant in the Berry–Esseen’s inequality is now of big
importance. We took the best constant (0.65) we found in the literature, even if it is
bigger than the best possible constant conjectured by Esseen, i.e., (3 +
√
10)=6
√
22 
0:41, that would gain in M a squared factor equal to 2.5 (see Zahl, 1966 for a nice
discussion on this subject).
We note that the constant can be considerably ameliorated by using other measures
than H , providing smaller cH ’s. It is the case for the real-indexed sequence of prob-
abilities (H;k)k¿0 deAned below:
• ∀H ∈ [ 12 ; 1],
dH;k(p) := 2k+1−2H
(k + 2− 2H)
(k)(2− 2H)
(
p− 1
2
)k−1
(1− p)1−2H1[1=2;1](p) dp
which is just the law of (1 + B(k; 2− 2H))=2 and coincides with H for k = 1 (where
B(a; b) denotes the Beta variable with parameters a and b).
• ∀H ∈ ]0; 12 [,
dH;k(p) := 2k−2H
(k + 1− 2H)
(k)(1− 2H)
(
1
2
− p
)k−1
p−2H1[0;1=2](p) dp
which is just the law of B(1− 2H; k)=2 and coincides with H for k = 1.
• For H ¿ 12 , we obtain cH;k =
√
H (2H−1)(k)=(k+2−2H)∼√H (2H−1)=k1−H .
So that using H;k for large k yields an error equivalent to
0:65
√
6H (2H − 1)2
(H + 1)(2H + 1)
×
(
N
k
)1−H 1√
M
:
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• For H ¡ 12 , we obtain cH;k =
√
2H(k)=(k + 1− 2H) ∼ √2H=k1=2−H .
The error is equivalent to
0:65
√
4H 2
2H + 1
×
(
N
k
)1=2−H 1√
M
:
Using H;k instead of H allows a gain for M by a factor k2−2H (resp. k1−2H )
for H ¿ 12 (resp. for H ¡
1
2 ). Loosely speaking, it erases the “noise” generated by
the trajectories having a persistence parameter between 12 and a Axed constant smaller
than 1. Now if we allow k to depend on N , we obtain an algorithm with any
M (N ) = 1=o(1) number of trajectories. As a result, our algorithm requires a num-
ber of computations of the order N=o(1), for any o(1). This seems to be quite optimal,
but in practice, making k increase a5ects seriously the covariance structure of XN
(resp. YN ).
We want to give now a second family of measures (′H;k)k¿0.
• For H ¿ 12 , ′H;k is the law of 1− (1− U 1=k)1=(2−2H)=2.
An easy computation gives c′H;k = cH =
√
k (error: 0:65× DHN 1−H =
√
kM).
• For H ¡ 12 , ′H;k is the law of (1− U 1=k)1=(1−2H)=2.
Again, an easy computation gives c′H;k = cH =
√
k (error: 0:65× DHN 1=2−H =
√
kM).
The advantage of this family is obviously the easy simulation it provides. The error is
estimated by a term containing 1=
√
k, that seems to be better than the last one, but the
damages on the variances grow faster than for H;k . Actually the scale
√
k corresponds,
in the previous family, to the scale k1−H (resp. k1=2−H ) for H ¿ 12 (resp. H ¡
1
2 ). The
drawback of this family, is that the theoretical computations of the variance are not
very explicit.
As we noticed just above, we may be limited by the Adelity of the covariance of our
process. In this spirit, it is quite interesting to note that the autocovariance function of
the Gaussian noise GH (j) of the introduction is, up to a shift, the sequence of moments
of a probability measure on [0; 1]. I Arst remarked it by checking the conditions of
Hausdor5 theorem (Feller (1971) p.226), but Marc Yor gave me kindly the method to
get the explicit density of this measure, and I present it here. This brings a third (the
last!) family of probability measures.
Proposition 8. Let H ∈ ] 12 ; 1[. Consider the family of probability measures (0H;k)k¿0
on [ 12 ; 1], with density C(H; k)× (1−p)2(2p−1)k−1(ln( 12p−1 ))−1−2H , and C(H; k) :=
16H (2H − 1)=(2− 2H)× ((k + 2)2H − 2(k + 1)2H + k2H )−1
∀n¿ 0;
∫ 1
0
(2p− 1)n d0H;k(p) = (n+ k + 2)
2H − 2(n+ k + 1)2H + (n+ k)2H
(k + 2)2H − 2(k + 1)2H + k2H :
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Proof. ∀n¿ 1,
1
2
((n+ 1)2H − 2n2H + (n− 1)2H )
=H
∫ 1
0
(n+ t)2H−1 − (n+ t − 1)2H−1 dt
=H (2H − 1)
∫ 1
0
∫ 1
0
(n+ t + s− 1)2H−2 ds dt
=
H (2H − 1)
(2− 2H)
∫ 1
0
∫ 1
0
∫ +∞
0
e−(n+t+s−1)uu1−2H du ds dt
=
H (2H − 1)
(2− 2H)
∫ +∞
0
e−nu(1− e−u)2euu−1−2H du
=
H (2H − 1)
(2− 2H)
∫ 1
0
xn
(
1− x
x
)2(
ln
1
x
)−1−2H
dx:
The end of the proof is straightforward, by change of variable.
Note: The normalization constant in Theorem 1 corresponding to 0H;k is
c′′H;k =
(
(k + 2)2H − 2(k + 1)2H + k2H
2
)1=2
∼
√
H (2H − 1)
k1−H
∼ cH;k :
The following result is similar to Proposition 8 in the case H ∈ ]0; 12 [.
Proposition 9. Let H ∈ ]0; 12 [. Consider the family of probability measures
(0H;k)k¿0 on [0; 12 ], with density C(H; k)×p(2p−1)k−1(ln( 11−2p))−1−2H , and C(H; k)
:= 8H(1−2H) × ((k + 1)2H − k2H )−1
∀n¿ 1;
−
∫ 1
0
p(2p− 1)n−1 d0H;k(p) = (n+ k + 1)
2H − 2(n+ k)2H + (n+ k − 1)2H
2((k + 1)2H − k2H ) :
Proof. ∀n¿ 1,
1
2
((n+ 1)2H − 2n2H + (n− 1)2H )
=H
∫ 1
0
(n+ t)2H−1 − (n+ t − 1)2H−1 dt
=
H
(1− 2H)
∫ 1
0
∫ +∞
0
(e−(n+t)u − e−(n+t−1)u)u−2H du dt
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Fig. 1. H = 0:25.
=− H
(1− 2H)
∫ +∞
0
e−(n+1)u(eu − 1)2u−1−2H du
=− H
(1− 2H)
∫ 1
0
xn
(
1− x
x
)2(
ln
1
x
)−1−2H
dx
=− 8H
(1− 2H)
∫ 1
2
0
(1− 2p)n−2p2
(
ln
1
1− 2p
)−1−2H
dp:
We And the normalization, using
∑
n¿1(n+ k +1)
2H − 2(n+ k)2H +(n+ k − 1)2H =
k2H − (k + 1)2H , and the relation 1 = 2∑n¿1 p(1− 2p)n−1.
Note: The normalization constant in Theorem 3, corresponding to 0H;k is
c′′H;k = ((k + 1)
2H − k2H )1=2 ∼
√
2H
k1=2−H
∼ cH;k :
Now, X 0HN (resp. Y
0H
N ) have explicit variances
• For H ¿ 12 , E[(c′′H;kX 0HN )2] = (N + k)2H − k2H + ((1 + k)2H − k2H − 1)N .
• For H ¡ 12 , E[(c′′H;kY 0HN )2] = (N + k)2H − (1 + k)2H + 1.
It therefore appears that the covariance structure is more sensitive to an increase of
k in the case H ¿ 12 than in the case H ¡
1
2 .
We illustrate our results using the measures ′H;k , by three graphs corresponding to
three di5erent parameters of H , with N = 1000, and an error smaller than 10% (we
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Fig. 3. H = 0:75.
indicate the time it takes for Matlab to draw a graph).
• For H = 0:25, we take M = 200 and k = 1 (15 s) (Fig. 1).
• For H =0:5, we can see that the convergence in Theorem 2 is the slowest one, and
we will use the symmetric simple random walk to simulate it. (Fig. 2)
• For H = 0:75, we take M = 400 and k = 0:5 (25 s) (Fig. 3).
We remark the di5erent behaviors of the trajectories—we remind the reader that the
Hausdor5 dimension of the trajectories are a.s. equal to 2−H (decreases from 2 to 1
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when H increases from 0 to 1), and we notice that the variances of the process between
0 and 1 become larger when H decreases.
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