Recent deep learning methods have gained noteworthy success in the multi-talker mixed speech separation task, which is also famous known as the Cocktail Party Problem. However, most existing models are well-designed towards some predefined conditions, which make them unable to handle the complex auditory scene automatically, such as a variable and unknown number of speakers in the mixture. In this paper, we propose a speaker-inferred model, based on the flexible and efficient Seq2Seq generation model, to accurately infer the possible speakers and the speech channel of each. Our model is totally end-to-end with several different modules to emphasize and better utilize the information from speakers. Without a priori knowledge about the number of speakers or any additional curriculum training strategy or man-made rules, our method gets comparable performance with those strong baselines.
Introduction
With the rapid development of electronic devices and artificial intelligence technologies, human-computer speech interaction has become increasingly prominent in recent years. However, the performance of these technologies in open complex environments, such as in cocktail parties, is far from satisfactory. It is still a challenging task to develop a computational auditory system with strong adaptivity and robustness at present.
As one of the most important parts in front-end auditory processing system, speech separation greatly affects or even restricts the performance of whole pathways. Various speechbased technologies and tasks could benefit from speech separation methods, such as automatic meeting transcription, automatic captioning for audio/video recordings, and multi-party human-computer interactions [1] . Therefore, the focus on speech separation in complex auditory environment is worthy and necessary. Since the first description of the so-called Cocktail Party Problem in 1953 [2] , many approaches have been proposed. Before the wide popularity of deep learning methods, there were signal processing based methods, rule-based methods and decomposition-based methods [3, 4] . However, none of these could offer a satisfying solution for this complicated task.
In the past few years, deep learning methods have shown great effectiveness and adaptability in speech processing. There are many great works in speaker recognition [5, 6] , speech enhancement and denoising [7] and the like. For the task of multitalker single-channel speech separation, many works have also * Corresponding author. been presented and shown remarkable progress. Unfortunately, most existing representative works are still well-designed to fit into the ideal setting, making them difficult to conduct the complex and dynamic circumstance. To be specific, there are two common problems when processing a piece of mixed speech: the permutation problem and the output dimension mismatch problem [8] . To prevent the confusion brought by different permutation, Yu et al. [1] proposed a Permutation Invariant Training (PIT) technique to pool over all possible permutations for N mixed sources (N ! permutations), and minimize the source reconstruction error no matter how labels are ordered. Although this technique works well when facing a limited number of speech sources, it still suffers from the output dimension mismatch problem because it assumes a fixed number of sources and also suffers from computation efficiency [8] . So as to solve both permutation and output dimension problems, Hershey et al. [9] proposed a Deep Clustering (DPCL) method which first maps the time-frequency units into an embedding space, and afterward creates several groups of time-frequency units by utilizing a clustering algorithm, such as k-means. Following DPCL, Chen et al. [8] proposed a Deep Attractor Network (DANet) which first structures k cluster centers in the embedding space to act as the attractor points. After that, DANet pulls together the time-frequency units according to these attractor pointers. Although DPCL and DANet are sufficiently flexible to handle speech separation of different number of sources in the mixture without retraining, both of them require the cluster number during evaluation. Additionally, some artificial designs have to be adopted to ensure performance such as the weights to shield silent region or emphasize salient parts. Although all the abovementioned works have been improved [10, 11, 12] to enhance performance, the difficulties when facing variable and unknown number of speakers have not been eliminated.
To overcome these disadvantages, we think speaker identities are worthy to be concerned. Actually, for speech separation task with only audio stream, speaker information really matters. First, from our own observation and some evidence from other work [13] , we find it is very difficult to perform speech separation with speeches from the same person using only characteristic speech frequencies contained in the audio. This fact means that the speaker information contains some clues to promote speech separation. Second, the accurate prediction about the speakers in mixture speech could directly provide the number of speakers there, enabling to handle dynamic and flexible circumstances, such as a variable number of mixed speakers which is not given in advance. In addition, for application level, users usually want to get the information about not only the separated speeches but also which ones speak what. Based on these considerations, we think the speech separation model integrated ... Optionally, a Re-Identification module (right part) based on the same network from inference module could be used in training phase to re-infer the speaker for each separated spectrogram respectively.
with speaker information is helpful.
In this paper, we present a speaker-inferred model to build an end-to-end framework for single-channel speech separation with an alterable and unknown number of speakers. The inference module serves to provide the predicted speakers and also the corresponding hidden embeddings of each to guide the separation module to extract corresponding speech channel. Based on the encoder-decoder generation network, possible candidates are predicted automatically. Compared with existing representative methods like DPCL, DANet, PIT, and others, this work progresses a step further to fit the complex real scene, which does not give the number of speakers in advance. Without any artificial or man-made setting like a threshold for detecting salient region used in [8, 10] , our work achieves good performance. Code, models, and video will be available on: https://github.com/shincling/TDAAv2/tree/master/TDAAv2 2019.
Related work
Recently, single-channel speech separation task gains much attention. Among those kinds of works, extensive exploration has been done with deep learning methods to make significant progress. For most deep learning based models, there exists a neural network to extract the hidden representation of the input mixture. After getting the hidden representation, a pre-set structure with a fixed number of branches will be used to output several separated channels. As mentioned in the former section, PIT based methods [1, 12] measure similarity between outputted and ground-truth spectrograms to determines the best label assignment by comparing separation errors of all possible orders. In the lasted research, some further works based on PIT have been proposed. For example, grid LSTM [14] has been used to improve the network structure, adversarial training was introduced with a complicated netowrk [15] , and the time-domain audio separation network (TasNet) [16, 17] gained very impressive results. However, these works are still built on a strategy to handle the predefined conditions as much as possible. In other words, these designs may overfit the mixture with a fixed number of speakers. Similarly, DPCL [9, 10] and DANet [8, 11] need to know the number of channels to complete the pipeline.
As we proposed in Section 1, a framework taking advantages of the speaker information may avoid this dilemma.
To our delight, the community begins to pay attention to the speaker information in cocktail party problem and the corresponding attention mechanism. For instance, speaker identification loss is added to the final loss function to reduce separation and permutation error in [18] . Xu et al. [19] modeled a network with memory module storing the information of each speaker. Moreover, the work done in [20] proposed a source-aware network to use pure speech from each speaker to direct the continuous separation. However, these models need to get additional information on the aim speakers in advance, and none of them gave a solution to directly process the input mixtures.
The work proposed here focuses on the speech separation task, especially the automatic inference about the possible channels. In last year, Shi el at. [21] first raised the Top-Down Auditory Attention Model (TDAA) to fix this problem. Our work takes the advantage of TDAA model, which consists of a bottom-up inference module and top-down attention module. The former one in our work is built with a Sequence-to-Sequence model to accurately predict the candidate speakers. The detail of our framework will be explained in the next section.
Speaker-inferred model
Our network can be divided into two organically combined parts: automatic inference module and attention based separation module. An optional module named Re-Identification could also be added in the training phase to further utilize the same network from inference module. The whole framework is illustrated in Figure 1 .
Automatic inference module
Assume the total number of speakers in the training dataset is N . The purpose of this automatic inference module is to predict the possible speakers Spk , = 1, .., N , given one piece of mixed spectrogram χ (transformed from the original mixture speech x by Short-Time Fourier Transform). As the design of the bottom-up inference module from TDAA, this module could be viewed as a task of Multi-Label Classification (MLC). MLC is an important yet challenging task in many areas. In our design, it carries the duty of accurately estimating not only the true number of speakers but also identifying them. In this paper, inspired by the great success of the sequence-to-sequence model in natural language processing related tasks, such as machine translation [22, 23] and abstractive summarization [24] , we use a sequence generation model from [25] to infer multiple possible speakers in the input mixed speech. The proposed sequence generation model consists of an encoder and a decoder with the attention mechanism.
The whole process of the generation model could be concluded as follows.
Overview A given spectrogram χ, containing T frames and F frequencies in total, is viewed as a sequence of frames. χ is first encoded to the hidden states, which are aggregated to a context vector ct by the attention mechanism at time-step t in the decoder phase. The decoder takes the context vector ct, the last hidden state st−1 of the decoder and the embedding vector g(yt−1) as the inputs to produce the hidden state st at time-step t. Here yt−1 is the predicted probability distribution over the label space L 1 at time-step t − 1. The function g takes yt−1 as input and produces the embedding vector which is then passed to the next step of the decoder. Finally, the softmax layer is used to output the probability distribution for each speaker yt. The whole process stops as soon as the <EOS> label is predicted at one step.
Encoder Due to the strong sequential dependencies of speech signal, we use a bidirectional LSTM [26] to read the spectrogram χ from both directions and compute the hidden states hi for each frame, which embodies the information of the speech centered around the i-th frame.
Attention Actually, for mixed speech, every speaker gets his specific salient area, most of which is usually not overlapped with others'. This phenomenon could be observed from the mixed and separated spectrogram [8] . For our work, this provides favorable support for the use of attention mechanism over different frames when predicting each speaker at one decoder step. Specially, the attention mechanism assigns the weight αt i to the i-th frame at time-step t as αt i = Softmax(v T E tanh(WEst + UEhi)), where WE, UE, vE are weight parameters and st is the current hidden state of the decoder at time-step t. The final context vector ct which is passed to the decoder at time-step t is calculated as ct = T i=1 αt i hi.
Decoder The hidden state st of the decoder at time-step t is computed as follows: st = LSTM(st−1, [g(yt−1); ct−1]), (1) where [g(yt−1); ct−1] means the concatenation of the vectors g(yt−1) and ct−1. g(yt−1) is the embedding of the label which has the highest probability under the distribution yt−1. yt−1 is the probability distribution over the label space L at time-step t − 1 and is computed as follows:
where WD1, WD2, WD3 are all weight parameters and f is a nonlinear activation function. At the training phase, the loss function in the inference module is the cross-entropy loss function. We employ the beam search algorithm [27] to find the top-ranked prediction path at inference phase.
Attention based speech separation module
For the mixture χ, the separation module first adopts a Bidirectional Long-Short Term Memory network to map the input into hidden states Hτ,m , where the m equals the number of hidden units in this layer. Following that, a feed-forward layer embeds the hidden states to form an embedding matrix whose For each candidate , the corresponding hidden vector E is extracted from every step in the inference module. Different actions have been trialled to serve as the E . Usually, we directly take the final hidden states st in the decoder as E , and we could take these hidden states after the Schmidt orthogonalization to increase the diversity over each step. Moreover, the global embedding (GE) raised in [25] after the prediction at each decoder step is another quite powerful choice. After that, the attention mechanism takes θ ∈ R T ×F ×d and E to compute mask ∈ R T ×F as estimation of the Ideal Ratio Mask (IRM) for channel in the mixture. Towards each unit θ τ,f ∈ R d and speaker E , Sigmoid(WS1tanh(WS2θ τ,f + WS3E )) attention mechanism is used, where WS1, WS2 and WS3 are all learned parameters.
Re-Identification Module
In our model, one important characteristic of the inference module lies in the ability using the unified model to predict variable number of candidate speakers, even when there is no speaker or just one speaker in given spectrogram. Based on this characteristic, we could use the same network from inference module to re-identify each outputted speech channel in training phase, without any additional parameter. Through this additional module, the seq2seq model could be trained adequately, along with the whole framework. From the viewpoint of loss function, the loss in this module could be seen as one kind of normalization towards the Mean-Square-Error (MSE) loss in separation module. From the performance in Section 4.3, promotion could be observed with the proposed Re-identification.
Experiments

Dataset and Setup
We evaluated our work on speech mixtures from the Wall Street Journal (WSJ0) corpus. For the condition of two-speaker, the WSJ0-2mix dataset was introduced in [9] . In this dataset, 20 k, 5 k and 3 k mixtures of utterances were created for training, validation and test. For three-speaker experiments, similar methods were adopted. In the validation set, TDAA could be used to evaluate the source separation performance on known talkers, which is the so-called Closed Conditions (CC) in [9, 10] . As a contrast, Open Condition (OC) will provide unknown speakers. To quantitatively evaluate results, we report the overall perfor- mance via the Signal-to-Distortion Ratio (SDR) [28] metric.
In our experiments, all data are resampled to 8 kHz. The magnitude spectra is used as the input feature, computed from Short-Time Fourier Transform (STFT) with 32 ms window length, 8 ms hop size and the sine window.
For the architecture of networks, in seq2seq model, the hidden sizes of the encoder and decoder are 256 and 512, respectively. The number of BiLSTM layers of encoder and decoder is 2. The label embedding size is 512. The separation network adopts 3-layer BiLSTM with 300 hidden units and a following feed-forward layer to embed each unit to dimension d = 50.
Performance in inference module
First of all, we evaluate the performance of the inference module, which uses the Seq2Seq generation network to output the possible candidates speakers. Similar experiments were done in the TDAA model. Table 1 shows the results of our work and the compared TDAA model with different settings. Here we use 4 metrics in the 2-mixed valid dataset (CC) and 2 metrics in the test dataset (OC) to describe the performance. For the CC, hamming loss, micro-precision, micro-recall, and micro-F1 are used. For the OC, due to the not-overlapped unknown speakers, we use the success rate to correctly predict the exact number of speakers to measure the inference module, which is the guarantee to the following separation performance.
From the results we could see that, the inference module in our work considerably outperforms the TDAA model. For the same number of speakers, our model with different settings could reach the 100% success rate to output the right number while TDAA model gets some inaccurate results which may degrade the exact separation after the inference module. Table 2 summarizes the SDR performance in the WSJ0-2mix dataset of different methods. Here we list 4 different settings in our model. As illustrated in Figure 1 , the basic model adopts the last hidden states from the decoder to serve as the query vector E to extract the speech channel, while the "Sch" means the hidden vectors normalized by Schmidt orthogonalization. The "GE" means taking the global embedding after decoder's prediction at each step as E . The "Re-ID" means the adoption of Re-Identification module in Section 3.3. In common with the TDAA, "top-1" means to extract the mask for the first candidate and the 1 − mask for the other channel.
Speech separation performance
From the result we observed that, our speaker-inferred model of relatively few parameters gets competitive with those baselines, especially in closed condition. It should be noticed that our work is totally end-to-end, without any additional curriculum training strategy or man-made rules to select the silent or salient region in [8, 10] . And most important, the information about the number of speakers in mixtures to be conducted is not provided, the module could infer it automatically. In addition, our model is optimized with the simple IRM, compared with the Wiener-Filter like Mask (WFM) used in DANet [8] and Ideal Phase Sensitive Mask (IPSM) used in uPIT [12] . Further attempt towards more complicated and phase sensitive masks may lead to better performance with our model. Compared with the original TDAA model, with the same separation module, our inference module gains promotion by using the hidden vectors from the inference part to facilitate the following separation module, making the whole structure much more powerful for the variable numbers of mixed speakers. In our work, the Re-Identification gets an obvious promotion based on basic structure. For the hidden embedding E , the Schmidt orthogonalization brings certain advantage to diversify the prediction in the decoder, which decreased the possibility of predicting similar speakers towards one channel. Similarly, the global embedding method is quite powerful, but it is also likely to overfit to the known speakers. We hypothesize that a large corpus with much more speakers would be more suitable for our work to maximum capacity.
In addition, we visualized one example in Figure 2 about the real spectrogram of one speaker in the mixture and the corresponding attention weights αt i towards him from the encoder in the inference module. As we expect, the attention weights not only present obvious beginning and end of the aim speech but also show significant consistency with the spectrogram.
Conclusions
In this paper, we propose a speaker-inferred model to perform the speech separation task. Through the Seq2Seq model, our work utilizes the information from speakers and accurately predicts the candidates speakers in mixed speech while taking the dynamic hidden states as stimuli to extract speech channel for each one. Our model is trained end-to-end and of relatively small size. Without any additional curriculum training strategy or man-made rules to select the silent or the salient region, our work gets similar or better results with the existing baselines.
