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Abstract
The problem of the distribution of the critical points of polynomials in
terms of the distribution µ of the zeros is considered. It is shown that away
from the inner boundary of the (compact) support S of µ the two distri-
butions are the same. This is the case, in particular, if S has connected
complement. Examples are given showing that the two distributions may
not be same everywhere if the inner boundary has positive µ-measure, but
it is also shown that such examples are rare and very unstable.
1 Introduction and results
In this paper we consider the problem of the distribution of the critical points of
polynomials in terms of the distribution of the zeros of the polynomials them-
selves. The Gauss-Lucas theorem says that the critical points lie in the convex
hull of the zeros, but where they lie and what their distribution is is a much
deeper question about which not much is known. Besides that, if we are not
confining the zeros of a sequence of polynomials to a fixed convex set (say their
convex hull eventually covers the whole plane) then the Gauss-Lucas theorem
does not tell anything about the location of the critical points.
This paper uses logarithmic potential theory. The logarithmic potential of
a compactly supported measure µ is defined as
Uµ(z) =
∫
log
1
|z − t|
dµ(t).
See [2], [6] or [7] for the basic concepts and results of the theory.
Let Pn be a polynomial of degree n with zeros zn,1, . . . , zn,n, and let
νPn =
1
n
n∑
k=1
δzn,k
∗AMS Classification: 26C10, 31A15; Key words: distribution of critical points, polynomi-
als, Cauchy-transform, potential theory
1
be the normalized counting measure on the zeros. We shall always assume that
Pn is monic (has leading coefficient 1), and then
log
1
|Pn(z)|1/n
=
∫
log
1
|z − t|
dνPn(t) = U
νPn (z).
If we denote by ξn,1, . . . , ξn,n−1 the zeros of P
′
n, then these are the critical points
of Pn, and
νP ′n =
1
n− 1
n−1∑
k=1
δξn,k
is the normalized zero counting measure of the critical points with which we
have, as before,
log
1
|P ′n(z)/n|
1/(n−1)
= U
νP ′n (z).
In what follows we shall consider sequences {Pn}
∞
n=1 of monic polynomials,
and we shall assume that νPn → µ in the weak
∗-topology1 with some compactly
supported measure µ. Our main problem will be to determine as much infor-
mation about the distribution of the critical points as possible, in particular
when νP ′n → µ follows. In general, this is not the case: if Pn(z) = z
n − 1, then
νPn → λ, where λ is the normalized arc measure on the unit circle, but all zeros
of P ′n are at the origin. We shall show, however, that this situation is quite
special and very unstable, little perturbation of Pn results in the convergence
of the distribution of the critical points to the distribution of the zeros.
Our first result is
Theorem 1.1 If νPn → µ and the (compact) support of µ has connected com-
plement, then νP ′n → µ.
As the example Pn(z) = z
n−1 shows, this is no longer true if the complement
of the support is not connected. The next simplest case is when the support of
the measure is a Jordan curve. In what follows we always denote by S = S(µ)
the (compact) support of the measure µ for which νPn → µ, and the equilibrium
measure of S is denoted by ωS (it exists if S is a Jordan curve).
Theorem 1.2 Let S(µ) = Γ be a Jordan curve lying in a disk DR = {|z| < R}.
a) If µ 6= ωΓ, then νPn → µ implies νP ′n → µ.
b) If Γ is analytic, then there is a sequence {Pn} such that νPn → ωΓ, but
νP ′n 6→ ωΓ.
c) There is a Jordan curve Γ such that νPn → ωΓ always implies νP ′n → ωΓ.
d) If {Pn} is as in part b), and we delete one zero of Pn belonging to DR,
or move one such zero by an amount γn where γ
1/n
n → 1, then for the resulting
polynomial P˜n we have already νP˜ ′n
→ ωΓ along some subsequence.
1In what follows µn → µ is always meant in the weak
∗-topology, meaning that for any
continuous function g with compact support on C we have
∫
gdµn →
∫
gdµ.
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Note that in part d) we have νP˜n → ωΓ. This part shows that examples like
the ones in part b) are unstable, very small perturbation (like 1/nκ with any
κ > 0) of a zero will result in νP ′n → ωΓ (along some subsequence).
Remark 1.3 We also mention that in part d) the condition γ
1/n
n → 1 is neces-
sary: if lim supn γ
1/n
n < 1, and we perturb the zeros (possibly all of them) by an
amount ≤ γn, then for the resulting polynomials Pn we still have νP ′n
6→ ωΓ.
Part b) of the theorem claims that examples like Pn(z) = z
n−1 for the unit
circle exist on all analytic Jordan curves, and part c) shows that they may not
exist without the analyticity assumption.
We can also describe the possible limits of νP ′n if νPn → ωΓ. To this end let
ΩΓ and GΓ denote the exterior and interior domains to Γ, respectively. Recall
that for a probability (Borel) measure σ supported on GΓ = GΓ∪Γ the following
are equivalent:
(i) Uσ(z) is constant on Γ,
(ii) Uσ(z) = UωΓ(z) for all z ∈ ΩΓ,
(iii) the balayage of σ out of GΓ is ωΓ,
(iv)
∫
u dσ =
∫
u dωΓ for all functions u that are harmonic on GΓ.
See [7, Sect. II.4] for the concept of balayage and for the equivalence of (i)-(iv).
Let SΓ be the set of all probability measures satisfying (either of) the condi-
tions (i)–(iv). It may happen that this SΓ contains only the equilibrium measure
ωΓ. This is the case for example, for the curve in part c) of Theorem 1.2 (which
is taken from the paper [4] by Gardiner and Pommerenke).
Theorem 1.4 Let Γ be a Jordan curve, and σ a probability measure supported
on GΓ. If νPn → ωΓ and σ is a weak
∗-limit point of {νP ′n}, then σ ∈ SΓ.
Conversely, if σ ∈ SΓ, then there is a sequence {Pn} of polynomials such that
νPn → ωΓ and νP ′n → σ.
Corollary 1.5 With the preceding notations there is a sequence {Pn} such that
νPn → ωΓ, and every σ ∈ SΓ is a weak
∗-limit of some subsequence of {νP ′n}.
Finally, we consider supports S with possible (two dimensional) interior. In
what follows dA denotes the area measure on C. C \ S is the union of disjoint
domains, let Ω = ΩS be the unbounded component of this complement, and let
G1, . . . be the bounded components (there may not be any). The boundary ∂Ω of
Ω is called the outer boundary of S, and the boundary of ∪jGj , i.e. ∪jGj \∪jGj
(where · denotes closure) is called the inner boundary, which we denote by
∂innerS. The boundary ∂S is the union of the outer and inner boundaries (which
may not be disjoint), and the standard two dimensional interior Int(S) of S is
S \ ∂S.
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Theorem 1.6 Suppose that νPn → µ, where µ is a compactly supported mea-
sure. Let O = C \ ∪jGj, where ∪jGj is the union of the bounded components
of C \ S(µ).
1) If ν is any weak∗-limit point of the sequence {νP ′n}, then
µ
O
= ν
O
.
2) If µ(∂innerS) = 0, then νP ′n → µ.
Theorem 1.1 is clearly a special case of Theorem 1.6, for in that case there
is no bounded component of C \ S, and hence O = C.
Since, according to Theorem 1.6, we always have ν(Ω) = µ(Ω) = 0, we get
the following corollary.
Corollary 1.7 If νPn → µ, where µ is a compactly supported measure with
support S, and ν is a weak∗-limit point of νP ′n , then ν is supported on C \ Ω.
Corollary 1.8 If νPn → µ, where µ is a compactly supported measure and ν is
a weak∗-limit point of νP ′n , then ν = µ on the interior of the support S of µ.
Corollary 1.8 confirms a conjecture of B. Shapiro that for area-like measures
νPn → µ implies νP ′n → µ.
To state the next corollary we introduce the following definition. We say
that K contains most of the zeros of Pn if
#{zeros of Pn lying in K}
n
→ 1, n→∞.
For a compact set S let, as before, Ω = ΩS be the unbounded connected
component of C \S. The set Pc(S) := C \Ω (i.e. S together with the bounded
components of its complement) is called the polynomial convex hull of S.
Corollary 1.9 Suppose that K is a compact set that contains most of the zeros
of Pn, n = 1, 2, . . .. Then any neighborhood of Pc(K) contains most of the zeros
of P ′n, n = 1, 2, . . ..
This is a considerable sharpening of Theorem 1 in [9] that claims the same
but with the convex hull of K instead of the polynomial convex hull (although
it must be mentioned that [9, Theorem 1] is used in a very essential way in the
proof of Theorem 1.6 below). Note also that in [9] examples were given showing
that we need to take here a neighborhood of Pc(K). Indeed, if K is the closed
unit disk, then there is a sequence {Pn}
∞
n=1 such that all but one zero of each
Pn lies in K, but all zeros of all P
′
n lie outside K.
To prove Corollary 1.9, note first of all that all the theorems that have been
mentioned before hold also for sequences of polynomials {Pn}n∈N , where N
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is any subsequence of the natural numbers. Now let {Pn} be as in Corollary
1.9, and let N be any subsequence of the natural numbers. Let µ be any limit
measure of {νPn}n∈N , say νPn → µ as n → ∞, n ∈ N1. If S is the support of
µ, then, by the assumption, S ⊆ K. If ν is any weak∗ limit point of {νP ′n}n∈N1 ,
say νP ′n → ν as n→∞, n ∈ N2, then Corollary 1.7 shows that ν supported on
Pc(S) ⊆ Pc(K), and hence most of the zeros of {P ′n}, n ∈ N2, are contained
in any fixed neighborhood of Pc(K). Since this is true for any weak∗ limit
of {νP ′n}n∈N1 , we can conclude that most of the zeros of {P
′
n}, n ∈ N1, are
contained in any fixed neighborhood of Pc(K). Finally, since this holds for any
N and for any N1 ⊆ N for which the limit of {νPn}N1 exist, we can conclude
Corollary 1.9.
Theorem 1.6 shows that away from the inner domains to S, the asymptotic
distributions of the zeros of Pn and of P
′
n are always the same. In particular,
this is the case in the interior of the support of µ, i.e. in a sense the zero
distribution in the interior of the support is invariant/rigid under differentiation.
Next we show that this rigidity is, in general, not enough to make the conclusion
that the distribution of the critical points is the same as that of the zeros.
Theorem 1.10 below also shows that, in general, the assumption µ(∂innerS) = 0
in part 2) of Theorem 1.6 is necessary to make the conclusion νP ′n → µ. Let
λ be the normalized arc measure on the unit circle, and define on the strip
S = {1 ≤ |z| ≤ 2} the unit measure
dσ(z) =
1
2π
1
|z|
dA(z).
For 0 ≤ ε < 1 we set σε = ελ + (1 − ε)σ. This σε has the “area measure-like
part” (1 − ε)σ with support S (simple modification of the proof of the next
theorem would also work for dσ(z) = (1/3π)dA(z), i.e. for the area measure
itself). The inner boundary of S is the unit circle, so σε(∂innerS) = ε.
Theorem 1.10 If ε > 0, then there are polynomials Pn, n = 1, 2, . . ., such that
νPn → σε, but νP ′n 6→ σε.
Note however, that for ε = 0 the relation νPn → σε implies νP ′n → σε by
Theorem 1.6.
Remark 1.11 All the theorems are true for subsequences, as well. For example,
if N is a subsequence of the natural numbers, then under the assumptions on
µ in Theorem 1.6, 2), if νPn → µ as n → ∞, n ∈ N , then νP ′n → µ as n → ∞,
n ∈ N .
Remark 1.12 Most of the theorems are in the form that they can be iterated
to get results for the zeros of higher derivatives of Pn. For example, if k ≥ 1 is
fixed, then Theorem 1.1 remains true for the zeros of P
(k)
n : under the conditions
of Theorem 1.1 we have ν
P
(k)
n
→ µ. Likewise, Theorem 1.6 remains true without
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any change if ν is a weak∗-limit point of ν
P
(k)
n
. Indeed, for part 1) this is due
to the fact that if ν˜ is any weak∗-limit of νP ′n and O˜ is the set O defined in
Theorem 1.6 but for the support S˜ of ν˜, then, because of Theorem 1.6 itself,
O ⊆ O˜, so iteration with respect to differentiation is possible. Then part 2)
follows than from part 1) exactly as in the proof of Theorem 1.6.
The paper is organized as follows. In the next section we prove Theorem 1.6.
That proof will also be the basis for the proof of Theorem 1.2 in the following
section. The proof of Theorem 1.4 will be given in Section 4 with the extensive
use of Theorem 1.1. Finally, the construction for Theorem 1.10 will be given at
the very end.
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2 Proof of Theorem 1.6
For convenience we redefine νP ′n as
νP ′n :=
1
n
n−1∑
k=1
δξn,k .
This does not affect the validity of the theorem.
By Helly’s selection theorem, from any subsequence of the natural numbers
we can select another subsequence along which νP ′n converges in the weak
∗-
topology on the Riemannian sphere. Let Con(S) be the convex hull of S, and
Con(S)ε the ε-neighborhood of Con(S). Since the number of zeros of Pn in
Con(S)ε divided by n tends to 1, Theorem 1 in [9] ensures that the number
of zeros of P ′n in Con(S)2ε divided by n also tends to 1. In particular, weak
∗-
convergence of a subsequence of {νP ′n} on the Riemannian sphere or on C are
equivalent. Also, if N is a subsequence of the natural numbers and N1 ⊆ N is
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a subsequence along which νP ′n → ν in the weak
∗-topology with some measure
ν, then (let ε > 0 tend to 0 above) ν is supported on Con(S).
Let ν be a weak∗-limit of {νP ′n}, say νP ′n → ν as n → ∞, n ∈ N1, where
N1 is some subsequence of the natural numbers. As we have just seen, ν is
supported on Con(S).
We shall use the Cauchy transform
C(ρ, z) =
∫
1
z − t
dρ(t)
of (compactly supported) measures ρ. They are defined dA-almost everywhere,
which follows from the fact that for any R > 0∫
|z|<R
∫
1
|z − t|
dρ(t)dA(z) =
∫ (∫
|z|<R
1
|z − t|
dA(z)
)
dρ(t) <∞
because the inner integral is bounded in t ∈ C, and so∫
1
|z − t|
dρ(t) <∞
dA-a.e.
Step I. We use the formula
1
n
P ′n(z)
Pn(z)
=
1
n
n∑
k=1
1
z − zn,k
=
∫
1
z − t
dνPn(t) = C(νPn , z). (2.1)
Let, for r > 0,
χr(u) =
{
1/u if |u| ≥ r
u/r2 if |u| < r,
and set χ∗r(u) = 1/u − χr(u). Then χr is a continuous function that vanishes
at infinity, and χ∗r is zero outside the disk {|u| ≤ r}. Simple computation (use
polar form) shows that∫
|χ∗r(z − t)|dA(z) ≤ 4πr, t ∈ C,
and hence if K is any bounded set, then∫
K
∣∣∣∣∫ 1z − tdνPn(t)−
∫
1
z − t
dµ(t)
∣∣∣∣ dA(z) ≤∫
K
∣∣∣∣∫ χr(z − t)dνPn(t)− ∫ χr(z − t)dµ(t)∣∣∣∣ dA(z) +∫
K
(∫
|χ∗r(z − t)|dνPn(t) +
∫
|χ∗r(z − t)|dµ(t)
)
dA(z) ≤∫
K
∣∣∣∣∫ χr(z − t)dνPn(t)− ∫ χr(z − t)dµ(t)∣∣∣∣ dA(z) + 8πr.
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But for every r > 0 the functions {χr(z − t)}z∈K form a uniformly equicontin-
uous family of functions that tend to zero uniformly as t→∞, therefore∫
χr(z − t)dνPn(t)→
∫
χr(z − t)dµ(t)
uniformly in z ∈ K as n → ∞ (recall that νPn → µ). From all these we can
conclude (by selecting small r > 0 and then large n) that∫
K
∣∣∣∣∫ 1z − tdνPn(t)−
∫
1
z − t
dµ(t)
∣∣∣∣ dA(z)→ 0.
Hence, there is a subsequence N2 ⊆ N1 such that along N2 we have∫
1
z − t
dνPn(t)→
∫
1
z − t
dµ(t)
dA-almost everywhere on K.
This can be written in the form
1
n
P ′n(z)
Pn(z)
→
∫
1
z − t
dµ(t) as n→∞, n ∈ N4, (2.2)
for dA-almost every z ∈ K. If we take absolute value here, multiply through by
n, take logarithm and divide through by n, then we obtain that
lim sup
n→∞, n∈N2
1
n
log
|P ′n(z)/n|
|Pn(z)|
≤ 0 (2.3)
for dA-almost all z ∈ K, and
lim
n→∞, n∈N2
1
n
log
|P ′n(z)/n|
|Pn(z)|
= 0 (2.4)
for dA-almost every z ∈ K for which
C(µ, z) =
∫
1
z − t
dµ(t) 6= 0. (2.5)
Step II. Claim: (2.5) holds for all z ∈ C\Con(S). Indeed, any z ∈ C\Con(S)
can be separated from the convex hull of S by a line, which we may assume to be
the imaginary axis, e.g. ℜz > 0, but ℜt < 0 for all t ∈ S. But then ℜ(z− t) > 0,
and hence ℜ(1/(z − t)) > 0, which shows that
ℜ
∫
1
z − t
dµ(t) =
∫
ℜ
1
z − t
dµ(t) 6= 0,
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which proves the claim.
Step III. Let K be a large open disk about the origin that contains Con(S).
As we have already seen, then K also contains S(ν). Let ν̂Pn be the balayage
(see e.g. [7, Section II.4]) of νPn onto the closure K of K (i.e. out of C \K).
Then ν̂Pn is supported on K and still ν̂Pn → µ and ν̂P ′n → ν (along N2), since
during the balayage process only o(n)/n mass is moved from C\K onto ∂K, the
rest of νPn and νP ′n (i.e. νPn K
and νP ′n K
) remain fixed. There are constants
cn and dn such that
U ν̂Pn (z) = UνPn (z) + cn, z ∈ K,
and
U
ν̂P ′n (z) = U
νP ′n (z) + dn, z ∈ K.
For an M > 0 let
logM (u) =
{
log 1/|u| if |u| ≥ 1/M
logM if |u| < 1/M ,
and set
σM (u) = log
1
|u|
− logM (u). (2.6)
Then σM is zero outside the disk {|u| ≤ 1/M}, while on that disk it agrees with
log(1/M |u|) ≥ 0. Therefore, (use polar coordinates)∫
C
σM (z − t)dA(z) = 2π
∫ 1/M
0
r log
1
Mr
dr ≤
C
M2
(2.7)
uniformly in t ∈ C. As a consequence,∫
K
∫
C
σM (z − t)dν̂Pn(t)dA(z) ≤
C
M2
,
and ∫
K
∫
C
σM (z − t)dµ(t)dA(z) ≤
C
M2
.
But, by weak∗-convergence,∫
logM (z − t)dν̂Pn(t)→
∫
logM (z − t)dµ(t)
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uniformly for z ∈ K as n→∞, n ∈ N2. This, when combined with∫
K
∣∣∣∣∫ log 1|z − t|dν̂Pn(t)−
∫
log
1
|z − t|
dµ(t)
∣∣∣∣ dA(z)
≤
∫
K
∣∣∣∣∫ logM 1|z − t|dν̂Pn(t)−
∫
logM
1
|z − t|
dµ(t)
∣∣∣∣ dA(z)
+
∫
K
(∫
σM (z − t)dν̂Pn(t) + σM (z − t)dµ(t)
)
dA(z)
and with the preceding estimates yields (choose large M and then large n) that∫
K
∣∣∣∣∫ log 1|z − t|dν̂Pn(t)−
∫
log
1
|z − t|
dµ(t)
∣∣∣∣ dA(z)→ 0.
As a consequence, there is a subsequence N3 ⊆ N2 along which∫
log
1
|z − t|
dν̂Pn(t)→
∫
log
1
|z − t|
dµ(t)
for dA-almost every z ∈ K. In a similar manner can one prove that there is an
N4 ⊆ N3 along which∫
log
1
|z − t|
dν̂P ′n(t)→
∫
log
1
|z − t|
dν(t)
for dA-almost every z ∈ K.
Thus, for dA-almost every z ∈ K we have along N4
1
n
log
1
|Pn(z)|
+ cn = U
ν̂Pn (z)→ Uµ(z) (2.8)
and
1
n
log
1
|P ′n(z)/n|
+ dn = U
ν̂P ′n (z)→ Uν(z). (2.9)
On invoking that (2.4) is true dA-almost everywhere where (2.5) holds, and
hence dA-almost everywhere on K \Con(S) (see Step II.), and noticing that the
right hand sides in the preceding two relations are finite dA-almost everywhere,
we can conclude that cn − dn must be converging (along N4) to a number c,
and we obtain from (2.3), (2.8) and (2.9) that for dA-a.e. z ∈ K
Uµ(z)− Uν(z)− c ≤ 0 (2.10)
with equality dA-almost everywhere on K \Con(S). Using that the average of a
potential over a disk of radius ρ with center at a point z converges to the value of
the potential at z as δ → 0 (see (2.15) below), we can deduce from this almost-
every result that (2.10) actually holds true everywhere on K, with equality on
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K \ Con(S). Since the left hand side in (2.10) is harmonic in C \ Con(S), it
follows that
Uµ(z)− Uν(z)− c = 0 (2.11)
everywhere in C \ Con(S). On letting here z tend to ∞ we can see that c = 0.
In these reasonings K can be any large disk, so we can conclude from (2.10)
that
Uµ(z) ≤ Uν(z), z ∈ C, (2.12)
with equality outside Con(S).
We have obtained that
1
n
log
|P ′n(z)/n|
|Pn(z)|
→ Uµ(z)− Uν(z) as n→∞, n ∈ N4, (2.13)
dA-almost everywhere on C. In particular, we can see (cf. (2.4)) that the
equality in (2.12) is true for dA-almost every z ∈ C where (2.5) is true, and this
is the case everywhere in C \ Con(S) by Step II.
Step IV. Claim: The equality in (2.12), i.e. Uµ(z) = Uν(z), is true every-
where on Int(S), on the exterior domain Ω, as well as on the outer boundary
∂Ω.
In Ω the potential Uµ is harmonic, so, by (2.12), Uν−Uµ is a nonnegative su-
perharmonic function. We have seen after (2.13) that Uν(z)−Uµ(z) = 0 every-
where outside the convex hull of S, so, by the minimum principle for superhar-
monic functions, Uν − Uµ vanishes everywhere on Ω. Since every point z ∈ ∂Ω
is a fine limit point of Ω (see [2, Theorem 7.3.9]), the equality Uν(z)−Uµ(z) = 0
remains true also for all such z because of the continuity of logarithmic poten-
tials in the fine topology. This proves the claim for z ∈ Ω ∪ ∂Ω.
Next, we prove that Uµ(z) = Uν(z) dA-almost everywhere on S. Suppose
this is not the case, and there is a set K0 ⊂ S of positive dA-measure on which
Uν(z) > Uµ(z). We may assume K0 to be compact and that there is a d > 0
such that Uν(z)− Uµ(z) > 3d for all z ∈ K0. Since U
µ(z) and Uν(z) are finite
dA-almost everywhere, we may also suppose that they are finite at every point
of K0. In view of (2.13)
1
n
log
|P ′n(z)|
|Pn(z)|
→ Uµ(z)− Uν(z)
dA-almost everywhere, where the convergence is taken for some subsequence
N4 of the natural numbers. By Jegorov’s theorem there is a compact subset
K1 ⊂ K0 of positive dA-measure on which the convergence is uniform. In
particular, there is an N1 such that
1
n
log
|P ′n(z)|
|Pn(z)|
≤ Uµ(z)− Uν(z) + d < −2d (2.14)
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for all n > N1, n ∈ N4 and z ∈ K1. Then K1 is of positive logarithmic capacity
([6, Theorem 5.3.5]), and by Ancona’s theorem it contains a regular compact
set K (regularity with respect to the Dirichlet problems in the components of
C \K). Therefore, if ΩK is the unbounded component of C \K and gΩK (z,∞)
is the Green’s function of ΩK with pole at infinity, then gΩK (z,∞) is continuous
on C and vanishes on K. So there is a neighborhood G of K such that on G
we have gΩK (z,∞) < d. For each z ∈ K there is an open disk Dz with center
at z that lies in G. We may assume that each Dz is of diameter smaller than
1. These {Dz}z∈K cover K, so we can select a finite subcover: K ⊂ ∪j∈JDzj ,
|J | < ∞, zj ∈ K. Each Dzj intersects K, which lies in the support S of the
measure µ, and the asymptotic distribution of the zeros of Pn is µ, which imply
that for all large n each Dzj contains at least one zero of Pn.
Choose now an n > N1, n ∈ N4, such that each Dzj contains at least one
zero of Pn. Note that (2.14) is also true for this n and for all z ∈ K. Let
Mn = maxz∈K |Pn(z)|, and choose a z∗n ∈ K such that |Pn(z
∗
n)| = Mn. This
z∗n belongs to one of the disks Dzj , say z
∗
n ∈ Dzjn . In view of (2.14) we have
|P ′n(z)| ≤ e
−2ndMn on K, therefore, by the Bernstein-Walsh lemma ([10, p. 77])
for all z ∈ G we have
|P ′n(z)| ≤ e
(n−1)gΩK (z,∞)‖P ′n‖K ≤ e
ngΩK (z,∞)e−2ndMn ≤ e
nde−2dnMn = e
−ndMn.
In particular, this is true on Dzjn . If a zero of Pn in Dzjn is zn,0, then the
segment zn,0z∗n connecting zn,0 and z
∗
n lies in Dzjn and is of length < 1, so
Mn = |Pn(z
∗
n)| =
∣∣∣∣∣
∫
zn,0z∗n
P ′n(z)dz
∣∣∣∣∣ ≤ e−ndMn,
which is impossible. This contradiction shows that, indeed, Uµ = Uν dA-almost
everywhere on S.
Let now z ∈ Int(S). Since
lim
ρ→0
1
πρ2
∫
|z−t|≤ρ
Uµ(t)dA(t) = Uµ(z) (2.15)
(see [6, Theorem 2.7.2] and its proof) and the same is true for Uν , the required
equality Uµ(z) = Uν(z) follows from the fact that, as we have just seen, the
integrals under the limits are equal dA-almost everywhere for Uµ and Uν pro-
vided ρ > 0 is so small that the disk about z of radius ρ lies in the interior of
S.
Step V. Finally, we complete the proof of Theorem 1.6. Let G1, . . . be the
bounded components of C\S. Note that the union of Ω, ∂Ω and Int(S) contains
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C \ ∪jGj , so, in view of Step IV, the potentials U
µ and Uν agree everywhere
on the open set O = C \ ∪jGj . Since, by the Riesz representation theorem (see
[6, Theorem 3.7.4]) we have
dµ
O
(z) =
−1
2π
∆Uµ(z)dA(z)
in the sense of distribution (where ∆ is the Laplacian), and a similar formula
holds for ν, we obtain (cf. also [6, Corollary 3.7.5])
µ
O
= ν
O
,
i.e. on O the two measures µ and ν coincide. This proves part 1) of the theorem.
In particular, if µ(∂inner(S)) = 0, then µ(∪jGj) = µ(∂inner(S)) = 0, and so
ν(O) = µ(O) = 1.
Since ν is a probability measure, it follows that ν has no mass outside O, and
since the same is true of µ, we can conclude ν = µ, which is part 2) of the
theorem.
Before going on, let us record some corollaries of the preceding proof in the
special case when S lies on a Jordan curve Γ. In the discussion that follows we
use the notation from the preceding proof. If S is not the whole Γ, then C \ S
has only one component, so ∂innerS = ∅, and hence νP ′n → µ by Theorem 1.6.
So, in what follows we may suppose that S = Γ. Then C\Γ has the unbounded
component which we denote by ΩΓ, as well one bounded component GΓ, and in
this case ∂S = ∂Ω = ∂inner(S) = Γ. In GΓ the potential U
ν−Uµ is nonnegative
(see (2.12)) and superharmonic (note that Uµ is harmonic there), so, by the
minimum principle for superharmonic functions, either
i) Uν − Uµ = 0, everywhere in GΓ, or
ii) Uν − Uµ > 0 everywhere in GΓ.
In the first case the potentials Uµ and Uν coincide everywhere (see Step IV
above), so µ = ν. On the other hand, ii) clearly implies that µ 6= ν, so νP ′n → µ
(along the sequence N1 for which νP ′n → ν as n→∞, n ∈ N1) if i) is true, and
νP ′n 6→ µ if ii) is true.
We have seen that (2.13) is true dA-almost everywhere in GΓ. This is the
same (see (2.1)) as
1
n
logC(νPn , z)→ U
µ(z)− Uν(z) (2.16)
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dA-almost everywhere in GΓ as n→∞, n ∈ N4. From all these we can conclude
that
νP ′n 6→ µ along N1 ⇐⇒ limn→∞, n∈N4
1
n
logC(νPn , z) < 0, for dA-a.e. z ∈ GΓ.
(2.17)
Here N1 is a subsequence of the natural numbers along which νP ′n converges,
and N4 is any subsequence of N1 along which{
1
n
logC(νPn , z)
}
converges dA-almost everywhere in GΓ. From every subsequence of the natural
numbers one can select such an N1 and N4 ⊆ N1 by the proof in Step III.
More generally, let νPn → µ and let S be the compact support of µ. Let N1,
ν be such that νP ′n → ν along N1. Let G1, . . . be the bounded components of
C \S (if there is none, then, by Theorem 1.1, we have νP ′n → µ). In each Gj we
can repeat the preceding reasoning: the potential Uν − Uµ is nonnegative and
superharmonic in Gj , so either
i) Uν − Uµ = 0, everywhere in Gj , or
ii) Uν − Uµ > 0 everywhere in Gj ,
and we can conclude again as before, that ii) is the case precisely when
lim
n→∞, n∈N4
1
n
logC(νPn , z) < 0, for dA-a.e. z ∈ Gj .
In particular, if
lim inf
n→∞
|C(νPn , z)|
1/n ≥ 1, for z ∈ Gj of positive dA-measure,
then necessarily i) holds, i.e. the potentials Uµ and Uν coincide in Gj . If this
holds for all bounded components Gj , then we can conclude that U
µ = Uν on
∪j≥1Gj . We have proven in Step IV above that U
µ(z) = Uν(z) is also true
on Ω ∪ ∂Ω, as well as dA-almost everywhere on S, therefore Uµ(z) = Uν(z)
dA-almost everywhere on C. Using again (2.15) we can conclude that Uµ = Uν
everywhere, and hence µ = ν. Since this is true for any weak∗-limit point ν of
{νP ′n}, we have obtained the first part of the following criterion for νP ′n → µ
(see also (2.1)):
Proposition 2.1 If νPn → µ and
lim inf
n→∞
∣∣∣∣P ′n(z)Pn(z)
∣∣∣∣1/n ≥ 1 (2.18)
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on a set E the intersection of which with any bounded component of C \ S(µ)
has positive area measure, then νP ′n → µ. If the zeros of Pn are on the set S(µ),
then νP ′n → µ provided (2.18) holds at a point of every bounded component of
C \ S(µ).
To prove the last statement let ν be a weak∗-limit point of {νP ′n}, say νP ′n → ν
as n→∞ along the subsequence N of the natural numbers. We need to prove
that ν = µ. As before, consider
1
n
log
|P ′n(z)/n|
|Pn(z)|
= UνPn (z)− U
νP ′n (z),
(where we normalized again the zero counting measure of P ′n by dividing it by
n), and let zj ∈ Gj be a point where the liminf of the left hand side is ≥ 0.
Since the zeros of Pn stay away from zj , the first term on the right converges to
Uµ(zj). For the second term the principle of descent ([7, Theorem I.6.8]) gives
lim inf
n→∞, n∈N
U
νP ′n (zj) ≥ U
ν(zj),
so we obtain Uµ(zj)− Uν(zj) ≥ 0. But then Uµ(zj)− Uν(zj) = 0 follows from
(2.12), and then by the nonnegativity and superharmonicity of Uν − Uµ in Gj
we get Uµ ≡ Uν on Gj . Since this is true on every bounded component Gj of
the complement of S(µ), we can finally conclude ν = µ as before.
3 Proof of Theorem 1.2
Proof of a). Let GΓ be the bounded component of C \ Γ. Suppose to the
contrary, that νP ′n 6→ µ. According to (2.17) then we must have
lim
n→∞, n∈N4
1
n
logC(νPn , z) < 0
dA-almost everywhere in GΓ. But (2.1) and (2.2) show that then necessarily
C(µ, z) = 0 dA-almost everywhere in GΓ. However, C(µ, z) is analytic in GΓ,
hence we have C(µ, z) ≡ 0 there.
For any z, w ∈ GΓ the function log((z − t)/(w − t)) has an analytic branch
outside any fixed curve that lies in G and connects z and w, furthermore, the
integral ∫
Γ
log
z − t
w − t
dµ(t) (3.1)
is analytic in z for any fixed w ∈ GΓ. Its derivative with respect to z is C(µ, z) ≡
0, so (3.1) is constant in GΓ. But then its real part∫
log
|z − t|
|w − t|
dµ(t) = Uµ(w)− Uµ(z)
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is also constant, i.e. the logarithmic potential Uµ is constant on GΓ. Every
z ∈ Γ is a fine limit point of GΓ (see [2, Theorem 7.3.9]), so we can conclude
from the continuity of Uµ in the fine topology that Uµ is constant on the support
Γ of µ, which is possible only if µ = ωΓ (see e.g. [7, Theorem I.3.3]). But this
contradicts the assumption µ 6= ωΓ of the theorem, and this contradiction proves
part a).
Proof of b). One way to prove part b) is to apply the construction/proof in
Theorem 1.4. However, that construction/proof heavily depends on Theorem
1.1, which depends on Theorem 1.6, so we are giving here a direct proof for part
b) using Faber polynomials.
Without loss of generality we may assume that the logarithmic capacity of Γ
is 1 (just apply a dilation if this is not the case). The Jordan curve Γ determines
two domains, its exterior domain ΩΓ and its interior domain GΓ.
Let Φ be the conformal map from ΩΓ ∪ {∞} onto the exterior (including
∞) of the unit circle with Φ′(∞) > 0. Since the capacity is 1, we have Φ(z) =
z + c0 +
c−1
z + · · · in a neighborhood of infinity. The polynomial part Fn(z) =
zn + nc0z
n−1 + · · · of Φn(z) are the Faber polynomials for the domain GΓ.
Since Γ is analytic, Φ has a conformal extension to a domain Ω0 containing
ΩΓ, say Φ maps Ω0 conformally onto the exterior of the disk Dρ = {|w| ≤ ρ}
with some ρ < 1. Let ρ < r0 < 1 be fixed, and for r ≥ r0 consider the curves
Γr = {z |Φ(z)| = r}.
These are analytic Jordan curves that are mapped by Φ onto the circles {|w| =
r}. One of the basic formulas for Faber polynomials is the representation (see
e.g. [8, II.3, (2)])
Fn(z) = Φ
n(z) +
∫
Γr0
Φn(ζ)
ζ − z
dz,
which holds in ΩΓr0 . Now if 1 > r1 > r0, then this implies with some C0
|Fn(z)− Φ
n(z)| ≤ C0r
n
0 (3.2)
uniformly in z ∈ Ωr1 . In particular, for large n all the zeros of Fn lie in GΓr1 .
Let z0 ∈ GΓr1 be a fixed point, set
Rn(z) =
∫ z
z0
Fn−1(ξ)dξ
and Pn(z) = Rn(z)−1. We show that these Pn satisfy the requirements in part
b) of the theorem. That νP ′n 6→ ωΓ is clear, since P
′
n(z) = Fn−1(z), and for large
n all zeros of Fn−1 lie in GΓr1 . Thus, all we need to show is that νPn → ωΓ.
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Let ε > 0 be a small number. In view of (3.2) we have on Γ1−ε
|Fn−1(z)| ≤ |Φ
n−1(z)|+ C0r
n−1
0 = (1− ε)
n−1 + C0r
n−1
0 ≤ C1(1− ε)
n,
and by the maximum principle this estimate is true on the inner domain GΓ1−ε ,
as well. Since any two points of GΓ1−ε can be joined by a broken line of length
≤ Cε (with some Cε) that lies in GΓ1−ε , it follows that |Rn(z)| ≤ CεC1(1− ε)
n
on GΓ1−ε . But then the polynomial Pn(z) = Rn(z) − 1 does not have a zero
inside Γ1−ε if n is sufficiently large.
Next, we prove that Pn does not have a zero in the outer domain ΩΓ1+ε ,
either, if n is sufficiently large. To this end consider for θ ∈ [−π, π) the segments
lθ = {w argw = θ, 1− ε ≤ |w| ≤ 1 + ε}
and their pre-image
Lθ = {Φ
−1(w) w ∈ lθ}.
These Lθ are analytic Jordan arcs that intersect Γ perpendicularly (because of
the conformality of Φ and because lθ intersects the unit circle in angle 90
◦). A
parametrization of Lθ is Φ
−1(eiθt), t ∈ [1− ε, 1 + ε], so for small ε the tangent
direction on Lθ changes by as small amount as we wish, the length of Lθ is at
most C2ε, and if dsLθ denotes the arc length measure on Lθ, then
dsLθ (Φ
−1(eiθt)) ≤ C2dt (3.3)
with some constant C2 that is independent of ε > 0, θ ∈ [−π, π) and t ∈
[1− ε, 1 + ε].
We consider the difference
Rn(z)−
Φn(z)
nΦ′(z)
(3.4)
for z ∈ Γ1+ε. This z belongs to an Lθ, it is one of its endpoints, and let z
∗ be
the other endpoint of Lθ. Then z
∗ ∈ Γ1−ε. Since
Φn(z)
n
=
∫
Lθ
Φn−1(ξ)Φ′(ξ)dξ +
Φn(z∗)
n
,
(3.4) can be written as∫
Lθ
(
Fn−1(ξ)− Φ
n−1(ξ)
)
dξ+Rn(z
∗)−
Φn(z∗)
nΦ′(z)
+
∫
Lθ
(
Φn−1(ξ)
(
1−
Φ′(ξ)
Φ′(z)
))
dξ.
(3.5)
On the right (for large n)
|Rn(z
∗)| ≤ CεC1(1− ε)
n, |Φn(z∗)| = (1− ε)n,
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and, in view of (3.2), for the first term we have∣∣∣∣∫
Lθ
(
Fn−1(ξ)− Φ
n−1(ξ)
)
dξ
∣∣∣∣ ≤ C2εC0rn0 .
Finally, in the last term we can write∣∣∣∣1− Φ′(ξ)Φ′(z)
∣∣∣∣ ≤ C3|z − ξ| ≤ C4|Φ(z)− Φ(ξ)| = C5(|Φ(z)| − |Φ(ξ)|),
where, at the equality, we used that the argument of both Φ(z) and Φ(ξ) is θ
because z, ξ ∈ Lθ. Therefore, the absolute value of the last term in (3.5) is at
most
C5
∫
Lθ
|Φn−1(ξ)|(|Φ(z)| − |Φ(ξ)|)dsLθ (ξ) ≤ C5C2
∫ 1+ε
1−ε
tn−1((1 + ε)− t)dt,
where we introduced t = |Φ(ξ)| and used (3.3). The last integral is
(1+ε)n+1
∫ 1
(1−ε)/(1+ε)
tn−1(1− t)dt ≤ (1+ε)n+1
∫ 1
0
tn−1(1− t)dt =
(1 + ε)n+1
n(n+ 1)
.
Collecting all these estimates we can see that on Γ1+ε∣∣∣∣Rn(z)− Φn(z)nΦ′(z)
∣∣∣∣ ≤ 2 (1 + ε)nn(n+ 1)
if n is sufficiently large. Since |Φn(z)| = (1 + ε)n is also true, this implies∣∣∣∣n(Rn(z)− 1)Φn(z) − 1Φ′(z)
∣∣∣∣ ≤ 3n, (3.6)
and if we apply Rouche’s theorem in the exterior domain ΩΓ1+ε ∪ {∞} to the
functions n(Rn(z)− 1)/Φ
n(z) and 1/Φ′(z), which are analytic in ΩΓ1+ε ∪ {∞}
including the point ∞, then we can conclude that for large n
n(Rn(z)− 1)
Φn(z)
=
nPn(z)
Φn(z)
has no zero in ΩΓ1+ε , and this is what we wanted to show.
So far we have proven that for large n all the zeros of Pn lie in the strip
enclosed by Γ1+ε and Γ1−ε. Now we show that their asymptotic distribution
is ωΓ, and to this end it is sufficient to show that any weak
∗-limit of {νPn}
coincides with ωΓ. Let µ be such a weak
∗-limit. It is supported on the strip
in between Γ1+ε and Γ1−ε for all ε > 0, so it is supported on Γ. (3.6) and the
maximum principle in ΩΓ1+ε ∪ {∞} show that for every z ∈ ΩΓ
lim
n→∞
nPn(z)
Φn(z)
=
1
Φ′(z)
.
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Therefore, along the subsequence where νPn → µ, we can write (recall also that
for large n all zeros of Pn are inside the curve Γ1+ε no matter what ε > 0 is)
Uµ(z) = lim
n
UνPn (z) = lim
n
log
1
|Pn(z)|1/n
= log
1
|Φ(z)|
= UωΓ(z), z ∈ ΩΓ.
Thus, µ and ωΓ are two measures on Γ for which U
µ(z) = UωΓ(z) for all z ∈ ΩΓ,
and that is enough to conclude µ = ωΓ by Carleson’s unicity theorem (see [7,
Theorem II.4.13]).
Proof of c). Let Γ be the boundary of the domain that consists of those
z = x + iy for which |z| ≤ 1 and y ≥ −|x|. Γ is a Jordan curve consisting of
the two segments connecting the origin with the points e−ipi/4 and −eipi/4, plus
the longer arc of the unit circle connecting these two points. If we set ε(t) = 1
in (i) of Theorem 3 in [4], then this Γ is precisely the boundary of the domain
described in that theorem.
Suppose now hat νPn → ωΓ, and let ν be a weak
∗-limit point of νP ′n , say along
a subsequence N of the natural numbers. We have to show that ν = ωΓ. It was
shown in Step IV. of the proof of Theorem 1.6 that Uν(z) = UωΓ(z) everywhere
in ΩΓ. Let ν˜ be the balayage of ν out of GΓ (the interior domain to Γ), i.e.
onto Γ. For bounded domains the balayage process preserves the logarithmic
potential, so we have U ν˜(z) = UωΓ(z) everywhere in ΩΓ. By Carleson’s unicity
theorem ([7, Theorem II.4.13]) then we have ν˜ = ωΓ. But [4, Theorem 3, (i)]
tells us that this is possible on the domain GΓ only if ν(GΓ) = 0. Thus, ν˜ = ν,
and ν = ωΓ follows.
Proof of d). Let {Pn} be such that νPn → ωΓ, but νP ′n 6→ ωΓ, say νP ′n
converges to a limit different than ωΓ as n→∞, n ∈ N1, for some subsequence
N1 of the natural numbers. According to (2.17), this is possible only if there is
a subsequence N4 ⊆ N1 such that
lim
n→∞, n∈N4
1
n
logC(νPn , z) < 0 (3.7)
dA-almost everywhere on the inner domain GΓ. Let {zn,j}
n
j=1 be the zeros of
Pn. Since we have assumed that Γ lies in the disk DR = {|z| < R}, and the
distribution of the zeros is ωΓ, which is supported on Γ, for large n most of the
zeros lie inside DR. Let us now move one of these zeros by an amount γn, say
let z˜n,1 = zn,1+ ζn where zn,1 ∈ DR and |ζn| = γn, and keep all other zeros, i.e.
let z˜n,j = zn,j for all 2 ≤ j ≤ n. If
P˜n(z) = Pn(z)(z − z˜n,1)/(z − zn,1),
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then
n(C(νP˜n , z)− C(νPn , z)) =
1
z − z˜n,1
−
1
z − zn,1
=
ζn
(z − z˜n,1)(z − zn,1)
. (3.8)
Now if |ζn|
1/n = γ
1/n
n → 1, then for any z ∈ GΓ we get from here
lim inf
n→N4
|C(νP˜n , z)− C(νPn , z)|
1/n ≥ 1.
At the same time for dA-almost every z ∈ GΓ
lim sup
n→∞, n∈N4
|C(νPn , z)|
1/n < 1 (3.9)
(see (3.7)), so
lim inf
n→∞, n∈N4
|C(ν˜Pn , z)|
1/n ≥ 1
dA-almost everywhere in GΓ. If now N˜1 ⊆ N4 is a subsequence such that νP˜ ′n
converges as n → ∞, n ∈ N˜1, then, in view of (2.17) (apply it to N˜1 in place
of N1), the preceding inequality implies that νP˜ ′n 6→ ωΓ cannot hold as n→∞,
n ∈ N˜1, so we have, indeed, νP˜ ′n → ωΓ along N˜1.
The argument for omitting one of the zeros is the same.
Proof of Remark 1.3. The just given reasoning can be easily modified to
show that if we perturb all zeros of Pn by an amount ≤ γn where lim sup γ
1/n
n <
1, then the so obtained polynomial Pn will satisfy
lim sup
n→∞, n∈N4
|C(νPn , z)|
1/n < 1, (3.10)
for dA-almost every z ∈ GΓ, and then νP ′n
6→ ωΓ by (2.17).
Indeed, let γ
1/n
n ≤ γ < 1 for some γ < 1 and n ≥ N0. Let zn,1, . . . , zn,n be
the zeros of the polynomial Pn, and zn,1, . . . , zn,n be the zeros of the polynomial
Pn so that |zn,j − zn,j | ≤ γn for all j. Write a disk of radius γ
n/3 about every
point zn,j , zn,j , and denote the union of these disk by Hn. Then the measure of
Hn is at most 2π · 2nγ2n/3, and we obtain from the Borel-Cantelli lemma that
dA-almost all points lie in only finitely many Hn. If z ∈ GΓ is such a point,
then for large n we obtain from the analogue of (3.8) that
n|C(νP˜n , z)− C(νPn , z)| ≤ n
γn
γn/3γn/3
≤ n
γn
γn/3γn/3
= nγn/3,
so (3.10) follows from (3.9) for dA-almost all z ∈ GΓ.
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4 Proof of Theorem 1.4
It was shown in the proof of part c) of Theorem 1.2 that if νPn → ωΓ and ν is a
weak∗-limit point of {νP ′n}, then the balayage of ν out of GΓ is ωΓ, so ν ∈ SΓ,
and this proves the first part of the theorem.
To prove the second part, let Cc(C) be the set of continuous functions on C
with compact support equipped with the supremum norm, and choose a dense
subset {gk}
∞
k=1 in Cc(C).
Let σ be a probability measure with support in GΓ such that it generates
outside GΓ the same potential as ωΓ. We shall construct a sequence {Pn} of
polynomials such that νPn → ωΓ, and at the same time νP ′n → σ.
Let Σ be the support of σ and let G0, . . . be the connected components of
C\Σ, G0 being the unbounded component. Note that there may be no bounded
component, but if there is, then the bounded components are listed as G1, . . .
(this sequence may be finite or infinite). In this case let Tj be a point in Gj , j =
1, . . ., and choose a half-line ℓj with endpoint at Tj such that σ(ℓj) = 0 (there
is such a half-line, for there can only be countably many half-lines emanating
from Tj that has positive σ-measure). For a θ > 0 choose an open strip Vj,θ
about ℓj of width < θ such that σ(Vj,θ) < θ/2
j , and set Σ∗θ = Σ \ ∪j≥1Vj,θ.
This is a compact subset of Σ∗θ which has connected complement: any point in
the complement of Σ∗θ belongs either to one of the Vj,θ, to G0 or to one of the
Gj , j ≥ 1, and in either case we can connect the given point via a broken line
going in C \ Σ∗θ either to ∞ or to a Tj from where we can go along ℓj to ∞ in
C \Σ∗θ, showing that any point in C \Σ
∗
θ can be connected to ∞ inside C \Σ
∗
θ.
Furthermore,
σ(Σ∗θ) = 1− σ(∪j≥1Vj,θ) ≥ 1−
∑
j≥1
σ(Vj,θ) ≥ 1−
∑
j
θ/2j ≥ 1− θ,
which shows that if we set
σθ =
1
σ(Σ∗θ)
σ
Σ∗θ
,
then σθ is a unit measure with support lying in Σ
∗
θ and σθ → σ in the weak
∗-
topology as θ → 0. Furthermore, if Σθ is the support of σθ, then Σ∗θ \ Σθ can
contain only boundary points of Σ∗θ, therefore, together with Σ
∗
θ, the support
Σθ has also connected complement.
Let zθn,1, . . . , z
θ
n,n be points from Σθ such that their asymptotic distribution
is σθ, and set
Rn,θ =
n∏
j=1
(z − zθn,j).
Then νRn → σθ as n→∞, and since the support of σθ has connected comple-
ment, we can conclude from Theorem 1.1 that νR′
n,θ
→ σθ is also true. Hence,
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there is an Nm ≥ m such that for all n ≥ Nm we have∣∣∣∣∫ gk dνRn,1/m − ∫ gk dσ1/m∣∣∣∣ < 1m,
k = 1, . . . ,m, (4.1)∣∣∣∣∫ gk dνR′n,1/m − ∫ gk dσ1/m
∣∣∣∣ < 1m.
We may also assume that Nm+1 > Nm, and then we define the polynomials Rn
as
Rn := Rn,1/m if Nm < n ≤ Nm+1, m = 1, 2, . . . . (4.2)
We claim that
νRn → σ, νR′n → σ as n→∞. (4.3)
Indeed, consider for example the first limit relation. Let g be a continuous
function on C of compact support and let ε > 0 be arbitrary. Choose a gk such
that |g − gk| < ε everywhere. Then we also have∣∣∣∣∫ g dσ − ∫ gk dσ∣∣∣∣ < ε, ∣∣∣∣∫ g dνRn − ∫ gk dνRn ∣∣∣∣ < ε.
Also, if 1/M < ε and M > k, then for n > NM , say for Nm < n ≤ Nm+1 with
an m ≥M , we have by (4.1)∣∣∣∣∫ gk dνRn − ∫ gk dσ1/m∣∣∣∣ < 1m < ε.
Since σ1/m → σ as m → ∞, there is an mε,k such that for m ≥ mε,k the
inequality ∣∣∣∣∫ gk dσ1/m − ∫ gk dσ∣∣∣∣ < ε
holds. Collecting these estimates we can see that if n > NM , and at the same
time n > Nmε,k (which implies for the above m the inequality m ≥ mε,k), then∣∣∣∣∫ g dνRn − ∫ g dσ∣∣∣∣ < 4ε,
proving the first relation in (4.3). The proof of the second relation in (4.3)
is the same, for the just given argument used only the first line in (4.1) for
Rn = Rn,1/m, and that also holds for R
′
n = R
′
n,1/m, as well (it is the second line
in (4.1)).
After these let Φ, Φ′(∞) > 0, be the conformal map from the exterior
ΩΓ ∪ {∞} of Γ onto the exterior of a disk with center at the origin, which we
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may assume to be the unit disk (just rescale Γ so that it has logarithmic capacity
1). Consider the level curves
Γ1+ε = {z |Φ(z)| = 1 + ε}.
Since νRn → σ and all zeros of Rn lie inside or on Γ, as n→∞ we get for every
fixed z ∈ ΩΓ the relation
|Rn(z)|
1/n = exp
(∫
log |z − t| dνPn(t)
)
→ exp
(∫
log |z − t| dσ(t)
)
= exp
(∫
log |z − t| dωΓ(t)
)
= |Φ(z)|,
where, in the last but one step, we used that σ generates the same potential
outside Γ as ωΓ. Furthermore, the just proven relation
|Rn(z)|
1/n → |Φ(z)|
is true locally uniformly on ΩΓ ∪ {∞}, and hence for ε > 0 the set{
z |Rn(z)|
1/n = 1 + 2ε
}
lies in between Γ1+ε and Γ1+3ε if n is sufficiently large. Then for large n all the
zeros of Rn(z)− (1 + 2ε)n lie in between Γ1+ε and Γ1+3ε, and hence if εn → 0
sufficiently slowly, then all zeros of
Pn(z) := Rn(z)− (1 + 2εn)
n
lie in between Γ1+εn and Γ1+3εn if n ≥ n0 (with some n0).
We claim that νPn → ωΓ. To prove that let µ be a weak
∗-limit of {νPn}, say
νPn → µ as n → ∞ along a subsequence N of the natural numbers. We have
to show that µ = ωΓ. Since for large n the zeros of Pn lie in between Γ1+εn and
Γ1+3εn , it follows that µ is supported on Γ. Let ε > 0 and let z ∈ ΩΓ lie outside
Γ1+4ε. For large n we have εn < ε and |Rn(z)| ≥ (1 + 3ε)
n, therefore
|Pn(z)| = |Rn(z)|
∣∣∣∣1− (1 + 2εn)nRn(z)
∣∣∣∣ = |Rn(z)|(1 +O( (1 + 2ε)n(1 + 3ε)n
))
= |Rn(z)|(1 + o(1)).
From here
Uµ(z) = lim
n→∞, n∈N
log
1
|Pn(z)|1/n
= lim
n→∞, n∈N
log
1
|Rn(z)|1/n
= Uσ(z) = UωΓ(z),
i.e. µ and ωΓ are two measures supported on Γ which have the same potential
outside Γ, and then µ = ωΓ follows from Carleson’s unicity theorem (see [7,
Theorem II.4.13]).
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So far we have shown that νPn → ωΓ and νR′n → σ. But Pn and Rn differ
only in a constant, hence νP ′n → σ is also true, and this completes the proof of
Theorem 1.4
Corollary 1.5 follows along the same lines. Indeed, let {σ∗s} be a sequence of
measures from SΓ such that every σ is a weak
∗-limit of a subsequence of {σ∗s}.
Let {σm} be a sequence consisting of the measures in {σ
∗
s} such that each σ
∗
s
appears infinitely often in {σm}. Denote the Rn from the previous proof by Rσn,
and modify (4.2) as
Rn := R
σm
n,1/m if Nm < n ≤ Nm+1, m = 1, 2, . . . .
With this an easy modification of the proof gives Corollary 1.5.
5 Proof of Theorem 1.10
For simplicity we shall carry out the proof for ε = 1/s where s > 1 is a positive
integer, the general case can be similarly handled.
In what follows let Cr denote the circle {|z| = r} about the origin and of
radius r.
With positive integers m,N we set
Rm(s−1)N (z) =
m(s−1)∏
k=1
(
1−
zN(
1 + kms
)N
)
, (5.1)
and
PmsN (z) = z
mNRm(s−1)N (z)− 2. (5.2)
These polynomials PmsN have degree n := msN . In what follows s will be
kept fixed, and m,N → ∞ in a way that N tends to infinity much faster than
m — this will be made more precise below. We claim that with appropriate
choice of m = mN , N → ∞, for the polynomials {Pn} we have νPn → σ1/s
but νP ′n 6→ σ1/s. This will prove the theorem for a subsequence of the degrees,
namely for degrees of the form n = smNN , N = 1, 2, . . .. If one wants a full
sequence of polynomials of all degrees, then just use instead some of the factors
in (5.1) the factor (
1−
zN+1(
1 + kms
)N+1
)
in the reasoning below so as to have total degree n.
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In order to prove the claim, for a given δ < 1 and large N we need to consider
the set
{w |1− wN | = δN}.
It is the union of N analytic curves γ0, . . . , γN−1, where γj lies very close to the
root of unity eij2pi/N . In fact, w is in this set if it satisfies 1−wN = eitδN with
some t, i.e. w is one of the values of (1− eitδN )1/N . Since
1− eitδN = exp
(
−eitδN +O(δ2N )
)
where O(δ2N ) is uniform in t, we get that the possible values for w are of the
form
exp
(
−eitδN/N +O(δ2N/N)
)
eij2pi/N , 0 ≤ j < N.
The closest to 1 of all these points is the point
exp
(
−eitδN/N +O(δ2N/N)
)
= 1−
eitδN
N
+O(δ2N ),
so a branch of the N -th root maps the circle{
1− eitδN t ∈ R
}
, (5.3)
into an analytic curve γ0 which is of the form
γ0(t) = 1−
eitδN
N
+O(δ2N ), t ∈ R, (5.4)
and the other branches of the N -th root map (5.3) into
γj := e
ij2pi/Nγ0, 1 ≤ j < N. (5.5)
Note that for large N these γj are disjoint, and on them the absolute value of
1− zN is δN .
Let |z| ≤ 1. If N is very large compared to m, then we have
Rm(s−1)N (z) =
m(s−1)∏
k=1
(
1−
zN(
1 + kms
)N
)
=
m(s−1)∏
k=1
(1 + oN (1)) = 1 + oN (1),
(5.6)
where oN (1) may depend on m, but it tends to 0 if N →∞ for every fixed m.
This estimate shows that PmsN in (5.2) does not have a zero in the closed unit
disk if N is sufficiently large.
Let now |z| = 1+ρ, where 0 < ρ < 1/ms. (5.6) is still true, but now |z|mN =
(1+ρ)mN is large for large N , hence, by Rouche’s theorem, PmsN has the same
number of zeros inside the circle C1+ρ as the polynomial z
mNRm(s−1)N (z), so
this number is mN .
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What we have obtained is that for any (small) fixed ρ > 0 and for large N the
polynomial PmsN has precisely mN = n/s zeros in the ring {1 ≤ |z| ≤ 1 + ρ}.
Since PmsN is invariant under the substitution z → zei2pi/N , these mN zeros
are in m clusters, each of which contains precisely N points which are uniformly
distributed regarding their arguments. This show that if µ is a limit distribution
of {νPmsN }
∞
N=1, then on C1 the measure µ is ≥ (1/s)λ, where λ is the normalized
arc measure on the unit circle. The argument that follows will imply that
actually µ = (1/s)λ on C1.
Next, we show that close to each zero of Rm(s−1)N there is precisely one
zero of PmsN . If the zero of Rm(s−1)N in question is on the circle C1+k0/sm,
then it is of the form (1 + k0/sm)e
ij2pi/N with some 0 ≤ j < N . Let δ < 1, but
δ > (1+1/2sm)−m. Consider the curve γj from (5.5) for this δ, and its dilation
(1 + k0/sm)γj . For large N this latter one belongs (see (5.4)) to the strip
Sk0 =
{
z 1 +
2k0 − 1
2sm
≤ |z| ≤ 1 +
2k0 + 1
2sm
}
.
On that strip uniformly in z ∈ Sk0 we have for k0 < m(s− 1)
m(s−1)∏
k=k0+1
(
1−
zN(
1 + kms
)N
)
=
m(s−1)∏
k=k0+1
(1 + oN (1)) = 1 + oN (1),
and for k0 > 1
k0−1∏
k=1
(
1−
zN(
1 + kms
)N
)
= (−1)k0−1
(
k0−1∏
k=1
zN(
1 + kms
)N
)
(1 + oN (1)),
which is bigger than 1 in absolute value for large N . Finally, on the curve
(1 + k0/sm)γj we have ∣∣∣∣∣1− zN(1 + k0ms)N
∣∣∣∣∣ = δN ,
and we can conclude that on (1 + k0/sm)γj the inequality
|zmNRm(s−1)N (z)| ≥
∣∣∣∣1 + 2k0 − 12sm
∣∣∣∣mN δN
is true. By the choice of δ this implies |zmNRm(s−1)N (z)| > 2 for all z ∈
(1 + k0/sm)γj provided N is sufficiently large. Since z
mNRm(s−1)N (z) has
precisely one zero inside (1 + k0/sm)γj , we obtain from Rouche’s theorem that
the same is true of the polynomial PmsN (z) = z
mNRm(s−1)N (z)− 2 from (5.2).
Since the curves (1+ k0/sm)γj lie outside each other for different k0 and j, and
the distance of (1+ k0/sm)γj to (1+ k0/sm)e
ij2pi/N is O(δN ), we can conclude
indeed the claim that close (of distance O(δN )) to each zero of Rm(s−1)N (z)
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there is precisely one zero of PmsN (z). These m(s − 1)N zeros of PmsN (z)
together with the mN zeros close to the unit circle that were discussed before
account for all the zeros of PmsN (z).
Since Rm(s−1)N (z) has the same number of zeros on all the circles C1+k0/sm,
1 ≤ k0 ≤ m(s − 1), and for N → ∞ the zeros of Rm(s−1)N (z) that lie on the
circle C1+k0/sm are distributed uniformly, it follows that if N →∞ and at the
same time m = mN → ∞, but very slowly compared to N , then the zeros of
RmN (s−1)N are distributed (when the zero counting measure is normalized by
n = mNsN) as the measure(
1−
1
s
)
κ
1
|z|
dA(z), 1 < |z| ≤ 2,
where κ is the constant for which
κ
∫
1≤|z|≤2
1
|z|
dA(z) = 1,
i.e. κ = 1/2π. Since the zeros of PmsN (z) are distributed as the zeros of
Rm(s−1)N (z) in the strip {1 < |z| ≤ 2}, we can conclude first that on the
unit circle we must have µ = (1/s)λ, and then that, indeed, νPmsN → σ1/s
(m = mN ).
To finish the proof all we need to mention that, on the other hand, P ′msN =
P ′n has a zero at the origin of multiplicity ≥ mN − 1 ≥ (n/s)− 1, so ν
′
PmsN
6→
σ1/s.
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