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When watching movies or listening to audio dramas, observers have to mentally represent the dynamically unfolding plot in order to understand the storyline. The central challenge for human information processing is thus coping with the complexity of the dynamic information resulting from the constantly changing sensory input. Although the sensory input is continuous, perception is not. Instead, the continuous stream of information is segmented into discrete events ([@R25]); these events are separated from each other by event boundaries. Recent research has shown that event boundary perception is triggered by semantic changes in the plot. Changes in one or more dimensions in the current situation model ([@R54]) are typically related to event boundary perception processes ([@R12]; [@R13]; [@R46]). Yet, in auditory processing, there are at least two kinds of meaningful semantic information: linguistic (i.e., language based) and nonlinguistic (i.e., sound information, such as a ringing phone). Moreover, purely perceptual changes of physical dimensions such as brightness or loudness can also influence segmentation behavior ([@R5]; [@R38]). In an event segmentation experiment, we investigated the contribution of linguistic semantic information to event segmentation in audio dramas. In particular, we compared the segmentation behavior of native speakers that could utilize both linguistic and non-linguistic semantic information, as well as physical cues for segmentation, with the segmentation behavior of non-native speakers, that could utilize only non-linguistic semantic information and physical cues, but not linguistic semantic information, for segmentation.

**Event Segmentation**

Newtson ([@R25]; [@R26]) introduced a simple paradigm to study how humans unitize the continuous stream of information into discrete events. It involves asking participants to watch a dynamic scene (e.g., a video clip depicting an everyday action) and instructs them to press a button whenever they think that one meaningful event has ended and another meaningful event has begun. This results in a series of discrete events divided by event boundaries. Typically, agreement among participants in defining the ending and starting points of an event is remarkably high ([@R26]). This high intersubject agreement is probably because event boundaries often depict changes in the plot. These changes can be based on semantic information, such as intentions and goals of an actor ([@R37]), or on physical changes, such as changing brightness, changing object trajectories, or changing views of a scene ([@R1]; [@R6]; [@R11]; [@R43]).

Several segmentation grains are reported in the literature. The most prominent ones are *fine-segmentation*, in which participants are instructed to identify the boundaries between the smallest meaningful events, and *coarse-segmentation*, in which participants are instructed to identify the boundaries between the largest meaningful events. Events are structured hierarchically, meaning that several fine events are grouped within one coarse event ([@R11]; [@R17]; [@R51]). The ability to structure events hierarchically is important for an appropriate encoding of the perceived action in memory ([@R39]; [@R49]; [@R50]).

**The Basis of Event Boundary Perception**

Previous research provides evidence for two possible triggers of event segmentation. People are able to segment an ongoing activity based on semantic ([@R47]) or physical changes ([@R5]).

Semantic changes are typically conceptualized as changes in the dimensions of the present situation model or event model ([@R33]; [@R54]). Whereas research focusing on text comprehension processes uses the dimensions of time, space, protagonist, intentionality, and causality ([@R54]), more recent work utilizing filmic stimulus material uses the dimensions of time, space, protagonist, and action to describe the unfolding narrative plot ([@R13]; [@R20]). For auditory dynamic events such as audio dramas, we suggest the existence of the additional dimensions of music and narrator ([@R12]). Importantly, naturalistic auditory events consist of a speech signal and a nonspeech signal. The speech signal is rich in information for the listeners, as it transmits linguistic information on multiple temporal scales ([@R31]; [@R34]). Within this project, we focus on the language-based (i.e., semantic and syntactic) aspects of linguistic information. In this context, linguistic information can introduce changes in the plot. For example, the narrator can introduce the appearance of a new character as follows: "Simon enters the living room." The nonspeech signal, on the other hand, transmits information that is not language-based, such as the sound accompanying the action of answering a ringing phone. We refer to this kind of auditory information as non-linguistic information.

According to current theories of event comprehension, perception is guided by event models, which represent the ongoing observed behavior in working memory ([@R33]; [@R46]). These event models can be conceived as situation models from text comprehension research ([@R40]; [@R46]; [@R54]) and they represent the current state of the situation in working memory. Humans predict the future state of an action or situation based on this event model. An error detection mechanism monitors deviations between the predicted state of the observed action and its actual state. In case of significant deviations, the event model is updated and event boundaries are perceived.

Event segmentation is hierarchical and operates at multiple segmentation grains, such as the aforementioned fine-segmentation and coarse-segmentation. Yet, processing of coarse and fine boundaries differs in some respects. First, as revealed by an fMRI study, compared to fine event boundaries, coarse event boundaries elicit significantly larger responses in regions of the brain typically associated with narrative event boundaries ([@R37]). Second, there is evidence that the inability to process semantic information harms coarse-grained segmentation more than it does fine-grained segmentation. Zalla, Pradat-Diehl, and Sirigu ([@R52]) examined the ability to identify coarse and fine events in patients with prefrontal lesions. Compared to the healthy control group, the patients had more difficulties in detecting coarse-grained event boundaries, but showed a comparable performance in detecting fine-grained event boundaries. Nonetheless, both groups identified significantly more fine than coarse event boundaries--which is a prerequisite for hierarchical event perception. Further evidence for the role of semantic information in the detection of coarse event boundaries comes from studies examining segmentation behavior in patients with schizophrenia, which is also characterized by an impairment in semantic and phonological fluency ([@R8]). These patients also have trouble identifying the coarse events within an observed action ([@R53]) and they perform poorly in tasks that are sensitive to lesions of the frontal regions ([@R16]; [@R19]).

Further evidence for the interplay of semantic information and event boundary perception comes from research on the cognitive processing of sign language. Malaia, Ranaweera, Wilbur, and Talavage ([@R22]) studied the neural activation of deaf signers and hearing nonsigners while observing American Sign Language, with special attention put on the discrimination between telic and atelic verb signs. A telic verb "predicates denoting events with an inherent end-point representing a change of state (*break*, *appear*)" ([@R22], p. 4094). In contrast, an atelic verb describes events which do not directly implicate an end and a starting point (e.g., *swim*, *sew*; [@R22]). For deaf signers, but not for hearing nonsigners, telic verbs, as compared to atelic verbs, elicited an increased activation in the brain regions (especially the precuneus) that are also involved in event boundary perception ([@R22]; [@R37]; [@R44]; [@R49]). Because telic and atelic signs also differ in their physical properties such as peak velocity and deceleration ([@R23]), both the physical properties of the signal or the semantic processing might contribute to event boundary perception.

These findings are consistent with research studying neural processing of telic and atelic verbs during the comprehension of written texts. Research using event-related potentials suggests that telic verbs (in contrast to atelic verbs) facilitate online processing of sentences by means of consolidating event schemas in episodic memory ([@R21]). Thus, semantic information by means of verbal telicity might provide information that is necessary for event boundary perception.

In sum, there is evidence that semantic cues influence event boundary perception. Linguistic information, in particular within an audio drama, provides the main part of semantic information of a story line. We therefore assume that manipulating the processing of linguistic semantic information of an audio drama should have similar effects as was observed in the studies described above. Thus, we predict a stronger contribution of linguistic semantic information on the perception of coarse event boundaries than fine event boundaries.

**Semantic and Non-Semantic Cues in a Single Experiment**

The reviewed literature reveals evidence for both semantic and nonsemantic influences on event boundary perception. Zacks, Kumar, Abrams, and Mehta ([@R45]) recorded everyday activities using a magnetic motion tracking system and designed abstract versions of the videos. Colored spheres that were connected by solid lines represented the heads and hands of the actors. One half of the participants were provided with semantic information on the origin of the movement pattern (live video preview of a person performing the respective activity), while the other half remained uninformed. Surprisingly, segmentation behavior did not differ between these two experimental conditions. Thus, this study adds further support for the importance of low-level, bottom-up processes (see also [@R11]).

For several reasons, however, investigating the contribution of semantic cues on processes of event segmentation is difficult when using pictorial stimuli: First, when studying segmentation behavior during the perception of abstracted stimuli (such as balls representing the recorded movements of a person doing some everyday tasks), physical features (such as motion changes) dominate event boundary perception, which is then unaffected by prior semantic information on the origin of those motion patterns ([@R45]). Thus, results obtained during the study of abstracted stimuli might not generalize to naturalistic scenes. Second, when using naturalistic visual or audiovisual stimulus material (such as edited movies), participants can extract the gist of the scene in less than 100 ms ([@R27]; [@R32]). Thus, it is difficult to manipulate the occurrence of semantic processing when viewing naturalistic pictorial stimuli.

Auditory stimulus material such as audio dramas offer a step towards solving this problem. The processing of parts of the semantic cues (linguistic cues) can be hindered by inviting participants who do not understand and speak the language of the audio drama and their performance can be compared with those participants who fully understand the language. This makes it possible to study the contribution of linguistic semantic cues to event segmentation processes without using stimulus material that is too artificial.

**Experimental Overview and Hypotheses**

Our focus in the current study is the contribution of linguistic semantic information to event segmentation processes. We invited two groups of participants. One group spoke and understood the language of the audio drama and was thus able to process the linguistic information. We refer to this group as native participants. The second group of participants neither spoke nor understood the language of the audio drama, or any other language of the Germanic language family ([@R9]). Therefore, these non-native participants were not able to process the linguistic semantic information of the auditory signal. The latter group could therefore only use non-linguistic information and changes in physical attributes to segment the plot into distinct events. The only difference between the native and non-native participants was whether they could use linguistic semantic information or not.

If event segmentation is only based on physical cues ([@R5]; [@R11]), we should not to find a difference in segmentation behavior between native and non-native participants. In contrast, if linguistic semantic information contributes to the detection of event boundaries, we should observe differences in segmentation behavior between the two experimental groups. To be more specific, if linguistic cues are important for the perception of a hierarchically structured event, we expect that non-native participants' event segmentation behavior is less hierarchically structured as compared to native participants' segmentation behavior (Hypothesis 1). In Hypothesis 2, we expect that this lower hierarchy can be traced back to the fact that non-native participants have difficulties in perceiving coarse event boundaries because in order to identify them, linguistic semantic changes are crucial ([@R53]).

Method {#S2}
======

**Participants**

We recruited 68 students from the University of Tübingen for participation in this study. Participants received monetary compensation or course credit for participation. No participant reported any hearing difficulties. Thirty-four participants were German native speakers (31 female; *M*~age~ = 21.82 years, *SD*~age~ = 4.65, range 18--42 years). Thirty-four participants neither spoke nor understood German (23 female; *M*~age~ = 24.88 years, *SD*~age~ = 4.06, range 20--36 years). The non-native speakers' mother tongues were: Spanish (*n* = 3), Turkish (*n* = 4), Mandarin (*n* = 1), Hindi (*n* = 5), Korean (*n *= 4), Sindhi (*n* = 1), Croatian (*n* = 1), Chinese (*n* = 2), Polish (*n* = 1), Finnish (*n* = 2), Tamil (*n* = 1), Slovak (*n* = 1), Romanian (*n* = 1), Italian (*n* = 2), Arabic (*n* = 1), and English (*n* = 4). Data of the English native speakers were collected by mistake. Originally, we did not plan to collect data from native speakers of any language that is part of the Germanic language family ([@R9]). Thus, we excluded the data of the four English native speakers before data analysis.

In addition, due to technical problems, we lost one fine segmentation dataset in the native condition, two fine, and four coarse segmentation datasets in the non-native condition. Thus, the final dataset included data of 33 fine and 34 coarse datasets in the native condition as well as 28 fine and 26 coarse datasets in the non-native condition. This dataset is available as open data at https://osf.io/rp5bg/.

To ensure that the non-native participants actually did not understand German, they completed a language comprehension test. The participants were asked to describe 20 terms that were part of the audio drama, such as Telefonbuch (telephone book). An answer received one point if the participants knew the meaning of the word and two points if the participants additionally knew its location in the storyline. Thus, the score of this test ranged from 0 (i.e., no words understood) to 40 (i.e., all words, including the narrative, understood). The results showed that non-native-participants' understanding was poor, *M*= 8.20, *SD*= 3.58.

The research was conducted in accordance with APA standards for the ethical treatment of participants and we gained informed consent from the participants.

**Material and Procedure**

After giving their informed consent, the participants were seated in front of a notebook computer (Lenovo R400 7439-CTO) with headphones attached. On this notebook, we presented the instruction for the segmentation task as well as the audio drama. The experiment was programmed in PsychoPy ([@R28]). As experimental stimulus material, we used the episode *Die drei Fragezeichen und das Gespensterschloss* \[The Three Investigators and the Secret of Terror Castle\]. As an audio drama, this stimulus consists not only of spoken language by different people, but also of environmental sounds, such as car horns, footsteps, dogs barking, or the ringing of a telephone. In addition, the original stimulus included passages in which a narrator repeated something, sometimes accompanied by music. Since those passages are not important for the comprehension of the plot, we edited the episode such that it contained no long music passages and only short segments in which the narrator repeated the previous plot. These remaining segments lasted from about three to five seconds. The resulting audio drama was 44 min 8 s long.

Participants were instructed to segment the audio drama into the smallest and largest units that are meaningful to them. In one session, each participant segmented the audio drama into the smallest meaningful units (fine-grained segmentation) and, in a second session, into the largest meaningful units (coarse-grained segmentation). The order of segmentation grain was counterbalanced across the participants. The delay between the two sessions was at least 24 hours.

The procedure was similar for both the native and the non-native participants. The native participants received the informed consent form and the instructions in German. After having ensured that the non-native participants did not understand German, they received the same informed consent form and the instructions in English. Because the non-native participants were international students at the University of Tübingen, their understanding of English was adequate. Afterwards, the participants listened to the same audio drama as the native participants.

**Event Segmentation Measures**

We employed four measures that focused on different aspects of event segmentation behavior. The number of event boundaries measure focused on the raw number of button presses, irrespective of their timing. The hierarchical alignment and the hierarchical enclosure measures examined the temporal relation of fine and coarse boundaries at those moments in time where the participants perceived coarse event boundaries. The segmentation agreement measure focused on the relation of the individual participants' button presses to a respective group norm.

*Number of event boundaries*. For each language and segmentation grain condition, we counted the number of key presses.

*Hierarchical alignment*. Hierarchical alignment is a standard measure of event perception research indicating whether the temporal alignment of coarse and fine event boundaries is closer than what would be expected by chance ([@R10]; [@R11]; [@R35]; [@R51]). We first computed the observed average distance between all coarse boundaries and their nearest fine boundaries for each participant. Then, we computed the expected average distance between coarse boundaries and their nearest fine boundaries, given chance as indicated by the null model prediction given by Equation 3 described in Zacks, Tversky, et al. ([@R51]). In order to compare hierarchical alignment across language groups, we calculated the difference between the expected and observed average distances and divided those differences by the expected average distance for each participant. Thus, we accounted for varying numbers of perceived boundaries for each participant (see [@R11]).

*Hierarchical enclosure*. Hierarchical enclosure is another standard measure of event perception used to investigate the hierarchical structure between coarse and fine event boundaries ([@R10], [@R11]; [@R35]). If event boundaries are perceived hierarchically, coarse event boundaries should enclose and thus follow (rather than precede) fine event boundaries. For each participant, we first identified the nearest fine boundary for each coarse boundary. Then, we calculated enclosure by computing the proportion of coarse boundaries that followed their nearest fine boundary. Typically, enclosure is compared against 0.5 (chance level).

*Segmentation agreement*. Segmentation agreement is a measure indicating how closely a participant's segmentation responses resemble the event structure identified by a group of participants ([@R17]; [@R35]; [@R48]). Segmentation agreement is computed using the following steps. First, the stimulus is divided into 1-second bins. Second, for each participant, it is determined whether at least one segmentation response occurred or not within each bin. Third, the group norm is defined as the proportion of participants segmenting in each bin. Fourth, each participants' responses are correlated with the group norm. Fifth, in order to account for the fact that this correlation depends on the number of segmentation responses of a participant, segmentation agreement is defined as (r~obs~ − r~min~) / (r~max~ − r~min~), with r~obs~ being the observed correlation and r~min~ and r~max~ being the minimum and maximum correlation possible given the number of button presses ([@R17]; [@R35]). In contrast to previous research, we applied two changes to the computation of segmentation agreement in order to adopt this measure to our design. First, we computed two distinct reference group norms, one based on the responses of the native participants and another one based on the responses of the non-native participants. This was done for two reasons. First, it should not be assumed a priori that the event structure identified by non-native participants, who cannot use the linguistic semantic information of the audio drama, comes from the same population as the event structure identified by native participants. Second, we can compute two segmentation agreement scores for each reference group norm, one for the native participants and another one for the non-native participants. This provides an index of how closely the event boundaries identified by the two groups match. Second, we excluded each participant's own responses from the respective reference group norm when calculating the correlation. This was done to prevent the issue of spurious self-correlations that would otherwise occur when computing segmentation agreement against the reference group norm of the participants' own language group. Similar to previous research, we ran the segmentation agreement analysis for fine and coarse event boundaries separately.

Results {#S3}
=======

Prior to the analysis, we excluded all responses that occurred more than 2 s after the end of the audio drama (5 responses, 0.07% of data). Because some of our measures (hierarchical alignment and hierarchical enclosure) are calculated based on fine and coarse segmentation responses, we excluded the data of all participants where either the fine or coarse segmentation data was missing due to technical problems (one native participant and four non-native participants). Finally, we excluded one non-native participant that produced more coarse responses than fine responses. Thus, the final data set entering our analysis contained the data of 33 native participants and 24 non-native participants.

**Segmentation Behavior Analysis**

*Number of event boundaries*. We first analyzed the number of identified event boundaries by fitting a Poisson generalized linear mixed using the glmer function of the lme4 package in R ([@R3]). This model included Number of Event Boundaries (i.e,. key presses) as the dependent variable as well as the main effects for Grain (coarse, fine) and Language (native, non-native) and their interaction as fixed effects. We used the maximal random effects structure for this model ([@R2]), that is, we included a random intercept and grain effect for participant to the model. We submitted the model to a type II analysis of variance (ANOVA) using the Anova function of the car package ([@R7]) in R. As depicted in Figure 1, we found a main effect of segmentation grain, indicating that the participants identified more fine than coarse event boundaries, χ^2^(1) = 247.29, *p* \< .001. The main effect for language was not significant, χ^2^(1) = 1.85, *p* = .173. Importantly, there was also a significant interaction of grain and language, χ^2^(1) = 15.05, *p* \< .001. We used two-sample Wilcoxon rank sum tests to further investigate the interaction. While native participants perceived significantly more fine event boundaries than did non-native participants, *W* = 541.0, *p* = .019, there was no significant difference between the two groups of participants for coarse event boundaries, *W* = 373.5, *p* = .722. Thus, although this first analysis provided no information on the location of the segmentation responses, it gives a first indication that any differences in segmentation behavior might be observed at fine segmentation grain.

*Hierarchical alignment*. For both, native and non-native participants, the observed distance of coarse boundaries to their closest fine boundaries (native: *M* = 5.10 s, *SD* = 7.77 s, non-native: *M* = 14.82 s, *SD* = 20.35 s) was, on average, closer than expected by chance (null model; native: *M* = 19.13 s, *SD* = 19.16 s, non-native: *M* = 29.33 s, *SD* = 18.94 s). This difference between observed and expected coarse to fine distances was significant for native participants, *t*(32) = 5.11, *p* \< .001, and non-native participants, *t*(23) = 4.00, *p* = .001. Thus, native and non-native participants structured coarse and fine event boundaries hierarchically.

In order to compare hierarchical alignment across native and nonnative participants, we corrected the alignment scores for the number of perceived boundaries (see Method section). Hierarchical alignment between native participants (*M* = 0.66, *SD* = 0.25) and non-native participants (*M* = 0.49, *SD* = 0.59) did not differ significantly as indicated by an unequal variances *t* test, *t*(29.37) = 1.34, *p* = .192. Thus, the degree to which non-native participants hierarchically aligned coarse and fine event boundaries was comparable to native participants, even though non-native participants could not utilize the linguistic semantic cues available in the audio drama.

*Hierarchical enclosure*. Both native (*M* = 0.74, *SD* = 0.17) and non-native (*M* = 0.70, *SD* = 0.20) participants' enclosure measures were significantly higher than 0.5 (chance level), *t*(32) = 8.21, *p* \< .001, and *t*(23) = 4.77, *p* \< .001, respectively. Again, the hierarchical enclosure did not differ across native and non-native participants, *t*(55) = 0.80, *p* = .426.

In summary, the two measures exploring the hierarchical structure of segmentation behavior (alignment and enclosure) showed no differences between the native and non-native participants. However, it is important to note that these measures only included those fine event boundaries that are next to a coarse event boundary. As we have already shown in the Number of event boundaries analysis section, linguistic information probably contributes to the perception of a subset of fine event boundaries that were not perceived by the nonnative participants. Based on the results of the alignment and enclosure analyses, we presume that these might be those event boundaries that are perceived in the midst of an event (and do not have a neighboring coarse event boundary). Thus, in the next step, we analyzed the segmentation agreement in order to overcome the shortcomings of the hierarchical analyses.

*Segmentation agreement*. We analyzed the segmentation agreement (see Figure 2) using a mixed ANOVA with the factors of Segmentation Grain (fine, coarse; within), Reference Group Norm (native group norm, non-native group norm; within), and Language (native, non-native; between). We observed a significant three-way interaction of grain, reference group norm, and language, *F*(1, 55) = 4.14, *p* = .047, η~p~^2^ = .07. Bonferroni corrected post hoc t tests with an adjusted α level of .0125 showed that native and non-native participants differed significantly in their segmentation agreement against the native group norm for fine boundaries, *p* = .012, but not for coarse boundaries, *p* = .133. When computing the segmentation agreement against the non-native group norm, there was no significant difference between native and non-native participants for both fine boundaries, *p* = .281, and coarse boundaries, *p* = .816. The comparable segmentation agreement of native and non-native participants with the group norm based on non-native responses indicated that the event boundaries identified by non-native participants were a subset of the event boundaries identified by native participants. Thus, it seems that non-native participants were well able to extract the event structure of the audio drama despite not understanding the linguistic semantic information provided. For the native group norm, in contrast, the native participants showed a higher agreement than did non-native participants for the fine, but not coarse, boundaries. This conforms with our number of event boundaries analysis presented above and shows that there is an additional fine-grained event structure in the audio drama that could only be captured with the access to linguistic semantic information. The other effects of the ANOVA were as follows. There was a significant effect of grain, *F*(1, 55) = 28.88, *p* \< .001, η~p~^2^ = .34, an interaction of language and reference group norm, *F*(1, 55) = 24.00, *p* \< .001, η~p~^2^ = .30, and of grain and reference group norm, *F*(1, 55) = 19.26, *p* \< .001, η~p~^2^ = .26. The main effects of language, *F*(1, 55) = 0.85, *p* = .360, η~p~^2^ = .02, and reference group norm, *F*(1, 55) = 3.71, *p* = .059, η~p~^2^ = .06, as well as the interaction of language and grain, *F*(1, 55) = 0.28, *p* = .602, η~p~^2^ \< .01, were not significant.

Figure 1Boxplots depicting the number of identified event boundaries (i.e., key presses) for native and non-native participants as a function of segmentation grain (fine, coarse). The following outliers are not visible in the figure: native fine 313, 378, 561, and 655; non-native fine 169, 310, and 387; native coarse 280.

Figure 2The segmentation agreement as a function of segmentation grain (left: fine boundaries; right: coarse boundaries), language and reference group norm. Error bars represent the SEM.

Discussion {#S4}
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Event segmentation is a means to study how humans perceive dynamic events ([@R25]). Recent research provided evidence that physical and semantic changes are points in time at which humans perceive an event boundary ([@R13]; [@R20]; [@R43]). Yet in auditory dynamic events, there are at least two kinds of semantic information: linguistic (i.e., language-based, spoken information) and non-linguistic (e.g., a ringing phone). We assumed that in an audio drama, linguistic information constitutes a main part of the semantic content. Based on this, the present study investigated the importance of linguistic semantic information for perceiving a dynamic event by studying the contribution of linguistic cues to the event segmentation process. We compared native (German) speaking and non-native (non-German) speaking participants' segmentation behavior. Participants listened to a German audio drama and were asked to indicate the temporal location of fine and coarse event boundaries. Whereas native participants could use linguistic, non-linguistic, and physical cues, non-native participants could only use the latter two (i.e., non-linguistic and physical) cues.

We tested two hypotheses: First, the hierarchical structure of event perception (i.e., participants perceiving multiple fine event boundaries within one coarse event) should be less pronounced if linguistic semantic information cannot be processed. However, two classical measures of hierarchical event perception -- hierarchical alignment and hierarchical enclosure -- did not show any differences between native and non-native participants' event segmentation behavior. Thus, contrary to our expectations, the absence of linguistic semantic information did not impair the perception of the hierarchical event structure. This indicates that listeners extracted the hierarchical event structure of the audio drama based on non-linguistic semantic information and physical cues rather than linguistic semantic information.

In the second hypothesis, we expected that reduced hierarchical event perception in non-native participants can be traced back to difficulties in perceiving coarse event boundaries. This assumption was based on the idea that linguistic information (semantic and syntactic) within an audio drama provides the main part of semantic content, and is, therefore, important in perceiving coarse rather than fine event boundaries. Earlier studies on semantic understanding for event segmentation have shown an influence on coarse-grained segmentation (e.g., [@R52]). In contrast to our expectation, the analyses showed that linguistic information is crucial for the perception of fine but not coarse event boundaries. This was true for the number of identified event boundaries and segmentation agreement. Because the measures of hierarchical alignment and hierarchical enclosure -- which, by definition, disregard any fine event boundaries in the midst of an event (i.e., without a neighboring coarse event boundary) -- were not affected by our manipulation, we conclude that linguistic semantic information contributes to the detection of fine event boundaries in the midst of an event. We can only speculate about the reasons for this unexpected finding. It is possible that the coarse boundaries were more prominent and accompanied by respective non-linguistic semantic and physical cues, thus making the linguistic semantic information obsolete for the detection of coarse but not fine boundaries occurring in the midst of an event. Nonetheless, it is important to note that our results show that linguistic semantic information is important for the detection of at least some kinds of fine boundaries. Further research manipulating all three types of information (linguistic, non-linguistic and physical) is required to obtain further insights on how the sum or interaction of all three types of information contributes to the segmentation of audio dramas into fine and coarse events.

This study also relates to research on top-down effects on event segmentation ([@R15]). Previous research reported that participants identified fewer event boundaries when they were familiar with an activity ([@R11]) or when the action goals were predictable ([@R42]; [@R43]). Obviously, native participants are more familiar with the language of the audio drama than non-native participants, who were not able to process the semantic and syntactic information of the auditory event. Thus, native participants' language-based predictions are presumably more reliable than those of the non-native participants. One might have therefore expected that native participants should have identified fewer event boundaries as compared to non-native participants. However, we observed the opposite: Native participants identified more fine event boundaries than did non-native participants. One needs to take into account, however, that the unfamiliarity of non-natives with the language of the audio drama prevented them not only from making predictions about upcoming information, but also from detecting semantic changes in the speech stream, thus possibly resulting in the detection of fewer instead of more boundaries.

Our results are related to findings from (psycho-)linguistic research on second language (L2) learning, which has shown that non-native speakers, as compared to native speakers, are less sensitive to syntactic information and rely more on lexical-semantic and other nonsyntactic cues ([@R24]). In a reading time experiment that explored the processing and comprehension of whphrases, native, but not non-native, speakers made use of intermediate syntactic gaps ([@R24]). Further, listeners were less able to notice speaker changes and identify speaker identities in a foreign language ([@R29]; [@R30]; [@R41]). These findings might explain the findings of the present study -- compared to native speakers, non-native speakers, who were not able to process semantic and syntactic information, showed different event segmentation behavior for fine event boundaries. It is important to note, however, that studies L2 learning typically study participants who are well able to understand the language of the subject matter ([@R24]; [@R29]). In contrast, in the present experiment, we studied participants who neither spoke nor understood the language of the subject matter. A promising direction for future research would be to combine the approaches and to study segmentation behavior of non-native listeners with different levels of proficiency. Such a study would provide the missing link between event cognition and L2 learning research.

Our results have implications for the event segmentation theory (EST; [@R47]). According to EST, event perception is hierarchically structured and guided by event models which represent the current state of the situation. These event models guide perception by facilitating predictions about the near future of the action. If the predictions no longer match the actual state of the plot, either on the fine or coarse level, participants perceive an event boundary. Apart from the number of key presses, which does not consider the temporal dimension of the underlying event, there are two measures reported in the literature, namely, hierarchical alignment ([@R51]) and hierarchical enclosure ([@R11]), that examine the hierarchy of the event structure by considering the temporal dimension. Both measures focus on the relation between fine and coarse event boundaries at the time points when participants perceive coarse event boundaries, thus disregarding any fine event boundaries in the midst of an event (i.e., without a neighboring coarse event boundary). The segmentation agreement, in contrast, takes the timing of all event boundaries into account. Using the combination of these measures, we conclude that the perception of subevents, which are separated by fine event boundaries, is triggered by linguistic cues.

Despite the strong impact of our language manipulation on topdown processing, event segmentation was surprisingly robust. Our results suggest that linguistic semantic information contributed neither to the perception of coarse event boundaries nor to the extraction of the hierarchical event structure as measured by hierarchical alignment and hierarchical enclosure. This finding adds to the recent discussion on the relative contribution of top-down and bottom-up processes to event perception ([@R4]; [@R5]; [@R14]; [@R15]; [@R45]; [@R47]; [@R51]). Based on our results, one might argue that bottom-up processes contribute more to event segmentation than do top-down processes. In order to further support this view, however, it would be important to also remove the non-linguistic semantic cues from the auditory event, for example by using an audio book instead of an audio drama as stimulus material.

**Limitations and Further Research**

In the present study, we used an audio drama as stimulus material to study the influences of linguistic cues on event boundary perception processes. Using (audio-) visual stimulus material, it is not possible to manipulate the processing of semantics to a high degree -- unless testing neurological or psychiatric patients, as done in the studies by Zalla et al. ([@R52]). Therefore, the present study is an important step in event perception research, as it allowed us to determine processes related to event perception in healthy participants. One important point to consider when interpreting these data is that we used just one single stimulus to explore how linguistic information contributes to event perception processes. We used this specific audio drama because it has many dimension changes and it has just one narrative thread with no jumps in time (i.e., flash backs). From this point of view, this audio drama fulfills most of the criteria which made *The Red Balloon* ([@R18]) very popular in cognitive research ([@R0]; [@R46]). More research using a broader range of stimulus materials (such as audio books or recorded conversations) is needed to explore the boundary conditions of the effects described in this project.

An important point concerns the question whether the native and non-native participants actually segmented at the same grain. Although the segmentation instructions were matched for content, native participants were instructed in their mother tongue and nonnative participants were instructed in English, their L2. Thus, task difficulty might have been different for native and non-native participants, and we cannot rule out that native and non-native participants actually segmented at different grains as a consequence. One way to overcome this problem in future research is to establish a practice phase right before the actual experiment. The goal of the practice phase would be to equate segmentation across the experimental groups (see also [@R36]).

Further, it is worth considering that the relative importance of linguistic and non-linguistic semantic information might be different for native and non-native participants. In particular, it seems reasonable to assume that non-linguistic semantic information is more important for non-native participants because they are not able to process semantic and syntactic information. Future research is necessary to study this question. One approach to study the influence of the relative importance of linguistic and non-linguistic semantic cues on event segmentation behavior is to ask participants to segment the different parts of an audio drama (soundtrack with conversations only, soundtrack with ambient noise only) separately. If the relative importance of processing non-linguistic semantic information is different for native and nonnative participants, one might expect different segmentation patterns for the soundtrack with ambient noise parts. If, however, the relative importance of linguistic and non-linguistic semantic information is not different between native and non-native participants, one might expect differences only in the segmentation patterns of the soundtrack with the conversation parts.

Finally, this first study on the role of linguistic information for comprehending dynamic auditory events opens new research opportunities at the intersection of event segmentation and linguistics. A possible starting point is the observation that native participants identified more fine event boundaries than did non-native participants and the possible follow-up question about the exact location of those event boundaries. Did non-native participants segment mostly between two words or did they also identify event boundaries between two syllables within a single word? If this effect is due to language-based differences in signal processing between native and non-native participants, we expect pronounced differences in a measure that includes the relative differences of native and non-native participants identifying word boundaries (i.e., event boundaries that are placed between two words) versus syllable boundaries (i.e., event boundaries that are placed between two syllables within a single word). Yet, the present stimulus material prevented such a detailed analysis of the location of the boundaries, because the speech signal is mixed with ambient noise and music. Thus, it is not possible to link a specific event boundary with a single word or even syllable. Future research should use audio books as stimulus material, because there is no competing auditory information. Such a study would allow for tracing back the observed differences to semantic, language-based knowledge, while processing dynamic auditory events. In addition, it is important to note that the dependent measures used in the studies were based on the event segmentation task and did not account for the syntactic hierarchy. A further direction in future research could be the study of syntactic hierarchy and its contribution to event perception processes.

Conclusion {#S5}
==========

When listening to auditory narratives such as audio dramas, humans use linguistic, non-linguistic, and physical cues for event boundary perception. Surprisingly, listeners extracted the hierarchical structure of the audio drama also in the absence of linguistic semantic information. However, if linguistic semantic information could not be processed, fine, but not coarse, event boundary perception was impaired. Thus, linguistic semantic information contributes to the detection of certain fine event boundaries, presumably the ones located in the middle of a (coarse) event.
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