tially. The boundary between these two regimes is defined q uandta· lively. The effect of the plasma resonance is o bserved at high electron densities as a natutal result of maximum single-pass gains. The traveling· wave tube is then analyzed as a special e.x ample.
INT RO DUCTION
I N the free-electron laser, two physical quantities are of concern: the electron beam and the electromagnetic field. Theoretical studies describe their evolution based on proper initial conditions and controlling in teraction equations. The electron beam, in general, is treated by either the single-particle picture or the use of the electron distribu tion function. In the latter case, the evolution of the distribution function is studied from the Boltzmann equation [ 1] . In the former case, the tra· jectory of the individual electron in real space or phase space is obtained from the Lorentz fo rce equation [2 ] , [3) or, equivalently, the single-particle Hamiltonian including field vector potentials (4] , [5] . The ensemble average of all quantities over the Irlltial electron states is necessary to obtain the final working results.
0018-9197/8 1/ 0800-1387$00.75 © 198 1 IEEE To calculate the change of the radiation field, the process can be simplified when the amount of energy exchanged is negligible compared to the input radiation energy. The radiation field is then assumed to have a nearly constant amplitude and phase. The small energy increase in radiation is obtained from the computed energy loss of the electron beam. This approximation has been used extensively and is suitable for a high Q (low gain) device. However, if the device is a signal amplifier or a low Q oscillator, the change in radiation becomes significant along the interaction region. In this case, it becomes necessary to account for the radiation field selfconsistently, which can be achieved by considering Maxwell's equations self-consistently with the Boltzmann equation. This leads to a dispersion equation for the wavenumber of the propagating field [6] - (8] . The real part of the wavenumber yields the phase change, while its imaginary part represents the amplitude variation. The similarity in gain between freeelectron lasers and traveling-wave tubes has thus been demonstrated [6] .
Not until recently has the self-consistent treatment been employed in the single-particle model [9 ] , [10] . In this paper we will show how these two concepts can be incorporated. In order to present the idea analytically, we have limited our analysis to the small-signal regime. The result may not be correct for a high-power device in steady state, but it describes properly how the field grows from the noise. Therefore, the result might determine if oscillation is possible under certain conditions. For simplification, other conditions are idealized.
For example, we assume that the electron beam is monoenergetic and collimated, a~d the radiation field is a plane wave. But we intend to include the space-charge effect in the strong interaction regime so that the result can be compared directly with the traveling-wave tube theory [ 11] .
In Section II, a set of coupled equations describing the interrelations between the electron beam and the radiation field are derived from the Lorentz and Maxwell equations. In Section III, the coupled equations are solved. Different types of solutions are examined, and their operational ranges are quantitatively defined. In the last section, the behavior of the radiation field is shown explicitly. A special example, which resembles a traveling-wave tube, is discussed in detail. Conclusions are then drawn.
THE CouPLED EQUATIONS
The interaction between an electron and the radiation is described by the Lorentz force equations
where v and -ymc 2 are the velocity and energy of the electron, and E and B are the total electric and magnetic field in the interaction region.
The electron beam propagates in the z direction and through the axis of a uniform helical magnet where the magnetic field is given by
The spontaneous and stimulated radiation fields in this magnet are circularly polarized. Neglecting all dependence on transverse variables, the radiation field is represented by 
where N (z, t) is the electron density at position z and time t, and N 0 is the initial electron density. Using ( 4), it has been shown that the space-charge field can be related to the dynamic variable of an electron as [ 12]
where ~z is the position modulation of the electron. v 0 is the electron initial velocity and ( > <t> is the ensemble average over the initial phase distribution. To obtain (5), it is assumed that the electron beam behaves as a "single stream." This assumption Iequires that the relative position of any two electrons cannot be reversed and is true only in the small-signal limit.
The total· field in (I) is then E = Er + Ecz and B = Br + Bm·
The Lorentz force equations are reduced to a one-dimensional equation describing the parallel motion only [ 12] :
where a is the interaction strength due to the static magnetic field and n is the off-resonance parameter. {3 is the wavenumber of the first harmonic of the radiation in a periodic structure with period land Wp is the longitudinal relativistic plasma frequency. In (6), ' we have assumed that the particle is nearly in-resonance with the interaction field n : : : : : 0, and the per- 
F or the case of constant E and l/1, (6) has been solved for !l.z (t) in the small-signal limit (11] . A space charge gain is obtained which displays gain saturation and the plasma resonance at high electron densities. Since, in general, E (t) and 1/1 (t) are unknown function of time, !l.z (t) cannot be obtained directly in the high-gain situation. However, it is appropriate to assume !l.z (t) in the form
where £(0) is the initial field amplitude and works as a perturbation constant in the small-signal limit. f(t) and g (t), which are independent of ~. represent the cosine and sine modulations of the electron beam. Substituting (8) into (6), we have cf ... (9) where E (t) is·the normalized field amplitude, i.e., E (O) = 1.
Since, due to the interaction with the radiation, the electron beam is no longer uniform, the modulated current will generate a transverse field according to the transverse Maxwell equation
where the transverse vector potential is related to the radiation field as
t). c t
The transverse current is expressed as
where the transverse velocity v 1 can be obtained from the integration of the transverse component of the Lorentz force equation (1):
Using the facts that E (t) and 1/1 (t) are slowly varying func· tions and
where ~~ and t 2 are the unit vectors in the direction of the electric and magnetic component of the radiation field. Since these two unit vectors are orthogonal to each other, we have
We have taken ensemble average in (16) because the left side varies in a scale much longer than lfc. Substituting (3), (8) , and (14) into (16), we obtain two equations
We have to point out that we have neglected in (13) 2 ) is always much smaller than unity, we neglect the correction. Combining (9) and (1 7) results in a set of four coupled equations:
which show how the electron modulation is coupled to the field variation.
SELF-CONSISTENT SOLUTIONS
In the last section, we obtained a set of coupled equations describing the interrelinions between the electron modulation and the field variation. The fmal purpose of the analysis is to Q_btain the behavior of the normalized radiation amplitude E(t). Based on (18) 
A differentiation of (18) and (19) leads to the following coupled equations:
which result finally in a differential equation
Once f(t) and g (t) are found, the gain can be obtained from equation (20) directly as
Therefore, the problem is reduced to fmding solutions of the sixth-order differential equation (25) 
The first pair of initial conditions come from Az(O) = 0, while the second pair comes from Au(O) = 0. The last two conditions are observed directly from (18) and (19).
Before we find out the solutions explicitly, it is interesting to determine what kind of solutions are possible.
From (28) it can be seen that the solutions are in three conjugated pairs since all coefficients are real. Second, if r is a solution of (28) 
These two types of solutions reveal the feature of three waves which is well known in the traveling-wave tube theory. However, we discover that the three-wave property applies essentially to the electron beam modulation and not the radiation field. According to (26), the behavior of the radiation field is much more complicated than a mere three-wave propagation. Equation (28) can also be reduced to a conjugated pair of third-order differential equations with compLex coefficients r 3 ±i8 r 2 +o;r±i{P 3 +88~)=0.
This equation can be shown to be equivalent to the dispersion equation to some extent. Assume the solutions of (33) are f~o f 2 , f 3 • From equation (26), the radiation intensity behaves as
where x must be the sum of any two f 1 • If we pick x1 = r , + r3; x2 = r 3 + r, ; x3 = r1 + r,, 
This is exactly the dispersion equation for the radiation field [13] . However, the combinations in (35) are rar from sufficient. In general, x must be the combination of the six solutions of {28) instead the three solutions of (33). Therefore, it includes the combinations such as crl + r {). The field is then more compLicated tllan the three waves described by (36). From (31) and (32), it is understood that the type A solutions are interference-like while the type B solutions are exponential-like. If the parameters are chosen such that the solutions are of type A, the field has its maximum and cannot grow any further even for a longer magnet. It is thus im-a.. portant to find out the conditions which distinguish one type of solutions from the other. The result serves to determine if the stimulated radiation can grow from the noise irian oscillator. Let r = iS .
(37)
We have because it is in the negative half-space of P which is unphysical.
To show the surface at different positions, (40) is plotted for constant 8 ( Fig. 1 ) and ()P (Fig. 2) . The region of unstable solutions occupies the space above the curve, while the stable solutions occupy the lower space. Al though the curves are shown only for parameter values up to unity, it is interesting to note that the coordinates and the constant can be scaied up or down simultaneously with the same factor. This property gives a convenient way for constructing the three-dimensional surface by the spherical coordinates (R, '1'/, ~) defmed by
The surface is thus described by (41) a.. ) and is independent of the distance from the origin R (Fig. 3) and P C>! 3. The system is in the unstable region when 8 < 6.
The three-dimensional plot provides a convenient method for locating the system in an amplifier where all three parameters are independent of each other. For an oscillator, only P and Bp are independent parameters. The radiation frequency (and thus 8) adjusts itself automatically until the single-pass gain is maximum. In the low gain limit, the behavior of 9 has been shown explicitly as the electron density varies [12] . The value of 6 is constant(~ 2.6) for small fJP and approaches OP at large values of 8 P (see [ L 2, Fig. 4] ) .
For large interaction strength, the behavior of 8 is somehow complicated by parameter P. To observe quantitatively the behavior of () in the unstable region, we have to locate the maximum exponential constant and thus the imaginary part of the solutions. From the theory of polynomial equations, the imaginary part is found to be 
The system stays at y = J, but z becomes smaller as 8P in· creases. Since unstable solutions are favorable for long interaction length, the system remains ln the valley and approaches to the bottom where x = y. This implies plasma resonance
To obtain gain behaviors, we have to first solve (25) for f(t) and g (t). The algebra is straightforward but tedious. The results for both types of solutions are shown in the following.
Type A:
The maximum gain condition is
(48)
It is noted that if we change the sign of (u, v, w) in (44) or (u, s) in (50), the gain also changes its sign which seems unphysical. Actually, this is due to the decoupling procedures which result in one sixth-order differential equations from four second-order coupled equations. The choice of the gains overall sign can be done by examining the behavior of the gain at small t.
In order to find out the gain at small t, we need to determine the lowest order behaviors of f(t), g(t) as weU as a(r). Since 
Therefore, the field always grows at the beginning which can be used to determine the correct sign for the gain.
To demonstrate how the field grows in the interaction region, we consider a special example (56) 
Application of Particle-in-Cell Simulation
Free-Electron Lasers
K\VAN
A bJtract-Particle-in·ccU simulation of free-clecton lasers has eontri· buted significa ntly to understanding its physics, especially in the non· ljnear and multidimensional regimes where analytic theory is rather difficul t to formulate. The basic techniques of plasma simulation and the one· and two-dimensional codes used in the simulation of freeelectron lasers are discussed in detail. ImpOrtant results obtained from simulation are presen ted. It has been found that waves propagating obliquely with respect to the electron beam are always unstable with appreciable growth rates and, therefore, the efficiency of genention of the on-axis high-frequency electromagnetic wave can be severely de· graded. Furthermore, electromagnetic waves with group velocities opposite to the direction of electron beam propagation can be abso· lutely unstable. Complete disruption of the electron beam and laser oscillation due to the onset of the absolute instability have been observed in simulations. Moreover, computer simulation also shows that the absolu te instability can be avoided if the parameters of the freeelectron laser satisfy certain constraints. The dynamics of nonlinear saturation and the poten tial efficiency of energy extraction are pre· sen ted in detail. Due to the complexity of the problem, one often has to make some kind of approximations and assumptions in order to make analytic progress. And yet, most of the analytic work is limited to one-dimensional calculation in which all physical variables vary only in one spatial dimension. Thus, some of the important multidimensional effects, such as radial inhomo· geniety and off-axis mode production, are ignored. Furthermore, the self-fields produced by the electron beam are often neglected by assuming charge and current neu traliza lion of the electron beam. For such a difficult and complicated problem, particle-in-cell plasma simulation can uniquely provide one-, two-, or even three-dimensional realistic simulation of the U.S. Government work no-r protected by U.S. copyright
