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Abstract
Global localization, in which an unmanned aircraft system (UAS) estimates its unknown current
location without access to its take-off location or other locational data from its flight path, is a
challenging problem. This research brings together aspects from the remote sensing,
geoinformatics, and machine learning disciplines by framing the global localization problem as a
geospatial image registration problem in which overhead aerial and satellite imagery serve as a
proxy for UAS imagery. A literature review is conducted covering the use of deep learning
convolutional neural networks (DLCNN) with global localization and other related geospatial
imagery applications. Differences between geospatial imagery taken from the overhead
perspective and terrestrial imagery are discussed, as well as difficulties in using geospatial
overhead imagery for image registration due to a lack of suitable machine learning datasets.
Geospatial analysis is conducted to identify suitable areas for future UAS imagery collection.
One of these areas, Jerusalem northeast (JNE) is selected as the area of interest (AOI) for this
research. Multi-modal, multi-temporal, and multi-resolution geospatial overhead imagery is
aggregated from a variety of publicly available sources and processed to create a controlled
image dataset called Jerusalem northeast rural controlled imagery (JNE RCI). JNE RCI is tested
with handcrafted feature-based methods SURF and SIFT and a non-handcrafted feature-based
pre-trained fine-tuned VGG-16 DLCNN on coarse-grained image registration. Both handcrafted
and non-handcrafted feature based methods had difficulty with the coarse-grained registration
process. The format of JNE RCI is determined to be unsuitable for the coarse-grained
registration process with DLCNNs and the process to create a new supervised machine learning
dataset, Jerusalem northeast machine learning (JNE ML) is covered in detail. A multi-resolution
grid based approach is used, where each grid cell ID is treated as the supervised training label for

that respective resolution. Pre-trained fine-tuned VGG-16 DLCNNs, two custom architecture
two-channel DLCNNs, and a custom chain DLCNN are trained on JNE ML for each spatial
resolution of subimages in the dataset. All DLCNNs used could more accurately coarsely register
the JNE ML subimages compared to the pre-trained fine-tuned VGG-16 DLCNN on JNE RCI.
This shows the process for creating JNE ML is valid and is suitable for using machine learning
with the coarse-grained registration problem. All custom architecture two-channel DLCNNs and
the custom chain DLCNN were able to more accurately coarsely register the JNE ML subimages
compared to the fine-tuned pre-trained VGG-16 approach. Both the two-channel custom
DLCNNs and the chain DLCNN were able to generalize well to new imagery that these
networks had not previously trained on. Through the contributions of this research, a foundation
is laid for future work to be conducted on the UAS global localization problem within the rural
forested JNE AOI.
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1. Introduction
An image of a landscape, whether taken from a terrestrial viewpoint or an overhead
perspective does not just represent the landscape features (trees, buildings, waterbodies, etc.) of
the image, it also inherently represents a sense of location and place. Each scene or image of the
Earth’s surface corresponds to a particular location on the Earth. This location can be coarsely
identified, i.e. UTM Zone, name of the city, state, or country of the location, or a custom-based
grid identifier (ID). The location can also be more finely identified using identifiers such as
residential address or approximate coordinates from a projected coordinate system such as UTM
or State Plane.
One of the challenges in working with geospatial imagery is identifying the correct place
or location that an remotely sensed overhead geospatial image corresponds to. When the precise
or approximate location of the imagery is unknown due to lack of metadata or the metadata is
withheld, this becomes more challenging. Worded another way, can a geospatial image taken from
the overhead perspective be registered or localized to its correct location based on the contents of
the image’s pixel values?
Within the last decade, with advances in neural networks and deep learning convolutional
neural networks (DLCNN), in particular with the 2012 breakthrough spurred by AlexNet DLCNN
architecture (Krizhevsky, 2017), machine learning and deep learning techniques began to be
focused on by more research and made a resurgence in use. More recently, these DLCNNs have
been used with applications of geospatial imagery such as: image matching, image classification,
pixel-based classification, image registration, and image geolocalization. Although used more
recently in the Geosciences, usage focusing on geospatial data has not been as strong as that of
non-geospatial data disciplines such as medical imaging and computer vision. One main challenge
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of using DLCNNs with overhead geospatial imagery is the lack of supervised training data
available for use with DLCNNs and other machine learning techniques. Traditionally, DLCNNs
have been designed around and trained on imagery taken from the terrestrial perspective. Imagery
from the terrestrial perspective differs in a multitude of ways from that of overhead geospatial
imagery. This dissertation is divided into three chapters that aim to address several challenging
problems in the use of overhead geospatial imagery for machine learning tasks, with a particular
focus on DLCNNs.
Chapter 2 of this dissertation identifies and examines the differences between imagery
taken from the terrestrial perspective and geospatial imagery remotely sensed from the overhead
perspective. This chapter also discusses traditional machine learning datasets and identifies that
there is not only a lack of suitable machine learning geospatial overhead imagery datasets, but an
extreme lack of machine learning datasets for rural areas as well as imagery captured by unmanned
aerial sensors or vehicles (UAS), (UAV). Additionally, Chapter 2 examines the literature of
DLCNNs used for the global localization problem with both overhead imagery and terrestrial
imagery where applicable. Global localization is not the focus of Chapter 3 and Chapter 4 which
focus on coarse-grain image registration. However, registering an image to a location (not
registering an image to an image by computing transformation parameters), the coarse-grain
registration problem is very similar to that of the global localization problem. Coarse-grain and
fine-grain registration in deep learning are based on the concepts and definitions in Wei et al.
(2018) and Wei & Wu (2018). In the context of image analysis, image recognition, and image
retrieval with deep learning, coarse-grained and fine-grained image registration can be defined as
follows. Coarse-grained analysis involves the use of meta-categories, in which these metacategories are visually dissimilar, to represent the target object while fine-grained analysis involves
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the target object belonging to a sub-category, in which the target object is similar visually to other
objects in its sub-category (Wei et al., 2018). For example, in image analysis a coarse-grained
meta-category could be considered dog and the fine-grained sub-categories could be: Chihuahua,
Basset Hound, Husky, etc. (Wei & Wu, 2018). The coarse-grained distinction has also been used
in aerial imagery registration. Perlant and McKeown (1990) define coarse scene (image)
registration as the use of associating images to a common reference frame such as a map, landmark,
or coordinate system instead of selecting points within the image to compute the registration from
(fine registration). Based on these ideas, coarse-grained image registration, in this dissertation, is
defined as determining the approximate physical location of a geospatial image or a portion of a
geospatial image’s contents by representing the physical location as a series of gridded areas
identifiable by labels. Each of these gridded areas is associated with a particular area on earth
through the use of geospatial principles. This is in contrast to fine-grain image registration, which
in this research is defined as image registration that provides the specific coordinates of the
physical location of a geospatial image. Both localization and image registration try to tie an image
to its correct or approximately correct ground location, however localization may add an additional
component of an autonomous agent attempting to locate its current location based on visual stimuli
it has encountered such as images. Image registration does not contain the autonomous agent
component. The contributions of Chapter 2 of this research are:
1) A review of the differences between terrestrial imagery and overhead geospatial imagery
to highlight potential difficulties in using pre-trained DLCNNs that are trained on terrestrial
imagery on tasks using overhead geospatial imagery.
2) A review of supervised machine learning datasets of terrestrial imagery and overhead
geospatial imagery to identify possible difficulties in creating supervised machine learning
datasets consisting of land areas that have not be traditionally focused on and as a result
are lacking training data for. Two area that meet this criteria are identified: rural overhead
imagery and UAS imagery.
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3) Review the literature on DLCNNs with particular focus on global localization which
include both overhead and terrestrial view imagery. Also mentioned are related use cases
of using DLCNNs with overhead geospatial imagery such as image registration and image
matching.
The Chapter 2 literature review was narrowed down into particular items in which a research
contribution can be made. Those identified are:
1) Creation of a supervised machine learning dataset consisting of rural overhead
geospatial imagery from different sensors, time periods, and resolutions.
2) Comparison of traditional handcrafted feature based methods and newer nonhandcrafted feature-based methods for coarse-grained image registration of geospatial
imagery.
Chapter 3 discusses the first steps in the creation of a rural machine learning geospatial
imagery dataset by identifying suitable areas to collect imagery over. Although the decision is
made to not include UAV/UAS imagery and only focus on orthorectified overhead imagery, the
aeras examined are done so with future UAS imagery collection in mind. This first step is a rural
controlled image dataset, Jerusalem Northeast Rural Controlled Imagery (JNE RCI) consisting of
multi-modal, multi-temporal, and multi-resolution imagery. JNE RCI is used with traditional
handcrafted feature-based methods such as SIFT and SURF for coarse-grained image
registration. The results are discussed and the shortcomings of using handcrafted feature-based
methods are identified. Chapter 3 makes the following contributions:
1) Creation of an initial rural overhead controlled image dataset, JNE RCI. Included
imagery is freely available and consists of multi-modal, multi-temporal, and multiresolution images. Detailed processing steps are included detailing the process of going
from the initial downloaded orthorectified images to the JNE RCI configuration.
2) Testing the JNE RCI dataset with SIFT and SURF. Several configurations of JNE RCI
were used and the results discussed.
Chapter 4 focuses on using DLCNNs for coarse-grained image registration. An initial
DLCNN is trained and validated on JNE RCI. The results of the training and validation process
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indicate that while JNE RCI may be used with SIFT and SURF, it is not suitable for supervised
machine learning applications. The problems encountered with JNE RCI are discussed.
Chapter 4 then proceeds to create a new version of JNE RCI, one in which the same
initial orthorectified imagery is used, called Jerusalem Northeast Machine Learning (JNE ML).
Different processing steps are discussed and compared in detail for the supervised machine
learning dataset creation. After evaluating the different processing options, the JNE ML dataset
is created.
JNE ML is tested for the coarse-grained image registration problem using pretrained
VGG-16 DLCNNs for transfer learning, as well as custom trained from scratch DLCNNs. First,
all networks are trained on a single spatial resolution of the JNE ML dataset. The validation and
test results are reported and discussed. Next, the custom DLCNN with the highest test validation
accuracy for each spatial resolution are selected to form a chain DLCNN. The results of the test
JNE ML with the chain DLCNN configuration are reported. Finally, the chain DLNN is tested
on overhead imagery that the previous networks have not trained on. This PLANET imagery is
captured by a different sensor, a more recent time period, and at a different spatial resolution
than any imagery in JNE ML. The selected planted imagery is processed and tested with the
chain DLCNN.
In addition to the contribution of the individual chapters, there are also two overarching
principles of this research. The first is to use freely available data for the initial starting point of
the supervised machine learning dataset. Freely available and open source software, libraries,
and frameworks are used whenever possible. The purpose of this is to incorporate tools and
methods that are accessible to those within academia, but also those outside of it. Making use of
freely available and open source tools provides a low cost solution for others who would like to
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create their own supervised machine learning datasets of rural locations. The second principle is
to report both successful and unsuccessful results in the dataset creation process and the coarsegrained image registration process for both handcrafted and non-handcrafted feature based
methods. Often times only the successful architecture or the successful dataset is reported.
However, there is much that can be learned by what did not work as well. Due to this,
unsuccessful components of the research such as the inability to successfully use JNE RCI with
the VGG-16 DLCNN were reported.
This dissertation is organized into three chapters that can stand-alone. Although standalone, all chapters are related to geospatial overhead imagery and its use with DLCNNs.
Following Chapter 4 is a conclusion of the research results.
1.1 References
Krizhevsky, Alex, Ilya Sutskever, Geoffrey E. Hinton. 2017. “ImageNet Classification with
Deep Convolutional Neural Networks”. Communications of the ACM 60:6, 84 – 90.
Perlant, Frederic P. and David M. McKeown. 1990. “Scene Registration in Aerial Image
Analysis. Photogrammetric Engineering and Remote Sensing, Vol. 56:4, pp. 481-493.
https://www.asprs.org/wp-content/uploads/pers/1990journal/apr/1990_apr_481-493.pdf
Wei, Xiu-Shen and Jianxin Wu. 2018. “Fine-grained Image Analysis”. PRICAI 2018 Tutorial
T3: Nanjing, China.
http://www.weixiushen.com/tutorial/PRICAI18/PRICAI2018_FGIA.pdf.
Wei, Xiu-Shen, Jianxin Wu, Quan Cui. 2018. “Deep learning for fine-grained image analysis: A
survey”. arXiv.org preprint, 1-7, https://arxiv.org/abs/1907.03069.
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2. A Review of Deep Convolutional Neural Networks for Global Localization of Remotely
Sensed Overhead Imagery
2.1 Introduction
Remote sensors are often the preferred platform to capture overhead imagery. They can
range in type, from orbital satellites such as Landsat, which captures images globally, to
unmanned aircraft systems (UAS), also called UAVs, which take images of a much smaller
region at lower altitudes. Deep learning is a subset of machine learning that is popularly used in
domains outside of geosciences and remote sensing, such as computer vision, pattern
recognition, and medical imaging, but has more recently been used in geosciences and remote
sensing in several application areas. For example, neural networks (including CNNs and
DLCNNs) in geosciences have been used in: image registration (Arun & Katiyar, 2013), (Li et
al., 2018), (Ye et al., 2018), (Wang et. al, 2018), (Li et al., 2018), (Vakalopoulou et al., 2016),
(Quan et al., 2016), (Quan et al., 2018), object detection (Zhong et al., 2018),(Han et al., 2017),
image classification (Chen et al., 2016), (Ghamisi et. al, 2017), (Lunga et al., 2018), (Huang et
al., 2017), (Volpi & Tulia, 2017), feature extraction (Xu et al., 2018), (Yang et al., 2018), (Zhou
et al, 2017), (Zhou et al., 2018), (Bittner et al., 2018), and image retrieval (Li et al., 2018).
A potential application of DLCNNs on which very little work has been done on in the
remote sensing community is absolute localization. Localization is the ability of an autonomous
agent, such as a robot or a UAS, to determine its location using input from one or more sensor
(Tzafestas, 2013). A substantial amount of work (including absolute and relative localization) in
robotics, computer vision, and machine learning is developed for the point of a forward-looking
camera (pointing in the direction of vehicle movement). However, the scene content of these
images differs significantly from images taken by downward-looking airborne or spaceborne
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remote sensing systems. When considered in the context of DLCNNs and localization, these
differences matter and thus deserve a close review.
This chapter will give a short background on the localization problem as used in image
processing/computer vision and as viewed in robotic applications, including overviews of global
and local localization. This will be followed by background on DLCNNs. Differences between
terrestrial and overhead imagery and the challenges that arise when attempting to use terrestrial
imagery methods on overhead images will be covered. Overhead imagery in the context of this
dissertation refers to both aerial imagery and satellite imagery. Terrestrial imagery is based on an
extension of Wolf et al.’s (2014) definition of terrestrial photogrammetry in which the camera is
located on the earth’s surface and captures imagery at an oblique or horizontal angle for
photogrammetric purposes (Wolf et al., 2014). However in this dissertation, terrestrial imagery
includes images taken for both photogrammetric and everyday purposes as long as the digital
sensor is located on the earth’s surface. Figure 2-1 depicts an example of terrestrial and
overhead imagery in which the same location is represented in both images.

Figure 2-1: Left image is a terrestrial image of Lake Sequoyah falls. Right image is an overhead
HRO image from USGS that contains the same location the left image was taken at.
8

The left image in Figure 2-1 is a terrestrial image of Lake Sequoyah park’s falls captured on
November 2, 2020 using an iPhone 8. The right image (Earth Explorer entity ID
1982988_702637) in Figure 2-1 captured in 2008 as part of the USGS’s High Resolution
Orthoimagery dataset and accessed through USGS Earth Explorer, captures Lake Sequoyah park,
including the waterfalls, and the surrounding area . Both images depict the same location,
however in the terrestrial image the focus is on the waterfalls, while in the overhead image no
one single land feature is the focus of the image.
Challenges covered in this chapter will include the lack of labeled training data for
overhead imagery in comparison to that of terrestrial images, as well as challenges in localization
of overhead imagery. This concludes with a review of the literature on global, or absolute,
localization using DLCNNs and of related problems using DLCNNs with remotely sensed
overhead imagery
2.2 Background
There are at least two different ways one can think about the localization problem: 1)
from the robotics perspective of navigation, or 2) from the image analysis perspective of treating
localization as a feature extraction, image matching, or other type of computer vision task.
Additionally, localization may be referred to as geolocalization when it is considered in the
context of positioning images within a global reference frame, as require in remote sensing.
Although the majority of this chapter will focus on the first perspective, it is important to
introduce and give background on the second since it can be used as a method to achieve
solutions to the localization problem. Selected image techniques will first be reviewed, and then
a background on localization will be given, followed by an introduction to neural networks and
DLCNNs.
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2.2.1 Selected Image Techniques
In computer vision or pattern recognition, images can be considered to contain features.
An image feature can be defined as a natural or derived part of a larger component, shape, or
object (Fischer et al., 2005). Features that compose objects in an image can be used to identify
and extract the relative dimensions and locations of that object in an image. Feature scales may
be described as global or local. Global feature descriptors are those that describe the properties of
the overall extent of the image. A global feature descriptor, such as a color histogram, is used to
describe the patterns in the overall image and is useful in cases in which the entire extent of
objects may be segmented from an image, however global features may encounter problems if
the image contains occlusion or clutter (Tuytelaars & Mikolajczyk, 2008). Other examples of
global features include: texture, shape, and contour of the image (Lisin et al., 2005). Examples of
algorithms used with global features are: normalized cross correlation (NCC), sum of square
difference (SSD), Hausdorff distance (HD), Fourier transform, joint entropy, and mutual
information (MI) (Zitová and Flusser, 2003), (Fitzpatrick et al., 2000). This is in contrast to local
features in which subsets of the original image are examined. Within these subsets, the local
feature forms a pattern that is different in some form (i.e. color or texture) from nearby pixels
and can be used to describe objects for image tasks without segmenting the image into regions
such as blobs or using global features (Tuytelaars & Mikolajczyk, 2008). Local feature
descriptors are less sensitive to occlusion and clutter, and are able to match images with different
viewpoints and scales (Lisin et al., 2005). Examples of algorithms designed to work with local
features are the Harris corner detector, Laplacian of Gaussian (LoG) detector, SUSAN,
automatic registration of remote sensing images (ARRSI), and scale invariant feature transform
(SIFT) (Zitová and Flusser, 2003), (Eastman et al., 2011). Random sample consensus
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(RANSAC) is often used with these techniques to enforce geometric constraints in image
formation. Area/intensity-based methods which use the raw pixel intensity values present in the
image, are also commonly used in registration (Eastman et al., 2003), (Fitzpatrick et al., 2000).
Area-based methods do not create a correspondence between the target and source image using
features such as points between the images as in feature-based matching, instead these methods
match the full area of the image without an explicit correspondence being specified by using
pixel values (Eastman et al., 2003).
Image methods may also be differentiated as either crafted/handcrafted or non-crafted
features. Crafted features are specified by a human designer based on theory and/or experience
(Nanni et al., 2017), (for example, SIFT was designed based on vision theory but relies heavily
on experimental results). Non-crafted features are learned from the data present in the image,
using machine learning techniques such as DLCNN(Nanni et al., 2017). Relating this to the
previously introduced terminology, handcrafted features would be equivalent to local features.
Table 2-1 gives a summary of the different ways these image techniques are referred to in the
literature. Although DLCNNs are the type of method that learns non-crafted features, it is still
important to have a general introduction to other image processing methods, as they are
oftentimes used together with DLCNNs to reach the analysis goal. Table 2-2 gives examples of
different types of features along with the category of feature they belong to. DLCNNs are
classified as a non-handcrafted feature based technique by Nanni et al. (2017) which means that
while DLCNNs do learn features, specific features are not designed to be selected beforehand as
with handcrafted feature-based methods such as SIFT or SURF. However, DLCNNs do not quite
fit exactly the definition of global features as defined below.
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Term
Global feature, area-based,
intensity-based

Description
Source
Pixel values used for the
(Eastman et al., 2003),
analysis task that describe the (Fitzpatrick et al., 2000),
overall image’s properties or (Tuytelaars & Mikolajczyk,
a portion of the image
2008), (Zitová and Flusser,
properties. Only a single
2003), (Fitzpatrick et al.,
transformation for the entire
2000)
image.
Local feature, crafted feature, A smaller subset of the image (Nanni et al., 2017), (Lisin et
handcrafted feature, areais examined and specific
al., 2005, (Zitová and Flusser,
based, intensity-based
features extracted from it in
2003), (Eastman et al., 2011),
the case of feature-based. For (Tuytelaars & Mikolajczyk,
area/intensity-based a smaller 2008),
patch of the image is
examined.
Non-handcrafted, non-crafted Features are learned from the (Nanni et al., 2017)
imagery with no specific
feature type designed for the
algorithm to extract.
Table 2-1: Description of different feature types encountered in feature-based techniques.

Feature
Color Histogram

Category
Global Feature/Area/Intensity

Texture
Global Feature/Area/Intensity
Shape
Global Feature/Area/Intensity
Contour
Global Feature/Area/Intensity
Point
Local
Line
Local
Image Patch (Small)
Local
Blob
Local
Corner
Local
Table 2-2: Examples of global and local features.

Category Source
(Tuytelaars & Mikolajczyk,
2008)
(Lisin et al., 2005)
(Lisin et al., 2005)
(Lisin et al., 2005)
(MathWorks, 2021a)
(MathWorks, 2021a)
(MathWorks, 2021a)
(MathWorks, 2021a)
(MathWorks, 2021a)

DLCNNs do describe the overall images properties in the sense that they do this for the
particular small local patch that is the current input to the DLCNN by using pixel values. In some
cases, DLCNNs can use the full-sized image as input, for example when the full-sized image is
small such as 256x256x3 thumbnail image. In this case, the features describe the overall image,
however in some cases such as the case of geospatial overhead imagery, the images can consist
of many rows and columns and as a result be too large to use as input of a DLCNN. In this case,
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the full-sized image has to be divided into image patches/subimages for use with the DLCNN,
which would no longer contain the global properties of the full-sized image, only the global
properties of that particular subimage. However, the global properties of each subimage in the
training set are retained through tuning the DLCNN’s weights and biases on the training data,
and at the end of the training step, the final state of these weights and biases correspond to more
than just a single subimage’s global properties, but the entire training set’s subimages global
properties. DLCNNs are invariant to translation through pooling layers and equivariant to
translation through the kernel’s parameter sharing (Goodfellow et al., 2016) which is global in
the sense that this invariance and equivariance occurs for all features regardless of location in
image. Additionally, the features learned by a DLCNN are local in that they are extracted based
on the kernel/filter as it passes over the image patch at a particular location and the output of the
kernel window/filter operation results in a feature map for that location. For the lower layers in
the DLCNN, the features extracted by the DLCNN are local features similar to the local features
in Table 1-2 such as an edge, and these local features are often extracted from a smaller receptive
field, however in the deeper layers of a DLCNN higher-level features are extracted, which are
larger and comprised of low-level features from previous layers, which may show the higher
level feature as a window in a castle that is composed of the edges from the lower layers
(MathWorks, 2021b), (Angermueller and Kendall, Undated). Since DLCNNs extract both global
and local features from the imagery used as inputs into them, describing them as non-handcrafted
feature extractors is appropriate to use as it implies neither a global or local connotation as in
Table 1-1, instead it simply describes what they do, learn features to extract from the imagery.
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2.2.2 Localization
Localization can refer to two seemingly separate, but related concepts in navigation and
image processing. In the context of image processing, such as object extraction or image
registration, features that compose objects in an image can be used to identify and extract the
relative dimensions and locations of that object in an image, i.e. the localization of the object in
the image. Features may be either global or local in the image. These global and local feature
descriptions match that as discussed in the previous section. Localization in this form focuses on
locating an object that appears in the overall image and determining its location within the
image. This can be done in the context of identifying the bounding box that corresponds to the
position of the object within the image (Zhang et al., 2014).
Localization can also refer to the term used in robotics and other autonomous systems in
which a location needs to be determined. Localization in this context refers to how a robotic
system is able to locate its position within its environment (Huang & Dissanayake, 2016).
Localization serves as a component in the navigational process, which also includes the
components of perception, cognition, and motion control (Siegwart & Nourbakhsh, 2004). In this
context, the concepts of global and local localization also occur. Local localization requires the
starting position of the agent to be known and that as the agent moves, its position will continue
to be tracked, while global localization means that the starting position of an agent is unknown to
that agent (Chaplot et al., 2018). Global localization and local localization may also be referred
to as absolute visual localization (AVL) and relative visual localization (RVL). Relative visual
localization uses previous location information in determining the location of the UAV sensor,
while absolute visual localization uses visual georeferenced data to localize to without prior
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location knowledge (Couturier & Akhloufi, 2021). Table 2-3 gives an overview of the
localization, registration, and analysis terms introduced in this section.
Term
Coarse-grained
analysis
Fine-grained
analysis
Coarse-grained
registration
Fine-grained
registration
Coarse-grained
registration

Coarse-grained
registration

Description
Dissimilar meta-categories

Discipline
Deep learning

Subcategories, where each
category has similar objects
Register to common
reference frame
Register by selecting points
in images
Target image can match
keypoints in corresponding
source image from
handcrafted features. Treat
as image matching problem
Register image/subimage to
the correct ground location’s
grid ID
Register image/subimage to
the correct ground location’s
coordinates
Starting location known and
position tracked

Deep learning
Image
registration
Image
registration
Image
registration

Deep learning,
image
registration
Fine-grained
Deep learning,
registration
image
registration
Local
Robotics,
localization
computer
vision
Global
Starting position unknown
Robotics,
localization
computer
vision
Table 2-3: Overview of concept terms used in this dissertation.

Source
(Wei et al., 2018), (Wei
& Wu, 2018)
(Wei et al., 2018), (Wei
& Wu, 2018)
(Perlant & McKeown,
1990)
(Perland & McKeown,
1990)
Dissertation Chapter 3

Dissertation Chapter 4

Dissertation Chapter 4

(Chaplot et al., 2018)

(Chaplot et al., 2018)

Traditional methods in localization involve three subtypes. Landmark methods locate the
position of the robot using landmarks, dense methods use raw data from the robot’s sensor to
estimate the position with techniques such as Kalman Filtering, Monte Carlo Localization or
Markov Localization, and behavioral methods work by defining a set of rules that allow the robot
to localize and navigate through its environment (Gutmann et al., 1998) (Gutmann & Fox, 2002).
Dense methods and landmark methods work in conjunction with a mapping system. The mapbased system works by having the robot collect and analyze data on its current location as it
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perceives it through its sensors, which is known as its belief representation, then update its
current location based on a previously created map, known as the map representation (Siegwart
& Nourbakshs, 2004). In addition to the three subtypes mentioned above, localization of a
robotic sensor can also be categorized as metric or topological. Metric models allow for finer
localization of the robotic sensor by using geometric concepts and feature extraction, while
topological models give a coarser localization of the sensor by using graph theory to model local
areas as nodes (Payá & Reinoso, 2017). Computer vision techniques may also be used in the
localization process, particularly for determining the position of the sensor in a global reference
frame. In the case of localization, although image classification methods and image retrieval
methods may both work for global localization, classification methods may work better for nonurban scenes which contain more subtle clues of the image’s location (Weyland et al., 2016).
However, very little work has been done on global localization using images of non-urban areas,
so this may not hold true. Increasing use of computer vision techniques for localization of mobile
systems, including UAS, in areas that the sensor is unfamiliar with is a relevant and important
area of research (Gomez-Balderas et al., 2012). One of the promising methods used for the
global localization problem is DLCNNs.
2.2.3 Deep Learning Convolutional Neural Networks
2.2.3.1 Machine Learning and Neural Networks
DLCNNs are a type of neural network, which is a technique/hypothesis in the domain of
machine learning. The generalized goal of machine learning is as follows. An unknown target
function f maps features x to an output y of a given data set, however this function may only be
approximated by selecting a function g from hypothesis space H, by using a learning algorithm A
on the training data D= [(x0,y0)…(XN,YN)], where N is the number of examples in the training
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data set (Abu-Mostafa et al., 2012). This means that the goal of a neural network, including
DLCNN, is to learn this approximate function g. Neural networks consist of several components:
neurons (nodes), layers, weights, and biases.
Nodes represent the building blocks of a layer. A node in layer l has an input to it from
either the previous layer l-1 or the input data from D and produces an output that is computed as
a weighted sum, which is then passed through a non-linear activation function that allows the
computed output to serve as input to a neuron in layer l+1 (Abu-Mostafa et al., 2012), (Neilsen,
2015). The number of layers used in the neural network and the number of neurons can be
selected based on the needs of the user. The neural network structure defines the hypothesis set
H, which will be modeled by all the neural networks that can possibly be formed given the
defined architecture (Abu-Mostafa et al., 2012). The weights and biases are used for the
weighted summation for each node and make up the parameter set θ of the model. The bias of a
neural network is a vector that allows for an affine transformation to shift the activation function
of the model (Goodfellow, 2016). Essentially, it allows for the specification of the intercept of
the function g. The weights of a neural network are used to designate how important an input is
to an output of a given neuron (Nielsen, 2015). The weights and biases are then adjusted as the
neural network learns the parameters based on the data set used to train it.
2.2.3.2 Convolutional Neural Networks Architecture
Convolutional neural networks are similar to the feed forward neural networks discussed
in the previous section, however there are some fundamental differences. For a neural network to
be classified as a convolutional neural network, it is required to replace matrix multiplication
with convolution for a minimum of one layer in the network (Goodfellow et al., 2016).
Formative papers in the development of CNNs have been around for quite some time
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(Schmidhuber, 2014), (Li et al, 2017), i.e. papers by (Fukushima, 1980), (Denker et al., 1989),
(LeCun et al., 1989), (LeCun et al., 1998) that define the architecture of a CNN and the learning
algorithm, backpropagation, to learn the weights. However, not much emphasis was placed on
the use of CNNs in the general scientific community until the successful use of AlexNet in the
ILSVRC-2010 and 2012 contests (Krizhevsky et. al, 2017). A Deep Learning CNN, or DLCNN,
is a CNN with multiple layers. However, there is no one standard definition of how many layers
are required for the network to be deep. The multi-layered nested approach of the DLCNN
allows for the mapping of more complex features in the data to be decomposed into simpler
mapping of features by adding more layers to the network (Goodfellow et al., 2016). DLCNNs
contain several important components: local receptive fields, feature maps, kernels, pooling, and
the convolution operation.
Local receptive fields (LRF) are a component of DLCNNs that show how much of an
image a set of neurons is allowed to see. The local receptive field is a square region of data
(pixels) from the input layer, which then serves as input to a specified neuron in a hidden layer
(Nielsen, 2015). This subdivision of an input into LRFs is completed across the entirety of the
input data. This gives the benefit that each LRF will share the same set of parameters, i.e.
weights and biases, which allows for the total number of parameters required by the model to be
reduced (Nielsen, 2015). DLCNNs also make use of a component called a kernel (or filter as it is
also sometimes referred to as in the literature). The kernel contains the parameters θ, which
correspond to the particular parameters defined by the model, i.e. weights and biases. This kernel
is then shared for every neuron in a hidden layer (Nielsen, 2015). The feature map is the third
component of a CNN. A feature map is the output of the convolution operation for a given layer

18

that is given from the convolution between kernel and input and serves to detect one feature per
feature map layer in the data set (Nielsen, 2015), (Goodfellow et al., 2016).
Pooling and convolution are the main operations taken by a CNN. Pooling allows for a
function to take the output of an activation layer after convolution and summarize it, i.e. max
pooling or average pooling. (Goodfellow et al., 2016). Convolution is the first operation that
takes place for a given layer in the network and occurs between the kernel and the input pixels
designated by the LRF. For a 2-dimensional matrix whose values correspond to pixels I with m
rows and n columns, convolution can be defined as equation 1-1:
S(i,j) = (I * K)(i,j) = ∑𝑚 ∑𝑛 𝐼(𝑖 − 𝑚, 𝑗 − 𝑛)𝐾(𝑚, 𝑛)
Equation 2-1: (Goodfellow et al., 2016)
In this equation, K corresponds to θ, and these parameters will be updated based on the training
data set D. The result of the convolution operation is then passed to the nonlinear activation
function of the network.
2.2.3.3 Benefits of DLCNNs
DLCNNs provide several benefits that traditional neural networks and other machine
learning methods lack. The first is that DLCNNs are able to learn non-crafted features. This
means that the features represented by a DLCNN’s feature map do not need to be designed ahead
of time by the user and that the features are learned directly from the data (Nanni et al, 2017).
The second advantage is that DLCNNs are invariant and equivariant to translation in the input
data. Invariance to translation is possible through the pooling operation of the network and
equivariance to translation is possible through the parameter sharing of the kernel (Goodfellow et
al., 2016). Thirdly, DLCNNs are able to achieve improved accuracy and performance on a
variety of image problems. For example, AlexNet’s 15.3% average error rate for the ILSVRC-
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2012 challenge showed a great increase in accurate predictions over other methods (Krizhevsky
et al., 2017). DLCNNs also perform well on other traditional machine learning data sets such as
MNIST, CIFAR-100, and SVHN (Beneson, 2016). In the context of remote sensing, DLCNNs
have also outperformed more traditional methods. A Siamese DLCNN for image matching of
multi-temporal and multi-modal imagery performed a more accurate match between image pairs
when compared to the scale-invariant feature transform (SIFT) algorithm and a two-channel
DNN (He et al., 2018). A faster-CNN and a conditional random fields as recurrent neural
network (CRFASRNN) hybrid framework was used to perform image registration between light
detection and ranging (LIDAR) data and panoramic images and achieved better results than
feature matching in a structure from motion (SfM) process (Li et al., 2018). A Siamese CNN was
also used to register multi-modal data, synthetic aperture radar (SAR) and optical data pairs and
achieved better performance than several traditional methods (Merkle et al., 2017). Although
DLCNNs have several advantages, there are some drawbacks that must be considered when
using this machine learning technique.
2.2.3.4 Disadvantages of DLCNNs
The first disadvantage is that DLCNNs are not equivariant to scale or rotational
differences in images (Goodfellow et al., 2016). The second, and most troublesome when
considering overhead images, is the amount of training data required to train the network.
Traditional data sets for image labeling can tolerate being relatively small in size, but training a
DLCNN that contains objects as displayed in the real world requires a large and variable training
data set (Krizhevsky et al., 2017). This is a problem, particularly in overhead remote sensing as
data sets approaching even a fraction of the size of traditional machine learning image training
data sets are not easily created or available. This is problematic because DLCNNs used in
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traditional applications and with remotely sensed overhead imagery have mostly been designed
for imagery taken with the point of view perspective of a terrestrial camera, and not with
overhead imagery in mind.
2.3 Differences between overhead imagery and terrestrial imagery
Terrestrial imagery can be considered as imagery, taken from the ground, using a camera
that can be held and moved about based on the position of the human user or mounted if taken by
a robotic vehicle. Overhead imagery includes images taken from both UAS, aircraft, and satellite
platforms, with a view that is not horizontal from the lens, but more oblique or vertical. The
differences between the imagery types are more than just one set of images being taken from the
ground and the other being taken from the air. These differences occur in the sensor hardware,
acquisition methods of the image, appearance of the image, and goals of the image.
2.3.1 Hardware Differences
The initial difference between the two image types begins with the sensor itself, , the
material of the sensor, its design, and its components. Terrestrial digital cameras are designed for
everyday use by ordinary individuals and professionals alike and their designs reflect this.
Commonly used terrestrial digital cameras can be divided into three types based on the
components of their lens. Single lens reflex (SLR) focus light rays and have the viewfinder
through the same lens, and this lens can be interchanged based on the required use case; pointand-shoot cameras allow a digital viewfinder to be used to observe the image with a built-in lens
in the camera’s body that is not interchangeable; and the mirrorless digital camera is a hybrid
approach, combining the properties of the SLR and of the point-and-shoot designs (Long, 2014).
For a SLR camera, the process of acquiring light rays consists of the lens and the imaging sensor,
and between the two are mirrors placed at a 45° angle which flip position when the shutter is
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pressed to pass the light to the image plane (Long, 2014). The terrestrial digital camera consists
of a single lens format. This is in contrast to lenses for overhead sensors which may come in
single lens or thick lens format, which can consist of one thicker lens or multiple lens elements
merged together (Wolf et al., 2014).
Sensors that take overhead imagery can also be classified as active sensors or passive
sensors. Active sensors have the ability to generate their own energy for illumination of the area
of interest (Esther et al., 2013). Examples of active sensors include light detection and ranging
(lidar) sensors, such as the Global Ecosystem Dynamics Investigation (GEDI), and synthetic
aperture radar (SAR) sensors, such as Sentinel-1 (NASA, 2019). Passive sensors record
observations of electromagnetic radiation that occurs naturally through reflection or emittance
from the object being detected (Liang et al., 2012). This would include both digital cameras and
optical satellite sensors, such as Aqua, on the moderate resolution imaging spectroradiometer
(MODIS) platform (NASA, 2019). Although both digital cameras and optical satellite sensors
are both passive sensor types, there are differences between the two. Digital cameras for
overhead images contain a lens apparatus and a CCD array for capturing the images, and can be
metric or nonmetric. Metric digital cameras are used for photogrammetric purposes, have their
hardware fixed, and require that the imaging sensor’s elements of interior orientation, along with
other parameters, be precisely calibrated; nonmetric digital cameras may also be used in
overhead imagery although these cameras are not designed for photogrammetric use (Wolf et al.,
2014). Overhead imagery cameras may have single lens format, however these can differ from
that of a terrestrial digital SLR. Overhead digital cameras may also come in multi-lens format,
i.e. Wehrli/Geosystem-4-DAS-1 digital camera, and may also come in other forms such as thin,
thick, hi-resolution, or panchromatic lens (Fiete et al., 2013).
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Lenses for both terrestrial and overhead digital cameras can make use of filters. Overhead
imaging systems need filters for removing the atmospheric distortions in the image. These filters,
such as a haze filter, are often included as part of the imaging system, and the camera must be
calibrated with it in place in order to get accurate imagery (Wolf et al., 2014). Terrestrial digital
cameras may make use of filters if the user so desires, however these are not usually
incorporated by default, but purchased as an aftermarket accessory (Weitz, 2016). Although the
lens focuses light and directs it to the imaging plane, the digital sensor is what records this
radiance.
Overhead image systems can record the radiance at the sensor using different
configurations of scan patterns of mirrors and detector types. Overhead imaging systems can be
classified as digital-frame camera using charged couple device (CCD) or complementary metal
oxide semiconductor (CMOS) area arrays, scanning mirror, or linear arrays (Wolf et al., 2014),
(Jensen, 2007). The digital-frame camera contains a CCD array located in the focal plane and all
elements of the CCD are activated at once to capture light rays for recording the image (Wolf et
al., 2014). Manufacturers of digital frame cameras with CCD arrays used for overhead imaging
include: Emerge Spatial, Inc, Leica, Vexcel, and Z/I (Jensen, 2007), (Jensen, 2005).
Scanning mirror sensors require a physical mirror to scan the image area to collect the
image data (Jensen, 2007). Examples of sensors that have this configuration are: Landsats 1 – 7
(whiskbroom and pushbroom configurations) and AVHRR (Jensen, 2005), (Jensen, 2007).
Linear arrays operate differently than the CCD arrays in digital-frame cameras. Linear arrays
work by acquiring the image in a line perspective as in the case of a pushbroom sensor. Line
perspective means that there is a row of CCDs in the focal plane which then sweep across the
image, exposing it one row at a time based on light reaching the sensor perpendicular to the
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movement of the overhead platform (Wolf et al., 2014). Examples of pushbroom sensors are
SPOT 1-5, ASTER, IKONOS, Orb View-3, and Quickbird (Jensen, 2005), (Jensen, 2007). An
additional configuration for a linear array is based on a scanning mirror in the form of a
whiskbroom sensor. The scanning mirror rotates along the flight path and collects the data per
pixel using a linear array (NGA, 2009). Terrestrial digital cameras do not have this level of
complexity in the configuration of the CCD/CMOS sensors. The CCD type of a terrestrial digital
camera uses an area color filter array to record the image, and the area array is composed of
CCD or CMOS detectors (Fraser, 2004).
Digital frame cameras for overhead imagery can also be classified based on the number
of megapixels (MP) in the CCD sensor. The number of pixels in the CCD array define the
resolution of the digital camera, which indicates the clarity and quality of the digital image
(Panasonic, 2019). Small-format overhead digital cameras have less than 30 MP, [30,100] MP
for medium-format, and large-format as > 100 MP (Edwards et al., 2013). For terrestrial digital
cameras, MP values can range from .3MP for low quality images to > 10MP for excellent quality
images in different print sizes and for video display (B&H, 2019). Differences in sensors also
occur due to the radiometric quality of the CCD detector. Values for overhead sensors can be 8bit or 12-bit for high end sensors (Edwards et al., 2013). For terrestrial digital cameras, the
radiometric resolution of the CCD detector can vary greatly. For a high-end terrestrial digital
camera, the radiometric resolution can rival that of an overhead imaging sensor. For example, the
Nikon D5 has a 12 or 14-bit RAW file format and Canon’s EOS-1D X Mark II Body has 14-bit
RAW file format (Nikon, 2019) (Canon, 2019). If a terrestrial digital camera has the ability to
take RAW files, then 12-bit resolution is most likely, but if the camera is only able to capture
JPG, then the resolution will be at 8-bits (Fraser, 2004). Additionally, there is a difference in the
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capability to capture varying wavelengths based on the CCD sensor between terrestrial and
overhead platforms. Overhead digital cameras can capture wavelengths between blue to near
infrared, including a panchromatic band (Edwards et al., 2013). For CCD sensors on satellite
platforms, the range of wavelengths acquired can be more detailed and more bands collected.
IKONOS captures wavelengths from 5 bands (panchromatic/R/G/B/NIR), Worldview-2 from 9
bands (396-1043nm 8 bands/panchromatic), and Quickbird 5 bands (panchromatic/ 4
multispectral 405-918nm) (Edwards et al., 2013). Multispectral and hyperspectral satellite
sensors are able to capture even finer detailed spectral resolution. Multispectral sensor Landsat 8
captures 11 bands with the shortest beginning at .435μm and the longest ending at 12.51μm
(NASA(b), 2019) and hyperspectral sensor Hyperion captures 220 bands with the shortest
beginning at .4μm and the longest ending at 2.5μm (USGS, 2018).
Another difference between the two types of imagery that is related to hardware and
image acquisition is the depth of field. For a terrestrial single lens camera taking images within a
close range, depth of field must be considered and adjusted to exclude distortions introduced by
the differences in object distances. In overhead photography, this issue is not as pronounced
since the objects of the images do not vary as much in their distance from the lens (Wolf et al.,
2014). In terms of hardware for a terrestrial single lens digital camera, the depth of field for the
image distance is adjusted by focusing the lens to account for the differences in object distances,
while for overhead imagery cameras, this focal distance is set to infinity by the manufacturer
(Wolf et al., 2014).
The ability in the image process to get clear images differs between terrestrial and
overhead imagery. This is given by the relationship of shutter speed, f-stop, and aperture needed
for taking photos for overhead and terrestrial imagery. Terrestrial cameras that take images with
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varying distances between the objects and the lens need depth of field to be increased with large
f-stop setting, small aperture, and slow shutter speeds; in contrast, an overhead camera in motion
requires quick shutter speed, small f-stop value, and large lens aperture for the scene to be
captured (Wolf et al., 2014). Typical f-stops for a terrestrial digital camera include f5.6, f8, and
f11, and reciprocal ISO values for controlling how much light is allowed in through the lens
range from 100 to 1600 with increases by 200 (Long, 2014). Overhead imaging systems have a
different set of restrictions. Overhead cameras must be able to have a lens capable of capturing a
scene while preserving the geometry of the scene, have fast exposure speeds, and a brief cycling
time (Wolf et al., 2014).
For overhead imaging, especially those sensors used to take photogrammetric images, the
imaging sensor must be calibrated in order to take accurate images. Calibration is the
determination of the camera’s internal parameters such as orientation, coordinates (principal
point location), decentering lens distortion, symmetric radial lens distortion, and calibrated focal
length; these parameters and the image coordinate system of the camera are then used to
determine locations from a real world point to that of its location in the image (Maître, 2017),
(Wolf et al., 2014). Overhead imaging sensors are often calibrated by the manufacturer at
production time, but also require additional calibration methods to remain accurate, as in the case
of metric cameras which are used for imaging purposes that require a high degree of quality
measurements (Wolf et al., 2014). Non-metric overhead cameras, which do not require as great a
degree of accuracy, will also require some calibration for accurate measurements. This type of
camera will need to be calibrated before and after the overhead imaging collection in order to see
which of the interior orientation parameters of the imaging sensor have changed (Wolf et al.,
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2014). For traditional terrestrial digital cameras and their uses, this type of calibration is not
necessary.
There are also differences related to the durability required of the imaging sensors.
Overhead imaging sensors must be more rugged and durable compared to their terrestrial
counterparts. They must be able to withstand the vibrations of the overhead imaging platform
and be able to function during all types of weather conditions (Wolf et al., 2014). Overhead
imaging sensors may also be equipped with a gyroscopic device. This device serves to stabilize
the sensor during changes in roll, pitch, or yaw of the overhead imaging platform (Wolf et al.,
2014). Most terrestrial cameras do not require this durability or stabilization, however, some
terrestrial cameras have built-in stabilizing mechanisms or the lens may be stabilized to the
sensor by use of a metal plate (Long, 2014). Additionally, many overhead imaging sensors,
especially those used for photogrammetric purposes, often have global positioning system (GPS)
and inertial measurement unit (IMU) capabilities built in. This allows the sensor to record its
relative location data and can allow for an overhead imaging system to be used to control the
flight path and automatically take images at locations designated by the user (Wolf et al., 2014).
Most traditional terrestrial digital cameras do not include GPS capabilities. This however has
changed somewhat with smart phones. Smart phones include a terrestrial digital camera and are
equipped with GPS capabilities. They make use of locations through assisted GPS (A-GPS),
network positioning, and Wi-Fi positioning with accuracies of about 8 meters, 600 meters, and
74 meters respectively as of 2008 (NIH, 2014).
Even though overhead imaging systems may have GPS capabilities built in, this does not
make the localization problem moot. GPS positioning observations are affected by 6 range
biases: tropospheric effect, ionospheric effect, receiver noise, clock error, orbital error, and
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multipath error (Sickle, 2008). Four of these biases have correction measures in place to reduce
their overall contribution to the positioning error. The first, clock error can be reduced if the GPS
receiver uses broadcast clock correction, the second, diffraction and refraction of the ionosphere
on GPS signal can be reduced using dual-frequency receivers or the broadcast correction
message however this will not remove all of the error, the third, orbital bias, which is influenced
by earth’s gravity, solar radiation pressure, and the attraction of earth to the sun and moon, can
be reduced using the broadcast ephemeris, and the fourth, tropospheric effect, which differs
based on the altitude and elevation angle of the sensor, the refraction wet and dry components,
and receiver spacing, can be reduced by tropospheric modeling (Sickle, 2008). Receiver clock
bias occurs due to sensitivity in vibration, shock, and temperature changes on the GPS receiver
(Sickle, 2008). The uncorrelated error multipath affects both carrier phase and pseudorange
components of the signal and happens when portions of the satellite’s signal are reflected from
an object such as a building or ground before reaching the receiver which results in a skewed
correlation peak (Sickle, 2008). An additional uncorrelated error is receiver noise, which results
in an error of 1% of the wavelength for the signal being received (Sickle, 2008). While these six
biases can result in inaccuracies in the location of a sensor’s GPS receiver, there is also the case
where the sensor’s GPS receiver has difficulty acquiring the necessary number of satellites
needed to properly work. If a sensor’s GPS receiver cannot lock onto the necessary number of
satellites then its position cannot be determined using GPS. There must be at a minimum 4
satellites over the receiver’s mask angle spaced throughout the sky to allow low horizontal,
vertical, position, and time dilution of precision factors for determining the receiver’s location
with certainty (Sickle, 2008). Although unlikely, there is also the possibility that some portion of
GPS or the Global Navigation Satellite System (GNSS) it is part of malfunctions or more likely
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the sensor’s receiver malfunctions, causing it to be unavailable to use. There is also the
possibility that the GPS/GNSS signal to the UAS is intentionally spoofed by modifying the
UAS’s current correct location to a new incorrect location (Couturier & Akhloufi, 2021). These
situations make the localization problem relevant, especially in the case of using visual sensor
data to localize.
2.3.2 Acquisition and Image Properties
Image acquisition methods can differ between the ways they are acquired for terrestrial
and overhead imagery. Related to the hardware properties of the imaging device, terrestrial and
overhead imagery acquisition may take two forms based on if the sensor is metric or non-metric.
A metric camera is one that is used to capture images used for photogrammetry and is calibrated
for this purpose, while a non-metric camera focuses on the quality of the image and is used for
capturing amateur/professional images (Wolf et al., 2014). In the case of a metric camera, the
interior orientation parameters are known due to the lens and the CCD having a fixed
relationship that is stabilized and has been calibrated, while a non-metric camera, which would
allow for the lens to zoom/unzoom, would not (Mugneir et al., 2013). Although most overhead
photos in remote sensing have traditionally been taken for photogrammetric purposes, it is
important to point out the recent rise of non-metric cameras for overhead imaging platforms like
UAVs.
Terrestrial and overhead imagery also differ in the viewing angle from which the image is
taken. Overhead imagery can be captured at a vertical, tilted, or oblique angle based on how the
imaging device is oriented. Vertical imagery is taken from an overhead platform where the
optical axis of the imaging sensor is positioned vertical to the ground; tilted images have the
optical axis at < 3° and may make use of vertical imagery methods in their analysis; oblique
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imagery is that which is tilted away from a vertical perspective and the horizon may be present
(high) or may be excluded (low) from the image (Wolf et al., 2014). Terrestrial photography can
be considered as terrestrial photography. In the case of terrestrial photography, for the majority
of the time, the angle of the camera will be oblique and may be horizontal if the camera is held
level (Wolf et al., 2014). It could be possible that in terrestrial photography, the camera is
suspended from some apparatus to obtain a vertical photo, but this does not often occur. On most
terrestrial cameras, the exterior orientation parameters are not explicitly recorded. On some
commercial overhead imaging sensors, the exterior orientation parameters of the camera are not
publicly available. For example, IKONOS’s camera model and geometry are not released,
however the publicly available Rational Polynomial Coefficient camera model is and has .04
pixels or less difference between the actual model (Edwards et al., 2013).
Since a large amount of overhead imagery is used for photogrammetric purposes,
overhead imagery needs to correct for several distortion sources that terrestrial cameras might
not. An overhead imaging system should correct for lens distortion, atmospheric refraction, the
curvature of the earth, and correction of edges and positions that correspond to a feature in the
image (Wolf et al., 2014). Because these photos might then be used for other purposes, leaving
them in image space coordinates would not suffice and they will need to be projected to another
coordinate system, the object space coordinate system (Luhman et al., 2013) (Wolf et al., 2014).
When using an object space coordinate system, the geodetic coordinate system or projected
coordinate system should then be defined. The projected coordinate system will then be used to
minimize one particular aspect of the distortion present in an aerial image such as distortion of
shape, distance, direction or area (Wolf et al., 2014) (ESRI, 2010). Terrestrial imagery is not
concerned with these properties and the image can remain in the image coordinate system.
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In relation to coordinate systems, the area a pixel represents also differs between
terrestrial and overhead imagery. Most terrestrial images’ pixels represent relatively small areas
spatially and are not projected into the object coordinate system. An overhead image and its
pixels can represent small to very large distances on the ground and when it has been projected it
can maintain these distances accurately. For example, one pixel in the Landsat 8’s blue band can
represent an area of 30m2 on the ground, which means that a single Landsat 8 image represents a
185x180km2 area of ground (NASA, 2019b). This difference between the two types of images
can be directly related to the goals of the image.
2.3.3 Image Content
The content of images taken by terrestrial sensors and those of overhead sensors often
differ. Although both seek to capture a representation of an object or scene in the real world, the
content of the desired output image is different. An image taken with a terrestrial camera needs a
subject to focus on in order to be considered good (Long, 2014). This will involve adjusting the
lens to clearly focus on the subject of the image. This is in contrast to overhead imaging, in
which the image is often an overview of a location, with no one particular object in the image
being considered a subject. In overhead imagery, since the objects on the ground are far away
from the image distances, the focal length is set to infinity in the sensor, and is not zoomed in to
focus on one particular subject in the image (Wolf et al., 2014).
Users of terrestrial cameras often try to get the optimal image either artificially or through
natural conditions when capturing an image of their subject. They look for lighting that makes
the subject appear well and try to take images in as good of conditions as possible (Long, 2014).
Overhead imaging takes the natural conditions and tries to record them as they appear in reality.
These images may be prone to differences in illumination and lighting angle (Lunga et al., 2018).
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The measurements of the objects captured in overhead imagery need to be precise and accurate
so that they can be used for photogrammetric and image interpretation purposes (Wolf et al.,
2014). In pursuit of the goal to capture their subjects, terrestrial camera users often try to capture
images that are visually pleasing to look at. The photographer may try to balance objects in the
image in order to get an image with more symmetry (Long, 2014). Overhead imaging systems
are not concerned with this property.
2.4 Effects of methods based on image acquisition type (How it affects labeling and
localization)
Deep learning (including deep learning with CNNs) have been successfully applied to
solve image-based challenges that use terrestrial imagery, however, data sets with terrestrial
imagery are more numerous and mature than those that use remotely sensed overhead imagery.
Many of these deep learning methods can be applied on a multitude of tasks such as image
classification, object detection, localization, etc., and may provide insight into issues and
methods that might occur when using deep learning approaches on overhead imagery. When
using supervised learning approaches, as is the case with a CNN without modified architecture,
one of the problems encountered is creating a data set with enough manually annotated training
examples to accurately and effectively train the network or developing ways to remove the
manual annotation part of the data set’s creation (Cheng & Han, 2016). Although Cheng &
Han’s article is a review of object detection methods in remote sensing, this concern can still be
extended to data sets used for other tasks including the localization problem. The first extension
is that DLCNNs will require training data for learning to solve the localization problem. Since
this is true in the general sense for DLCNNs, it will extend to the more specialized case of
learning for localization. In addition to requiring a large amount of data for training, machine
learning from training data must meet two requirements. First, a suitable hypothesis/algorithm
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for learning from the data must be chosen (in this case DLCNNs) and a representative, semiexhaustive, and well-formulated and inclusive of all classes data set must be created (Zhou et al.,
2017). The second extension is that if localization is framed in terms of subsets of computer
vision problems, then difficulties that pertain to image retrieval or object localization in image
classification will extend when they are used for localization.
2.4.1 Data sets
There are many different data sets available for deep learning with terrestrial imagery.
ImageNet is an extremely popular labeled data set that is used in pretraining many DLCNN
architectures for a variety of applications. It was created by using a semantic structure based on
WordNet, initial images (around 10,000 per sysnet) were queried and collected from search
engines, these were placed on Amazon Mechanical Turk to be manually annotated, and a label
only decided when a certain percentage of users give the same label, exceeding a voting
threshold (Deng et al., 2009). ImageNet contains over 14 million labeled images and of these, 1.2
million contain SIFT features (Stanford, 2016).
The Places data set was created to train machine learning tasks on scene recognition and
contains 434 categorical labels for 10 million images of scenes (Zhou et al., 2017). The
researchers constructed their data set from unique images returned from the Scene Understanding
(SUN) dataset terms expanded with adjectives using search engines and manually annotated with
labels through Amazon Mechanical Turk, those unable to be labeled were classified using
DLCNN AlexNet then labeled again on Amazon Mechanical Turk, and finally labels were
placed on shared content that required annotators to choose one category or the other to place the
image with the shared content in. From the examples in the article, the viewpoints of these
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images appear to be that of images taken by terrestrial digital cameras, not overhead imaging
systems.
One hotspot for machine learning data sets is the University of California Irvine’s (UCI)
Machine Learning Data set Repository. The Machine Learning Repository contains over 468
data sets available for research purposes with proper attribution as of March 2019 (Dua & Graff,
2019). When searching for the term “aerial”, only one relevant data set is shown, the “Urban
Land Cover Data Set” from (Johnson, 2013) and (Johnson & Xia, 2013) which is used for
classification tasks. A manual look through of the repository shows three additional data sets that
would be of interest to the overhead imaging community: “Statlog Landsat Satellite Data Set” by
(Srinivasan, 1993) for classification tasks; “Cloud Data Set” from (Collard, 1989) with real value
distributional parameters of the pixel values of the data set; and “Forest type mapping Data Set”
by (Johnson et al., 2012) for classification tasks. As of November 2021, the total number of
datasets in the Machine Learning Repository had increased to 588. The terms “overhead
imagery”, “aerial imagery”, and “aerial” were used to search the repository. These did not return
any matches. Through manual examination of the repository, one overhead UAV SAR imagery
dataset consisting of cropland was located for Khosravi (2019) and 8 other datasets pertained to
overhead imagery. Even though this is one repository, it helps illustrate that for overhead
imagery, there are much fewer sources for machine learning data compared to other tasks. In
relation to localization data sets, the UCI repository contains three data sets (Batt, 2017)
(Barsocchi et al., 2017) (Friere, 2010), however these data sets pertain to indoor localization
tasks and not outdoors.
A hybrid data set using multi-modal data sources has shown to be useful as a training
data set for machine learning problems for localization of overhead and ground imagery. The
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data set is created from 6,756 terrestrial images from a geotagging image site, 182,988 256*256
images are cropped with overlap from Bing Maps, and the National Gap Analysis Program’s
Land Cover data set is used to describe attribute land cover data of the Charleston, South
Carolina, area (Lin et al., 2013). The features in the terrestrial and overhead imagery are
represented by the researchers using Histogram of Oriented Gradient (HoG), self-similarity, gist,
and color histograms, which are then combined using a weighted kernel for use with machine
learning (Lin et al., 2013). The feature vectors are global in their approach to extract information
from the images. The uniqueness of this data set is its ability to incorporate land cover land use
data and terrestrial imagery in which the majority will be taken with digital terrestrial cameras,
and combine that with satellite imagery to generate the training data set.
The ISPRS has several freely available data sets of overhead imagery. Although these do
not seem to be created for machine learning tasks, several are applicable to the global
localization problem. The Avenches data set contains RGB overhead imagery, digital terrain
models (DTM), digital surfaces models, the transformation, interior orientation, and exterior
orientation parameters of the sensor (ISPRS, 2019a). The Zurich Hoengg data set might also be
helpful for use with global localization. It contains 4 overhead images, and includes interior and
exterior orientation parameters (ISPRS, 2019b). The provided parameters make these two data
sets ideal for machine learning, however they are extremely small in the number of sample
images. These two data sets are also of urban areas, which might be useful for transfer learning,
but images of rural areas are still needed.
Organizations also like to release data sets as part of machine learning challenges. Kaggle
is a platform hosting machine learning challenges and data sets to be solved by the public. When
searching Kaggle for training data and challenges related to this problem of interest, the results
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are miniscule. Only 13 data sets were related to the search term “aerial”, there are 34 related to
the search term “localization”, and just 2 related to aerial imagery and localization (Kaggle,
2019). In November 2021, Kaggle was checked again using the search term “aerial imagery”
which returned 77 datasets (some duplicates) and 9 were related to UAV/UAS imagery through
manually examining the content of the datasets. Of these 9, none focused on forested areas. The
IEEE organizes a yearly semantic and classification challenge as part of the IEEE GRSS Data
Fusion Committee. These yearly challenges provide machine learning tasks and datasets to
address computer vision and remote sensing problems, using remotely sensed overhead multimodal imagery including images from WorldView-3, airborne lidar, and RGB stereopairs (IEEE,
2019). These data sets contain training, validation, and test data, however, are only available to
contest participants and are not publicly released to those outside of the contest.
There are several takeaways from examining these data sets that use images captured
from a terrestrial perspective that, when creating a data set for overhead imagery perspective,
might be encountered. The first is the difficulty and cost of obtaining overhead images compared
to the ease of terrestrial ones. Data sets consisting of overhead images are much smaller in the
number of training samples compared to that of training data sets for images taken with
terrestrial digital cameras. Researchers using overhead images often must resort to finding those
that are easy to access such as using Google Maps, Google Earth, or Bing Maps to generate
training data, and this approach does not provide transparency about what the data is.
Additionally, most overhead images have been heavily processed and orthorectified, and as such
do not represent the images obtained directly from the overhead platform, unless the ground is
completely flat and the platform’s camera is directly nadir pointing. In this dissertation’s
research, overhead orthorectified imagery from a variety of sources was used due to the lack of
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available UAS imagery of rural Arkansas. The second is the ability of everyday users to label the
training images from the terrestrial perspective compared to that of the overhead. Overhead
imagery is challenging to interpret and often requires some degree of training in order to do so
accurately. Terrestrial imagery is relatively easy to interpret and assign labels, and as shown
from the Amazon Mechanical Turk approach, anyone with a computer can participate. One of
the reasons for this is that terrestrial images contain relatively few objects, while overhead
imagery can contain hundreds.
2.4.2 Localization Challenges
Additional challenges can occur with localization methods. Most methods for
geolocalization that use the computer vision approach are developed for urban city areas in
which many images are available (Weyland et al., 2016). The lack of overhead imagery training
data for localization of rural, non-urban areas is a challenge that will need to be addressed.
Additionally, challenges occur in the perspective between images in training data. If data from
the terrestrial image perspective is used to try and localize overhead imagery, there may be issues
due to the differing appearance of objects between the two images (Lin et al., 2013). This may be
caused by many of the issues mentioned in the previous section of this review paper. The result
of this is that methods that are developed for ground-based images to localize to ground-based
images will not be successful when used for localizing ground images to overhead images if no
ground based images are available of a given overhead area (Workman et al., 2015).
2.5 Literature on global localization with DLCNNs
There has been quite a bit of work on localization done in the context of robotics and
autonomous ground vehicles. However, even in this context of a larger group, i.e. non-overhead
imaging, there is still research that needs to be done in localization (Franke, 2017).
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Omnidirectional (360°) imaging methods have been reviewed for localization, however it is
pointed out that these methods have been created for ground-based sensors, and that due to
overhead sensors having more degrees of freedom, more research is needed to see how these
methods would scale (Payá & Reinoso, 2017). When localization approaches are extended to
those platforms that use overhead imaging, especially non-satellite platforms such as UAS, the
body of work becomes smaller.
2.5.1 Relevant Literature Reviews
A total of 21 articles pertaining to the use of deep learning techniques with UAS have been
identified in one literature review, and of these, only a few work on the localization problem,
with the current work done so far lacking the accuracy and performance needed to be utilized in
real-world applications (Carrio et al., 2017). The literature review of Payá & Reinsoso (2017)
thoroughly covers uses in omnidirectional imaging for ground-based sensors, however no
mention of deep learning or convolutional neural networks is mentioned in the review. Chen et
al.’s (2020) literature review focuses on articles that employ deep learning methods in the
context of mapping and localization of autonomous agents, however this literature review does
not focus specifically on systems/agents that use overhead imagery or UAS. The authors
envision the ability of an agent to localize or map to its current location and environment through
the use of learning systems, such as those of in deep learning, as working towards what they term
Spatial Machine Intelligence Systems (SMIS) (Chen et al., 2020). If the global localization
problem is framed in the computer vision context, then it can be derived into two parts, 1) an
image matching or retrieval problem to determine the image that matches with the autonomous
sensor’s current location and 2) a classification or object detection problem for local localization
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within the matched image to determine the precise location, then the body of literature that ideas
can be drawn from to address to the global localization problem can increase.
Another recent literature review on absolute visual localization using UAS and UAV was
conducted by Couturier & Akhloufi (2021). Their literature review focuses strictly on post 2015
literature related to their absolute visual localization definition and does not include post 2015
literature on localization (Couturier & Akhloufi, 2021). Their definitions of absolute visual
localization (AVL) and relative visual localization (RVL) have already been discussed in section
2.2.2 of this dissertation. Their literature review differs from this dissertation’s literature review
which focuses on the localization aspect of the literature, and includes articles that rely on both
visual and non-visual based methods for localization. The AVL articles review by Couturier &
Akhloufi (2021) are divided into 4 subcategories: template matching, feature point matching,
deep learning, and visual odometry. The 5 deep learning articles for AVL reviewed are most
closely related to the research of this dissertation. 4 of the 5 articles included in their literature
review focus on or incorporate urban imagery, with the 5th article not mentioning the landcover
of the imagery used. This again highlights the need for rural imagery for use with deep learning
localization applications. Couturier & Akhoufi (2021) highlight several issues with reviewed
approaches to AVL which include: lack of UAV datasets that can be used for benchmarks for
training and validation of solutions, scarcity of researchers releasing source code to accompany
their research, non-consideration of researchers for computational complexity and efficiency of
their code, and no standardized consensus on how results should be reported.
2.5.2 Non-Remote Sensing Data and Global Localization
The long history of research in terrestrial robotics and autonomous vehicles, as well as the
development of computer vision techniques for terrestrial images, has led to more literature on

39

global localization in these domains. Autonomous vehicles have used digital maps and GPS,
along with previously and currently observed images to perform feature-based localization based
on landmarks or marking-based localization with other techniques to perform local localization
(Franke, 2017). DLCNNs are a proposed solution to potential challenges in autonomous vehicle
navigation by developing generalized models used to generate one feature set for multiple object
classes, instead of the developers having to choose which features to use through the use of
hand-crafted features (Franke, 2017). One advantage research in autonomous vehicles has in
using DLCNNs for localization is when compared to overhead vehicles, they make use of images
taken from a terrestrial perspective in which more training data sets exist.
Other articles have also had the idea to combine techniques from the image matching and
image classification literature to help solve the global localization problem. PoseNet is a
pioneering DLCNN based on Google’s LeNet that is modified to output a real value regression
output to solve the global localization problem by learning the location and orientation
parameters from input images and achieves accuracy on outdoor imagery of 3°and 2 meters and
accuracies of 5°/.5 meters for indoor imagery (Kendall et al., 2015). The researchers train their
DLCNN on training data sets that were created for image classification, the Places data set and
ImageNet, and create their own multi-temporal/multi-locational data set to test the network.
Their created data set, which is captured with a cell phone video camera, has image frames
extracted and labeled from it using structure from motion (SfM) and the tested DLCNN
architecture is able to localize blurred images, images in non-optimal weather conditions, images
containing multiple occluding objects, and images taken with different imaging sensors (Kendall
et al., 2015). The ability of this network to utilize transfer learning from the image classification
problem, to estimate parameters required for localization, and to work on images taken at
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different angles/locations/times, seems like it would be a good start to address some of the
challenges if applied to overhead imagery.
A hybrid framework using a weightless neural network (WNN) and a Siamese-based
CNN are proposed to solve the global localization problem by first performing image matching
and then refining the match to determine the orientation parameters for global localization
(Forechi et al., 2018). The WNN performs the image matching, and the DLCNN based on a
modified VGG-16 architecture, is used to output the real valued positional information of the
sensors. Although not elucidated in the article, it is assumed that the 6-DoF parameters being
solved for by the CNN are either the exterior orientation parameters of the camera or the same
parameters as the original PoseNet. The researchers modify the VGC-16 architecture by
removing pooling layers, changing the loss function to compute the 3-dimensional projection
error, and creating their own data set using stereo imagery collected from an Intelligent and
Autonomous Robotic Automobile (IARA) (Forechi et al., 2018). Their hybrid approach achieves
less than 1 meter error on 50% of the estimated poses and an error or 2.3 meters for 75% of the
poses (Forechi et al., 2018). This research deals with multi-temporal imagery, however the way
the authors chose to divide their data sets into training, validation, and testing sets is confusing,
as is the decision to remove the pooling layers from the network architecture without
justification.
Global localization work also takes place in scenarios that are not real-world, but as part
of simulations. DLCNNs are used for training perceptual and policy models, which are used as
part of the Active Neural Localizer framework for global localization of simulated 2-dimensional
and 3-dimensional environments (Chaplot et al., 2018). Researchers tested their network on
experiments of encountered textures and new textures with unknown maps, and on illumination
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changes of lighting present versus no lighting present in the 3D environment; their Active Neural
Localization approach performs better than passive Markov Localization, Fast Active Markov
Localization, and Slow Active Markov Localization (Chaplot et al., 2018). This approach makes
use of RGB imagery for the 3-dimensional implementation, however it does not consider
imagery taken in real-world conditions, as the experiment is conducted as part of a navigational
simulation.
The global localization problem may also be examined as one of geolocation using image
classification techniques. This approach is taken by DLCNN PlaNet, based on Inception
architecture with a long term short term memory (LSTM) extension trained on the Places data
set, and uses global S2 cell partitioning to classify the likelihood that a given image occurred
within a particular cell, where the cell corresponds to a particular resolution level, i.e. region,
city, or street (Weyland et al., 2016). The PlaNet DLCNN, even without LTSM, is able to
perform global localization on 71.3% of the images at continent level (2500km), 37.6% at region
(200km), 24.5% at the city level (25km), and 8.4% at the street level (1km) (Weyland et al.,
2016). At first look, these results may not appear significant because of the accuracy of the
spatial scale, however this global localization occurs on images taken worldwide with no prior
knowledge of the image location, so achieving results like this is remarkable. The Places data set
that this network is trained on data mined the images from the web, so it is possible that some
images are overhead images, however since overhead imagery is not as common, it is most likely
that the majority of the images in the Places data set are from terrestrial digital cameras. The
output of PlaNet also differs from the above mentioned articles in that the problem is not
formulated as a real valued regression, but as a classification problem which is more in tune with
a computer vision approach.
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Although not directly pertaining to global localization, DLCNNs have been used as part
of the navigation task of autonomous robots, which include localization as a component. A
DLCNN is used to learn navigational directions by treating these directions as part of a multiclass image classification problem using spherical imagery collected from a ground-based
mobile robot (Ran et al., 2017). Their approach uses the raw spherical images captured by the
camera and does not require pre-processing to correct for introduced distortions from their selfcollected data set. The researchers’ second modified DLCNN achieves greater classification
accuracy compared to support vector machine, the original DLCNN architecture, and their first
modified DLCNN, for all directional options with 87.73% correct with 7 directional choices;
their first DLCNN performs better than SVM and the original DLCNN on 3 and 5 directions, but
performs worse (72.36%) than the original CNN (73.12%) on 7 directional choices (Ran et al.,
2017). Although localization is not the goal of this paper, localization is part of the navigation
process, however in this case it is local localization, as the robot begins at the same starting point
in the experiments, and therefore has a general idea of its location. The usefulness of its article is
using the raw images from the spherical camera as the training and testing sets to help the robot
navigate. However, this article only modified the DLCNNs by changing the activation functions,
citing that the original architecture does not justify the use of the tanh activation function (they
also do not justify their decision to change the activation function), so the architecture
contributions are minimal. Additionally, this research only focuses on imagery obtained from a
ground-based sensor. DLCNNs, Kalman filtering, and Grassman and Stiefel Eigenmaps for
Tangent bundle manifold learning are posed as a potential solution to localization for robotics
(Kuleshov et al., 2017). The researchers propose using this technique on the Multi-FoV data set
which contains perspectives and lens, however it does not focus on overhead imagery.
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Researchers provide their framework’s relative root mean square error (RRMSE) compared to
kernel non-parametric regression and find their approach has less RRMSE for all lens and
perspective types (Kuleshov et al., 2017). This article appears to be mostly theoretical as it lays a
framework and gives an example for implementing this, however many practical details are left
out, especially in terms of the DLCNN used for preprocessing the images.
Different DLCNN architectures are used as an approach for global localization to locate
terrestrial digital camera images to that of geotagged images. A contextual reweighting network
(CRN) is introduced to modify the NetVLAD DLCNN (VGG16 & AlexNet) architecture for use
in global localization of Flickr and Google Street-View geotagged images, which are trained as a
tuple of image, positive match image, and negative match image, that are automatically
generated based on local SIFT features, with outliers removed by RANSAC, and tested on data
sets that are taken at the spatial scale of a city (Kim et al., 2017). The researchers’ modified
VGG16 CRN method outperforms localization against other methods by getting 83.2%, 85.5%,
and 75.2% of images localized for N=1 top retrievals on the three test data sets (Kim et al.,
2017). This network configuration shows improved performance and accuracy compared to other
networks, however it does not directly use any overhead imagery.
2.5.3 Overhead Imagery and Global Localization
DLCNNs that have been designed for other purposes have been used for global
localization with modifications for use on overhead imagery. A DLCNN titled SqueezePoseNet
is used for UAV localization that is global in the sense that no GPS position is assumed, but is
local in the sense that the location is only one particular location. The original SqueezePose
architecture is adapted for regression to estimate the camera pose parameters, is trained in a
multi-step approach with different data sets in which no data set contains an overhead imagery of
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the location, and is then used to estimate the UAV’s position in the scene with accuracy of
29.28°/5.19 m for medium coverage images and 65.02°/11.47m for low coverage images (Müller
et al., 2017). This approach is useful in that it shows that DLCNNs can be used for localization
with UAVs by training on non-overhead data. However, the experiment only takes place at one
location, so seeing how this approach scales to additional locations would be important. It is also
pointed out that this method is only designed to yield coarse localization and that gaining a finer
localization should be done in the future (Müller et al., 2017).
Two Siamese-DLCNNs, one to identify the correct image scene and the other to localize
the camera parameters of the current location based on the selected image scene, along with
visual odometry integration using Kalman filtering techniques, are used as an approach to the
global localization problem with UAV and satellite imagery (Shetty & Gao, 2018). The
researchers create their UAV data set using Google Earth imagery, to create simulated UAV data
consisting of images from 12 different United States metropolitan areas, while the satellite
images are created from Google Maps data using images at a smaller spatial scale. The
transformation between the two types of imagery is computed to serve as the labelling for the
training data. Their method results in a 33.86 meter horizontal positional error, 16.05 meter
vertical position error, 37.55 meter 3D positional error, 31.68° heading error, and a 6.28° tilt
error (Shetty & Gao, 2018). This paper provides an application of using a hybrid approach for
global localization of UAV with satellite images, however there are some issues with the
approach. The creation of the data set uses simulated imagery from Google Earth, which is an
accessible way to gather and create a training data set, however this may not accurately reflect
realistic conditions of collecting images with UAV sensors. The reasoning is that Google Earth
uses mosaics of multi-temporal and multi-modal optical imagery (aircraft and satellite) (Google
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Earth Help, 2019) that may not accurately reflect the type of imagery a UAV is able to collect
due to differences between the types of sensors capable of being on a UAV compared to that of
an aircraft or satellite. Additionally, the images selected are of urban areas, which may contain
features useful for finding the correct scene such as road networks and unique landmarks.
Another take on this task would be to select areas less populated, such as rural areas with
homogenous tree coverage, to see if the results are the same.
A DLCNN using the AlexNet architecture with default weights is used to match
terrestrial ground images to those of overhead images, using a custom data set created from
extracting geotagged terrestrial digital images from Flickr based on a gridded pattern of the
United States, terrestrial perspective pair images from Google Street View panoramas, and multiscale overhead imagery from Bing maps (Workman et al., 2015). The DLCNN is tested on two
data sets from studies outside of this one, the Charleston data set and San Francisco data set. The
researchers’ DLCNN was able to localize 22.7% of the images with a localization threshold of 1
in the Charleston data set and 26.2% with a localization threshold of 1 for the San Francisco data
set using the DLCNN configured for multiple scales of overhead imagery (Workman et al.,
2015). This study performs global localization for most, however when trying to see if their
DLCNN can localize at a finer spatial scale, local localization is performed by using an estimated
location. Naturally, this should improve the results on their method because more information is
given, and when this result is compared to the other architectures that are not provided a location,
it becomes two separate problems (global versus local localization) that should not be compared.
Siamese DLCNNs are often used for the global localization problem and this work is one
of the earlier examples of it for geospatial data. Researchers create their data set of seven
different worldwide urban cities by extracting overhead imagery with a 45° angle and terrestrial

46

imagery from Google Street-View, then create correspondence between the two images by
calculating the depth estimate for the Street-View image, and use this to calculate the
transformation for the street-view image to the overhead image (Lin et al., 2015). Two
architectures of Siamese DLCNNs are tested. Both architectures use AlexNet without the last
fully connected layer, and in one configuration the parameters are shared (Siamese), and in the
other, parameters are kept separate (two-channel). One interesting thing to note is that the
training pairs camera orientation consists of 0, 90, and 270°, and for the test pairs 180°, so
images with orientations between these values are not included. Scaling this to orientations
between these values would be useful for global localization because UAS is not guaranteed to
have these fixed orientation positions. The Siamese DLCNN is able to globally localize
approximately 22-23% of the ground images for 3 of the cities, and approximately 7-13% of the
remaining 4 cities images, at an approximate spatial scale of 15*15 meters (Lin et al., 2015).
Although the localization percentage is relatively low, the fact that the cities were diverse and the
spatial scale is relatively fine compared to other approaches makes this paper unique.
Merkle et al. (2017) use Siamese DCNN with dilated convolutions and cross entropy loss
to perform global localization/local localization between smaller optical images and larger
probabilistic patch-based filtered SAR imagery. Their framework performs better on the image
matching portion than MI, NCC, and CAMRI methods with 49.7% of optical images registered
to SAR within 2 pixels (Merkle et al., 2017). Although their network achieves good results and
shows that SAR and optical imagery can be used together for global localization, they focus on
urban areas that require straight lines or intersections for the matching to be successful, and by
their own admission identify that the framework has not be developed to work on images that
lack these features.
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Goforth and Lucey (2019) use a modified VGG16 DLCNN as part of their pipeline for
localizing UAV imagery. Their Siamese VGG16 network modified the initial VGG16
architecture by using the 3rd convolutional block’s output as that of the network and by freezing
all other weights of the network which allowed for only the weights of that block to be finetuned. One channel of their modified VGG16 used a randomly selected patch from a satellite
image without modification, while for the other channel a second satellite image is used to
extract a second patch that consisted of the same location and parameters as the patch in the first
channel, which was then modified with a random projective transformation before being used as
input to the second channel. The feature map output is then passed to an Inverse Compositional
Lucas-Kanade (ICLK) layer and the results of this process serve to geolocalize the UAV imagery
(Goforth & Lucey, 2019). In order to fine-tune the pose of all the UAV imagery, the pose
parameters are estimated using temporally adjacent UAV image frames to create an absolute
homography, along with visibility neighborhoods, which contain neighboring image patches
selected around the initial UAV image in the sequence (Goforth & Lucey, 2019). There are three
important contributions of Goforth and Lucey’s (2019) research that relate to the research of this
dissertation. The first is that the DLCNN used is trained only on satellite imagery. In the initial
research, the network is trained on USGS Earth Explorer 1m imagery which multi-seasonal and
multi-temporal of a 5.9km by 7.5 km AOI in New Jersey (Goforth & Lucey, 2019). When the
researchers expand their method to UAV datasets, satellite imagery is extracted from Google
Earth Pro for their Village dataset, while the satellite imagery source for the Gravel Pit dataset is
not specified. This shows that their DLCNN is robust to changes in imagery from different
sensors. The second important contribution is that a rural UAV dataset is used. Goforth &
Lucey’s (2019) Gravel Pit dataset consists of UAV imagery consists of vegetation, as well as

48

gravel and dirt areas. The third is that Lucey & Goforth (2019) make use of the spatial area
around their initial selected image template through the use of visual neighborhoods. While this
is not a direct influence or similar to the approach of the two-channeled DLCNN used in Chapter
4 of this dissertation, it is an example of researchers incorporating the spatial neighborhood
surrounding the image of interest into their work. One caveat of including Goforth & Lucey’s
(2019) work in this literature review is that it relates more to local localization as defined in this
dissertation, than global. Goforth & Lucey’s (2019) work stipulates that the approximate initial
starting position of the UAV be known in order to get an initial estimate of its location which is
more in-tune with local localization. However their research is included in this literature review,
as it is still relevant to the localization problem.
Recent work from Harvey et al. (2021) perform absolute relative localization of highresolution overhead imagery using DLCNNs to fine-tune learn the real-valued coordinates of
patched images as a proxy for localization of UAS. They train and evaluate multiple different
DLCNN architectures (Xception, EffNet, VGG16, etc.) on a single year of ADOP data and find
that their modified Xception architecture produced the best results. This architecture was further
modified to produce a distribution output layer then trained on the remained of the multi-modal
overhead imagery they used and was able to achieve an average error of 115.5m on the best
model (Harvey et al., 2021). Harvey et al.’s (2021) research also uses remotely-sensed overhead
imagery of Arkansas, however the datasets they used consist of urban, suburban, and rural
relatively high-resolution imagery. Although their work also focuses on Arkansas, DLCNNs, and
global localization of overhead imagery, their approach and this dissertation’s approach differ in
multiple ways. This dissertation’s research differs by focusing exclusively on the creation of a
rural imagery dataset that incorporates both coarse resolution imagery (i.e. Landsat) and high
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resolution imagery (i.e. NAIP) from multiple different sensors, taken at different time periods
and seasons, and resolutions. Additionally, this dissertation approaches the problem of global
localization of overhead imagery with DLCNNs as a categorical labeling problem, instead of a
real-valued coordinate location.
2.6 Review of DLCNNs, overhead imagery, and relation to localization
As can be seen from the previous literature, global localization can be treated as an image
matching, image classification, or image retrieval problem, and the refining step (local
localization) can be treated as a semantic segmentation, image registration, object detection, or
local feature matching problem using some other method, (i.e. Kalman filter, SIFT, etc.).
Although relatively little work has been done for global localization of overhead imagery with
DLCNN in the remote sensing domain, there remains a body of work that incorporates
approaches to the mentioned related problems that is worth reviewing. Due to the wealth of
information contained in remotely sensed data from different data types such as RGB optical
data, other optical bands, hyperspectral imagery, lidar, or SAR taken of the same ground area,
reviewing these articles is essential. Although the articles might not directly be focused on global
localization, their approaches on using overhead optical imagery and integrating it with other
data types is important to review, as most of the global localization literature only considers
RGB optical imagery.
2.6.1 Semantic Segmentation and Image Classification
Semantic segmentation with DLCNNs has been examined by several researchers and
these techniques may have applicability in either identifying pixel class for global matching in
localization or improving the local localization for a globally localized pair. DLCNNs were used
for extracting pixel classification of hyperspectral and lidar imagery from a data set of an urban
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area over the University of Houston with a relatively high resolution data set of 2.5m by Chen et
al. (2016). The researchers use a 2-dimensional CNN for the lidar data, and a 3-dimensional
CNN for the hyperspectral data, then passing the outputs of both to a one layer FCNN for fusing
the results (Chen et al., 2016). Although their approach lacks the deepness associated with most
other DLCNNs, it still provides an example of how different data modalities can complement
each other during the learning process of the DLCNN.
Also working in data fusion of lidar and hyperspectral data for the Houston data set, as
well as a rural data set of Trento, Italy for semantic segmentation, Ghamisi et al. (2017) run a
series of experiments combing DLCNNs with weighted feature extraction, extinction profiles,
feature stacking, and graph-based feature fusion to test the accuracy and performance of
pixelwise classification. Their results show that for fusing the features from the lidar and
hyperspectral images, the graph-based approach with DLCNN performs better, however both
fusion methods have a higher accuracy at pixelwise classification than just lidar or hyperspectral
imagery used alone (Ghamisi et al, 2017). Their incorporation of a multi-class rural data set
provides a glimpse into one approach on using DLCNNs with non-urban data and how
incorporating different modalities can be useful.
High spatial resolution and DSMs have also been used in conjunction for semantic
classification. Volpi & Tuia (2017) test three DLCNNs: patch classification CNN (CNN-PC),
subpatch labeling CNN (CNN-SPL), and their full patch labeling CNN (CNN-FPL). Their CNNFPL approach differs from some of the other multi-modal data approaches in that the outputs of
individual DCNNS for each image modality are not fused, but are the output of a single CNNFPL. Their CNN-FPL performs best in terms of accuracy and in processing speed of the network
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compared to the other two DLCNNs on the Potsdam and Vaihingen data sets (Volpi & Tulia,
2017).
Lunga et al. (2018) use a semi-supervised learning approach with DLCNN and domain
adaptation to create a framework for pixelwise image classification from Worldview
panchromatic imagery for identifying human built structures across the spatial extent of
Afghanistan. Their implementation begins with an initial DLCNN model that is refined by an
expert to reclassify mislabeled image segments output by the initial model, implementing a hash
table to store image patches that are spectrally similar with kernelized locality sensitive hashing,
and using a relevance score to handle weight selection for the subsequent runs of the DLCNNs
(Lunga et al., 2018). Their approach shows that learning from sites selected across large regions
that encompass a variety of terrain and land cover differences is possible with DLCNN.
DLCNNs are also used for classification of SAR imagery. Huang et al. (2017) use
DLCNNs to perform automatic target recognition with overhead SAR data sets (TerraSAR-X
and MSTAR). Their method proposes to use a transfer learning procedure to handle the problem
of no large-scale labeled SAR training data for deep CNNs. They use a stacked convolutional
auto-encoder to build a representation of the TerraSAR-X, pre-train the layers based on these
parameters, then fine tune the deep CNN for vehicle detection on the MSTAR data set (Huang et
al., 2017).
Semantic segmentation of UAV RGB imagery and Open Street Map vector building
outlines are used to classify pixels and identify the structural extent and heights of buildings by
using FCN and CRFasCNN pipeline framework by Zhou et al. (2018). They focus on two sites
for building extraction in the UAV imagery, an urban site and a semi-urban (still contains roads,
cars, and parking lots), and are able to classify not only the roof or outline of the building, but
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also the walls due to the oblique nature of the UAV imagery. The researchers’ decision to design
their solution as a multi-class problem using the FCNN, CRFasCNN framework is questionable
in the context of their goal to optimize the extraction of building footprints. The FCNN,
CRFasCNN framework is designed for a multi-class semantic segmentation problem (Zheng et
al., 2015) and the building optimization goal seems more suited to a binary classification of
building versus non-building, without the need to consider additional pixel categories.
2.6.2 Image Registration
Image registration is applicable to the global localization problem for overhead imagery
in that it must find the similarity between images from different modalities to see if they occur at
the same spatial area and orientation, which is equivalent to the exterior orientation parameters
of an imaging sensor. In the context of optical and SAR data several works have used DLCNNs.
Ye et al. (2018) use a VGG16 CNN along with SIFT and POS-SIFT to perform automatic image
registration on optical and SAR remotely sensed data. They compare their framework with
traditional local feature descriptor algorithms SURF, PSO-SIFT, and FSC-SIFT. Their method
performs better than the traditional methods on all experiments and gains sub-pixel accuracy,
however, has a longer runtime (Ye et al., 2018). This work only looks at a single pair of images,
so the global localization problem is known, however it incorporates multi-modal and multitemporal overhead data sets.
Wang et al., (2018) use a deep learning framework consisting of a restricted Boltzman
machine (RBM), FCNN, and support vector machine (SVM) to automatically perform image
registration of optical and SAR remotely sensed data. The RBM is used for pretraining of the
FCNN and the SVM is used for identifying accuracies in the registration process. Their
framework performs better than most conventional algorithms on the test data however, does not
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perform as well as PSO-SIFT on one pair or Radarsat images. The results of the SVM on the
feature accuracies of the registration process in each layer is interesting in that it shows between
86.93 to 99.36% accuracy by the third layer for all data sets examined (Wang et al., 2018). This
approach incorporates data from a variety of satellite sensors, but the image pairs for registration
are defined to be from the same sensor and of the same area, therefore this approach does not
extend fully to global localization.
2.6.3 Image Retrieval and Matching
Image retrieval and image matching can also be considered applicable to global
localization in that the correct matching image must be retrieved from a database of images. Li et
al., 2018 use a multi-modal data set from100 panchromatic and multispectral pairs, with a source
invariant deep hashing convolutional neural network (SIDHCNN), as a solution to the crosssource image retrieval problem. Their framework incorporates two specifically designed
SIDHCNNs, one for panchromatic imagery and one for multi-spectral imagery, with constraints
on the networks imposed by: binary quantization loss constraint (BQC), intra-source pairwise
similarity constraint (IASC), inter-source pairwise similarity constraint (IRSC), and feature
distribution constraint (FDC). They find that their SIDHCNN performs best at image retrieval
when all four constraints are used with mean average precision scores in the .90s range, and
outperforms current methods of image retrieval such as: DCHM, CCA, and SCM (Li et al.,
2018). Their work corresponds with the global localization problem as they sample their data set
from a large regional area of China, and try to find the correct image from multiple options,
however they are concerned with retrieving one type of imagery based on the other, and not
using the images in conjunction.
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He et al., (2018) use a framework of Siamese DCNN, S-Harris algorithm, Gaussian
pyramid coupling with quad tree data structure, RANSAC, and whole-to-local quadratic
polynomial constraint to perform image matching at a multi-scale patch level from Google Earth,
IKONOS, ZY3, and GF1 data. They test their framework on 6 pairs of images of both urban and
rural scenes, with pairs being composed of multi-temporal and unimodal or multimodal data, and
train the network on training patches of matches and non-matches extracted from Google Earth
Historical data. Their framework achieves better results than several other methods, (including
SIFT), however there is an issue where the spatial resolution of the data sets must be known, and
if unknown must be resampled in order for their framework to function (Li et al., 2018). One
important component pointed out in this paper is the lack of guidelines or rules for using CNN
architectures with remotely sensed imagery, and these researchers design their DCNN in an
attempt to address this. Using default architectures designed for other tasks on remote sensing
problems, without attempting to consider why or how to use them, is an issue that needs to be
examined. Although in this research the image pairs are assigned, making the global localization
problem known, their attempt to perform patch-wise image matching for image registration of
multi-modal and multi-temporal data could be useful for global localization.
Quan et al. (2018) examine the image matching problem for optical, lidar, and SAR
imagery through the use of a deep generative matching framework. Their framework consists of
a generative adversarial network (GAN) to automatically generate and label training data for use
in the two-channeled DCNN, with SIFT and RANSAC pre and post DCNN respectively. Their
approach performs the image matching/registration process better than SIFT, SURF, and
histogram of oriented phase congruency (HOPC), and is able to register the optical/lidar and
optical/SAR pair with subpixel accuracy (Quan et al., 2018). This paper shows how matching

55

can be successful for multimodal data, however no information is given on the source or
characteristics of the image pairs in this paper, and no mention is made of how or if the
framework is structured or trained for lidar data, only that it can successfully match one pair of
optical to lidar.
2.7 Discussion
After reviewing the literature in computer vision, remote sensing, and other related
publications on global localization and DLCNNs, there are a few important components to
address. The first is the data sets used for training and testing. Most of the recent studies of
global localization from the computer vision perspective use orthorectified imagery from Google
or Bing, or terrestrial digital images crawled from web searches as part of their training data sets.
This means that for most images in the training data, the RGB bands are being used and the
imagery has been transformed from an image coordinate system to a geographic one. There is a
wealth of information in the spectral bands outside of RGB available in overhead imagery from
satellites or overhead digital cameras that could be useful for global localization. These
properties of overhead and satellite imagery are being used with machine learning in other
applications, such as classification, registration, and object detection. Incorporating bands
outside of the traditional RGB bands, along with other sensor data such as LIDAR or SAR,
would be a useful continuation of trying to improve the global localization problem.
The first part of this paper served to highlight differences between overhead and
terrestrial imagery. Not only does the hardware differ, but the perspective and properties of the
images differ. The literature reviewed in part V of this paper has shown that techniques
developed for terrestrial imagery do not always work well on overhead imagery. One of the
reoccurring patterns in the literature is DLCNNs, especially in the context of being used on
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remotely sensing problems, is that these techniques or architectures are being applied with little
modification or if modified, little justification of the reasoning for modifying the network.
Although one of the advantages of DLCNNs is their ability to generalize well to new data sets
and problems, there needs to be a more careful analysis of how the DLCNN is constructed, and
what additional methods work well with it for remotely sensed data. He et al. (2018) express this
view and their approach to address this issue with the construction of their DLCNN used for
feature matching of optical remote sensing imagery, is to make the number of convolutional
layers correspond to types of variations in remotely sensed overhead imagery. There needs to be
more effort in the remote sensing community, especially for a problem like global localization
with overhead imagery, to analyze and justify the architecture choice used (more than saying it
performs well in terrestrial imagery tasks), and modify it for the unique aspects of our data. This
should not be considered as trying to overfit the DLCNN network to a single overhead imagery
data set or remove the generalizable property of the network. If properly analyzed and justified,
and the results of the modification are transparent and well-tested, then it is reasonable to assume
that the network will work well on other overhead imagery data sets. A thorough
experimentation of how the DLCNN architecture should be constructed for use of overhead
imagery with remote sensing problems, especially for global localization, should be conducted.
Too often, only the successful architecture and parameters are published, and there is no clarity
on what configurations were tried. All attempts on the network architecture should be shared, so
that the community may see what does and does not work.
One other area of research that presents itself as an opportunity is that the majority of
research on global localization of overhead imagery focuses on urban areas where buildings,
roads, and other structures are abundant. This is in stark contrast to rural areas in which few
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works for global localization of overhead imagery have focused on. Rural areas may present
challenges in learning that are different than urban. For one, training data for rural areas in
overhead imagery is sparse in comparison with that of urban. When this is narrowed to overhead
imagery from UAS sensors, the training data taken from actual UAS sensors is almost nonexistent. When considering rural areas, the lack of edges, corners, and lines present in the
imagery, as compared to urban areas’ buildings and roads, may make learning challenging for
the DLCNN layers that learn from these local features.
As the amount of data increases for overhead imagery, especially as the widespread use
of UAV overhead imagery increases, techniques to apply global localization to UAV imagery
will be needed. This will be especially true in the case of nonmetric cameras for UAVs.
Additionally, UAVs may be in locations where GPS signal cannot be locked, and identifying
ways to globally localize from imagery being currently observed by the UAV will be needed.
2.8 Conclusion
There is a need from the remote sensing perspective, the computer vision perspective,
and the robotics perspective to continue to explore solutions to the global localization problem.
Current techniques achieve accuracies within single digit meter range to thousands of meters
depending on the spatial scale and context being examined. Once the initial global match is
made, local localization may take place to further refine the location of the sensor. The global
localization problem can be thought of as either a component of navigation, as is the case in
robotics and autonomous vehicles, or as a subset of other computer vision problems, such as
image classification and image registration. This paper gave a background on the topics of image
analysis techniques, localization, and DLCNNs, followed by an examination of the differences
between terrestrial and overhead imagery; a literature review of current techniques using
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DLCNNs for global localization, in both terrestrial and overhead image data sets; and also
reviewed selected articles in remote sensing and machine learning that would allow the global
localization problem to be approached from that viewpoint. Deficiencies in the current
approaches and gaps that could provide future research directions are then highlighted. Global
localization is a challenging problem, regardless if it is for terrestrial or overhead imagery, and
will require a dedicated research effort in order to make progress and improve the accuracy of
the current localization approaches.
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3. Handcrafted Feature-Based Coarse-grained Registration of Multi-Modal, MultiTemporal, and Multi-Scale Rural Imagery of Central Arkansas
3.1 Introduction
Image registration has been a long standing area of research in photogrammetry, remote
sensing, and computer vision communities. Traditional algorithms for image registration focus
on terrestrial objects, with these algorithms often being applied and extended to aerial images.
These traditional handcrafted feature-based algorithms are often used to detect man-made
features, such as straight lines and corners, which do not occur as often in natural objects and
areas. Non-handcrafted feature-based algorithms, such as neural networks and their variations,
deep learning convolutional neural networks (DLCNN), have been used in the last few years as a
method for image registration, image matching, and a variety of other computer vision related
tasks. The majority of this non-hand crafted feature-based based work has been trained and
tested on datasets consisting of terrestrial imagery. Very few datasets are available that are
suitable for image registration of aerial imagery in the context of machine learning. Those that do
exist focus on urban areas and consist of images containing man-made features such as buildings
and roads, which often are composed of straight lines and corners.
There exists a lack of machine learning datasets suitable for coarse-grained image
registration of rural areas. When unmanned aircraft systems (UAS) imagery is included, the lack
of datasets focused on rural imagery is even greater. Chapter 3 of this dissertation aims to
address the use of handcrafted feature-based methods with overhead rural imagery to see how
these techniques perform on the coarse-grained registration problem. The first contribution of
this paper creates a method of producing controlled imagery similar to a controlled image base
(CIB) (NGA, 2021) consisting of orthorectified imagery from different sensors, spatial
resolutions, and time periods of rural area within Central Arkansas. This controlled imagery,
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termed JNE RCI (Jerusalem Northeast Rural Controlled Imagery), is formatted in such a way
that makes it suitable for coarse-grained registration with handcrafted features. In this chapter,
JNE RCI is not formatted yet to work specifically with machine learning tasks, but serves as a
precursor which will influence the machine learning dataset created in Chapter 4. The second
contribution of this work is to identify areas suitable to UAS imagery collection for inclusion
into a controlled image dataset for future research opportunities. The third contribution is to test
JNE RCI using handcrafted feature-based methods such as scale-invariant feature transform
(SIFT) and speeded up robust features (SURF) to see how these perform on rural imagery.
Chapter 3 of this dissertation is organized as follows. A need for a rural dataset that is
suitable for coarse-grained image registration of remotely sensed imagery using both handcrafted
and non-handcrafted feature-based techniques, especially machine learning, is justified through a
literature review covering available datasets. Differences between overhead and terrestrial
imagery are highlighted. A more thorough view of these differences can be found in Chapter 2 of
this dissertation. Concepts of image registration are covered, followed by SIFT and SURF which
are the handcrafted feature-based algorithms selected to use. DLCNNs and their use in the image
registration process are also covered at this point, although they will be the focus of the third
chapter of this dissertation. Site-selection for determining a suitable location for future UAS
imagery collection of rural Arkansas is then covered. The method of creating JNE RCI, followed
by testing SIFT and SURF on it occur. Results of SIFT and SURF on JNE RCI are reported and
a discussion of these results bring up the end of the chapter.
3.2 Literature Review
In order to construct an appropriate image base that will be used with coarse-grained
image registration, that also serves as a precursor to a machine learning dataset of rural imagery

72

for DLCNNs, the literature should be consulted to identify the need for this. Differences between
overhead and terrestrial images, in which the majority of machine learning datasets consist of are
examined. Followed by this are image registration methods, which include traditional
handcrafted features, as well as newer non-handcrafted DLCNNs are then examined in the
context of image registration.
3.2.1 Imagery Differences and Justification for Rural Overhead Image Base
Deep learning CNNs and their counterparts have most often been trained and used on
terrestrial based datasets. Partially this is due to the techniques developed by those in computer
vision and computer science disciplines whose work most often does not deal with remotely
sensed aerial imagery. For example, ImageNet dataset contains 14,197,122 labeled images
(Standford Vision Lab, 2016) and Places dataset contains 10,624,928 labeled images of different
places (Zhou et al., 2017). For both of these datasets, at some point in the dataset creation
process, the images are crowded sourced to Amazon’s Mechanical Turk for labeling (Zhou et al.,
2017), (Deng et al., 2009). Although these large machine learning datasets may contain aerial
imagery, the majority of the imagery is from terrestrial camera/terrestrial perspective. Remotely
sensed aerial images can be challenging for non-novice users to label, classify, register, etc., and
using crowdsourcing for this purpose is difficult.
This challenge can also be attributed to other factors that differ between terrestrial
imagery and overhead imagery. Differences between overhead and terrestrial imagery include:
properties of the digital images, differences in hardware used to collect the imagery, and the final
goals of the subject matter of the image. Overhead imaging sensors can have multiple or single
lenses and these lenses can be thick or thin (Wolf et al., 2014). Terrestrial cameras are
manufactured in the following three varieties: single lens reflex (SLR), which only utilizes one
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lens element (Long, 2014), point-and-shoot, and mirrorless. Additionally the construction and
interior configuration of the CCD detector may differ. For overhead sensors, which include both
digital cameras and satellites, the formats may be CCD array, scanning mirror, or linear array
(Jensen, 2005)(Jensen, 2007), while for terrestrial sensors the CCD array is used (Fraser, 2004).
Other differences may include: use of filters, f-stops, apertures, and shutter speeds. Overhead
sensors often have large aperture, fast shutter speed, and small f-stop value while terrestrial
cameras use small aperture, slow shutter speeds, and small f-stop value (Wolf et al., 2014).
Overhead sensors often have fixed filters added during the manufacturing process, while
terrestrial sensors have these optionally (Wolf et al, 2014) (Weitze, 2016). Depth of field of the
sensor is set to infinity in the case of overhead sensors and for terrestrial is adjusted by the user
to lessen the amount of distortion in the image (Wolf et al., 2014). Additionally, terrestrial
sensors are not as interested with interior or exterior orientation parameters of the sensor due to
the use cases of the images. For overhead metric sensors the principal point, interior orientation
parameters, and focal length are calibrated and known, while for nonmetric overhead sensors the
images can still be used for measurements, but the sensor must be calibrated pre and post flight
(Wolfe et al.,2014) (Maître, 2017). The knowledge of these parameters is what helps make the
images useful for photogrammetric purposes.
Overhead imagery that is collected for photogrammetry has image distortions removed
and will be projected to the object space coordinate system from the image coordinate system,
and then orthorectified (Wolfe et al., 2014). Distortions in terrestrial imagery may be present,
however the overarching goal of this type of imagery is to have the subject in focus at the time
the photo is taken. Orientation-wise, overhead images are taken from tilted, oblique, or vertical
perspective, while terrestrial images capture the subject of the image at a horizontal or oblique

74

angle (Wolfe et al, 2014). The subject matter of overhead imagery is often a broad overview of a
location on the ground that is of interest to the user. This area of interest can be small or large
depending on the scale and flying height, however there is no one element of the image that is
more clearly focused on over other elements (Wolf et al., 2014). Terrestrial images not only have
the subject in focus, but try to impart visually pleasing qualities to the image through balance and
symmetry of the items being imaged (Long, 2014). Overhead images capture the scene as is, in
naturally occurring conditions. Although there are differences between terrestrial imagery and
overhead imagery, one approach with DLCNNs is to use transfer learning.
Transfer learning can be used to train DLCNNs on terrestrial image based datasets, but
the DLCNN will still need to be finely-tuned by training on relevant data for the application.
Machine learning datasets are available on online platforms such as Kaggle or UC Irvine’s
Machine Learning Repository. The amount of datasets created for use with aerial imagery
problems is rather small when compared to those available for terrestrial based applications. UCI
Machine Learning repository (Dua and Graf, 2019) had 588 available datasets as of November,
2021, yet searching for “overhead imagery”, “aerial”, and “aerial imagery” in the repository did
not return any relevant datasets. By manually examining the list of datasets only 8 pertain to
overhead imagery with one of these including UAV SAR imagery of cropland from Khosravi,
2019. As of November, 2021, 77 datasets were returned on Kaggle (Kaggle, 2021) by using the
search term “aerial imagery” and contains some duplicate datasets. By manually examining
these, 9 were determined to be related to UAV/UAS imagery, however none of these focused on
forested areas. The search term “aerial” was also used but the datasets returned by this term were
included in the “aerial imagery” results. One dataset was returned by the search term “overhead
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imagery”. Some of the datasets uploaded to Kaggle are poorly documented on collection method,
sensor, time period, dataset creation process, and other pertinent details.
Two curated lists of available overhead imagery machine learning datasets are
maintained by (Rieke, 2020) and (Cole, 2020). Of the 53 datasets listed on Cole (2020)
excluding IEEE which uses variations of SEN12MS (IEEE, 2020), 9 are related to imagery of
rural areas (cropland, forest, etc.) and 12 are related to urban/rural imagery (inclusive of
buildings, roads, etc., but still include rural images). Of those datasets related to rural and
rural/urban imagery, 2 focus on rural forested areas, SAT-4 & SAT-6 and NIST DSE Plant
Identification with NEON Remote Sensing Data.
SAT-4 & SAT-6 are 28 square pixeled labeled sub-images from NAIP data consisting of
3 classes of vegetation related labels for both datasets (Basu et al., 2015). The NIST DSE Plant
Identification with NEON Remote Sensing Data consists of multi-modal overhead imagery,
LIDAR, in-situ field measurements of trees, and imagery delineating crowns of trees (NISTNEON-DSE, n.d.). In future work, researchers plan to use more data from the NEON data portal
at 40 site locations and combine it with US Forest Service data to create a machine learning
dataset capable of identifying species and characteristics of individual trees in forested areas
(White et al., 2019). Although these two datasets focus on rural forested areas, neither of these
datasets are related to overhead imagery in Arkansas or to the image registration problem. The
SAT-4 & SAT-6 datasets only contain NAIP imagery over the state of California (Basu et al.,
201) and as of April 2021 the NEON data portal does not contain any data related to Arkansas
(Battelle, 2021).
There exists a need to create a dataset suitable for machine learning for coarse-grained
image registration for rural areas within the state of Arkansas. The differences between overhead
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and terrestrial imagery exist, which can make training on terrestrial imagery unsuitable for
overhead image tasks. Additionally, a dataset suitable for coarse-grained image registration that
is multi-modal, multi-temporal, and multi-resolution does not currently exists that focuses on
using data taken over the state of Arkansas. The lack of machine learning datasets of overhead
imagery of rural areas, makes even trying transfer learning difficult for this application.
Although the controlled image dataset, JNE RCI created in this chapter is not directly applied to
the task of machine learning, it is used as a precursor to develop a dataset suitable for machine
learning and includes the same source data as the machine learning dataset used in Chapter 4.
The below section details the types of image registration methods that have been used on other
datasets for image registration.
3.2.2 Image Registration Methods
Image registration can be thought of as the selection of a geometric or radiometric
transformation or alignment that aligns points or pixels in one image to corresponding points of
another image in which that image may be taken from a different sensor, viewpoint, or time than
that of the first image (Fitzpatrick et al., 2000),(Eastman et al., 2011), (Zitova et al, 2003). The
images undergoing the image registration process can be referred to as target images or source
images. The source image is the initial image that specifies the target orientation, while the target
image is the image that must be transformed (Sharma and Thé, 2021). Image registration can be
further subdivided into coarse-grained and fine-grained registrations.
Coarse-grained registration in this dissertation is based on the concept from image
analysis with deep learning in which coarse-grained analysis represents the meta-category that a
target object belongs to, such as fish; in which meta-categories are more dissimilar than similar
from each other fine-grained analysis represents the sub-category, such as tuna, in which the
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target objects in the sub-category are more similar than dissimilar (Wei et al., 2018), (Wei & Wu,
2018). Additional works in computer vision in which the concepts of coarse-grained and finegrained image analysis appear include: Yao et al. (2011) and Khosla et al. (2011) for finegrained image categorization, Shroff et al. (2020) for fine-grained image classification, and Huo
et al. (2019) for coarse-to-fine grained classification.
Additionally, this dissertation was influenced by the definition of coarse registration used
in Perlant and McKeown (1990) in which coarse registration is defined as associating images
independently to a shared frame of reference such as a map or ground coordinate system and fine
registration is using points selected within images to compute the registration (Perlant and
McKeown, 1990). Coarse-grained image registration in this dissertation provides a rougher
estimate of the registration or location of the image by identifying the grid cell id that
corresponds to a particular area of land on the ground as in Chapter 4 or as an image being able
to successfully match through handcrafted feature techniques as in Chapter 3. When selecting the
global extent of the registration it can be thought of as similar to image matching (i.e. choosing
the matching image from a set of controlled images). Fine-grained image registration would be
the further refinement of the registration process to register the image at pixel, sub-pixel level, or
coordinate pair level. This differs from Perlant and McKeown (1990) in which geospatial
coordinates would still be considered coarse, however it is in line with the deep learning
definitions of Wei et al. (2018) and Wei & Wu (2018) as the grid ID can be considered the metacategory and the coordinates considered the sub-category.
Image registration methods can be divided into several categories such as handcrafted
feature-based and non-handcrafted feature-based. In handcrafted feature-based registration the
images are pre-processed with the goal to extract particular features within the image, with these
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particular features then being used for correspondence matching between images (Eastman et al,
2011). Examples of features that a hand-crafted algorithm can be designed to detect within an
image can include: regions, points, lines, and corners (Zitova et al, 2003). Examples of
handcrafted feature-based registration algorithms include: manually registering the images,
SIFT, SURF, RANSAC, AISIR/ARRSI, and Harris Corner detection( Fitzpatrick et al., 2000),
(Eastman et al., 2011), (Zitova et al., 2003).
Non-handcrafted feature-based methods can include more traditional approaches such as
area-based computations or newer approaches such as machine learning or dimensionality
reduction techniques. Area based methods focus on regions within the image and use original
data values present in the image for matching and include such methods as sum of square
differences, normalized cross-correlation, mutual information and Fourier transform (Eastman et
al., 2003). Machine learning and dimensionality reduction can include compact binary
descriptors (CBD), principle component analysis (PCA), and DLCNNs (Nanni et al., 2017). A
review of the handcrafted feature-based algorithms (SIFT and SURF) used with this chapter’s
research are discussed below.
3.2.3 Feature-based methods for coarse registration
3.2.3.1 SIFT
Scale Invariant Feature Transform (SIFT) is one of the most well-known handcrafted
local feature-based algorithms for image matching and image registration. Handcrafted features
detected with SIFT have the advantage of being rotation and scale invariant, while also partially
invariant to matching on images with noise, illumination differences, three dimensional
viewpoint changes, and affine distortion, although the technique is not invariant to these (Lowe,
2004). SIFT begins with using a Difference of Gaussian (DoG) function to identify minima and
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maxima in scale space by comparing sampled pixels between scales to determine keypoints, and
calculates a 128 dimensional feature descriptor of histogram values from the orientation and
magnitude of the pixel neighborhood surrounding the keypoint (Lowe, 2004). Once the
keypoints are detected, the feature matching between keypoints can then be performed. Figure 31 shows examples of keypoints detected in overhead imagery and terrestrial imagery of the same
location using SIFT. The terrestrial imagery was captured on the top of the earthen dam looking
towards the lake. This is the area where not many keypoints were detected in the overhead image

Figure 3-1: Left image shows SIFT keypoints. Middle depicts SURF keypoints. Both left and
middle images were taken April 2020 with an IPhone 8. Keypoints detected in overhead imagery
of ONFN AOI in right photo from USGS NAIP imagery taken in July 2013.
SIFT and SURF were developed for images taken from the terrestrial perspective. Although it is
scale invariant, there are difficulties in using it with coarse spatial resolution aerial and satellite
imagery as encountered in later parts of this work. OpenCV 4.1.0 C++ with the OpenCV
Contribs module also installed was used to run SIFT and SURF in this research. Both SIFT and
SURF were previously bundled with prior OpenCV versions before OpenCV 3 and were only
freely available to use for academic and research-based purposes, however these algorithms were
removed from the base installation of OpenCV as of version 3 (Rosebrock, 2015). OpenCV
Contribs contains the non-free algorithms and must be included to import SIFT and SURF
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successfully. As of March 7, 2020, the University of British Columbia’s United States patent on
SIFT has expired (Lowe, n.d.), however it is unclear what this means and does not directly affect
the SIFT and SURF implementation used in this research since these algorithms are being used
academically.
3.2.3.2 SIFT in OpenCV
This research uses the implementation of SIFT included in the opencv_contrib package in
the xfeatures2d module. SIFT inherits from the Feature2D class in OpenCV(OpenCV, 2020).
Unless otherwise noted, the information from below comes from examining the OpenCV source
code. The default parameters in the SIFT constructor create a SIFT object that has the number of
features set to 0, the number of octave layers as 3, the contrast threshold of .04, an edge threshold
of 10, and sigma of 1.6. Sigma represents the amount to scale the images during the DoG
transform (OpenCV, 2020), (Mordvintsev & Abid K., 2013). The number of features specifies
the n best features to keep, and the contrast threshold and edge threshold serve to filter the
detected features (OpenCV, 2020). An image passed to a SIFT object’s compute, detect, or
computeAndDetect functions is first transformed into a single band image. If the
computeAndDetect function or the compute function is called, the initial image will be doubled
in size with a double flag set to true. If detect is called, the initial image will not. Both compute
and detect call the computeAndDetect function, but the compute function passes a double flag of
True and detect of False. If the double image flag is true, then the image is increased in size then
blurred with a gaussian blur function. One thing to note is that computeAndDetect is defined in
the parent class Feature2D, but the implementation is in the SIFT class.
At the beginning of the computeAndDetect function the firstOctave is set to the value of 1. If the use provided keypoints flag is set to True, then the firstOctave variable is set to 0. The
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purpose of the use provided keypoint flag is that if it is true then keypoints will be computed
from the passed in Mat object, but if its false, the vector of keypoint objects that is provided is
used to compute the descriptor (OpenCV, 2019b). When Compute calls the computeAndDetect
function this value is set to true, and false if detect calls. This in turn means that if Compute
calls, then the douleImgSize flag in the initial image creation is true.
Once this process ends, Gaussian pyramids are built from the returned initial image and
stored in a vector of Mat objects. The DoG pyramids of these are then built and returned with the
buildDoGPyramid function. Pyramids computed with Gaussian base image and decreased
resolution and blur result Difference of Gaussian pyramids which are able to rebuild the original
image (Szeliski, 2010).
3.2.3.3 SURF
Speeded Up Robust-Features (SURF) is a local feature based algorithm used for image
registration and matching. SURF utilizes image intensities with box filters to calculate the
determinant of the Hessian matrix within scale space to detect keypoints (Fast Hessian Detector
Step) and calculates the 64 dimensional feature descriptor using Haar wavelets calculated for
keypoint subregions (Bay et al., 2008). SURF features are invariant to changes in contrast,
illumination bias, scale, and rotation. However, they lack invariance to full affine transformation
(Bay et al., 2008). SURF was tested in this study as one of the algorithms used in coarse image
registration. It is selected due to its ability to handle conditions remotely sensed imagery might
experience (i.e. changes in contrast, scale) and the fact that imagery in the CIB has been
corrected for distortions and can be approximated by an affine transform or other higher level
transformation (similarity, translation, etc.). OpenCV’s implementation of the SURF algorithm is
used in this research.
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3.2.4 DLCNN
There is an increasing body of literature on using non-handcrafted feature based methods,
such as neural networks (NN), convolutional neural networks (CNN), deep learning
convolutional neural networks (DLCNN), recurrent neural networks (RNN), and other deep
learning methods with overhead imagery in the context of the Geoscience discipline. Research
on the use of overhead imagery problems with these deep learning techniques have been used on
in the geoscience discipline include: feature extraction (Xu et al., 2018), (Yang et al., 2018),
(Zhou et al., 2017), (Zhou et al., 2018), (Bittner et al., 2018), ), image classification (Chen et al.,
2016), (Ghamisi et. al, 2017), (Lunga et al., 2018), (Huang et al, 2017), (Volpi & Tulia, 2017),
object detection (Zhong et al., 2018), (Han et al., 2017), image retrieval (Li et al., 2018) and
image retrieval (Li et al., 2018).
Several articles related to DLCNNs for image registration using terrestrial and overhead
imagery have been published. Note that DLCNN and CNN is used interchangeably in this
section. Arun & Katiyar, (2013), use a cellular neural network to register three different images
from CARTOSAT-1 and IRS-P6 taken during November 2012. Li et al. (2018) develop a
method to automatically registered imagery taken from a terrestrial mobile mapping platform, for
image and LIDAR data, and use Faster-RCNN and CRFASRNN with particle swarm
organization for registration between LIDAR and image data. Ye et al. (2018) use a VGG16
CNN along with SIFT and POS-SIFT to perform automatic image registration on optical and
SAR remotely sensed data with a pair of images. Wang et al. (2018) use a deep learning
framework consisting of a restricted Boltzmann machine (RBM), fully connected neural
network, and support vector machine (SVM) to automatically perform image registration of
optical and SAR remotely sensed data. Vakalopoulou et al. (2016) register several pairs of
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WorldView-2 and Quickbird imagery of East Prefecture, Attica, Greece taken within a five year
period by using a 10-layer CNN as part of a three-graph based framework for image registration,
segmentation and change detection. Quan et al. (2016) use two Radarsat-2 images taken at
different time periods for registration with a method that includes using restricted Boltzmann
machine, RANSAC, and a four-layer neural network. Quan et al. (2018) created a deep
generative matching network that consists of two channel CNN for registration, along with two
generative adversarial networks (GAN) to generate the image labeling automatically for optical
LIDAR, and SAR overhead imagery for three pairs of images.
Of relevance to image registration is research using DLCNNs for global localization.
Global localization in a sensor attempts to locate roughly its position based on visual imagery,
without GPS, which is akin to coarse-grained image registration. DLCNNs have not been used as
much for global localization of overhead aerial imagery. Localization has been traditionally
researched for autonomous vehicle and robotic navigation DLCNNs have been used by several
researchers with non-overhead imagery datasets. Kendall et al. (2015) estimate real-value
parameters of orientation and location of imagery with their PoseNet CNN. Forechi et al. (2018)
first use image matching with a weightless neural network (WNN), then refine the matched
image’s orientation parameters using a Siamese CNN based on modified VGG-16 architecture in
a hybrid framework. Chaplot et al. (2018) use a CNN based approach for training perceptual and
policy models, which are then used as a component of an Active Neural Localizer framework for
simulated 2-dimensional and 3-dimensional global localization. Weyland et al. (2016) create a
CNN titled PlaNet, based on Inception architecture and containing a long term short term
memory (LSTM) extension for performing global localization at differing spatial resolutions,
with continent level having the most success (71.3% match) and percentage matched decreasing
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as spatial resolution is increased. Kim et al. (2017) used a contextual reweighting network to
modify the NetVLAD (VGG16 & AlexNet) CNN for global localization of Google Street-View
and Flickr geotagged images, in a triplet training fashion with positive and negative matches
generated by SIFT and RANSAC.
For global localization of overhead imagery, there are several articles that make use of
CNNs. Müller et al. (2017) modify SqueezePose CNN architecture to estimate camera pose
parameters of a sUAS, with the CNN training on only non-overhead imagery. Shetty & Gao,
(2018) use two Siamese CNNs with one being used to correctly select the image and the other to
localize camera parameters of simulated sUAS data collected from Google Maps. Workman et
al. (2015) use AlexNet with default weights to globally localize terrestrial images from Flickr
with that of Google Street View panoramas, and Bing maps overhead multi-scale imagery. Lin et
al. (2015) use Siamese AlexNets to globally localize images from Google Street-View of urban
cities. Merkle et al. (2017) employ Siamese CNNs with dilated convolutions for global and local
localization of SAR and optically sensed remotely sensed imagery. In the case of global
localization of overhead imagery, the majority of the research focuses on urban areas.
From the literature review, it can be shown that machine learning datasets of rural
forested areas are needed, as the majority of research up to this time point has focused on urban
areas or agricultural areas of cropland. This research aims to contribute by creating a multimodal, multi-temporal, and multi-resolution dataset of a rural forested area that is suitable for
machine learning tasks. Little research has been done on applying and comparing handcrafted
and non-handcrafted feature-based techniques when used on rural imagery, especially in the case
of imagery located in Arkansas. Additionally, there lacks a dedicated machine learning dataset
focused on rural areas. As a first step to fill this gap, JNE RCI, a controlled imagery dataset,
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focusing on rural imagery located within a forested area of Arkansas will be created to use with
handcrafted feature-based techniques for coarse-grained image registration. Traditional methods
of SIFT and SURF are used to test JNE RCI for coarse-grain image registration. The rest of this
paper presents the creation of the JNE RCI dataset, testing the created dataset with more
traditional methods of handcrafted feature-based image registration, and ends with an
examination of the results of these two methods on JNE RCI. Additional discussions of the
results on JNE RCI and modifications needed to make it suitable for machine learning with
DLCNNs in Chapter 4 is discussed.
3.3 Selecting a Suitable Area
The first step in the creation of a controlled image dataset similar to the NGA’s
controlled image base (CIB) (2020) is to define it. The CIB was created by the National
Geospatial-Intelligence agency (NGA) and consists of a collection of orthorectified SPOT
imagery (10m) resampled at different spatial scales (5m and 10m) that can be used for image
registration or feature extraction (NGA, 2020). Although it may seem like a solution to use the
NGA’s CIB, it traditionally has not been publicly available for use. The NGA’s CIB was only
available to the Department of Defense (DOD) and its associated entities (NGA, 2020).
However, as of March 2, 2020 a version of the CIB-10 is available for download on data.gov
(Data.gov, 2020). Inspired by this CIB, this paper will create an image dataset, based on a similar
concept as the CIB called Jerusalem Northeast Rural Controlled Imagery (JNE RCI).
The creation goal of JNE RCI was to create a dataset that consists of the following
criteria: first, it should consist of rural areas in which imagery is already available to address the
shortcoming of this type of imagery in machine learning datasets; secondly, the rural areas
meeting criteria 1 should also be accessible to UAS imagery collection for future work; thirdly,
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JNE RCI must contain imagery from different sensors, collected at different time periods and at
different spatial resolutions; and lastly, JNE RCI must consist of a large enough volume of
usable imagery that can be utilized with non-feature based machine learning methods. With these
criteria defined, site-selection determining the spatial origin of the imagery was undertaken. Site
selection was determined by using visual and analytical methods that incorporate the use of
geospatial information systems (GIS) and remotely sensed imagery.
3.3.1 Site Selection
Potential sites were selected using a combination of aerial imagery, GIS, and in-field
scouting. Northwest and Central Arkansas were considered for sites due to their close proximity
and inclusion of large portions of non-urban land. Public land boundaries and airports were used
in ArcMap 10.7.1 to depict an overview of these features within the state of Arkansas. All
airports were given a 5-mile circular buffer due to FAA Part 107 waiver requirements (FAA,
2019). ArcMap’s imagery basemap was used in conjunction with the vector data, to visually
inspect for areas that were in Class G airspace, were publicly accessible and allowed UAS flight.
Areas appearing suitable through GIS but within the 5-mile buffer zone were checked to see the
airport designation. If the airport did not have an operating control tower present and is classified
as unmanned or a landing strip, then it can still be flown without a waiver based on FAA Part
107 (USDOT & FAA, 2018). Although recent changes to FAA UAS rules now require
authorization to fly in controlled airspace, which replaces the 5-mile buffer requirement (FAA,
2020), using the 5-mile buffer areas to identify and exclude this airspace is still useful. Figure 32 depicts an overview map showing this step of the selection process.
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Figure 3-2: Public lands, airports, 5-mile airport buffers, and ESRI imagery basemap (ESRI,
2019) used in the site selection process.
Sites that were determined to meet the previous four criteria are: Piney Creek Wildlife
Management Area (WMA), White Rock WMA, and Weddington WMA. Although these areas
were selected for further examination, it should also be noted that there are a multitude of areas
within Arkansas that can qualify for these criteria. Figure 3-3 shows the locations of the selected
WMAs. The area ultimately selected for this research lies within the southeast portion of the
Ozark National Forest near Cleveland and Jerusalem, Arkansas, hence the name JNE RCI. On
Figure 3-3, this is the southeast portion of Piney Creeks WMA. This portion is selected due to its
relatively easy accessibility by roads, as well as other details discussed in the following section.
3.4 Creation of JNE RCI
The following section details the creation of JNE RCI. The first step in this process was
to compile imagery that covers the Ozark National Forest from repositories of freely available
remotely sensed imagery. Images from five different sensors and datasets (DOQ, HighResolution Orthoimagery, Landsat TM, Landsat 8, and NAIP) were downloaded from USGS
Earth Explorer.
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Figure 3-3: Location of WMAs in which AOIs for JNE RCI are selected from.
From the Arkansas GIS Office imagery from one dataset is used, the ADOP dataset. A polygon
bounding box was specified on Earth Explorer with vertices at: (35°30’55”N, 92°42’38”W),
(35°20’56”N, 92°44’17”W), (35°25’53”N, 92°50’54”W), (35°25’53”N, 92°50’52”W),
(35°25’55”N, 92°42’ 46”W). Images whose footprint intersect the bounding box were selected
yielding18 DOQ images, 9 high-resolution orthoimages (although only 1, Jerusalem_ne, would
ultimately be used), 13 Landsat TM scenes, 10 Landsat 8 scenes (9 which were ultimately used),
and 45 NAIP images. From the Arkansas GIS Office the ADOP tile footprints were examined
based on their overlay with the public lands layer to select the corresponding images. A total of
18 ADOP images were collected. A total of 113 images were downloaded as a result of this
initial collection process. The following paragraphs describe the characteristics of the datasets
from which JNE RCI’s imagery originates.
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The ADOP orthoimagery consists of images taken with the UltraCam Eagle from January
23 – February 25, 2017 at an altitude range of 19,089 to 20,300ft with 8-bit spectral resolution of
RGB,NIR bands and a 30cm spatial resolution (Arkansas GIS Office, 2020). Digital Orthophoto
Quadrangle (DOQ) imagery from the USGS consist of 1m spatial resolution imagery in which
distortions from camera tilt and terrain relief have been corrected (USGS, 2020). DOQ imagery
selected for use in JNE RCI was both three band imagery and single band imagery and had a
spatial resolution of 1m. DOQ imagery used is from January 30th, 2001 and February 24th, 1994.
High Resolution Orthoimagery (HRO) is imagery that has been contracted out by the USGS to
various entities to obtain and consists of 1m imagery that has been corrected for distortions
(USGS, 2021). An examination of the metadata provided by the “Show Metadata and Browse”
button on Earth Explorer that accompanies the HRO images used in this study, show that they
were taken with a beginning date of 01/15/2006 and an ending date of 03/31/2006 by the vendor
EarthData International Inc. using an ADS40 sensor with 3-band color (USGS, 2021b). NAIP
imagery used was taken by the USDA during seasons of peak outdoor agricultural production
and has 1m spatial resolution (USDA, 2020). NAIP images used are from September 2009,
August 2010, July 2013, October 2015, and September and October 2017. Landsat TM
individual band imagery is also used for this study. Landsat TM has 7 bands representing
intervals beginning with band 1, .45-.52 µm, and ending with band 7, 2.08-2.35µm, with spatial
resolution of 30 meters for all bands except 6 (120m) (USGS, 2020a),(USGS, 2020b). Landsat
TM images were taken between June 2010 through March 2011. Landsat 8 imagery used has 11
individual bands, that range in spatial resolutions from 15m (panchromatic), 30m (bands 1 -7 &
9), and 100m (bands 10 -11) (USGS, 2020c). Landsat 8 images used were taken between June,
2018 through October, 2019. Both Landsat TM and Landsat 8 are used as individual bands in the
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dataset creation and image registration process. In total, there are 6 different datasets used to
compose JNE RCI. Additional details on the original data are given in appendix 3-1.
3.4.1 Subsetting the AOI Selection
Due to the large size of the Ozark National Forest and the amount of imagery this would
entail the study area is constrained to a smaller size for the creation of JNE RCI for use with
handcrafted feature-based methods. Two areas of interest are chosen that are relatively similar in
land cover. In addition to their land cover similarities, the sites are also selected based on
suitability for future UAS data collection and accessibility. These two AOIs are chosen, termed
Ozark National Forest North (ONFN) and Ozark National Forest South (ONFS). ONFN consists
of a lake formed from the upstream area of Brock Creek along with access roads and forested
area. ONFS consists of a lake formed from the downstream area of Brock Creek, access roads,
and forested area. Both ONFN and ONFS are similar in ground cover, shape of water body, and
features. Figure 3-4 depicts both an aerial and terrestrial view of the two AOIs. Based on natural
conditions (such as rainfall, time of year, etc.) and anthropogenic conditions (prescribed burns,
trail roads), the ONFN and ONFS AOIs can vary between month to month and yearly. Figure 3-5
shows ONFN differences between a 9-month time period. The three photos are taken at the same
elevation, but from slightly different angles and location along the dam. The left most image,
taken in July 2019, shows a flooded Brock Lake with water to the tree lines and leafed vegetation
on the earthen dam and perimeter of the lake. Middle and right image were taken in March 2020.
The water level is greatly decreased, with visible shoreline, trails, and vegetation. Vegetation and
trees are not all leafed at this time.
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Figure 3-4: ONFN terrestrial image and overhead image in upper left and lower left respectively
captured July, 2019. ONFS terrestrial image and overhead image in upper right and lower right
respectively. Terrestrial images were captured on the same day, while overhead images are from
USGS High Resolution Orthoimagery.

Figure 3-5: Left image is ONFN terrestrial image capture July, 2019 depicts a flooded Brock
Lake with water up to the tree line and spillway mechanism. Middle and right images are ONFN
April 2020.
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This set of terrestrial images shows the variations that can happen temporally over this small
area. Variations like this could possibly make the image registration process difficult. After
getting an overview of the ONFN and ONFS AOIs both with overhead imagery, terrestrial
imagery, and in person, the next step was to create the AOIs for use.
3.4.2 Hardware and Software
The sections below discussing the creation of JNE RCI were developed and tested on two
different PCs. The first PC termed PC1 used Ubuntu 18.04 operating system, Intel Core i7-8700
CPU @ 3.20GHz, 16GB RAM, and dedicated GTX 1070 GPU with 8GB RAM. The second PC
termed PC2 used Ubuntu 16.04 operating system, Intel Core i3-6100U @2.30GHz, 4GB RAM,
and integrated graphics card. Both systems used C++11 and Python 3, but differ in QGIS,
GDAL, and OpenCV versions used. PC1 used OpenCV 4.1.2-dev, QGIS 3.16, and GDAL 2.4.0.
PC2 used OpenCV 4.1.0, QGIS 2.18, and GDAL 2.2.3.
3.4.3 AOI Creations from Full-Sized Images
The Jerusalem_ne (JNE) high resolution orthoimage contains both ONFN and ONFS
AOIs within its boundary. Due to this, the JNE image is chosen to serve as the bounding box for
the study. Since no other HRO selected in the previous step will overlap with JNE, it is the only
HRO used in the creation of JNE RCI. A shapefile was created to represent the same dimensions
as the extent of JNE in QGIS to be used for the purpose of clipping other full-sized images to.
The shapefile represents an area of 47,414 km2. Within the JNE image, two smaller AOIS are
created to represent potential areas of UAS data collection. Figure 3-6 shows the workflow for
this step. The colors and shapes in this workflow are chosen to be similar to ArcGIS’s
ModelBuilder due to the familiarity of its use in the GIS community, however none of the
processes shown in the workflows below were created in ArcGIS or ModelBuilder.
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Figure 3-6: Workflow for JNE bounding box creation.
The first step was to create the boundaries for the AOIs within JNE, which will
correspond to ONFN and ONFS from this point on. These AOIs were designed with the idea of
UAS data collection in mind. Part 107 restriction requires that the sUAS be in visual site of the
operator (FAA, 2018). Although maximum visual line of site can be termed to be within 500m of
the operator (Civil Aviation Authority, 2019), a more conservative estimate of 350m was used in
this research. A vector point feature was digitized on the Jerusalem_ne scene of High Resolution
Orthoimagery. From this point, a square buffer shapefile of 350 meters was created to demarcate
the area where an observer would be able to maintain visual line of site with the sUAS. Both the
ONFN and ONFS shapefiles represent an area of 490,000 square meters. Figure 3-7 represents
the locations of ONFN and ONFS in the JNE AOI and Figure 3-8 the workflow of the creation
process.

Figure 3-7: Lime green square is ONFN. Dark green square is ONFS. Points represent centroids
of the AOIs.
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Figure 3-8: ONFN and ONFS bounding box and GeoTIFF image creation process.
This allowed for the controlled imagery to consist only of positive matches at this time. A
positive match in this case indicates that a portion of the image overlapped with the JNE
bounding box. All images are examined visually in QGIS to ensure their overlap with JNE.
3.4.4 AOI Clips
The next step was to create the images that were cropped by the boundary extent of JNE
for use in JNE RCI. Figure 3-9 shows the full process of the AOI clip creation and pixel
downsampling.

Figure 3-9: Workflow depicting the process each raw input images undergoes to create JNE RCI.
A C++ script, clipImg.cpp, was created to semi-automate the clipping process of raster imagery
by the use of the JNE shapefile as a bounding box. The script processes all images in a specified
folder with tif, tiff, jp2, jpg, or img extensions and clips these with the JNE Shapefile which
serves as the bounding box. Gdalwarp is used to facilitate the clipping process in the semiautomated script. Set flags included are: the JNE Shapefile specified as the cutline, the crop to
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cutline flag if the extent of the raster being cropped is greater than JNE, the file format as
GeoTiff, projection as NAD 83 UTM 15N, no data values set to 0, and the resampling method
set to nearest neighbor. The output file follows the naming convention of: original input file
name + _clip.tif to provide consistency and a type of provenance between the original image
name and the clipped image.
In this process, one issue that required addressing was the behavior of the crop_to_cutline
flag in Gdalwarp. The crop to cutline is a flag used to specify if a target dataset, in this case the
full sized images, should be cropped to the cutline, i.e. JNE.shp (GDAL, 2021). The images
processed for JNE RCI can be divided into three categories: 1) images in which the extent of the
overlap with JNE.shp is either smaller or equivalent to the JNE bounding box and in which
pixels are smaller than the 1m JNE resolution (ADOP); 2) images in which the extent of the
overlap with JNE.shp is either smaller or equivalent to the JNE bounding box and in which
pixels are equivalent in size to JNE’s 1m resolution (DOQ, NAIP); 3) images in which the extent
of the image boundary exceeds the JNE.shp bounding box and in which the pixel dimensions
exceed JNE’s 1m resolution (Landsat TM, Landsat 8).
For case 1, different results occur when the crop to cutline flag is used or emitted. The
ADOP full-sized image 3921-0515.tiff is used as an example. The overlap extent of 39210515.tif overlaps the JNE.shp and JNE in the lower bottom corner. Figure 3-10 depicts this
overlap. The ADOP image’s pixels extend over the border of the JNE image on the left and
bottom, but will occasionally match the extent of the top of a pixel in the JNE image, although
most pixels do not line up. The light blue arrow indicates one example in which the pixels do
align. Figure 3-11 depicts the output when the crop to cutline flag is omitted.
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Figure 3-10: Overlap of 39215-0515.tif and JNE. The image with more transparent pixels is
3921-0515.tif. The small blue arrow indicates where the pixels from the two images match.

Figure 3-11: Results of output image when crop to cutline is omitted. The ADOP image is shown
with more transparency than the JNE image.
When the crop to cutline flag is omitted the pixels of the ADOP image maintain their original
position and are not shifted to the boundary of JNE. The blue arrow helps indicate the same
alignment as the original images in Figures 3-10 & 3-11. The resulting output image is 10,000 x
10,000 pixels which is equivalent to the original ADOP image extent and the output file is
400.1MB in size. Figure 3-12 depicts the output image when crop to cutline flag is used.
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Figure 3-12: Resulting overlap when crop to cutline is used.
When the crop to cutline flag is used, the pixels are shifted and reside within the boundaries of
JNE. Those pixels that were previously aligned with the JNE pixels are no longer aligned. The
resulting output is 20,950 x 25147 pixels and 2.1 GB in size. This increase in dimension and size
is because the output image shares the full extent with the JNE bounding box and is padded with
a majority of zeros. When crop to cutline was omitted, the smaller ADOP image was padded
instead. An additional depiction of this can be seen in Figure 3-13 which depicts the four corners
of each image and output as vector points. Both crop to cutline being used and omitted results in
output images being padded with 0 either way. When crop to cutline was omitted the spatial area
of the image being cropped to JNE (in this case 3921-0515) was smaller (yellow points). When
crop to cutline was used, the area represented by the orange points must be padded with 0, which
yielded the larger file size. Due to the large increase in file size for images in category 1, the crop
to cutline flag was omitted when running clipImg.cpp for this category. This means that the
output images will slightly exceed the bounding box of JNE, but this excess is less than the .3m
of the full pixel.
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Figure 3-13: Extent of clipped images kept by using the crop to cutline flag versus not.
For the second category of images, those that have equivalent pixel dimensions and either
smaller than or equivalent overlap with JNE, either flag can be used. The pixel values will
already be aligned, as they are both 1m. The resulting output for crop to cutline will also be the
same as the resulting output for not using crop to cutline. Due to the way the clipImg.cpp source
code was set up, the second category of images ran the command with the crop to cutline flag
omitted, which was the same as the first category.
The third category is for images in which the extend exceeds the boundaries of the JNE
bounding box and the pixel values are larger. Images in this class are those from the Landsat TM
and Landsat 8 sensors. Figure 3-14 depicts how the original full size images appear when JNE
and a Landsat 8 band are opened in QGIS.
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Figure 3-14: JNE HRO imagery overlaid on a Landsat 8 tile. JNE HRO is in the lower-left
corner. The extent of the Landsat 8 tile is much larger than that of JNE.
When the crop to cutline flag was omitted, the pixels remained in their original positions,
however they do not reach the full extent of the JNE boundary. Figure 3-15 depicts the output
when no crop to cutline flag was used overlaid on the original Landsat 8 tile on the left and the
output when the crop to cutline flag was used.

Figure 3-15: Left image is the output when no crop to cutline flag is used. Right image is the
output when crop to cutline is used. Both are overlaid on the original Landsat 8 image. The blue
bracket indicates the offset of the pixel, while the blue arrow indicates that the pixels maintain
the same position.
The output image when crop to cutline was omitted is 7,631 x 7,771 pixels which was the extent
of the original image file and is 118.7MB in size. This output image consisted of a majority of no
data valued pixels. When the crop to cutline flag was included, the pixels are slightly shifted to
match the extent of the JNE bounding box. Figure 3-16 shows this.
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Figure 3-16: The top of this image shows the top of the Landsat 8 image that has been cropped to
the extent of the top of the JNE bounding box. The original JNE image has full opacity while the
Landsat 8 output has been set at 40% opacity to show the placement of its pixels.
The resulting output image was 210 x 251 pixels and 105. 9KB. This output will only contain no
data values if the original pixels contained them. Figure 3-17 gives another depiction of this
using a Landsat TM band. The four corners of each output image were stored as vector point
features. The green points indicate the extent of the output image that would be padded with
zeros if crop to cutline is omitted. The yellow point indicates the full extent of the output image
when crop to cutline is included. Due to differences in storage size and shifts in pixels, the
choice is made to use the crop to cutline flag when the original extent of an image was larger
than the area of interest (JNE shapefile). To summarize, for category 1 and 2 images, crop to
cutline was omitted, for category 3, crop to cutline was included. This resulted in clipped images
that maintained the pixel values of the original images and maintained equivalent or less storage
costs compared to the original images. This process was run for the JNE, ONFN, and ONFS
bounding boxes on the original full-sized images to make up the first component of JNE RCI.
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Figure 3-17: Visual depiction of the original extent of a Landsat TM image and the clipped
version to JNE shapefile using crop to cutline.
3.4.5 Downsampling Pixel Dimensions
Once the input images were clipped to corresponding AOIs, the next step was to
standardize the pixel sizes between images from different sensors by downsampling. This was
done to have a consistent pixel size to run the coarse-grained image registration on later. Let r ∈
R represent a specific pixel resolution where r can take value from R = {1, 10, 20, 30, 60} meters
square pixels. This means that a pixel must take the same value for its north to south dimension
as the west to east dimension. The values of set R were selected based on the pixel sizes of the
original input images and also included resolutions for an additional sensor Sentinel-2 which
consists of 10, 20, and 60m spatial resolutions (ESA, 2021). Downsampling the clipped images
to coarser-spatial resolutions will also allow the ability to see how keypoint detection from SIFT
and SURF change as the resolution becomes coarser.
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Like the clipping process, the downsampling process was semi-automated with Gdalwarp
providing the functionality for resizing the pixels. A C++ script, resizeImg.cpp, was created to
accept the input path of directory of images to resize and the output path for folders with resized
images to be stored to. The script creates folders for each resampling method used, in this case
nearest neighbor and cubic spline interpolation resample which are two included methods with
gdalwarp. This resulted in two sets of downsampled, clipped images by using images from the
previous step. Nearest neighbor resampling was chosen due to its ability to maintain the same
pixel values, which allow it to be potentially more useful in images that contain natural
landscape data (Jensen, 2005). Cubic spline interpolation was selected as the second resampling
method. Cubic spline is implemented in GDAL as a B-spline convolutional kernel (Warmerdam,
Rouault et al., 2021). B-splines can be used to smoothly interpolate the data used in image
processing applications (Hou & Andrews, 1978).
For a given pixel size p from input image I, ∀ r ∈ R, if p < r then gdalwarp was called to
resize p to r by one of the resampling methods above. The check on pixel size ensured that no
upsampling of images takes place, only downsampling. Gdalwarp was called with the following
parameters: the output image was specified as GeoTiff, projection specified as UTM Zone 15N,
no data values were set to 0, and the resampling method was set as either near or cubic spline.
Output files were stored with the following convention: Name of input file + r + resize.tif. This
ensured that through the file name, the provenance and processing step to the input file are still
retained. Additionally, it easily communicates the pixel resize to the user. Besides the advantage
of allowing comparison between same pixel size later on, the resizing operation provides the
additional benefit of correcting non-square pixels that may have been generated by gdalwarp in
the previous step.
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3.4.6 JNE RCI Creation Summary
This section detailed the creation of the JNE RCI image base for use with handcrafted
feature-based registration methods. The creation of JNE RCI involved aggregation of the original
imagery from disparate data repositories. Focus was placed on selecting imagery that was multimodal, multi-temporal, and multi-resolution. JNE RCI consists of processed imagery from six
different sensors at a variety of spectral and spatial resolutions and spans an approximately 25
year time period between the acquisition of the earliest image and latest. Three different AOIs
are included, JNE, ONFN, and ONFS as part of JNE RCI A variety of solutions for processing
this imagery to maintain its geospatial properties through the use of freely available geospatial
libraries and tools was proposed. The methods above allowed the imagery that was processed
into JNE RCI to create an image base that is suitable for image registration task, as all images are
georeferenced and contain spatial metadata. In the following sections, JNE RCI is tested with
feature-based and non-feature based methods for coarse-grained image registration.
3.5 Coarse Image Registration of Full AOI Images
Now that JNE RCI has been created, the next step was to employ techniques (handcrafted
feature-based) for coarse-grained image registration. Different configurations of the JNE RCI
were tested with this. Handcrafted feature-based methods tested for coarse-grained image
registration were SIFT and SURF. The coarse-grained registration process took place using a
script fullImageMatch5.cpp indicating that it was the 5th version of the script from the original.
The code was implemented using C++11 with GDAL and OpenCV being the primary libraries
used. In designing the code for fullImgMatch5.cpp, the following OpenCV tutorials that covered
how to use OpenCV with feature matching and calculating homographies were consulted and
influenced the code design: (OpenCV, 2021b), (OpenCV, 2021c), (OpenCV, 2021d). Since the
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imagery in JNE RCI is geospatial, there was a need to facilitate integration between GDAL and
OpenCV functionalities as a user defined class which was created following object-oriented
principles and titled GeoImg.
GeoImg was created as a user-defined class to ease in the use of GDAL with OpenCV. It
allows for storage of spatial attributes of an image along with necessary OpenCV data types. The
GeoImg class contains two constructor functions, a default and an overloaded version used for
subsetting the image into templates/chips/subimages of user-defined dimensions. The GeoImg
class has the ability to store as attribute: the original row and column position of the upper left
corner of the original image if it’s a subset, if non-subset this is equivalent to 0; the original pixel
coordinates of the position that the GeoImg takes from the original image if it is a subset i.e.
(row or col position * block dimension) or if non-subset this equivalent of (0,0). Additionally,
lower right pixel position of the GeoImg if subset from another image in the original image, as
well as dimensions of the image.
When a GeoImg object is instantiated a unique ID for that execution of the code can be
assigned with the ID equivalent to the original image name + starting point of upper left row +
starting point of upper left column. Note, this ID is not unique in the sense of data integrity as in
database systems. The ID will be duplicated each time the script is run if the same file and same
subset dimensions are used. The GeoImg class also has the ability to store the six geotransform
parameters returned by GDAL if the image contains them in its header. The image pixel values
are also capable as being stored as OpenCV Mat object type, along with a Keypoint data type
vector, and a descriptor vector for use with SIFT & SURF. The GeoImg class was used with
Chapter 3 in a couple of different ways which are discussed below.
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The script has two options for matching: 1) to compute a given image with a transformed
version of itself or 2) compare a given image with other full size images in JNE RCI. In the first
case, the image Mat is copied and a transformation computed. Types of transformations allowed
are:
1) Scale- the image is scaled to a smaller or larger version. Scale values are equivalent in
the x and y dimensions. Scaled values are generated at random by a uniform distribution
of integers for [1, 10] and by a uniform distribution of doubles for [0.0, 1.0].
2) Translation – translate the image with an x, y shift. The absolute value of the shift
must be less than the maximum number of rows or columns of the image in the
appropriate direction. The amount to shift is computed at random. The x and y shifts are
generated by a random uniform integer distribution spanning [-1 * # rows in original
image, # rows in original image] and [-1 * # columns in original image, # columns in
original image].
3) Rotation- image is rotated a random integer from a random uniform distribution
degree between [-360,360] where negative indicates counterclockwise and positive
indicates clockwise rotation. The bounding box of the image is then recomputed to ensure
that the full extent of the image is displayed and not cropped as would indicate a
translation/shift of the image.
For the first option, full image match was run by command line with the following parameters:
source image path and name, transformation type, resample method, feature extraction method,
and flag to show images during processing. Transformation type, resample type, and show image
are all integer flags. The transformation was first initiated on the input image and returned for
use as a GeoImg which merges the functionality of OpenCV and GDAL into one class to use
with this script. Each source image then underwent the coarse-grained registration process
against each image stored as the target image. In the case of option 1, the original image was the
source image and the transformed image the target image. Handcrafted features were first
extracted from each image. Depending on the command line parameter, either a SIFT or SURF
Feature2D object was created using OpenCV. This object then was used to detect keypoints
within the image and computed the feature descriptors that describe the keypoints. Once the
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feature descriptors are computed, the next step was to perform the feature matching. In the early
development runs of this script, brute-force matching was attempted using OpenCV’s
BFMatcher, however brute force matching was difficult to use due to memory constraints
causing the matching to not be able to successfully complete. Instead of brute force matching,
the Fast Library for Approximate Nearest Neighbors (FLANN) Based Matcher in OpenCV was
used. The matching algorithm used was K-Nearest Neighbors, in which only the two nearest
matches were returned. The source image’s descriptors were compared against the descriptors of
each target image and the results of the two nearest neighbors from the target image were stored
within a vector containing a vector of DMatch objects (OpenCV, 2021). The DMatch class
allows matches to be stored with the descriptor indices for both the source and target descriptor,
as well as the distance between the descriptors (OpenCV, 2021a). The distances between the first
and second nearest neighbor results were compared using the ratio test. The implementation of
the ratio test is based on (OpenCV, 2021b) and (Mordvintsev & Abid K., 2013). The ratio match
condition checked to see if the first DMatch distance was less than .8 * the second DMatch’s
distance. If it was, then the ratio test was passed, and the first DMatch was returned. The value of
the parameter multiplied against the second DMatch distance was set to .8 which was the value
chosen by Lowe that resulted in removing 90% of falsely matching descriptors (Lowe, 2004). A
total of 10 different DMatch vectors must pass the ratio test in order for the script to proceed to
the next step. The minimum number of matches required to pass the ratio test would be four.
This is based on the number of points required to compute the projective transformation matrix.
A projective transformation matrix (homography) for 2D homogenous coordinate vector consists
of a 3x3 matrix of transformation parameters with eight degrees of freedom in which straight
lines are preserved (Szeliski, 2010). In order to satisfy the eight degrees of freedom, four
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coordinates are required for the computation since the homography matrix is defined up to a
scale which specifies the fixed parameter requiring the other eight to be solved (Hartley &
Zisserman, 2004). Setting the requirement to 10 exceeded the minimum requirement and also
ensured that there are multiple different good matches between the source and target image to
use.
The homography matrix can be represented by equation 3-1 in which the transformation
between two planes, in this case the source and target image is related via the parameters in the
transformation matrix.
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Equation 3-1: (OpenCV, 2021d)
The homography matrix provides the relationship between conjugant points on two planes, in
this case images, defined up to a scale factor (OpenCV, 2021d). Equation 3-1 represents the
homography equation in the general case for projective transformation. However, because this
dissertation’s research used orthorectified imagery, it could be represented by a 2x3 affine
transformation matrix, as the projective property of straight line preservation is preserved by the
affine transformation in the hierarchy of coordinate transformations (Szeliski, 2010). First the
coordinates of the keypoints from the source and target image were extracted. These formed the
2D coordinate points that the homography matrix was calculated from. OpenCV’s
findHomography function was used to calculate the homography matrix between the two images.
RANSAC was specified as the method used to compute the elements in the homography matrix.
The RANSAC reprojection threshold was set to 5. This value was selected as it was the midpoint
between the range of recommended reprojection threshold parameters. The RANSAC
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implementation in OpenCV checks four different random non-collinear point pairs to estimate
the homography with least squares, calculates the number of inliers as an indication of quality,
then uses the homography from the best quality point pairs for the initial homography matrix
(OpenCV, 2021d). The returned homography matrix was then checked to ensure that it was
successfully computed. This was done by checking that the number of returned elements was
greater than 0. The homography matrix was also checked to make sure that the determinant was
greater than 0. This is required because the homography matrix is an invertible mapping and a
determinant of 0 indicates that a matrix is non-invertible (Hartley and Zisserman, 2003).
Additionally, the determinant is required to be greater than 0 due to the property of a negative
determinant. If a transformation has a negative determinant then it produces an orientationreversing transformation (Hartley and Zisserman, 2003). Once the homography matrix had been
calculated and validated, the four corner points of the source image were extracted in pixel
coordinates with the upper left corner as the origin and the other coordinates spanning the
number of rows and columns in the original image. These source coordinates were then
transformed using the affine parameters of the calculated homography matrix. The first 2x3
parameters of the homography matrix were extracted, as these represent the affine transformation
parameters. The imagery used in JNE RCI was orthorectified imagery and only undergoes
translation, scale, or rotation transformations. The properties of the projective transformation are
preserved in the affine matrix due to the property of lower hierarchy transformation’s properties
(projective’s straight line preservation) being preserved in the higher hierarchy transformations
(affine’s parallel lines preserved in addition to straight lines) (Szeliski, 2010). The Euclidian
distance between the source coordinates and the transformed coordinates was then calculated
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using OpenCV’s norm function and specifying the L2 flag. The L2 norm is calculated by
equation 3-2.
𝑛𝑜𝑟𝑚 = √∑ (𝑠𝑟𝑐1(𝐼) − 𝑠𝑟𝑐2(𝐼))2
𝐼

Equation 3-2: L2 norm calculation (OpenCV, 2021e)
The mean value of the L2 norm was used to indicate the mean distance of the transformed points
from their original positions. The target image which has the minimum average L2 norm was
considered the image that the source was coarsely registered to. If all target images resulted in a
failed condition in one of the condition checks above, then the source image was unable to
coarsely register to any of the target images supplied.
3.5.1 Initial Runs
The full size Jerusalem_ne.tif (JNE) HRO image from JNE RCI was used in the initial
test runs for Option 1 of full image match. Three transformations: scaling, shift, and rotation
were tested. The program was able to complete execution in the case of scaling when the image
was downscaled, (scale factor in x & y dimensions [0,1]); however, when the image was
upscaled (scale factor > 1) or when the image was rotated, SIFT failed to complete the keypoint
detection step due to running out of memory which resulted in the process being killed
automatically by the operating system. The results of the tests on the full JNE image are shown
in appendix 3-2. In order to prevent out of memory errors, full image match was modified to
process JNE in subimage format for all subsequent tests.
The parameters of SIFT and SURF were fine-tuned before running additional tests. SIFT
retained the default parameters (3 octaves, .04 contrast threshold, 10 edge threshold, and σ =
1.6), but the amount of keypoints to be detected was adjusted in an attempt to allow computation
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to complete on the full-sized image (OpenCV, 2019). Parameter tuning occurred directly in the
fullImgMatch5.cpp source code which was recompiled after each change. The end version of the
source code only reflects the final version of fullImgMatch5.cpp which uses the defaults
parameters for the SIFT and SURF object constructors. Starting from the maximum keypoints
detected in the full size JNE (1,340, 832), this number was decreased and assigned as the number
of features to be detected. This strategy was tested on scaled images. In the case of SIFT, it was
determined to be not viable to limit the number of features parameter ahead of time. Predicting
the number of keypoints that the algorithm should be limited to was difficult, especially when
running on multi-modal datasets and images that have downsampled resolutions. Due to this,
there is no limit set on the number of keypoints detected, and a subsetting strategy was used
instead for SIFT. SURF was fine-tuned on the Hessian threshold parameter. The Hessian
threshold was tested with parameter values from 100 to 500 with increases of 100. This was
tested on scaled images and the default value of 100 was selected. Figure 3-18 shows the output
of running the test on an image scaled to 20% of the original. The default value of the Hessian
threshold parameter 100 was selected. Although this value resulted in a lower threshold for
retaining a keypoint, which resulted in more keypoints that may contain noise, it was assumed
that the additional checks in the code to remove noisy keypoints would be sufficient. The other
parameters of SURF were left at the default values of 4 octaves and 3 images in each octave
(OpenCV, 2019b), (OpenCV, 2019c).

111

Figure 3-18: The left figure depicts number of keypoints in the source image based on the
Hessian threshold parameter set in SURF. The right figure depicts the number of keypoints that
passed the ratio match test.
In addition to examining the SIFT and SURF object constructor parameters the outcome
of the initial test runs showed that SIFT and SURF had difficulty processing the amount of
keypoints detected in the full-sized JNE image. To address this, a previous version of
fullImgMatch5.cpp was modified. The modification allowed for a full image to be processed in
blocks or subimages. This was used due to the need to complete the SIFT keypoint detection
with the limited resources of the system hardware. Instead of applying SIFT to a full image at
once, an image was broken into subimages based on a specified block size at runtime. The values
of the block size were modified in the source code and the code recompiled for each change in
block size. The variables xBlkDim and yBlkDim represent the size of the blocks in the x and y
dimension. Keypoints were computed on each subimage and the keypoint coordinates were then
accessed and shifted based on the starting position of the block, to determine their position in the
full-size original image. Extracting keypoints using this method did lead to a loss of keypoints
compared to the extraction in the full image due to keypoints being determined by the
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neighborhood of the extracted feature, with methods such as partitioning the image in scale space
being more suitable (Warn, 2011). While partitioning in scale space may be more suitable, the
goal of this study was not to parallelize SIFT and although dividing the full image does result in
a loss of keypoints, this was deemed acceptable. In a test run for the full JNE image with no
transformation, SIFT extracts a total of 1,340,832 keypoints, while SIFT extracts 1,320,104 on
JNE subimages with pixel dimensions 699 * 699 which is equivalent to the dimensions of the
ONFN and ONFS AOIs. This resulted in 98.45% of the amount of keypoints as the original
method which was sufficient.
3.5.2 JNE Transformation Tests
Tests on the JNE HRO from JNE RCI were run on subset sizes of 699 * 699 and 512 *
512 pixels by setting the xBlkDim and yBlkDim variables. The JNE 699 represents the 350m2
visual line of sight for a UAS and the 512 JNE represents more traditional subset sizes used with
machine learning techniques, i.e. 256, 512, 1024 square pixel images. Each subset was tested
against changes in scale, translation, and rotation to see if the original JNE image could be
matched against the transformed version. Two different resampling methods that were previously
discussed, nearest neighbor and cubic spline interpolation, were used to see how the keypoints
detected change based on resample method. The following tests were run with the number in ()
indicating the number of times run: scale [0.0, 1.0] nearest neighbor (5) cubic spline
interpolation (5), scale [1, 10] nearest neighbor (5), cubic spline interpolation (5), shift nearest
neighbor (5) cubic spline interpolation (5), rotate nearest neighbor(5) and cubic spline
interpolation (5). In total, 40 runs were generated for the 699 and 512 subimages. Data collected
from each run included: block dimension for the sub-image, transformation type, value of the
transformation, resample method, feature detection method, number of keypoints in original
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JNE, number of keypoints in transformed JNE, number of keypoints that passed the ratio test,
determinant of the transformation matrix, the distance from detected keypoints in the original to
transformed keypoints after transformation, best image match, and result of program completion.
For every run, a rough form of provenance was created by piping the output of the program to be
stored in text file. This provenance stored the data previously mentioned along with the year,
month, day, hour, minute, and second the program is run. Piped output was stored in its own
location and could be referenced if any questions arose.
Three visual points of comparison were examined for the runs. The number of keypoints
in the transformed image were compared based on the transformation value, the number of ratio
matches were compared based on the transformation value, and the distance of transformed
points from original compared to the transformation value. Figure 3-19 depicts the plots used for
visual examination for rotation with SIFT and SURF between the 699 and 512 sub-images.
Results of the processed JNE from JNE RCI without subimages were as follows. Running
SIFT and SURF on the full JNE image and transform without subsetting resulted in more
keypoints detected for both algorithms. For scaled transforms [0.0, 1.0], SIFT was able to detect
more keypoints in the images, although SURF was set with the low Hessian threshold. There was
no clear relationship on which resample method performed better. One reason for this may be
that SIFT and SURF smooth the image before keypoint detection. Both SIFT and SURF resulted
in a larger portion of matches passing the ratio test in the 699 and 512 versions. Comparing the
average percentage of keypoints that passed the ratio test to the overall number of keypoints
detected in the transformed image resulted in 17.22% of keypoints for SIFT and 15.48% of
keypoints for SURF passing the ratio test. For scaled transforms [1, 10], the program was unable
to detect keypoints due to out of memory errors.
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a)

b)

c)
d)
Figure 3-19: Images a & b depict raw number of keypoints in transformed JNE image for SIFT
and SURF for the 699 sub-image and 512 sub-image respectively. Images c & d depicts number
of keypoints in the transformed image that passed the ratio match test to be used for matching
against the original JNE image for the 699 sub-image and 512 sub-image respectively.
For translation, due to the shifts being random, there was no clear relationship in visually
examining the three plots for shift. 16.21% of keypoints were detected and passed the ratio test
for SIFT and 26.11% for SURF. However, it is important to point out that because the scales,
shifts, and rotates are random, these are not direct comparisons.
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The JNE 699 subimage comparison without resample showed that when the scale was
smaller, SIFT detected more keypoints in the transformed image, however when scale factor > 3
SURF detected more keypoints. SIFT was able to detect keypoints of higher quality, with more
passing the ratio match test when compared to SURF and had a smaller distance from points
after transformation. For translation, SIFT was able to detect more keypoints than SURF, but an
easy distinction was not made visually for keypoints passing ratio match. As in scale, SIFT had a
smaller distance after transformation. For rotation, SIFT detected more keypoints than SURF
regardless of the rotation angle and direction in both the transformed image and ratio test passing
keypoints. For scale with SIFT 36.56% keypoints passed the ratio test and 21.87% for SURF.
For translation, 21.66% and 9.61% passed. For rotation, 61.54% and 19.33% passed.
The JNE 512 subimage comparison without consideration for resampling method for
scale showed SURF detects more keypoints in the transformed image when scale is greater. SIFT
detected more when the scale was between [.5, 1]. When scale was greater than 2, SIFT had
more keypoints pass the ratio test, with most keypoints being similar for those less than 2; SURF
detected slightly more when scale was .1. SIFT had a lower distance between the original and
transformed keypoints than SURF. For comparisons within SIFT for scale transformation,
nearest neighbor resampling detected more keypoints when scale > 1 and cubic spline when scale
< 1. Cubic spline resampling detected more keypoints that passed the ratio test and both rescaling
types maintained similar distances. For comparison, within SURF for scale transform the nearest
neighbor resampling detected slightly more keypoints, with slightly more passing the ratio test
when scale was > 1 and cubic spline resampling had slightly more passing the ratio test when <
1. Again, distances were similar between the two resampling methods. For rotation, SIFT
detected a larger number of keypoints in the transformed image than SURF and resulted in a
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larger number of keypoints passing the ratio test. However, distances were similar for both SIFT
and SURF after point transformation. Rotation transformation showed SIFT detected a greater
number of keypoints than SURF for both ratio and transformed image and resulted in similar
distances. For scale, the average percentage of keypoints passed the ratio test was 41.60% with
SIFT and 26.27% with SURF. For translation, 20.01% passed for SIFT and 21.14% for SURF.
Rotation resulted in 56.91% that passed for SIFT and 15.68% that passed for SURF.
Overall results showed that for JNE without subsetting into 699 and 512, 6 runs were
unable to complete with 23 runs total. Translation transformations resulted in 20/20 runs being
able to compute the transformation for image registration. Rotations were not able to be tested
due to out-of-memory errors from hardware constraint which resulted in only 1 test run being
able to successfully complete. For the 699 subset, 5 were unable to be computed during rescale
(scale value > 7). 33/40 total were able to compute the transformation and complete the
registration process. 100% of translation and rotation tests were able to compute the
transformation matrix and register correctly. For the 512 subset, 6 were unable to complete on
scale. 5 failed due to inability to resize (scale value > 7) and one failed due to inability to detect
enough good matches (scale value = .1), resulting in 34/40 completing. Both translation and
rotation were able to complete with the transforms for 100%.
3.5.3 JNE-RCI’s ONFN and ONFS Tests
The set of tests against the JNE image from JNE RCI and the transformations computed
from the calculated transformation matrix were used to determine if SIFT and SURF were able
to coarsely register the flagship image of JNE RCI. SIFT and SURF were able to match the
transformed image to the original JNE for almost all of the cases in which the transformed image
was able to be completed. The next step was to test how multi-modal and multi-temporal data
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affect the ability of SIFT and SURF to coarsely registered a source image to a target image from
JNE RCI.
ONFN and ONFS are compared against two configurations of JNE RCI. The first was a
configuration of images that span the same spatial area of ONFN and of ONFS. This is
equivalent to clipping the raster image with the bounding boxes spanned by the two subimages.
The process for this was the same process as covered in the previous section for clipping images
to a bounding box. This configuration was used to test if the transformation could be computed
successfully and coarse image registration achieved. The second configuration was the two
ONFN and ONFS AOISs compared against JNE RCI images clipped to the extent of JNE
bounding box. In the first, all images in the configuration corresponded to positive correct
matches for the AOIs. This configuration can yield the results of: correct match by specifying the
matched image name from the JNE RCI or correct match and unable to match when the
matching process was unable to be completed. In the second, the configuration contained
portions of the image and images that do not correspond to a correct match for the AOIs. This
second configuration can yield the results: correct match, incorrect match, and unable to match.
Both configurations contained data from all sensors in the JNE RCI, which consist of: ADOP,
DOQ, NAIP, Landsat TM, and Landsat 8 and HRO with the ONFN and ONFS themselves.
For both configurations, the images compared were of the same resolution. For example,
images that had matching spatial resolution as the AOIs (1m) were compared to other images
with 1m spatial resolutions. Images from JNE RCI that have coarser spatial resolution are
compared with a down sampled AOI to match the coarser spatial resolution. For example, the
ONFN spatial resolution of 1m is down sampled to 30m resolution to match Landsat TM with
two resampling types -- cubic spline and nearest neighbor from the method discussed in prior
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sections. Both resampling types were then tested against the images from JNE RCI. For each
comparison, i.e. ONFN to LandsatTM band, the test was run 5 times. This was due to the use of
RANSAC in the calculation of the homography matrix, which may return different results
depending upon which subset of points was selected in the calculation. For configuration 1,
multiple test runs were likely to provide the same result, as there were less amount of keypoints
for RANSAC to pick from, while for configuration 2, different results sometimes occur.
For configuration 1, the subimage block dimensions were set to 699. This is the pixel
dimensions of the ONFN and ONFS and was selected due to this. Other images in JNE RCI may
have less pixels than this specified dimension, but the ground area still corresponds to the ONFN
and ONFS bounding boxes respectively. For configuration 2, the subimage block dimensions
were also set to 699. This ensured that the two AOIs were treated as one block image. Since this
configuration corresponded to the JNE subsets, the 699 subimages from these may represent a
larger, smaller, or equivalent ground area based on the sensor. The process was equivalent for
each AOI the tests are run on. Each AOI was compared against a particular data source from JNE
RCI. Each comparison was run 5 times. If the AOI in the JNE RCI involved resampling, the
comparison test was run 5 times for each resample method. Results will be described in sections
for each AOI.
3.5.3.1 ONFN Results
ONFN was able to complete the coarse-grained registration process correctly for 39 test
runs and unable to complete it for 41 test runs, resulting in a 48.75% completion rate. 40 of the
test runs that were unable to be register belonged to Landsat 8 and Landsat TM subimages that
had attempted to match against a downsampled ONFN 30m. Neither the cubic spline resample
nor nearest neighbor resample were able to detect enough keypoints in SIFT and SURF to
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complete for Landsat imagery. In regards to keypoint detection in ONFN AOI for configuration
1 and 2 testing, some interesting results happened. SIFT appeared to detect keypoints well in
forested areas in the High Resolution Orthoimagery, as well as other 1m imagery.

Figure 3-20: Difference between SIFT and SURF keypoint matches between ONFN and ADOP
1m cubic spline resample. SIFT matches correspond to the top image, while SURF to the lower.

Figure 3-21: Detected keypoints in Landsat TM band 4 on left and ONFN 30m cubic spline
resample on right. Not enough keypoint matches were able to pass the ratio test to complete the
matching process.
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Figure 3-22: NAIP keypoints detected with SURF on left and SIFT on right. Keypoints were
detected in forested areas with both SIFT and SURF.
SIFT does not detect well in shadowy areas, dirt based parking areas or dirt areas with lack of
vegetation both with irregular shape, vegetative areas that border the earthen lake dams, pasture,
lake boundary, and water. SURF detected more keypoints in shaded areas than SIFT. For the
ADOP imagery, more keypoints were detected in vegetative areas and dirt when using SURF.
Landsat 8 and Landsat TM were unable to detect enough keypoints for use with both the 30m
cubic spline and 30m nearest neighbor resample of ONFN. SIFT was able to detect keypoints on
the lake but not enough to compute the transformation matrix.
When ONFN was compared to JNE extents from JNE RCI, only 13 test runs are able to
correctly match (16.25%). Incorrect matches accounted for the result of 27 of the test runs
(33.75%) and 40 test runs were unable to complete the matching process (50%). As in the case
with configuration 1, SIFT and SURF were unable to match against the Landsat 8 and Landsat
TM imagery.
The following paragraph details the results of Configuration 2 with JNE RCI. ADOP
nearest neighbor 1m resample detected keypoints and matched forested areas most strongly. For
Configuration 2, the tendency to detect keypoints and match them resulted in incorrect matching.
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For ADOP cubic spline 1m resample, keypoints were detected more along boundaries between
objects, and not as strongly in forested areas.

Figure 3-23: Matching keypoints between ONFN and ADOP cubic spline 1m resample. This
image was selected as the best match for the test run. Matching keypoints from forested area
boundaries result in the incorrect match.
SIFT detected many keypoints in the NAIP imagery due to NAIP data being captured when
vegetation was prominent. Comparatively SURF detected much fewer keypoints in forested
areas, even with the low Hessian threshold, however, detected more keypoints along road edges,
and along vegetation on the earthen lake dams. Neither SIFT nor SURF detected keypoints well
in the irregularly shaped dirt areas or in areas of pasture.

Figure 3-24: Best matches selected for SIFT (left image) and SURF (right image). Both matches
include heavily forested area. The square in the upper right corner of the SIFT match is the
image viewfinder in OpenCV and not part of the actual image.
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In Landsat imagery, if clouds were present in a portion of the image, SIFT and SURF detected
keypoints within them. This was not useful in completing the registration process, as clouds are
transitory components of JNE AOI and do not represent the ground location. For the ONFN
AOI, in both Configuration 1 and 2, the most prominently detected keypoints were in forested
areas or along the borders of forested areas. These incorrrect matches of forested area resulted in
incorrect coarse-grained image registration in the case of Configuration 2.

Figure 3-25: Keypoints detected in a Landsat 8 band 5 image.
3.5.3.2 ONFS Results
For the ONFS AOI tested against Configuration 1, 40 tests runs (50%) were unable to
complete registration and 40 test runs were able to (50%). As in ONFN tests, the Landsat 8 and
Landsat TM imagery were unable to match with the 30m downsampled nearest neighbor and
cubic spline ONFS.
For Configuration 1, only one image overlapped the ONFS boundary for ADOP. SIFT
was not able to detect many keypoints around the lake for the nearest neighbor 1m resample,
however SIFT did detect keypoints in vegetation on the earthen dam. SIFT also had difficulty in
detecting keypoints in areas of coniferous forest, but did not have this difficulty for deciduous
trees. SURF was able to detect keypoints in dam vegetation, the irregular dirt parking areas, the
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dam control mechanism, and shallow flats of the lake. ADOP cubic spline 1m resample detected
fewer keypoints in the shallow lake flats and boundary, as well as less keypoints in the trees with
SIFT. SURF however was able to detect more keypoints than the nearest neighbor resample.

Figure 3-26: Examples of matching keypoints between ONFS and ADOP 1m nearest neighbor
resamples using SIFT in top image and SURF in bottom.
Using SIFT with DOQ 3-band imagery detected keypoints around trees and at the
boundaries of the lake, excluding the earthen dam. Keypoints were not really detected on the
vegetation along the earthen dam and its slope nor on the bare earth parking areas and trails. The
single band DOQ imagery had a sparser detection of keypoints in forested areas, however
detected keypoints on the earthen dam vegation and bare dirt better. Keypoints detected on trees
match to other keypoints detected on trees between ONFS and the DOQ 3-band imagery,
however these matches were not necessarily be correct. Keypoint matches in the single band
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imagery were more sparse. SIFT had difficult detecting keypoints on water in both the 3-band
and single band DOQ. The 3-band image was selected as the best registration for SIFT. SURF
detects keypoints better in the vegetation on the earthen dam, bare dirt areas, and water in the 3band images. DOQ single band detected more keypoints in water of the lake and dirt areas,
however detected less in forested areas. SURF selcted the single band image as the best
registration.
The NAIP imagery detected less matching keypoints when SIFT was used as compared
to SURF. Matching keypoints in SIFT corresponded to forested areas. In SURF, the matching
keypoints corresponted to forested areas and more matches were detected on bare earth.
For configuration 2 tests, 19 of the test runs (23.75%) were able to coarsely register
correctly, 21 test runs (26.25%) completed the registration process but the result was an incorrect
coarse-registration, and 40 test runs were unable to complete the registration process (50%).
Again these 40 test runs unable to match were for Landsat imagery.

Figure 3-27: Matching keypoints detected with SIFT between ONFS and ADOP cubic spline 1m
resample for Configuration 2. This ADOP image was selected as the best match for the test run.
Although it may appear correct, this matched image is actually the lake corresponding to ONFN.
The ADOP nearest neighbor 1m imagery was able to match correctly with ONFS,
however the cubic spline 1m resample incorrectly matched on all test runs. In the case of SIFT,
the cubic spline resample matched with the lake area in ONFN, while for SURF it matched to
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images with pasture and forested areas. DOQ imagery resulted in correctly coarse-grained
registration 75% of the test runs for SIFT. The test run that resulted in the incorrect registration
matched to a small clip of forested area. SURF was able to match for 100% of the test runs on
DOQ imagery.

Figure 3-28: DOQ best matches with ONFS with SIFT on top and SURF on bottom. The best
match on the top is an incorrect match with SIFT keypoints. The best match on the bottom is a
correct match chosen for 75% of SIFT test runs and 100% of SURF.
NAIP imagery in JNE RCI using Configuration 2 resulted in incorrect matches for 100% of the
test runs for SIFT. SIFT keypoint matches occurred in forested areas and resulted in the incorrect
matching. SURF keypoints resulted in incorrect matches for 100% of test runs with NAIP
imagery in Configuration 2 as well. As in SIFT, SURF matched to heavily forested areas for the
incorrect match, but selected a different incorrect image than SIFT.
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Figure 3-29: NAIP best match with ONFS using SIFT displayed in QGIS with correct spatial
location. This incorrect match consists of forested area.
3.5.3.3 Combined AOI Results
The following details the results when combining the data from the ONFN and ONFS test
runs against Configuration 2 (coarse registration against JNE bounding box). For these results,
the tests with 1m images from JNE RCI are used. Landsat images are excluded since they failed
to complete the registration process. For18 out of 40 test runs (45%) SIFT is able to identify the
correct image to register to, while SURF for 14 out of 40 (35%). Comparing the resampling
method used in the downsampled ADOP images gives 19/20 (95%) test runs able to identify the
correct image combining SIFT and SURF runs. In contrast, cubic spline 1m downsampled
ADOP only identified the correct image in 4/20 (20%) of the test runs. It appears that the
smoothing from the cubic spline resampling is removing useful information of the landscaped
area, in which the nearest neighbor resample retains.
3.5.4 Discussion of ONFS and ONFN Results
For both AOIs and both test configurations some similarities could be seen. Keypoints
were easier to detect in forested areas in both SIFT and SURF. This caused incorrect coarse-
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grained registration in configuration 2 which contained both matching and non-matching images
for the AOIs. Neither SIFT nor SURF could detect keypoints well in pastured area or directly on
water bodies, although for SURF a few keypoints could be detected in water.
For resampling and downsampling methods, in order to match at the same spatial
resolution, it shows from the test results that nearest neighbor resampling had more success than
cubic spline. Although cubic spline may smooth the image, which is useful in some applications,
it loses important detail that nearest neighbor retains in the context of registering rural aerial
images with SIFT and SURF.
For configuration 1, all images in JNE RCI were able to compute the registration when
the images were 1m (ADOP, DOQ, NAIP), however none were able to compute the registration
for images at coarser spatial resolution (Landsat TM and Landsat 8). Both SIFT and SURF were
able to succeed at this task. One item of note is that although the registration process is able to
coarsely register for images of 1m spatial resolution, the computed transformation matrix when
applied to the source image, may produce severe distortion. Although the coarse-grain
registration process completes, this does not necessarily mean the transformation computed is
good.
However, with configuration 2, neither SIFT nor SURF did well on computing the
registration. It is thought that the difficulty occurs from the forested areas generating the majority
of keypoints and the similarity of these and their feature descriptors between images. Although
coarse-grained image registration can be computed, this leads to results that are not always
correct. In the next section, non-handcrafted feature based methods (DLCNN) are implemented
and tested to see how they perform on JNE RCI data.
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3.6 Future Steps
From the discussion, it shows that SIFT and SURF struggle to coarsely register, i.e. select
the matching image of the same area when the imagery is of rural landscape. This is especially
true of forested areas in which many keypoints are generated but the keypoints match to the
wrong forested area in other images. The next step is to modify JNE RCI to be suitable for nonhandcrafted feature-based methods, in particular DLCNN. The modified JNE RCI will be
formatted in a way that is suitable for neural networks and DLCNNs and will consist of labeled
training data for the JNE area.
Chapter c of this research successfully contributed in the following ways: 1) identified
areas of rural designation within Arkansas in which freely available online imagery exists for
non-UAS, overhead aerial imagery and satellite imagery and which would be suitable for future
UAS imagery collection; 2) provided a method for aggregating and modifying overhead imagery
from freely available disparate data sources into a format similar to the NGA’s CIB, called JNE
RCI. JNE RCI consists of orthorectified imagery from different time periods, resolutions, and
modalities over a rural forested area that is processed into similar resolutions and tested on handcrafted feature based methods; 3) Applied SIFT and SURF to different configurations of JNE
RCI to determine how hand-crafted features perform for coarse-grained registration.
3.7 Conclusions
Chapter 3 of this dissertation had 2 primary areas of research addressed. The first was the
creation of a controlled imagery dataset, JNRCI, created over a rural area within Arkansas. This
dataset was created to address the need of a lack of suitable datasets for coarse-grained
registration of rural areas that are suitable for coarse-grained registration using hand-crafted
features and non-handcrafted features. Handcrafted feature-based methods SIFT and SURF were
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teste on JNE RCI to evaluate how these methods perform on JNE RCI’s rural landcover and
location. The second area addressed was identify areas suitable for UAS imagery collection for
future work. Both of these primary areas were addressed successfully in Chapter 3.
Multiple areas within rural Arkansas, particularly focusing on forested areas, were
identified that were suitable for future UAS imagery collection. This second area of research was
addressed as a component of working through the controlled imagery dataset creation process.
The ground area ultimately selected from the site selection process, was termed JNE AOI and
consisted of a majority of forested land cover, along with two lakes, pasture, and dirt and gravel
areas.
JNE RCI was created from imagery collected over this location and met four criteria:
consist of publicly and freely available imagery; suitable for UAS collection in future work;
consists of multi-modal (6 datasets), multi-temporal (imagery begins in 1994 and ends in 2019),
and multi-resolution imagery (multiple different resolutions resampled). JNE RCI’s versatility
was shown by creating subsets of smaller AOIs using GIS software, that represented the visual
line of sight limits for UAS, at two potential launch sites. These two potential sites were termed
Ozark National Forest North (ONFN) and Ozark National Forest South (ONFS). Original data
sources were clipped to the JNE AOI and pixels downsampled using 2 different resampling
methods, nearest neighbor and cubic spline.
Handcrafted feature-based methods SIFT and SURF were tested with the JNE, ONFN,
and ONFS AOIs. The flagship image of the dataset, JNE HRO, was tested against transformed
versions of itself with SIFT and SURF as an initial test. Due to memory constraints the JNE
HRO had to be processed in subset blocks. SIFT and SURF had difficulty with rotation in most
instances when HRO was not subset, and scale did in some instances, however did better with
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translation. In smaller subsets, SIFT detected more keypoints at higher resolutions, yet in coarser
resolutions SURF detected more. Most subsets were able to complete the coarse-grained
registration process, however large scale values could not. Coarser resolutions, i.e. 30m, had
difficulty with coarse-grained registration regardless of resample method or handcrafted featurebased algorithm. One particular problem with this coarse-resolution imagery other than few
keypoints detected, is that for images with clouds, these clouds had keypoints detected in them
that were not useful as clouds do not represent the ground of the JNE area.
Additional tests were done using ONFN and ONFNs and testing these AOIs against 2
different configurations of JNE RCI. In one configuration only positive matches were included,
while in the other configuration positive and negative matched imagery, were allowed. Both
configurations had difficulty detecting enough keypoints to match for coarser resolution images
such as Landsat imagery. SIFT detected keypoints well in forested areas, but did not do well in
areas with shadow, dirt, and water areas in finer-resolution imagery (i.e. NAIP, ADOP 1m).
SURF was able to detect more keypoints in shadowy areas than SIFT. Configuration 1 and
configuration 2 did not perform well for either ONFN or ONFS. However, Configuration 2 had
an additional problem in that the detected keypoints tended to match with incorrect forested
areas. The handcrafted feature-based process could complete, however the image it selected for
the coarse-grained registration match was incorrect. This image did not contain ONFN or ONFS.
This leads to several problems with using handcrafted feature-based methods on the JNE
RCI imagery. Higher resolution imagery such as the 1m imagery was able to detect many
keypoints in vegetation regardless if SIFT or SURF was used, however these keypoints were
mostly not useful for matching the images to another image representing the same on-ground
location for coarsely registering. SIFT and SURF’s inability to detect sufficient keypoints in
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coarse resolution imagery make those images unable to coarsely-register. Chapter 4 examines
and addresses these shortcomings of handcrafted feature-based methods, by using a particular
non-handcrafted feature-based methods, DLCNN, to coarsely-register the imagery. Additionally,
Chapter 4 highlights the problems with JNE RCI, offers solutions for these in the creation of a
new dataset, and tests this newly created dataset of the JNE AOI with DLCNNs.
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3.9 Appendices
3.9.1 Appendix 3.9.1: Image Sources
Name

Source

Num. Bands

Time
Period

4

Spatial
Resolution
(m)
.3

Arkansas Digital
Ortho Program
(ADOP)
Digital Ortho
Quadrangles
(DOQ)
Digital Ortho
Quadrangles
(DOQ)
High Resolution
Orthoimagery
(HRO)
Landsat 4 & 5

Arkansas GIS
Office
USGS

3

1

Jan. & Feb., 2001

USGS

1

1

Feb. & Mar.,
1994

USGS

3

1

Jan., 2006 – Mar.
2006

USGS

7

30, 120

Jan. & Feb., 2017

Aug. & Sep.,
2016
Landsat 8
USGS
11
30, 100, 15
Sep. 2018 – Oct.
2019
NAIP
USGS
3
1
Sep. 2009, Jul. –
Oct. 2010, 2013,
2015, 2017
Information in the above table sourced from the imagery metadata or image name.
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3.9.2 Appendix 3.9.2: JNE Initial Test Run Results
The test run log file for JNE has been coded using the below method to fit on the page. The
encoding below differs from the raw format of the file, which does not use this encoding.
Run ID: Identifier used to link runs between this appendix’s tables.
Transform: Type of transformation image underwent.
T1: Transformation parameter for shift (row), scale, or rotate.
T2: Transformation parameter for shift (column), not applicable (NA) for all other
transformations
R: Resample method. NN = nearest neighbor, CS = cubic spline
M: Method, 1 = SIFT, 2 = SURF
NumKP(S): Number of keypoints in the source image (JNE).
NumKP(M): Number of keypoints in image being compared. In this case it is the transformed
JNE.
Raw Matches: Number of matching keypoints before the ratio test is applied.
Ratio Matches: Number of matching keypoints that pass the ratio test.
H_D: Determinant of the homography matrix
Distance: Euclidian distance between keypoints in source image and transformed keypoints in
source image. Distance is normalized by number of keypoints
Best Match: Image selected as best match is the one that has the minimum distance. In the case
of JNE initial test runs, this will be the transformed version of JNE if the test run was able to
complete.
Results: Complete if the run as successful. If unable to complete reason included.
Note: Only one rotation run is included in results. This is the only run that could successfully
complete for rotation.
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144

Run ID

Transform T1

T2

R

M

Num KP (S)

1
2
3
4
5
6
7
8

Scale
Scale
Scale
Scale
Scale
Scale
Scale
Scale

NA
NA
NA
NA
NA
NA
NA
NA

NN
NN
NN
NN
NN
NN
NN
NN

1
1
1
1
1
1
1
1

NA
NA
NA
1340832
1340832
1340832
1340832
1340832

Run ID
1

Distance
NA

Best Match
NA

2

NA

NA

3

NA

NA

4

3.44686

5

0.492002

6

2.46213

7

11.4877

8

3.44686

Transformed
Self
Transformed
Self
Transformed
Self
Unable to
Match
Transformed
Self

6
1.4
4.2
.3
.9
.5
.1
.3

Num KP
(Match)
NA
NA
NA
46405
1051986
212571
3445
46405

Raw
Matches
NA
NA
NA
1340832
1340832
1340832
1340832
1340832

Result
Ubuntu killed process due to lack of memory before SIFT
could run
Ubuntu killed process due to lack of memory before SIFT
could run
Ubuntu killed process due to lack of memory before SIFT
could run
Completed

Ratio
Matches
NA
NA
NA
24270
425292
124789
11709
24270

Notes

Completed
Completed
Completed

Det < 0

Completed
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H_D
NA
NA
NA
0.0900022
0.809999
0.250002
-4.61E-06
0.0900022
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Run ID

Transform T1

T2

R

M

Num KP (S)

9
10
11
12
13
14
15
16

Scale
Scale
Scale
Scale
Scale
Scale
Scale
Scale

NA
NA
NA
NA
NA
NA
NA
NA

CS
CS
CS
CS
CS
NN
NN
NN

1
1
1
1
1
2
2
2

1340832
1340832
1340832
1340832
1340832
699595
699595
699595

Run ID
9

Distance
2.4624

10

3.9398

11

0

12

2.4624

13

3.44732

14

1.36916

15

2.7388

16

0

0.5
0.2
1
0.5
0.3
0.8
0.6
1

Best Match
Transformed
Self
Transformed
Self
Transformed
Self
Transformed
Self
Transformed
Self
Transformed
Self
Transformed
Self
Transformed
Self

Result
Completed

Num KP
(Match)
214365
15736
1340832
214365
44624
471893
282382
699595

Raw
Matches
1340832
1340832
1340832
1340832
1340832
699595
699595
699595

Ratio
Matches
158119
14161
1340832
158119
26763
87209
57472
699595

Notes

Completed
Completed
Completed
Completed
Completed
Completed
Completed

145

H_D
0.249999
0.040003
1
0.249999
9.00E-02
0.639988
0.359999
1
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Run ID

Transform T1

T2

R

M

Num KP (S)

17
18
19
20
21
22
23
24

Scale
Scale
Scale
Scale
Scale
Scale
Scale
Shift

NA
NA
NA
NA
NA
NA
NA
-981

NN
NN
CS
CS
CS
CS
CS
NN

2
2
2
2
2
2
2
1

699595
699595
699595
699595
699595
699595
699595
1340832

Run ID
17

Distance
6.79497

18

5.47777

19

5.4787

20

2.73918

21

4.79388

22

4.10906

23

6.85111

24

4.06781

0.1
0.2
0.2
0.6
0.3
0.4
0.1
4607

Best Match
Unable to
Match
Transformed
Self
Transformed
Self
Transformed
Self
Transformed
Self
Transformed
Self
Unable to
Match
Transformed
Self

Result
Completed

Num KP
(Match)
8790
35702
35547
279226
76946
132393
8793
317433

Raw
Matches
699595
699595
699595
699595
699595
699595
699595
1340832

Ratio
Matches
23124
23988
23593
72973
29882
42006
23134
323050

H_D
-2.21E-05
0.0400292
0.0400056
0.360042
0.0900074
0.160002
-4.05E-07
1

Notes
Det < 0

Completed
Completed
Completed
Completed
Completed
Completed

Det < 0

Completed

Shifted image corresponds to
Orig_Shift_SIFT__NN_Test1.png
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147

Run ID

Transform T1

T2

R

M

Num KP (S)

25
26
27
28
29
30
31
32

Shift
Shift
Shift
Shift
Shift
Shift
Shift
Shift

7230
6726
5875
-2294
-3565
-7317
-6282
5529

NN
NN
NN
NN
CS
CS
CS
CS

1
1
1
1
1
1
1
1

1340832
1340832
1340832
1340832
1340832
1340832
1340832
1340832

Run ID
25

Distance
7.37987

26

6.29248

27

7.2028

28

2.08322

29

3.50136

30

7.15216

31

7.09017

32

5.78553

-4553
-2802
-5921
746
1931
3878
-5286
-3783

Best Match
Transformed
Self
Transformed
Self
Transformed
Self
Transformed
Self
Transformed
Self
Transformed
Self
Transformed
Self
Transformed
Self

Result
Completed

Num KP
(Match)
13687
64024
15395
859914
502205
13117
36172
130843

Raw
Matches
1340832
1340832
1340832
1340832
1340832
1340832
1340832
1340832

Ratio
Matches
26919
76077
28816
860497
504838
25713
47843
140977

H_D
1.0007
1.00001
0.999701
1
1
1.00038
0.999947
0.999996

Notes

Completed
Completed
Completed

Shifted image corresponds to
Orig_Shift_SIFT__NN_Test5.png

Completed
Completed
Completed
Completed

147

148

Run ID

Transform T1

T2

R

M

Num KP (S)

33
34
35
36
37
38
39
40

Shift
Shift
Shift
Shift
Shift
Shift
Shift
Shift

-3990
-1888
-3980
-2549
1164
-4576
-3108
-6145

CS
NN
NN
NN
NN
NN
CS
CS

1
2
2
2
2
2
2
2

1340832
699595
699595
699595
699595
699595
699595
699595

Run ID
33

Distance
5.5021

34

2.32905

35

6.65874

36

3.76908

37

1.64396

38

8.81751

39

7.29619

40

8.66429

-4967
-480
-3896
-1855
732
5784
-5252
3842

Best Match
Transformed
Self
Transformed
Self
Transformed
Self
Transformed
Self
Transformed
Self
Transformed
Self
Transformed
Self
Transformed
Self

Result
Completed

Num KP
(Match)
129568
503565
133456
341815
525620
22540
70047
50463

Raw
Matches
1340832
699595
699595
699595
699595
699595
699595
699595

Ratio
Matches
139081
502913
144942
297096
521500
41499
84405
62831

Notes

Completed
Completed
Completed
Completed
Completed
Completed
Completed

148

H_D
0.999992
1
0.999998
0.999999
1
0.999984
0.999925
0.999847

Run ID

Transform T1

T2

R

M

Num KP (S)

41
42
43
44

Shift
Shift
Shift
Rotate

-1564
3916
-1503
273

6163
-6980
-7268
NA

CS
CS
CS
NN

2
2
2
1

699595
699595
699595
1340832

Run ID
41

Distance
Transformed
Self
Transformed
Self
Transformed
Self
Transformed
Self

Best Match
Completed

42
43

149

44

Result

Num KP
(Match)
86488
17962
18698
1322647

Raw
Matches
699595
699595
699595
1340832

Ratio
Matches
95416
39230
36954
877803

Notes

Completed
Completed
Completed
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H_D
1.00001
1.00012
1.00064
1.00001

4. Deep Learning Convolutional Neural Networks for Coarse-Grained Image Registration
of Overhead Imagery
4.1 Introduction
Image registration is a fundamental application of geospatial imagery that allows imagery
from the same or even different datasets with the same ground location to be overlaid with each
other to the proper correspondence. Handcrafted feature-based methods have traditionally been
used for the task of registering geospatial images. There has been an increase in the past several
years of adopting deep learning convolutional neural networks (DLCNN) and other machine
learning techniques, which have been used for a variety of domain problems including image
matching, image retrieval, image localization, image classification, and image registration.
Image matching, retrieval, registration, and localization involve similar concepts. For example,
He et al.’s (2018) work on DLCNNs with image matching use the term image matching to mean
determining the correspondence between at least 2 images with the same content in which some
difference exists between the 2 images, i.e. angle, sensor, time. Li et al.’s (2018) work also refers
to image matching with a focus on image retrieval with DLCNNs. They define image retrieval as
returning images with similar scene content from images with either the same or different sensor
and refer to their DLCNN as being useful for image matching (Li et al., 2018). Image
registration is also interested in images of the same scene content as in image retrieval and
determines the correspondence between two images as in image matching. In photogrammetry,
image matching is analogous to computer vision’s feature extraction and correspondence steps
and is performed as part of the registration process (Doucette et al., 2013). Image registration can
apply to not only computing the correspondence between two images with the same content, it
can also be extended to registering an image to an external frame of reference. For example,
Weyland et al.’s (2016) DLCNN which localizes/registers images to a grid. Image registration
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will be discussed in more detail below. Finally, image registration extends to localization as
discussed in Chapter 2. Briefly, images can be localized to another image or location using
DLCNNs. For example, Merkle et al.’s (2018) geo-localization work with Siamese DLCNNs
computes the shift between SAR and optical patches to allow registration between patches of the
same ground area. Localization also extends to visual systems of robotic sensors which also
discussed in Chapter 2.
In Chapter 3 of this dissertation, the coarse-grained image registration problem was
examined with traditional handcrafted feature-based methods, SIFT and SURF. Problems with
the coarse-grain image registration process using handcrafted feature-based methods resulted
from changes in resolution and similarities of land cover in different spatial areas which caused
the coarse-grained registration process to fail. This chapter explores the use of deep learning with
convolutional neural networks to address the coarse-grained registration problem of overhead
geospatial imagery. First, a short literature review is conducted in the context of image
registration. Next the dataset from Chapter 3, JNE RCI, is tested with a modified pre-trained
DLCNN to determine the datasets suitability for use with DLCNNs in the context of the coarsegrained image registration problem. The results show that JNE RCI has several difficulties being
used with DLCNNs to accurately coarsely-register the subimages in the dataset and is not
suitable for the task. The rest of the chapter focuses on the creation of a suitable and appropriate
machine learning dataset for use with DLCNNs called JNE ML. JNE ML covers the same AOI
as JNE RCI, but undergoes different processing steps which are discussed in detail. Finally, the
use of JNE ML with pre-trained DLCNN architecture using transfer learning, as well as custom
DLCNN architecture in the context of the coarse-grained registration problem is examined. This
research shows that JNE ML is suitable for training DLCNNs for the coarse-grained image
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registration problem on rural imagery and that the custom DLCNN architectures performs more
accurately than the pre-trained architectures and handcrafted feature-based methods used with
JNE RCI for this task.
4.2 Literature Review
The goal of this portion of the research was to test the JNE RCI dataset created in
Chapter 3 and the dataset JNE ML which was addressed to improve its shortcomings for
registering rural images of the JNE AOI through the use of a particular non-handcrafted featurebased method of DLCNN. The requirements of a DLCNN to succeed as this task are: must be
able to successfully learn differences in resolution, time-period, and modality due to the
combination of imagery that JNE RCI and JNE ML are comprised of. Both the geolocalization
literature discussed in Chapter 2 and image registration literature can be consulted because the
problems addressed in both can be formulated to be very similar. A more generalized view of the
literature on geolocalization and coarse-grained image registration can be found in the first two
chapters of this dissertation. This literature review in Chapter 4 will focus more closely on
specific articles and research that specifically influenced the DLCNNs in this chapter.
4.2.1 Image Registration
The core portion of this research examined if a DLCNN can coarsely register imagery of
a rural area when the imagery comes from different sensors, time periods, and spatial resolutions.
Although the main component of the research was DLCNNs and data processing, it is essential
to understand the concept of what the network is trying to accomplish, coarse-grained image
registration. Therefore, it is important to define not only coarse-grained image registration but to
cover the basic concepts of what this type of image registration is trying to achieve.
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Image registration can be thought of as the process in which a given image can be
aligned/matched to another corresponding image or aligned to a particular area. More
specifically, image registration is the process of computing a geometric transformation that
represents the alignment between corresponding points of an object between different viewpoints
of the same object or another (Fitzpatrick et al., 2000). For geospatial imagery, image
registration also represents the alignment of image to image, but can include an expansion of
image to ground registration, and may also be represented by components of processes such as:
rectification, transfer, intersection, matching, orientation, and resection in more traditional
photogrammetric literature (Doucette et al., 2013), (Wolf et al., 2014). As was shown in the first
part of this dissertation, localization is also applicable to the image registration problem.
Localization can be thought of as registering an image to the ground as an agent attempts to
determine its locale from imagery or video of its surroundings. Image registration may also be
referred to as coarse-grained image registration and fine-grained. The coarse-grained image
registration used in this dissertation is based on an extension of the coarse-grained and finegrained image analysis concept in deep learning from Wei et al (2018) and Wei & Wu (2018). In
image analysis, fine-grained image analysis is selecting the sub-category that a target belongs to,
such as Satsuma, in which members of the sub-category are similar, while coarse-grained image
analysis is selecting the meta-category that a target belongs to, such as orange (Wei et al., 2018),
(Wei & Wu, 2018). In addition to the coarse-grained and fine-grained image analysis covered in
Wei et al. (2018) and Wei & Wu (2018), other research conducted on coarse-grained and finegrained image analysis in computer vision includes: Shroff et al. (2020) fine-grained image
classification, Yao et al. (2011) and Khosla et al. (2011) fine-grained image categorization, and
coarse-to-fine grained classification e.g. Huo et al. (2019). Additionally, coarse-grained and fine-
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grained image registration in this dissertations research was also based on the coarse registration
used by Perlant & McKeown (1990) for aerial scene (imagery) registration. Images in which
each image was independently associated with a common reference system, such as a map, were
considered coarsely registered, while points selected in images to use to compute the registration
were considered fine registration (Perlant & McKeown, 1990). Coarse-grained image registration
in this dissertation extends the concepts from these two disciplines. Coarse-grained image
registration in this dissertation refers to the registering of images to a grid-based registration
method using labeled grid cells that represent a given ground area. This is similar to approach
used in Weyland et al. (2016) although they term their approach photo geolocation. Fine-grained
image registration in this research refers to registering images by their coordinate positions of the
four corners of their bounding box or of their centroid’s coordinate position. This differs from
the usage in Perlant & McKeown (1990) as this would still be considered coarse registration,
however it is consistent with the usage from Wei et al. (2018) and Wei & Wu (2018) in deep
learning image analysis. The meta-category (coarse-grained registration) would be considered
the grid ID and the sub-category (fine-grained registration) the coordinates. Essentially, coarsegrained registration is a rough estimate of a location of an image, while fine-grained registration
determines the location with more accuracy. The term coarse-grained and fine-grained may also
appear in literature to refer to other related concepts. Coarse-grained and fine-grained can refer
to the spatial resolution at which the images are registered. It can also refer to searching in the
registration process, by first searching at a coarse-grained resolution and refining this to a finergrained pixel resolution hierarchically (Fitzpatrick et al., 2000).
Traditional image registration methods, which are those that work by using handcrafted
features, work by extracting features from the images during the image registration process. The
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image registration process can be divided into four steps, which in order are: preprocessing,
feature extraction (selection in Goshtasby, 2005), feature correspondence, and transformation,
although a fifth step resampling is discussed in the Goshtasby text (Goshtasby, 2005), (Doucette
et al., 2013). Preprocessing of the image occurs before the process of calculating the
transformation between the two images. It can include smoothing, scale resizing, segmentation
of the images to prepare them for the next steps (Goshtasby, 2005). The next step is the feature
extraction/selection process which is known as image matching in photogrammetry (Doucette et
al., 2013). Line segments, contours, regions, corners, and patches can all be used to identify and
select features for this process (Goshtasby, 2005). Features are selected based on some criteria by
the user to be extracted from the images during the matching process which is either global or
local in scope. Local matching techniques have the constraint that the image’s relative
orientation parameters must be approximately known, while global matching techniques do not
have the constraint of relative orientation parameters or sensor parameters being known
(Doucette et al., 2013). The local and global image matching process is similar to the global and
local definitions for localization which have been previously discussed. Once features have been
selected in the image, the correspondence between the target image and the source image can be
calculated. Feature correspondence occurs when the extract features between a target image and
source image/s are compared to determine the similarity or differences between the two. Feature
correspondence can occur by selecting features independently in both target and source image,
which is useful when features are representative of lines and points, or if the features are
templates or regions, by first selecting features in the source image and extracting those features
from the target image (Goshtasby, 2005). Once the correspondence has been determined the
transformation function can be calculated. The transformation function is designed to transfer
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data between overlapping regions of the target and source image, while maintaining as little error
as possible, and can include rigid-body transformations such as a three dimensional to two
dimensional transformation constrained by collinearity and a two dimensional to two
dimensional planar transform (Doucette et al., 2013). Once the transformation function is
calculated, the target image can be resampled. This involves transforming the target image with
the transformation function in order to apply the same geometry to the target image as that of the
source (Goshtasby, 2005).
In addition to handcrafted feature-based image registration, there is non-handcrafted
feature based image registration. Non-handcrafted feature based image registration is the set of
techniques and methods that do not use handcrafted features. Handcrafted features can be
defined as those features that are designed to be extracted to serve a specific purpose, while nonhand crafted features still extract features, but these are learned from the data (Nanni et al.,
2017). While non-handcrafted features may still extract features from the dataset, these are not
designed by the researcher a priori. Recent literature has seen an increase of the use of neural
networks and convolutional neural networks being used for non-handcrafted feature based
methods. In the next section, a general overview of the workings behind DLCNNs is given and
more specific examples of works that influence the design of this research are examined. To get
a more general overview of DLCNNs in various use cases such: image localization, registration,
and matching for both geospatial and non-geospatial imagery, please refer Chapter 2 of this
dissertation.
4.2.2 Deep Learning Convolutional Neural Networks - Influential DLCNNs
Convolutional neural networks are a subtype of deep machine learning methods. The
defining feature of a CNN is that the convolution operator is used at a minimum with one layer
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in the neural network (Goodfellow et al., 2016). For a machine learning model, including neural
networks and CNNs to be considered deep, the model needs to have at least two feature
transformations that are non-linear included which will result in learning a hierarchical set of
features (LeCun, 2016). CNNs have four properties that are advantageous: their equivariance to
translation, partial invariance to translation, sparse connectivity, and parameter sharing.
Parameter sharing allows multiple functions within a CNN model to use the same parameters and
reduces the needed memory to store parameters; sparse connectivity occurs through the
convolution operation and decreases the parameters needed compared to traditional fully
connected networks; equivariance to translation is the result of parameter sharing using the
convolution operator; partial invariance to translation occurs through the use of pooling after
convolution (Goodfellow et al., 2016). One thing to note though is that although CNNs are
equivariant and partially invariant to translation, they are not invariant to other linear
transformations that can occur in imagery such as: scale, rotation, planar motion, shear,
similarity, affine, or projective transforms. Like feed forward neural networks, CNNs have a
number of hyperparameters and configurations that can be chosen and fined-tuned. The DLCNN
architectures that have more specifically influenced the research of the custom DLCNNs used in
Chapter 4 are discussed below.
Zampieri et al. (2018) propose the use of a Siamese CNN for multi-modal image
alignment by learning the deformation between RGB imagery and vector building and roads of
the same area as an improvement to the non-feature based method of deformation field
information through gradient descent to perform the registration. The datasets used in their
research consist of high-resolution imagery at .3m spatial resolution and includes 5,000 RGB and
5,000 binary vector of estimated ground-matching pairs, the Iniria dataset with 30cm pixel
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resolution, Pleiades imagery with 50cm pixel resolution, Open Street Map data, and the Kitti
dataset with 9cm spatial resolution (Zampieri et al, 2018). Their scale-specific chain of networks
make use of an architecture similar to the U-net network, to solve the deformation parameters at
each scale from a coarser-resolution’s scale, then solving and upsampling the resulting images
(Zampieri et al., 2018). Although this research does use rural imagery (Pleiades imagery), the
goal is to align the imagery to roads and buildings in which there are plenty of, which is different
from the rural dataset used this dissertation’s research.
Van Noord & Postma (2017) create a multi-scale DLCNN to detect scale variant and
scale invariant features for classification of artwork by their artist. Their method uses a modified
ImageNet architecture, where one DLCNN per spatial scale is trained, with the spatial scales
being defined by a four level Gaussian pyramid, and the resulting posterior probabilities from the
softmax classifier being average to make predictions. (Van Noord & Postma, 2017). The
researchers find that their multi-scale ensemble DLCNN performs better than any one of the
single-scaled CNNs when tested against full-sized imagery. While Van Noord et al.’s research
does not deal specifically with geospatial imagery or changes in spatial resolution, geospatial
imagery can be represented with many different scales, and the ability to learn features at
different scales is desirable.
Another point encountered in the literature is that more complex CNNs are used that have
been designed for other non-geospatial problems being modified for problems outside their
original domain. ImageNet architecture is used in some form by: (Van Noord & Postma, 2017).
UNet architecture by: (Zampieri et al., 2018). VGG16 architecture by: (Ye et al., 2018).
However, several researchers acknowledge the lack of networks and training data for geospatial
imagery problems and attempt to create networks on their own without using these non-
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geospatial networks as a starting point. Wang et al. (2018) use a fully connected DNN to register
patches of coarse resolution imagery from seven different full-size image pairs including image
pairs from Landsat-7, Landsat-5, Landsat-TM, and Radarsat. They use a binary classification
output layer that determines if a patch is or is not a match; if a patch matches then the centroid of
the patch is used as a keypoint in the registration process. The researchers train the initial
network using a restricted Boltzman Machine, then fine-tune it on unseen image patches. They
experiment with the number of layers in their network, adjusting the hidden layers between 1 to
5, and find that 3 hidden layers gives the best result in their radar image test scenario (Wang et
al., 2018). Although this architecture is not CNN, it is an example of creating a deep learning
network with geospatial data in mind for the architecture.
Merkle et al. (2017) use a Siamese CNN architecture for geolocalizing optical patches to
SAR imagery patches from PRISM (2.5m pixel resolution) and TerraSAR-X sensors (1.25m
pixel resolution). Their CNN consists of each nine layers consisting of regular convolutional
layers and dilated convolutional layers on side of the Siamese configuration, then consisting of a
dot product output layer in which can be treated as a real-valued output or passed to a sigmoid
function for a multi-class probability output depending on their testing configuration. The
researchers build their training dataset and network with the geospatial considerations of SAR
and optical data in mind, instead of using a pre-built network architecture.
Zhou et al. (2017) compare CNNs designed for non-geospatial problems, with those same
CNNs fine-tuned on geospatial data, and with their own network designed to handle geospatial
high resolution imagery. They test these networks on publicly available classification datasets of
remotely sensed imagery ranging in spatial resolutions from 1ft to 8 meters. Their designed
network consisting of 5 convolutional layers with parameters transferred from the VGGM
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network, followed by an mlpconv layer, followed by global average pooling layer, then softmax
classifier (Zhou et al., 2017). Their designed network performs than the other tested options on
the majority of the datasets.
He et al. (2018) design a Siamese CNN around difficulties encountered in geospatial
imagery during matching such as: shadow, image quality degradation, translation and rotation,
nonlinear geometric deformations, and land cover change, and unknown. The six layers in their
CNN are designed to represent these factors. They use a coarse-to-fine grained search strategy
using 5 levels of Gaussian pyramids to establish image patches by using a quad tree search
strategy. The geospatial imagery used is from Google Earth, IKONOS, and ZY3 and comprises
320,000 pairs of matching patch pairs with spatial resolutions varying between 1.19 – 8m (He et
al., 2018). He et al.’s research is a good example of designing a network with geospatial
considerations in mind. Their coarse-to-fine grained search is similar to this research, however
their network is used to register image patch to image patch, not subimage to grid.
Weyland et al. (2016) is another example of a DLCNN that helped influence the
selections of this dissertation’s DLCNN architecture. Weyland et al. (2016) use an adaptive
hierarchical grid-based approach by creating geospatial cells over the surface of the Earth with
Google’s S2 library. They base their DLCNN architecture PlaNet on the Inception architecture
and use a softmax output layer to predict the correct grid ID as a probability value. The
researchers also suggest that if the images cannot be localized by the DLCNN, then due to the
softmax vector being a set of probabilities, the higher probabilities can be used for identifying
other possible locations. In addition to their DLCNN architecture, Weyland et al. also extended
their DLCNN architecture with a long-short term memory architecture to account for series of
images, since images that have a strong geographical correlation can occur sequentially. While
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this dissertation research uses the grid-based approach, softmax output for classification, the
proximity of strong correlation with sequential image neighbors, and the use of the probability
vector to suggest other possible locations for coarse-grain image registration (localization) there
are two differences between it and Weyland et al.’s (2016) work. The first is that the PlaNet
network trained on Google +’s 29.7 million geotagged public photo albums with 490 million
images (Weyland et al., 2016). The DLCNNs use in this dissertation train on a much smaller
training set and have to overcome the challenge of limited training data availability. Second,
these photo albums on Google + were publicly uploaded by users in which the majority of the
imagery was most likely taken from terrestrial perspectives. Although there is no mention in the
article, the majority of the images shown in the article appear ground-based and taken from the
terrestrial perspective. This dissertation’s research will attempt to apply the aforementioned
influences from Weyland et al. (2016) coarsely register geospatial imagery from the overhead
perspective.
The research in this dissertation plans to expand upon this above body of research in the
following ways: the examination of Chapter 3’s JNE RCI with pre-trained DLCNNs for transfer
learning and a discussion of the difficulties encountered with JNE RCI that make it difficult to
use for coarse-grained image registration, the use of a grid to derive categorical labels for the
coarse-grained image registration process, the incorporation of a large range of multi-modal ,
multi-resolution, and multi-temporal remotely sensed imagery and the processing steps required
to create a suitable machine learning dataset for the coarse-grained image registration process
called JNE ML, and modifications of the DLCNN training and prediction process in coarsegrained registration. The goals of Chapter 4 are expanded upon in the section below.
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4.3 Goals of this Research
There are several goals that served as the basis for the research in this chapter. The first
was the creation of a multi-modal, multi-temporal, and multi-resolution remotely sensed imagery
dataset suitable for machine learning that addresses the shortcomings of JNE RCI. The second
was the coarse-grain registration of the created dataset JNE ML to grid, and modification of the
CNN training and prediction process to coarsely register the created dataset to the grid.
In the literature covered above and in Chapter 2, most of the image registration goals
were to register image pairs to each other that represented the same ground area. Instead of
registering image pairs to each other, the research of Chapter 3 aimed to create a set of multiresolution labeled grids to georeference the subimages of JNE ML to. The goal of this was
twofold. The first is to be able to tie a particular subimage to its ground location; and to treat this
coarse-grained registration as a classification problem, by treating grid cell labels as the output
variable.
The second goal of this research was to create a multimodal, multitemporal,
multiseasonal, and multiresolution dataset that covered a rural area of Arkansas for use with
machine learning. The created dataset, JNE ML, contained images from six different
orthorectified image dataset, with spatial resolutions from .3m to 30m that contain images of the
same area beginning with 1994 and ending with 2019. Both the first and second goal served to
address issues encountered when attempting the coarse-grained image registration process on
JNE RCI from Chapter 3.
The final goal was to create a DLCNN that can accurately coarsely register the created
dataset from goal 2, JNE ML, to the grids created in goal one. This final goal was split up into
several components:

162

1) For each grid, a pretrained DLCNN was fine-tuned on subimages from JNE ML of the
same spatial resolution and the results evaluated. Training of multiple CNNs on
individual resolution was inspired by the work of Van Noord & Postma (2017) and by
Zampieri et al. (2018) who trained individual CNNs on multiple scales.
2) A user-defined DLCNN architecture was designed with geospatial data in mind, then
trained and tested it in the same way as step 1. This step was inspired by He et. al, 2018
who specifically designate their network as representing difficulties possible encountered
in geospatial imagery. It was also inspired by Weyland et al. (2016)’s architectures output
layer and the way they use their grid IDs as categorical labels.
3) A chain network of DLCNNs was created from coarse-to-fine grained spatial resolutions,
selected from steps 1 & 2 above, The goal of this was to see if a DLCNN is capable of
coarse-to-fine grain registration of imagery from the dataset. The network chain and
coarse-to-fine search of CNN is inspired by Zampieri et al. (2018) and He et al. (2018).
4) Selected DLCNNs from step 2 and the chain DLCNN from step 3 were tested on data
from a sensor that it was not trained on. Imagery from Planet’s PlanetScope constellation
was used for this step.
The sections below will first cover the use of the JNE RCI dataset with pre-trained DLCNNs for
transfer learning and discuss the shortcomings of this approach. The next sections will cover how
each goal is implemented and the results of the goals.
4.4 JNE RCI with pretrained DLCNNs for transfer learning
The initial expectation of this research was that JNE RCI from Chapter 3 would be
suitable for DLCNNs and the coarse-grained image registration problem with few
modifications, however this turned out to not be the case. The major influence in the difficulty of
the DLCNN to accurately coarsely register subimages from JNE RCI was the design of JNE RCI
itself. The way the fine-tuned VGG16 network was set up, was to train on the different
resolutions of each subimage by that images name. This was essentially treating the coarsegrained registration problem as an image retrieval or image matching without correspondence
problem by matching a subimage’s pixel values to its image name. However the relationship of
the different image names to one another was not clear. It was not only a problem that the
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DLCNN used with JNE RCI had very low accuracy, but more so the that by using the full image
names as categorical labels, there was no clear relationship between different images to their
location on the ground for coarse-grain registration. Stated another way, there was no shared
consistency between where a particular subimage lied on the ground for coarse-grain registration
and when the image names were used as the label for the DLCNN. As a solution, a new dataset
suitable for machine learning applications including coarse-grain image registration was created
and discussed in the section below. More details on the JNE RCI approach are included in
Appendix 4-6.
4.5 Creation of a New Machine Learning Dataset
The first step in solving the problems associated with JNE RCI was to create a dataset
suitable for machine learning applications that consists of rural imagery of JNE AOI that
addressed the issues found through using the JNE RCI subimages. In this case, the Jerusalem NE
AOI was still the ground location the research focused on, however the new dataset JNE ML was
created from scratch and not from the JNE RCI data. This section covers the creation of the grids
to coarsely register imagery to, examines smoothing and downsampling options for the data, and
finally discusses the creation of machine learning suitable subimages called JNE ML.
4.5.1 Grid Creation
The first step in this process was to create a symmetrical square grid for the subimages
created for the JNE ML dataset to be able to locate their positions on. This was done to remedy
the difficulties encountered with using image names as the labels. The creation of the JNE ML
dataset will be discussed in detail in later sections. There were three reasons a grid was chosen to
represent the spatial extent of this study. The first was that a grid is able to represent a
rectangular or square area and be subdivided into cells of even sizes. This corresponds to the
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traditional structure of images which are square or rectangular in shape. The second reason was
to provide options in format when the dataset was created for machine learning. Every original
image used has been orthorectified, georeferenced, and contains geospatial metadata including
bounding box coordinates, centroid coordinates, projection data (UTM Zone 15N), as well as
additional data. The coordinate pairs of the bounding box and centroid for the extent of an image
are real-valued pairs and as such could represent the real-valued label in supervised training for a
neural network. However, in order provide the labeling option that will be used in this research,
each grid was given labels for each cell ID within it. Each label represents a specific area on the
grid and on the ground, and as such could be used as a categorical label in the supervised training
process. Additionally, grids have been used successfully with DLCNNs for image
geolocalization. Weyland et al. (2016) use Google’s S2 library to create divide Earth into a set of
adaptively partitioned S2 grid cells for geolocalization of imagery taken primarily from the
terrestrial perspective. Additionally, Google’s S2 library makes use of three-dimensional
spherical projections (S2Geometry, 2021), while the grids used in this dissertation’s research will
be based on traditional two-dimensional projections. The third reason was that a grid, which is
2D in nature, could be used to represent the 3D object coordinate system. This is because the
grid represents a 2-dimensional planar surface and points can be determined relative to this local
surface without an accuracy loss that is significant (Wolf et al., 2014).
These square grids covered the spatial extent of the bounding box of the JNE AOI, and in
some cases extended slightly over it, as this was determined to be the study area for the research
and consistent with the same ground area as covered by JNE RCI. This square grid at that
position corresponded to the area to be sampled from that contained images of the same ground
area, but from different sensors. Once the grid had been defined, it now had the ability to
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represent the same area on the ground through the use of labeling, by how it was perceived by
different sensors at different time periods and resolutions.
Each cell that made up the square symmetrical grid was composed of 64 * 64 square
pixels of the specified pixel resolution. The 64 * 64 square grid size was determined from
working through a 1m2 example of the flagship image, JNE HRO. This image was denoted as
such as it is the image in which the JNE AOI bounding box was extracted from and represented
the extent of the study area. The pixels of the original JNE HRO image correspond to 1m2 pixels
which yielded a ground distance of 64m2 for each cell if the grid were to use 1m. Cell sizes of
128 * 128 and 256 * 256 were also examined, but were determined to contain too much ground
area beyond the JNE bounding box when working with grids of coarser spatial resolution. The
1m grid was created manually in QGIS using the “Create Grid” tool. The grid type was specified
as rectangle, the extent set to the same extent as the JNE image, and the spacing of the grid set to
64m in both the horizontal and vertical directions. The spacing values of 64 were directly from
the ground distance represented by the 1m pixels. Finally, the coordinate system was selected as
EPSG 26915 corresponding to UTM Zone 15 North and the created grid was saved as a
shapefile.
Each cell in the grid was automatically numbered in QGIS 3.16 beginning with the upper
left corner, column-wise, with the cell below being increased by 1. Note, that in some versions of
QGIS, the labeling occurs row rise. In the case of row-wise labeling, the below equations would
need to be adjusted. In order to convert to a two dimensional labeling system to indicate row and
column, the row and column position, r and c, were calculated from the one-dimensional column
indices. The equations x = i % width and y = i/width can be used to map a one-dimensional
index into a two-dimensional grid (Stack Exchange, 2018). These equations were modified to
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work with the output of the QGIS grid as follows. Equation 4-1 was used to calculate the row
position and equation 4-2 used to calculate the column position.
𝑟 = ⌊(𝐼𝐷 − 1)% 30⌋
Equation 4-1: Row position
𝑐 = ⌊(𝐼𝐷 − 1)/30⌋
Equation 4-2: Column position
Where ID was the one-dimensional ID assigned by QGIS and 30 corresponded to dimension d,
represented by equation 4-3:
𝑑 = ⌈(

7542
)⌉
64

Equation 4-3: Dimension calculation
Where 7542 corresponded to the largest dimension of the original JNE HRO image, in this case
the number of rows was 7542, while number of columns was 6285. The value 64 corresponded
to the grid cell size that was specified during the grid creation using the “Create Grid” tool.
Formatting the row and column ID this way allowed for the two-dimensional index to begin at 0
and end at the number of cells in grid minus 1.Either the one-dimensional or two-dimensional
index can be used. Figure 4-1 shows the 1m grid generated by this process. One thing that can be
noticed in figure 4-1 is that the cells that lie on the bottom and right of the grid did not
completely contain the bounding box for that portion of the image, instead they extend the
dimensions of the image. Several options for how to handle this will be discussed in a later
section of this research.
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Figure 4-1: Two-dimensional labeling of 1m square grid for JNE.
The 1m grid process was extend to 5, 10, 20, and 30m grids which represented the spatial
resolutions that images were smoothed and downsampled to in the next step. These images did
not undergo the 60m downsampling as in JNE RCI. To generalize the creation of grids equation,
4-4 was first used to determine the cell size for the grid:
𝑑_𝑔 = ⌈

max (𝑟, 𝑐)
⌉
(𝑐𝑒𝑙𝑙_ dim∗ 𝑝𝑥_𝑠𝑖𝑧𝑒)

Equation 4-4: Distance in ground units
Where d_g represented the distance in ground units (meters) that one cell should represent in the
x and y direction when specified in the “Create Grid” tool, max(r,c) was the maximum value
between the rows and columns of the image, cell_dim was the desired pixel dimension of the cell
to be generated, and px_size was the pixel size of the image that the grid represents. Because the
goal was for each cell to contain 64 * 64 pixels regardless of its spatial resolution and the grid
being generated with geospatial tools, the ground distance must be used. Once the grids were
generated using this process, the two-dimensional indices could be assigned.
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The results of this were five grids, representing spatial resolutions of {1,5,10,20,30}
meters, with cells covering a ground distance that contained 64 * 64 pixels in a cell at that
respective spatial resolution. For each grid cell, the approximate ground area represented was:
4,096m2 for 1m, 102,400m2 for 5m, 409,600m2 for 10m, 1.638km2 for 20m, and 3.686km2 for
30m. Each grid completely covered the study area of the JNE bounding box, an approximately
47,414km2 area, and in some cases extended slightly over it to ensure that each grid scale
contained 64 * 64 pixels. The next step was to process the original images into a format
conducive to the machine learning dataset creation. The next section goes into detail on the
process for this.
4.5.2 Downsample Choices
In order to have a dataset with multiple resolutions, large portions of the original imagery
must be downsampled. Both smoothing and downsampling were used to develop the original
imagery further. Smoothing is needed because DLCNNs do not smooth the imagery unless the
kernel is explicitly designed to do so as part of the process. This is different from handcrafted
feature-based algorithms SIFT and SURF which smooth the imagery as part of their
implementation.
The first step in the process was to reduce the noise in the original imagery, before
downsampling. A Gaussian function was used to smooth the signal in the image to reduce the
noise. The equation for the Gaussian function can be given by equation 4-5.
1

𝑓(𝑥) = −

1
√2𝜋𝜎 2

−2(𝜇−𝑥)2
⁄
𝜎2
𝑒

Equation 4-5: Gaussian function (Shafer & Zhang, 2012)
The Gaussian kernel function is a circularly symmetric, separable, local approximator with the
benefit of being strictly positive, as well as approaches 0 more quickly than the
169

interpolating sinc function, although this results in the output intensity surface having some
degree of blurriness (Dodgson, 1992). The equation above can be formatted into a two
dimensional Gaussian kernel using equation 4-6:
𝐺2𝐷 (𝑥, 𝑦; 𝜎) = −

1
√2𝜋𝜎

𝑒
2

𝑥 2 +𝑦 2⁄
−
2𝜎 2

Equation 4-6: 2D Gaussian Kernel (Chung, 2007)
In this implementation, σ is used to calculate the width of the discrete Gaussian kernel (Chung,
2007). The discrete Gaussian kernel which is used in implementations to approximate
the continuous Gaussian distribution, is allowed to be essentially zero when slightly more than
three σ about the mean of the distribution and therefore the kernel can be abbreviated (Fisher et
al., 2003). Two parameters of the kernel need to be determined, the height and width of the
kernel and the value of σ. The size of the kernel was selected to be an odd-numbered square
kernel, which is in line with traditional specifications. In this research’s implementation, the
dimensions of the kernel were determined first. The discrete kernel dimensions were determined
because the pixel width of the kernel was directly tied to the ground size of the image and pixel
dimensions. The first step was to calculate the downsample rate for a given image. This was
calculated by equation 4-7:
𝑑𝑠𝑟 =

𝑝𝑟+1
𝑝𝑟

Equation 4-7: Downsample rate
Where pr was the current pixel value, pr+1 ws the next downsampled value from r ∈ {.3, 1, 10,
20, 30}. The next step was to take the ceiling of the downsample rate, cdsr in equation 4-8. This
was to ensure that there are no partial pixels.
𝑐𝑑𝑠𝑟 = ⌈𝑑𝑠𝑟⌉
Equation 4-8: Ceiling of downsample rate
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If the value for cdsr was odd, it could be left as is. However if it was even, one was added to it,
to make the value odd as shown by equation 4-9.
𝑐𝑑𝑠𝑟 = {

𝑐𝑑𝑠𝑟, 𝑖𝑓 𝑐𝑑𝑠𝑟 % 2 = 1
𝑐𝑑𝑠𝑟 + 1, 𝑖𝑓 𝑐𝑑𝑠𝑟 % 2 = 0

Equation 4-9: Function to modify ceiling of downsample rate
For example, if smoothing and downsampling a .3 * .3 m pixel image to 1m * 1m pixel image,
the dsr is 3.33, cdsr equals 4, and kernel size is 5. Using the ceiling of the downsample rate
ensures that the data of partial pixels is still included, even if that means including a slightly
larger area, e.g. 4 instead of 3.33.
Once the kernel size had been determined, σ could be computed from it. The kernel size
was determined first in this research because a specified number of pixels needs to be
incorporated to sample the correct ground size. The parameter σ controls the standard deviation
of the function from the mean center and controls the amount of smoothing done to the
image. Values of σ can vary. An examination of methods in which σ can be calculated is given
below.
Previous works have set the value of σ to ½ (Heckbert, 1989), .52 (Schreiber and Troxel,
1985), or generated by a function ℎ(𝑥) = 2

−𝑥 2⁄
ϒ2

, with ϒ set to

1
√2

or .5 (Turkowski, 1990),

(Dodgson, 1992). OpenCV uses the function getGaussianKernel() called as a subroutine of the
GaussianBlur function which defaults to the equation σ = 0.3*((ksize-1)*0.5 - 1) + 0.8. , if σ is
<= 0 in which 0 is the default value if not specified and ksize is the size of the kernel (OpenCV,
2020a), (OpenCV, 2018). The Gaussian blur implementation in ImageMagick has a default σ of
.5 and a support value (range from the point sampled) of 2.0 although the kernel and σ
parameters can be set with flags in the command to override the default values. (ImageMagick,
2013). MATLAB has several different functions that allow for implementation of a Gaussian
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kernel; for the recommended implementation for images imgaussfilt, σ is defaulted to .5 and the
kernel dimensions are given by the equation 2 ∗ ⌈2 ∗ 𝜎⌉ + 1 (MathWorks, 2020a). Regarding
the 3σ behavior of the mean for the kernel mentioned above, when considering the 3 standard
deviations on either side of the mean yields 3 +/- standard deviations. Using this knowledge, σ
can be calculated by the equation 4-10:
σ = (k-1)/6
Equation 4-10: Equation for determining σ (MathWorks, 2015), (Stack Overflow, 2010)
which corresponds to greater than 99% of the area under the distribution (MathWorks, 2015),
(Stack Overflow, 2010). Figure 4-2 depicts the Gaussian distribution when σ was set to some of
the values mentioned above.

Figure 4-2: Example plot showing how the distribution change with increase in σ.

In the distributions plotted in figure 4-2 above using MATLAB, the value of sigma was adjusted
and the mean of the distribution was set at 0. As σ increased, the width of the distribution
increased and the peak decreased. When applied to an image, for distributions with a larger value
for σ, the resulting output values will be smoother. This is because the kernel generated by the
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gaussian distribution will incorporate a more spread-out weighting pattern, that will include
values from neighboring pixels. For smaller σ, the kernel places more weight on pixels that are
closer to the central pixel for convolution. Figure 4-3 shows an example of kernel values
generated for a 5 x 5 kernel with σ values as in Figure 4-2 using MATLAB’s fspecial function
and visualized.

Figure 4-3: Shows how the weight of a filter with a given size changes as σ increases.
Using a 5 x 5 matrix of all 1’s, each filter is convolved and the resulting image is shown in
Figure 4-4.

Figure 4-4: Results of convolving a matrix of ones with the different kernels in Figure 4-3.
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As σ increased, the resulting image incorporated more values from nearby pixels. This resulted
in the smoothing that is shown. In this research, in order to incorporate smoothing to reduce the
noise in the original images, yet still retain some edge information, the equation σ = (k-1)/6
(Stack Overflow, 2010) (MathWorks, 2015) where k is equal to the kernel size was used to
calculate the value for σ. This equation satisfies that there will be 3 * σ pixels above and below
the mean which will cover > 99.73% of observations (NIST/SEMATECH, 2013) (MathWorks,
2015).
The above description is similar to the process of creating Gaussian pyramids from the
original images, however there are a couple of important differences that need to be discussed.
Gaussian pyramids are downsampled or upsampled by power of 2’s. The reason for this is that in
order for an image to be reconstructed as a Gaussian pyramid, the image’s dimensions must be
integers that satisfy 𝑅 = 𝑀𝑅 2𝑁 + 1 and 𝐶 = 𝑀𝑐 2𝑁 + 1 where the values of N, MR, and Mc
belong to ℤ and C and R correspond to the dimensions of the original image (Burt & Adelson,
1983). This implementation holds for creating Gaussian pyramids in libraries and software that
could easily be used for the creation of pyramids in geospatial images such as: OpenCV,
MATLAB, and GDAL(OpenCV, 2020b) (OpenCV, 2020c), (MathWorks, 2020b). GDAL’s
gdaladdo which computes geospatial image overviews, recommends for the pyramid levels to be
power of 2’s when Gaussian is specified as the resample method, but does allow for other levels
to be specified (Warmerdam et al., 2020). Although gdaladdo was a possible solution to
smoothing and resizing the pixel values, the value for σ and kernel size cannot be explicitly set.
In addition to this, if external overviews are computed, they are saved as a .ovr file which will
have to undergo additional conversion to be useful in a machine learning context; internal

174

overviews for a tiff file can be used in TensorFlow’s experimental API, but will not be used in
this research until released in a stable version of the TensorFlow API (TensorFlow, 2020c).
The issue with not using traditional Gaussian pyramids to perform the downsampling
comes from the fact that the equation from Burt and Adelson (1983), would not be satisfied by
the downsample rate needed to keep the same ground distance of the image to downsample from
.3 meters per pixel to 1 meter per pixel, as well as 20 meters to 30 meters downsample. The
required downsample rate for the two downsamples in the previous sentence does not satisfy the
multiple of two requirement. In order to satisfy the requirement that the ground distance of the
downsampled image remains as close to the ground distance of the original image as possible,
after smoothing the image with a gaussian kernel, the downsample rate must be every 3.33
pixels, to maintain the ground distance.
Considering the differences in σ and kernel size it was important to identify options that
could be tried in order to smooth and downsample the image successfully. Attempting to round
the downsample rate to the nearest whole integer resulted in the area on the ground either being
too small or too large compared to the ground distance of the original image being downsampled.
In the case of a non-geospatial image, this rounding might be fine for the purpose, as it will result
in a smoothed and downsampled image, however in the case of a geospatial image, it is
important to attempt to keep the correct ground position as best as possible. In the smoothing
step, the kernel and σ were defined to round up the partial pixel value to include this data in the
smoothed image. Resampling with a partial pixel value can be done utilizing another
interpolation method at this next step by resizing the image. For example, in MATLAB the
image can first be smoothed with a Gaussian kernel created with fspecial and conv2 functions,
then resized using imresize (MathWorks, 2020c), (MathWorks, 2020d). The smoothing then
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resizing method is recommended over impyramid in MATLAB when the image is to be resized
by a factor other than 2 and makes use of anti-aliasing for the resampling portion (Bairagya,
2019). This smoothing and resizing method can also be done in OpenCV using the
GaussianBlur() function and either manually resampled if the downsample rate is an integer or
use the resize() function and specify the resample type. The GaussianBlur() function in OpenCV
allows both the kernel size and σ to be specified; the resize function can specify the new
dimensions of the image along with the interpolation method used (OpenCV, 2020d), (OpenCV,
2020e). MATLAB has anti-aliasing enabled by default in its resize function, while OpenCV
makes no mention of including anti-aliasing (OpenCV, 2020e) (MathWorks, 2020c).
Another option for the smooth and resizing of the images was ImageMagick.
ImageMagick allows the use of a Gaussian filter to smooth the image and can be used with the
Convert command line program in Ubuntu. The value of σ along with the size of the 1dimensional kernel can be specified using the blur flag which will implement the linearly
separable convolution first horizontally, then vertically and the Gaussian option specified with
the filter flag (ImageMagick, 2020), (ImageMagick, 2013a). In the same Convert command the
new dimensions of the image can be specified with the resize flag. The resize flag works by
specifying the dimensions of the bounding box and will place the original image into this
bounding box using the specified filter (ImageMagick, 2013b). The use of the Gaussian filter
with resize in ImageMagick results in a blurrier (smoother) image, however, does not have
aliasing or blocking effects and the potential for less ringing of downsampled images
(ImageMagick, 2013a). Though there are several different options and programs one can use to
smooth an image, in this research the smoothing was done with a Gaussian function and the
smoothed image downsampled using bicubic interpolation.
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4.5.3 Smoothing Downsampled Imagery
Smoothing the image serves to reduce the noise and leave more of the true signal
remaining. The Gaussian filter used to smooth the images is a low pass filter which removes high
frequency noise from the image (Semmlow, 2018). Using the Gaussian filter will remove high
frequency noise as well as some edge information from the photo which is represented by high
frequencies (Rzesozotarski et al., 1983). For this research, once the smoothing of an image was
complete, the image needed to be downsampled. Image downsampling is the process of taking an
original image and creating a coarser resolution image from it. To downsample an image, the
geometric transformation of the original image to the new image is determined, then the pixel
values are resampled. The geometric transformation can be given by equation 4-11:
𝑚−𝑖
𝑚−𝑖
𝑖 𝑗
𝑖 𝑗
𝑥̂ = ∑𝑚
̂ = ∑𝑚
𝑖=0 ∑𝑗=0 𝑎𝑖𝑗 𝑥 𝑦 , 𝑦
𝑖=0 ∑𝑗=0 𝑏𝑖𝑗 𝑥 𝑦

Equation 4-11: Geometric transformation (Bischof & Leberl, 2013)
Where 𝑥̂ and 𝑦̂ represent the coordinates of the newly transformed point from x and y and 𝑎𝑖𝑗
and 𝑏𝑖𝑗 represent the coefficients to be solved (Bischof & Leberl, 2013). Once the geometric
transformation has been computed and the new image points are mapped properly, the pixel
values are then sampled. The new coordinate to sample usually requires resampling as it’s
coordinates are not part of the discrete raster image (Bischof & Leberl, 2013). A discussion of
the resampling methods tried in this research is below.
As mentioned above, traditional image pyramids downsample by a factor of two. In the
case of this research, a factor of two would not work due to the differences in pixel sizes, i.e.
downsampling from a .3m pixel to a 1m. Concerns with resampling methods include aliasing and
rastering artifacts. Aliasing occurs when the sampling frequency is too low and high frequencies
are aliased as low frequencies (Dodgson, 1992) (MathWorks, 2020f). The resampling and
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reconstruction of a digital image can use pre-filtering to combat aliasing, however, can not
completely stop it due to an image’s discrete nature (Dodgson, 1992). For this research, the next
step was to see which smoothing and resampling method performs best before using it to smooth
and resample the whole set of input images. An image from the original ADOP images, which
were also used as part of JNE RCI, image 3924-051, was randomly selected. The ADOP dataset
was selected as it was the dataset that would have to go through the smoothing and
downsampling process the most due to its higher spatial resolution. Only the visible bands, RGB,
were examined. This was because the majority of the data used in this study contained the visible
RGB portions of the spectrum. This randomly selected image has portions within the JNE
bounding box and grid. The landcover of the image is composed of forest areas containing both
mixed pine and oak, with some forested areas being planted in a grid-like pattern in different
stages. The image also contains pasture, dirt and gravel roads, man-made structures including:
houses, barns, chicken-houses, and what appears to be a former natural-gas related site, and
small water bodies such as ponds. The smoothing method and resampling methods tested on this
image are listed in appendix 4-1. Each image produced was then examined in both the spatial
and frequency domains to determine which method should be used on the full JNE ML dataset.
In the spatial domain, the images were examined visually and by intensity histograms. In the
frequency domain, the images were first converted to their frequency components by the 2dimensional discrete fast Fourier transform and then examined.
The Gaussian smoothing step has been discussed in the previous section, so only the
downsampling methods are discussed here. The resampling methods used were: for loop to
extract every nth pixel from the smoothed image, nearest neighbor interpolation (OpenCV and
GDAL), bicubic interpolation (OpenCV), bilinear interpolation (OpenCV), cubic spline
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interpolation (GDAL), and Gaussian approximation (ImageMagick). The images in JNE RCI
that used GDAL to downsample were from the previous implementation of the dataset where
smoothing was not done beforehand, but was instead incorporated as part of the handcrafted
feature-based algorithms SIFT and SURF. All other images tested used smoothing first, then
resampling. The resampling methods are given in more detail below.
4.5.3.1 For Loop Downsample
The first resampling method tested was to use a for loop to extract every nth pixel from
the smoothed image. This process is equivalent to decimation of the image signal. Decimation of
the image signal is when a discreate time signal is converted into a discrete time signal that is
sub-sampled from the original (Hinton, 2001). This downsampling was tested in two different
implementations. The first implementation determined the downsample rate (dsr) and ceiling
downsample rate (cdsr) as in equations 3-6, 3-7, 3-8. The next step was to determine the new
number of rows and columns in the image with the following equations 4-12 and 4-13:
𝑟𝑜𝑤𝑠𝑛 = ⌈(𝑑𝑜𝑢𝑏𝑙𝑒)

𝑟𝑜𝑤𝑠𝑜
𝑐𝑑𝑠𝑟

⌉

Equation 4-12: Number of rows

𝑐𝑜𝑙𝑠𝑛= ⌈(𝑑𝑜𝑢𝑏𝑙𝑒)𝑐𝑜𝑙𝑠𝑜⌉
𝑐𝑑𝑠𝑟

Equation 4-13: Number of columns
Where rowsn and colsn were the new row and column dimensions, rowso and colso were he rows
and columns of the image being smoothed and downsampled, double was used to cast the data to
maintain a floating point number for the ceiling operation, since rowso and colso are integers, and
cdsr was the ceiling of the downsample rate. In the case where the original image is not square,
then separate cdsrs should be calculated for the rows and columns using the same cdsr equation.
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The example image 3924-0515.tif is a square image, so this was not necessary. From this
calculation, the kernel size and σ were determined based on equations 4-8, 4-9, and 4-10
respectively. Before downsampling the image was smoothed using OpenCV’s Gaussian Blur
function with σ and kernel size specified. Once the image was smoothed, the downsampling was
done by selecting the pixel at every cdsrth row and column.
The above method resamples the image correctly for a non-geospatial image or for
images in which the down sample rate is an integer. However, this method does not work well
for a geospatial image with a non-integer down sample rate. Because the dsr was rounded up to
account for partial pixels, the resulting output image’s dimensions were shrunk. This meant that
the ground distance and footprint of the resampled image covered a reduced area. Figure 4-5
depicts this result.

Figure 4-5: Original image 3924 -0515.tif with the for loop smoothed and downsampled image
using pixel selection based on integer downsample rate from method 1. The downsampled image
is overlaid on the original image. The reduced on-ground distance of the downsampled image
can easily be seen in the bottom left corner.
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Due to the undesirable property of the output image shrinking the on-ground distance to an
incorrect size, modifications were made to the for loop to try and remedy this. In order to try and
address this with the for loop downsampling method, the modifications made are discussed
below.
To address the incorrect ground sampling distance and footprint of the output image
using the for loop method discussed above, denoted as for loop method 1, the new dimensions of
the output image were calculated based on the ground distance represented by the rows and
columns of the image. This process represents the for loop method 2. First the ground distance of
the image was calculated as equation 4-14:
𝑔𝑠𝑑 = 𝑝𝑜 ∗ 𝑟𝑜𝑤𝑠𝑜
Equation 4-14: Ground distance
Where gsd was the ground sample distance for a square image, po was the pixel dimension in the
x direction in meters (all pixels were square pixels), and rowso was the number of pixels in the
original image’s rows. In the case where an image was not square, gsd should be calculated for
both rows and columns, however 3924-0515.tif was a square image. The next step was to
calculate the new number of rows and columns needed to represent the ground distance with
equations 4-15 and 4-16. The goal was to keep the dimension of the image on the ground as
close to the original ground sample distance as possible.
𝑟𝑜𝑤𝑠

𝑟𝑜𝑤𝑠

𝑛= {

𝑟𝑜𝑤𝑠

⌊(𝑑𝑜𝑢𝑏𝑙𝑒) 𝑝 𝑜 ⌋,𝑖𝑓 (𝑑𝑜𝑢𝑏𝑙𝑒) 𝑝 𝑜 < .5
𝑛
𝑛
⌈(𝑑𝑜𝑢𝑏𝑙𝑒)

𝑟𝑜𝑤𝑠𝑜
𝑟𝑜𝑤𝑠𝑜
⌉,𝑖𝑓 (𝑑𝑜𝑢𝑏𝑙𝑒)
≥.5
𝑝𝑛
𝑝𝑛

Equation 4-15: Function to determine number of rows
Where rowsn was the number of new rows, rowso was the original rows, and pn was the new pixel
size. The pixel downsample rate was then calculated as:
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𝑑𝑠𝑟 = (𝑑𝑜𝑢𝑏𝑙𝑒)

𝑟𝑜𝑤𝑠𝑜
𝑟𝑜𝑤𝑠𝑛

Equation 4-16: Pixel downsample rate
For the square image there is only one dsr however if the image is not square, then the larger dsr
would be chosen to use. The kernel size and σ were calculated using equations 4-8, 4-9, and 4-10
and the image smoothed using OpenCV’s Gaussian Blur. The downsampled pixels were then
selected based on the previous method.
Although the for loop method 2 gave the correct ground sampling distance, it did not give
the correct image content. For the 3924-0515.tif image, following the for loop downsample
method 2 above gave the dsr value as 3. Based on this downsample rate, the new rows and
columns would be 3,000 pixels each. However following this, the pixels sampled would reach
the 3,000 pixel limit before all the pixels in the original image were sampled. This resulted in a
downsamled image in which the contents of the image were shifted and the bottom and right side
contents of the original image were excluded. This is shown in Figure 4-6.

Figure 4-6: Smoothed and resampled 1m image from for loop method 2 overlaid on the original
.3m ADOP image. The ground distance of the image footprint is correct, however the position of
rows and columns in the image is shifted. This can be seen at the lower left corner of the image
in which several chicken houses and fields that appear in the original image are no longer in the
resampled one.
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For both for loop downsample methods, which used integers as the downsample rate, the
required 3.3 pixel downsample rate violated the integer requirement as given in Burt & Adelson,
1983. In order to compensate for this, two methods were tried to round the downsample rate to
an integer. Both of these methods resulted in incorrect images due to the geospatial nature of the
dataset. In order to compensate for the non-integer downsample rate that is required to get the
correct ground sample distance and image content, something else must be tried. The next
section will discuss interpolation methods used to resample the original image .
4.5.3.2 Nearest Neighbor Downsample
Nearest neighbor interpolation was the first interpolation method used on the ADOP
3924_0515.tif image. As in the for loop and all other downsample methods used, the image was
first smoothed using the Gaussian Blur function from OpenCV. The kernel size and σ were
calculated using the same equations as above. The process behind nearest neighbor interpolation
was that it will assign to the new pixel coordinate point the closest value of an existing pixel
(Gong, 1997). The nearest neighbor interpolation method has the advantage of being relatively
fast to compute and does not altering the intensity values of a pixel during the resampling
process, however nearest neighbor interpolation is not as accurate as interpolation methods of a
higher polynomial degree and can contain inaccuracies of up to ½ pixel (MathWorks, 2020e),
(Jensen, 2005), (Klapetek and Nečas, 2013), (Bischof and Leberl, 2013). Nearest neighbor
interpolation can be implemented using a box filter (Gong, 1997), (Clouard, 2011). An example
of a one-dimensional box filter is shown in Figure 4-7.
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Figure 4-7: Example of 1-dimensional box filter for nearest neighbor resampling plotted in
MATLAB. Figure based on (Clouard, 2011).
The box filter above can also be represented with equation 4-17 below.
1, 𝑖𝑓 |𝑥| < .5
𝑓(𝑥) = {
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
Equation 4-17: Box filter (Clouard, 2011)
This filter can then be applied in both the row and column dimensions of an image to handle a 2dimensional image. This is due to the linear separability of each dimension of the box-filter when
implemented as a weighted filter using 1-dimensional convolutions (Jepson, 2011).
In this research, nearest-neighbor interpolation was tested using two different libraries’
implementations. The first uses gdalwarp to interpolate on an image that has not first been
smoothed by a Gaussian kernel. The image in Figure 4-8 comes from the JNE RCI dataset
created in Chapter 3. The second used OpenCV to perform nearest-neighbor interpolation on an
image that had been smoothed by a Gaussian kernel. Both images were downsampled from .3m
to 1m. Although both images appear less noisy than the original, the image on the left that was
not smoothed before downsampling showed an increase flecking of lighter colored pixels within
the forested areas. The smoothed image on the right did not experience this.
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Figure 4-8: Nearest neighbor resampling in which the image was resampled without smoothing
(left image) and with smoothing (right image).
4.5.3.3 Bilinear Downsample
Bilinear interpolation is a more complex interpolator than the nearest neighbor
interpolator. Instead of assigning the pixel value to the nearest pixel as in nearest neighbor,
bilinear interpolation uses the four nearest pixel values to the original pixel location, to compute
the weighted distance (Jensen, 2005).

Figure 4-9: Example of 1-dimensional bilinear interpolation triangular filter plotted in
MATLAB. Figure based on (Clouard, 2011).
As in nearest neighbor interpolation, bilinear interpolation can be calculated by linearly
interpolating in the x-dimension, then linearly interpolating in the y-dimension. This form of the
equations is given as equation 4-18 and equation 4-19 below.
𝐷𝑁𝐸 = ∆𝑥𝐷𝑁𝐵 + (1 − ∆𝑥)𝐷𝑁𝐴 , 𝐷𝑁𝐹 = ∆𝑥𝐷𝑁𝐷 + (1 − ∆𝑥)𝐷𝑁𝐶
Equation 4-18: Bilinear interpolation intermediate values (Schowengerdt, 2007)
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𝐷𝑁(𝑥, 𝑦) = ∆𝑦𝐷𝑁𝐹 + (1 − ∆𝑦)𝐷𝑁𝐸
Equation 4-19: Bilinear interpolation (Schowengerdt, 2007)
Where 𝐷𝑁𝐸 and 𝐷𝑁𝐹 are intermediate values computed over one direction and DN is the
intensity value computed by using the intermediate values (Schowengerdt, 2007). Bilinear
interpolation does not have the blockiness of nearest neighbor interpolator, however it produces a
smoother image in which extreme values are filtered out (Jensen, 2005), (Schowengerdt, 2007).
The below image is first smoothed with a Gaussian kernel, then resized using OpenCV’s
Resize function and bilinear interpolation.

Figure 4-10: Bilinearly interpolated downsampled image after smoothing using OpenCV.
The above image appear smoother when compared to the nearest neighbor resample above.
Comparing the full-sized bilinear and nearest neighbor resulting images appear visually similar,
however when zoomed in some differences are apparent. In forested areas, in which trees have
been deliberately planted, nearest-neighbor appeared to preserve the distinction in gaps between
rows better than bilinear compared to the original image.
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Figure 4-11: Original image on far left showing gaps between planted rows. Nearest-neighbor
resample with Gaussian smoothing, retains some edge information to give delineation better
between rows than in Gaussian smoothed bilinear resize.
In some instances, however the smoothed bilinear interpolated image retained object boundaries
more accurately than the nearest neighbor when compared to the original image. Figure 4-12
shows an example in which the predominant land cover of an area in the image is pasture
surrounded by forest, but within the pastured area is what visually appears to be a small manmade structure.

Figure 4-12 Original image on left, middle image is the nearest neighbor smoothed image, and
right image is the bilinear smoothed image.
In the smoothed nearest neighbor resample, the man-made structure took on a blocky square
appearance and pixels were assigned more to vegetation values. However in the bilinear
resample, the man-made structure retained more of its original shape and position.
4.5.3.4 Bicubic
The next interpolation method tested was bicubic convolution. As previously done, the image
was first smoothed with a gaussian kernel to reduce noise in the original image. Bicubic
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convolution uses a four-by four neighbor with 16 sample points. The full system of equations for
bicubic interpolation will not be included here due to length. The equation for the model for
bicubic interpolation in two-dimensions is approximated by equation 4-20:
𝑓(𝑥, 𝑦) = ∑3𝑖=0 ∑3𝑗=0 𝑎𝑖𝑗 𝑥 𝑖 𝑦 𝑗
Equation 4-20: Bicubic interpolation (Wu, 2014)
Bicubic interpolation was implemented using OpenCV’s resize function. Bicubic interpolation
produced a smoother image than the nearest neighbor or the bilinear interpolation used
previously. Figure 4-13 shows the bicubic interpolated image that has also been smoothed with a
Gaussian filter.

Figure 4-13: Resized image from .3m to 1m using a Gaussian kernel to first smooth, then bicubic
interpolation to resize.
At the 1m downsample the bilinear and bicubic images appear very similar from visually
inspecting the images. However inspecting the histograms of the image bands shows a slight
difference.
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Figure 4-14: Histogram of the three-channeled image’s intensity values for bilinear on left and
bicubic on right.
The histograms of the bicubic resized image show that for each of the three channels, the
intensity values peaks were closer in height to each other than in the bilinear image. The bicubic
image also showed a smoother right tail for each channel when compared to the bilinear image.
4.5.3.5 Cubic Spline Resample
Cubic spline resampling was performed to resize the image from .3m to 1m using gdalwarp for
the JNE RCI dataset in Chapter 2. The equation for cubic spline is shown in equation 4-21.
1 − (𝑎 + 3)𝑥 2 + (𝑎 + 2)|𝑥 3 |,
𝑖𝑓 |𝑥| < 1
𝑓(𝑥) = { 𝑎(|𝑥| − 1)(|𝑥| − 2)2 , 𝑖𝑓 1 ≤ |𝑥| < 2
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
Equation 4-21: Cubic spline (Szeliski, 2010)
Cubic spline resampling was performed to resize the image from .3m to 1m using GDAL Warp.
The image was not smoothed with a Gaussian filter beforehand. Compared to the original image,
the cubic spline resize was much smoother. Visually, it appeared smoother than the gaussian
smoothed bicubic resampled image as well. Figure 4-14 shows the original, cubic spline, and
bicubic resampled images of the field with man-made structure. Even though the cubic spline
image had not been pre-smoothed, the image was still smoother than the pre-smoothed bicubic
image. One concern with the cubic spline image was that although it noise may be filtered, it
might also filter out detail needed in the image.
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Figure 4-15: Original, bicubic interpolated, and cubic spline interpolated images.
Figure 4-16 shows the histogram of the cubic spline resampled image.

Figure 4-16: Histogram of intensity values from the cubic spline image on left and bicubic image
on right.
The bicubic interpolated image showed both more similar peak in values as well as a smoother
right tail compared to the cubic-spline image.
4.5.4 Frequency Domain Comparison
The previous section compared the downsampling methods in the spatial domain. To
compare images in the frequency domain, they must first be converted from the spatial domain to
the frequency domain. This can be done with the 2-dimensional fast Fourier transform in
MATLAB. The equation for the 2-dimensional FFT for an image is given by equation 4-22:
𝑛−1 𝑗𝑝 𝑘𝑞
𝑌𝑝+1,𝑞+1 = ∑𝑚−1
𝑗=0 ∑𝑘=0 𝜔𝑚 𝜔𝑛 𝑥𝑗+1,𝑘+1

Equation 4-22: 2D FFT (MathWorks, 2020g)
where X is the matrix to transform with m the number of rows, n the number of columns, p and j
are indices of the row position, q and k are indices of the column position, 𝜔𝑚 is equal to
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𝑒

−2𝜋𝑖⁄
𝑚

and 𝜔𝑛 is equal to 𝑒

−2𝜋𝑖⁄
𝑛

(MathWorks, 2020g). The forward Fourier transform is also

commonly represented by F. Before transforming the image, each image was converted to a
grayscale image using MATLAB’s rgb2gray. Rgb2gray converts a three-channeled image into
grayscale using the following equation 4-23:
0.2989 ∗ 𝑅 + 0.5870 ∗ 𝐺 + 0.1140 ∗ 𝐵
Equation 4-23:Rgb2gray, (MathWorks, 2020i)
Where R,G,B correspond to the red, blue, and green channels of the image (MathWorks, 2020i).
The grayscale image was then divided by the total number of possible integer pixel values (256)
and normalized by subtracting the mean pixel value from each pixel in the image. The image was
converted to grayscale to prevent having to perform the FFT on each channel for every image.
The image was normalized by pixel value to adjust the range of possible values between [0,1]
and the mean subtracted to prevent the large peak that would result in the corner of the resulting
transformed matrix (Young, 2010). The frequency image was then shifted using MATLAB’s
fftshift function. The image was shifted in order to put the frequency DC component in the
center of the image, resulting in a symmetrical image with the zero-frequency DC component at
the center (MathWorks, 2020h). The shifted image was also scaled logarithmically by adding 1
to the transformed image, then scaled. This was done to increase the detail that can be seen in the
image, by increasing the range of values represented in grayscale, instead of black and white that
was seen before the logarithmic transformation (Rzeszotarski et al., 1983). Additionally, both the
magnitude and the phase components of the transform were separated. These processing steps in
MATLAB were based on the following: MathWorks (2020g), Young (2010), Dosselman (2011),
and Verner (2011). If the 2D FFT is represented by F, then the magnitude is given by the
absolute value of F and the phase given by calculating the phase angle then:
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𝐹𝐼 (𝑢, 𝑣)
⁄𝐹 (𝑢, 𝑣))
𝑅

𝜑(𝑢, 𝑣) = 𝑡𝑎𝑛−1 (

Equation 4-24: Phase angle (Zisserman, 2014)
Where I and R are the real imaginary and real components respectively and u and v are spatial
frequencies (Zisserman, 2014).
The magnitude of the original image showed that the image contains more lower
frequency components than higher frequency, with the lower frequencies being most prominent
in the horizontal direction. The magnitude image did contain higher frequencies as indicated by
the appearance of lighter colored pixels over the majority of the image excluding the corners.
These higher frequencies were interpreted as noise that the Gaussian filter will need to remove.
An examination of the phase component of the image, did not yield any discernable information.
Figure 4-17 displays the interpreted images for the original image.

Figure 4-17: Modified original image and its components in the frequency domain.
The magnitude images for GDAL nearest neighbor and both manual downsampling still retained
many of the higher frequencies that occurred in the original image, although in all cases,
frequencies were shifted closer to the dc component. The GDAL cubic spline, ImageMagick
Gaussian, and pre-filtered bicubic, bilinear, and nearest neighbor resampling all removed high
frequency noise from the original image. The cubic spline magnitude components filtered out
most of the higher frequency components that appear in the original image. As was the concern
with the resampling in the spatial domain, although the cubic spline smoothed the image to
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reduce the noise, it is possible that it might smooth too much, reducing the discernability of
components in the image. The ImageMagick Gaussian resize smoothed the higher frequency
components less than the cubic spline, however the concern of not knowing the exact process the
smoothing and resampling of the image undertakes in ImageMagick, this option was not
selected. Between the bicubic, bilinear, and nearest neighbor pre-smoothed images, the bicubic
image did the best job of reducing the high frequency components in the image, while still
maintaining the low and middle frequency components that yield the same horizontal pattern as
in the original. Figure 4-18 shows the images for the bicubic.

Figure 4-18: Modified pre-filtered and bicubic resampled image and its components in the
frequency domain.
The bilinear image is similar to the bicubic image in terms of frequencies retained, however it
does contain slightly more higher frequency components. The nearest neighbor image retains
higher magnitude for higher frequencies compared to both bilinear and bicubic, and does not
maintain the dominant horizontal direction of the frequencies in the original image. Due to this,
the Gaussian smoothed bicubic resampled image is chosen as the method used for the
downsampled images in this dataset. The interpreted images for all the examined resampling
types are available in appendix 4-2.
4.5.5 Smoothing and Downsampling Implementation
The next step in this research was to implement the smoothing and downsampling
methods using freely available open-source libraries. OpenCV version 4 and GDAL with C++
193

were used to implement the code for this. The code worked by searching a folder for all files
with common geospatial image extensions, (jpg, img, jp2, tif, tiff), and stored the file names that
matched these extensions. For each image, GDAL was used to obtain the geospatial metadata of
the image including, pixel dimensions. The pixel size of the original image was checked to
ensure square pixels. Square pixels are not so much of a concern with the datasets used in this
research, but could possibly be if user-created imagery was used. The pixel size of the image’s
native resolution was then compared to the set of values in the downsample set and the image
will only be smoothed and downsampled for values that are greater than the initial pixel
resolution. This ensured that no upsampling occurred and the program does not needlessly run.
The initial or current pixel value, oPx, was then used with the coarser resolution value, nPx, and
the current image itself, to determine the parameters for smoothing and downsampling based on
the following steps:
I)

Obtain the rows and columns of the current image being downsampled as oRows
and oCols and convert to float.

II)

Calculate the ground distance, oGR and oGC, represented by the original image as
equation 4-25 and 4-26:
𝑜𝐺𝑅 = 𝑜𝑅𝑜𝑤𝑠 ∗ 𝑜𝑃𝑥
Equation 4-25: Original image row ground distance
𝑜𝐺𝐶 = 𝑜𝐶𝑜𝑙𝑠 ∗ 𝑜𝑃𝑥
Equation 4-26: Original image column ground distance

III)

Calculate the number of rows and columns needed to represent the downsampled
image as equation 4-27 and 4-28:
𝑛𝑅𝑜𝑤𝑠 = ⌈𝑜𝐺𝑅/𝑛𝑃𝑥⌉
Equation 4-27: Number of rows needed
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𝑛𝐶𝑜𝑙𝑠 = ⌈𝑜𝐺𝐶/𝑛𝑃𝑥⌉
Equation 4-28: Number of columns needed
IV)

Calculate the downsample rate as equation 4-29:
𝑑𝑠𝑟 = 𝑀𝑎𝑥(𝑑𝑠𝑟𝑅𝑜𝑤𝑠, 𝑑𝑠𝑟𝐶𝑜𝑙𝑠)
Equation 4-29: Downsample rate

Where dsrRows and dsrCols as equation 4-30 and 4-31:
𝑑𝑠𝑟𝑅𝑜𝑤𝑠 = 𝑜𝑅𝑜𝑤𝑠⁄𝑛𝑅𝑜𝑤𝑠
Equation 4-30: Downsample rate for row
𝑑𝑠𝑟𝐶𝑜𝑙𝑠 = 𝑜𝐶𝑜𝑙𝑠⁄𝑛𝐶𝑜𝑙𝑠
Equation 4-31: Downsample rate for column
V)

Take the ceiling of the downsample rate as cDSR

VI)

Check if the cDSR was odd or even. Increase by 1 if even for odd kernel size,
kSize as equation 4-32:
𝑘𝑆𝑖𝑧𝑒 = {

𝑐𝐷𝑆𝑅, 𝑖𝑓 𝑐𝐷𝑆𝑅 % 2 == 1
𝑐𝐷𝑆𝑅 + 1, 𝑖𝑓 𝑐𝐷𝑆𝑅 % 2 == 0

Equation 4-32: Function to determine ceiling of downsample rate

VII)

Calculate σ based on equation 4-33:
σ =

(𝑘𝑆𝑖𝑧𝑒 − 1)⁄
6.0

Equation 4-33: 𝜎 calculation (MathWorks, 2015), (StackOverflow, 2010).
VIII) Create the smoothed image with parameters kSize and σ using OpenCV’s
Gaussian Blur function.
IX)

Downsample the smoothed image from step 8 with bicubic interpolation using
OpenCV’s resize function. Parameters are nCols, nRows, dsrCols, dsrRows.
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For each image, the smoothed and downsampled image was then stored to be used as the current
image for the next iteration of downsampling,. For example, if an image was initially .3m pixel
resolution, the next downsampled image would have 1m pixel resolution. This 1m image would
be used as the current image for the 5m pixel downsample. The resulting downsampled image
contained 3-bands, including those that were initially only one band such as Landsat, due to the
way the inputs were read into OpenCV. One important item to note in the smoothing and
downsample process was that images of the original spatial resolution were still smoothed and
saved as “filename_smooth.tif”, but they do not follow the process above because they were not
being downsampled for this step. For original images which were smoothed but not
downsampled, a 3x3 kernel was used and a value of 1/3 set for σ. The unsmoothed version of
this image was still used as a starting point for the coarse-resolution downsampling and included
as a component of JNE ML.
For single band images, the band was duplicated in the B, G, R channel. This was done
so that the created dataset can have a consistent number of bands between all images. If the
machine learning technique calls for a single band image, all 3-banded generated images can
easily be converted. One thing to note was that all images were read in by OpenCV as 8-bit
integer values. This was due to the use of the IMREAD_COLOR flag which read in all files as 3
channel BGR format (OpenCV, 2020f). This meant that those images with higher radiometric
resolution, i.e. Landsat 8, were compressed to 8-bit integer format by OpenCV, which resulted in
a loss of radiometric resolution. Another option for future work could be to use the
IMREAD_UNCHANGED flag which allows the imagery to be read into a Mat in its native
format (OpenCV, 2020f). This would allow both 8-bit and 16-bit to be represented, however the
8-bit would then need to be converted to the more detailed radiometric resolution in order to
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ensure consistency of the heterogenous source data. Each downsampled image was then saved as
a tif file. The name of the tif file included the original name and the pixel size of the new image.
Geospatial metadata was added to the header of the tif file using GDAL. The world files (tfw)
were not generated for the JNE ML subimages although they easily could be. Even though tif
format stored the geospatial metadata in the header of the image, the tfw file was also saved to
make the dataset more compatible with other programs or libraries that may not have the
capacity to examine geospatial metadata like GDAL. Now that the full-sized images had been
smoothed and downsampled, the next step was to clip the smoothed and downsampled images
into the subimages used to make the JNE ML dataset.
4.5.6 JNE ML Subimage Creation
Once the original full size images have been downsampled and smoothed the next step
was to create the subimages that can be used for machine learning and DLCNNs in the dataset
called JNE ML. The creation of JNE ML addressed the shortcomings of the JNE RCI dataset
from Chapter 3. There were many different ways that these subimages for JNE ML could be
created. In the next section, several different possible ways to create JNE ML are examined. The
first way was clipping the full-size images to the JNE bounding box which was similar to the
creation of JNE RCI. The second used the full size image with no bounding box clipping. The
third was mosaicking the full sized images with no bounding box clipping. For the second way,
the data was processed as above, with smoothing and downsampling, so no detailed section will
be given on this below. The next section details the steps for methods 1 & 3, followed by
comparisons of the methods at the end.
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4.5.6.1 Method 1: Clipped Images – Cropped to Bounding Box
The first method used involved cropping the smoothed and downsampled images created
by the process in the section above and clipping these output images to the extent of the study
area, the JNE bounding box. This was similar to the method used with JNE RCI although JNE
RCI did not undergo the smoothing process before downsampling. Often with geospatial data
analysis, the data is clipped to the study site. The extent of the JNE raster was turned into a
vector shapefile layer called JNE_AOI, which will be referred to as JNE AOI. This was done
using QGIS’s “Create layer from extent” tool. This tool works by taking the bounding box
geometry from the JNE raster and creating a vector layer with only one feature as the output
(QGIS, 2021a). JNE AOI was used to clip each smoothed and downsampled raster. Using C++
and GDAL a script, clipImg.cpp, was created to take each image and clip it using the JNE AOI.
The first step was to get all image files from the user specified directory to be processed. The
gdalwarp command line utility was run as a system command from within the script. In the case
of clipping, the resampling method was set to nearest neighbor. This was because the image had
already been smoothed and downsampled in the previous step. In order to maintain the closest
image to the downsampled one that was being clipped, nearest neighbor interpolation was chosen
to assign the closest pixel value from the downsampled image to the new clipped one. Figure 418 shows an example of what this means. One additional setting in clipImg.cpp was the use of
the crop to cutline flag with gdalwarp. The crop to cutline flag crops the raster being clipped to
the boundary of the shapefile used as the cutline (GDAL, 2021). This means that the pixels of a
raster will be shifted or manipulated in such a way that their edges lie on the boundary of the
vector file used for the cutline. In order to successfully achieve this, the resolution of pixels may
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be adjusted slightly, pixels may become non-square if needed, or the pixels may shift to reach the
boundary of the cutline.

Figure 4-19: Illustration of nearest neighbor resampling for clipping the smoothed and
downsampled rasters by the JNE bounding box. Blue circles indicate the point center from the
smoothed and downsampled image. The red circle indicate the point center for the clipped
image. The blue arrows represent the distance. This edge pixel in the output image is assigned
the pixel values for the closest pixel in the smoothed and downsample image, even though it
overlaps with multiple pixels.
Figure 4-19 shows an example of the pixels of an ADOP image that shifted to reach the
boundary of the JNE shapefile when crop to cutline is used. Although this behavior is discussed
in Chapter 3 it is also reexamined in this chapter.

Figure 4-19: Left image shows an increased transparency 60m downsampled ADOP image
overlaid on the original 1m JNE image. Middle image shows the same ADOP image without the
crop to cutline flag. Pixels retain their original position and dimensions. Right image shows
ADOP same ADOP image when crop to cutline flag used. Pixels shift upward and right to reach
the extent of the bounding box. Although the 60m downsampled imagery did not end up being
used with this dataset, due to its large pixel size it illustrates the issues with cropping well.
If the pixel resolution is small, a shift to reach the boundary may not impact the image
much, however for larger pixel values, the shift in pixels may not accurately reflect the contents
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on the ground. When the portion of the image that overlaps the bounding box of the shapefile is
smaller than the bounding box, the crop to cutline flag should not be used. Omitting this flag
leaves the pixels at their original specified resolution and their point centers in the original
location of the smoothed and downsampled image. What this means however, is that if a portion
of a pixel extends over the boundary of the shapefile, then that portion will not be incorporated
into the clipped image and the boundary of the clipped image may be slightly less than that of the
bounding box. Figure 4-19 illustrates this.
When an image is larger than the extent of the bounding box serving as the cutline, then
the crop to cutline flag should be used. Using the crop to cutline flag only keeps those pixels that
fall within the extent of the bounding box. If the crop to cutline flag is not used when an image
footprint is larger than the bounding box, then the cropped image will retain the dimensions of its
original self, but the rows will be filled with no data values. Figure 4-20 shows the differences
between the use of the crop to cutline flag with Landsat imagery which was larger than the JNE
bounding box. In this research, because of the behavior of gdalwarp, the crop to cutline flag was
omitted when the cropped image was smaller in extent than the JNE bounding box (ADOP,
DOQ, NAIP) and included when the image was larger in extent than the JNE bounding box
(Landsat TM and Landsat 8). Each clipped image was saved with _clip added to its name and the
world file was updated. The clipped images were stored in a separate output folder with file path
and directory name specified by the user.
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Figure 4-20: Left image is the extent of how a Landsat band appears in QGIS both with and
without crop to cutline flag. Right image top shows the Landsat band dimensions when crop to
cutline flag is used. Right image bottom shows the Landsat band dimensions when crop to
cutline is omitted.
4.5.6.2 Subimage Creation from Methods 1 & 2
After the grids were created, images smoothed and downsampled, and full-sized images
clipped to the JNE bounding box a decision needed to be made of whether or not clipping the
images for JNE ML to the bounding box before dividing into subimages with the grid was
appropriate or if the full-sized images should be directly used with the grid. At first, it may seem
better and more in line with GIS techniques to clip the full-sized images to the JNE bounding
box as in method 1. The clipping process for the JNE bounding box follows as above, with the
crop to cutline flag not used when the full-sized image is smaller in extent than the JNE
bounding box and used when it was larger in extent than the JNE bounding box. This ensured
that the pixel positions were maintained. For the clipped images in method 1, there were a few
options: to maintain the grid cell extent in clipping (64 * 64 pixels) and pad pixel values to 0 or
reflect pixel values to reach the specified dimensions using either NumPy as in the beginning of
Chapter 3 or pad with GDAL; to use the epo flag with GDAL which would prevent cropping an
image over a given cell if that cell was not completely covered by the image; or to manually
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calculate the 64 * 64 pixel positions of each subimage without the use of the grid to crop the
clipped JNE images.
The last option, manually calculating the 64 * 64 subimages and adjusting the dimensions
of images that are less than 64 * 64 at the boundaries was not used, but should be addressed. At
the beginning of this chapter, the previous attempt of a machine learning dataset JNE RCI was
discussed which used the same starting imagery as JNE ML. Grids were not used and the
labeling of subimages different, however subimages were still created and the subimages were
created into 256 * 256 pixels by looping through and extracting pixel positions for each
subimage. If a subimage did not evenly divide into 256 * 256 the left over pixels were still
divided into a subimage, i.e. 256 * 65. The dimension that did not reach 256 * 256 was then
padded using numpy when used with the VGG-16 CNN architecture to reach the correct
dimensions. The padding was applied using NumPy’s reflect and constant options which pads
with a reflection of first and last values for each axis in the array or pads with a mirrored version
along the edges respectively (NumPy, 2021). The issue with this approach was that although the
subimages were not padded with zeros, the results still did not accurately reflect what the
appearance of the actual ground area was like. When padded with 0’s the results consisted of a
majority of 0 pixel-valued subimages. The training and validation results for this dataset with
categorical labels (labels corresponding to the original image name) was very low. Due to this,
this method will not be used.
The other options that were examined were to clip the subimages with the grid or clip the
full-sized images with the grid. For the clipping process, a script was written in C++ to
automatically clip a geospatial image to a vector shapefile grid called gridSubImages.cpp. Each
cell in the vector grid was looped through and it’s bounding box coordinates extracted. These
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were then passed to the gdal_translate command that was run as a system call to crop the image
to the cell extent. If an image did not reach the extent of a cell and the epo flag was not used, the
image was automatically padded with 0. If the epo flag was used and the image did not cover the
full extent of the vector shapefile, then that portion of the image will not be clipped. Each
subimage was labeled with the following convention:
Subimage_Name = file name + “_” + cell_id + “.tif”
The subimage contained all of the geospatial information from the grid cell in its header and was
stored as a geotiff. Although not done for the JNE ML subimages because of the way they will
be processed by DLCNN, the world file could also be computed and saved externally if needed
using the function to create world files used in previous scripts.
The following configurations were tested: JNE clipped bounding box images with and
without the epo flag and full-sized images with and without the epo flag. The epo flag which
stands for error when partially outside, is a Boolean flag that does not allow clip processing to
continue if the boundary extends beyond the image translated (GDAL, 2021b). The 5, 10, 20,
and 30m clipped and full-size imagery were tested. Table 4-1 shows the results of the number of
images generated and the number of images generated that contained all zeroes when the epo
flag was used and when it was omitted. Recall that images were only clipped using the grid of
the matching spatial resolution. As can be seen from the table above, when the epo flag was
omitted, the majority of the subimages were comprised of all zero values. For both the clipped
images and the full size images, these fully zero subimages come from areas of the image that
did not overlap the grid when the epo flag was omitted. When the epo flag was used, the % of all
0 images drops to 0% which is what is expected, however further examination showed that even
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these full and clipped subimages were not entirely appropriate for use as a dataset for machine
learning.
Resolution Full/Clipped EPO Flag # Output
# Output all 0
% all 0
30
Full
Yes
226
0
0
30
Full
No
1536
1035
67.38
30
Clipped
Yes
167
0
0
30
Clipped
No
1280
808
63.13
20
Full
Yes
172
0
0
20
Full
No
2610
2112
80.92%
20
Clipped
Yes
172
0
0
20
Clipped
No
2190
1712
78.17%
10
Full
Yes
1048
0
0
10
Full
No
10560
8841
83.72
10
Clipped
Yes
1028
0
0
10
Clipped
No
8760
7080
80.82
5
Full
Yes
4936
0
0
5
Full
No
44240
37909
85.69
5
Clipped
Yes
4824
0
0
5
Clipped
No
35040
28910
82.51%
Table 4-1: Table compares the number of output subimages and the percentage of these that are
composed of all zero values for both clipped and full-size images when the epo flag is used
versus omitted.
As can be seen from the table above, when the epo flag was omitted, the majority of the
subimages were comprised of all zero values. For both the clipped images and the full size
images, these fully zero subimages come from areas of the image that did not overlap the grid
when the epo flag was omitted. When the epo flag was used, the % of all 0 images drops to 0%
which is what is expected, however further examination showed that even these full and clipped
subimages were not entirely appropriate for use as a dataset for machine learning.
Another script is written to check the subimages for those that contain zero values and
calculate the total number of images that cover each cell in a grid. This script takes as input a
directory of subimages that have been processed as above and requires the number of grid cells
to be specified as user input. Before this script was run, another script was run to remove
subimages containing all zero values from the directory. Table 4-2 shows the number of images
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that contained a zero value. It should be noted that several images contained zero values in their
original form, such as the NAIP 2009 imagery, so some zeros were expected.
Resolution Full/Clipped EPO Flag # SImgs
# Has 0
% has 0
30
Full
Yes
226
7
3.10
30
Full
No
501
282
56.29
30
Clipped
Yes
167
37
22.16
30
Clipped
No
472
342
72.46
20
Full
Yes
172
23
13.27
20
Full
No
498
349
70.08
20
Clipped
Yes
172
55
31.98
20
Clipped
No
478
361
75.52
10
Full
Yes
1048
133
12.70
10
Full
No
1719
804
46.77
10
Clipped
Yes
1028
337
32.78
10
Clipped
No
1655
964
58.25
5
Full
Yes
4936
579
11.73
5
Full
No
6331
1974
31.18
5
Clipped
Yes
4824
1063
22.04
5
Clipped
No
6130
2343
38.22
Table 4-2: Shows the percentage of subimages that do not consist of all zeros but contain zeros.
Table 4-2 shows that subimages created with the epo flag contained less percentage of zeros than
those without it. However those created with this flag still contained images with zero. At this
point, it appears that using the full-sized images with the epo flag will produce more images
consisting of pixels with legitimate non-zero values, however when examining grid cell coverage
per subimage, it becomes apparent that this is not enough.
Examining the coverage of the subimages showed that not all grid cells were covered
evenly and some had very few to no subimage cover. For example, the 30m grid did not have
any subimages covering certain grid IDs when the epo flag was used for both the clipped and
full-size imagery. When no epo flag was used, the grid has better subimage coverage, but
suffered from the subimages contain zero-pixel values. In order to fix these problems, a
mosaiced image solution was tried.
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4.5.6.3 Method 3: Mosaicking Imagery
In order to address the problems of inadequate grid coverage and subimages with zero
values that did not occur as part of the original imagery, a mosaicking strategy was used. A
mosaiced geospatial image is an image created by merging more than one image together (ESRI,
2016). Mosaicking imagery can be used to tie together separate tiles of imagery to form a
continuous scene of the ground. Instead of zero-valued pixels representing the end of an image,
the subimages would have full coverage of the grid cell with pixel values. Since the JNE clipped
imagery already contained zeros, only the full-sized imagery, not clipped imagery would be
mosaiced. It is important to note that the original sensor imagery was not mosaiced before the
smoothing and downsampling process. This was due to concerns that performing those
operations on mosaiced images would result in extremely long processing times.
The full-sized images are mosaiced using QGIS’s merge tool. The merge tool provides a
user-interface to access GDAL’s gdal_merge.py (QGIS, 2021b). Images were mosaiced with
each other based on five criteria:
1) Images were only mosaiced with other images from the same sensor.
2) Images were only mosaiced with other images from the same time period.
3) Images were only mosaiced with other images of the same spatial resolution.
4) Images were only mosaiced with other images of the same band or band
combinations.
5) If images overlapped, then the last image passed in as an input to be mosaiced was
the image that overlapped the most with the JNE bounding box.
These five criteria ensured that images mosaiced together would closely resemble each other and
represent similar conditions of what the sensor captured that occurred in reality during that time
period. The 5th criteria was set as such due to the behavior of the gdal_merge.py script. This
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script takes the last image specified as an input image to be mosaiced and uses that image’s pixel
values for areas that overlap by other images (Warmerdam et al., 2021).
Each sensor’s images were loaded into QGIS and visually examined to determine which
mosaiced image it should belong in. The image that overlapped the most with the JNE bounding
box was selected to appear at the end of the input list. This ensured that the majority of the
subimaged data appeared from one image, while the other images were used to complete the grid
to minimize zero pixel values. Figure 4-21 shows an example mosaiced image for the 30m NAIP
taken in 2017.

Figure 4-21: NAIP 30m smoothed and downsampled imagery from 2017 that is mosaiced into
one tile, naip_2017_merged_30.tif. Overlaid on this is the 30m grid that will be used to clip the
64x64 pixel subimages.
Once the merge tool was run on all datasets there was a total of 45 mosaiced images covering the
JNE bounding box and grid. Each dataset (ADOP, DOQ, Hi-Resolution Orthoimagery, NAIP)
had a mosaiced image for the 5 spatial resolutions used, for RGB or single band if applicable,
and for different years. Landsat tiles were not mosaiced because their dimensions exceeded the
grid area. The images were then clipped to their respective spatial resolution grid following the
process in the above section. When the gridSubImages.cpp script was run, the epo flag was used,
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although the mosaiced image will extend over the boundaries of the grid and process with or
without the epo flag.
Although mosaicking the images improved the process there was one issue that was
overlooked during this process that should be corrected in future work. In the clipImage.cpp
which is used in Methods 1 & 2 above, the spatial reference was explicitly set. This
corresponded to setting the projection by specifying the EPSG code for UTM Zone 15N ESPG
26915 . The ADOP, DOQ, Hi-Resolution Orthoimagery, and NAIP imagery all use this
projected coordinate system along with the NAD 83 datum. However, the two files used in
Method 3 smoothResize.cpp and gridSubImages.cpp did not have anything that explicitly
specified an image to UTM Zone 15N with ESPG code 26915. For the imagery from the four
datasets above, this was not a problem, however for Landsat and Planet imagery (which is used
later) there was a difference. Examining these subimages created from this process in gdalinfo
showed that the Landsat subimages (Landsat TM and Landsat 8) and Planet subimages did use
the UTM Zone 15N projected coordinate system, however they did not use the NAD 83 datum.
The Landsat and Planet subimages used the WGS 84 datum corresponding to ESPG code 4326
with the projected coordinate system corresponding to EPSG code 32615 UTM Zone 15N. What
this means is that the locations of the Landsat and Planet subimages will not correspond to
exactly the same ground location as the other subimages. However, because this research used a
grid-based system to categorize the area on the ground by grid IDs, this difference in location
may not be as noticeable as if a fine-grained location were used such as the numerical
coordinates of a subimage’s centroid. Additionally, the practical difference of the WGS 84 and
NAD 83 datums is rather minimal at the resolutions the subimages are of. The difference
between the WGS 84 and NAD 83 datums translate to approximately 3 to 4 feet in locational
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difference on the ground (Neacsu, 2008). The smallest resolution subimage used in the DLCNN
portion of this research is 5m. Although, this might cause a small amount of error in on-ground
location, the custom and chain DLCNNs used in this research and discussed in this chapter are
still highly accurate on the 30m subimagery. The impact of this on the chain DLCNNs accuracy
in finer-detailed spatial resolutions is unclear however and in future research either the imagery
needs to be converted to EPSG 26915 using gdalwarp in terminal with Bash or gdalwarp or
another method incorporated into smoothResize.cpp to convert the projection at that step.
4.5.6.3.1 Results of mosaiced images
The resulting subimages from the mosaiced full-sized images resulted in a dataset with
more uniform coverage of the grid and minimal zero-pixel valued subimages at all spatial
resolutions. Table 4-3 shows the results for the mosaiced subimage output.
Resolution(m)
% with 0
# subimages per cell
30
3.16
16
20
10.74
9
10
11.11
9
5
12.4
8
Table 4-3: Results of the gridded subimages with mosaiced images.
The mosaiced subimages have a similar percentage of images containing 0 as the lowest result
for each spatial scale in table 4-3. Most of the zero-valued images in the mosaiced subimages
come from the NAIP 2009 imagery which contained these values by default. For example,
98.11% of the 5m mosaiced subimages are from the NAIP 2009 imagery. Although the number
of subimages per cell may be less than the others, the images do not contain the zero-pixel
valued no data components. The final results of the number of subimages created for each spatial
scale are: 253 (30m), 270 (20m), 1080 (10m), 3840 (5m), and 105,138(1m) resulting in a total of
110,581 subimages in the dataset. This configuration is termed JNE ML.
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4.5.7 Customizing the Created Dataset
One advantage of the setup of JNE ML is that it can be further customized for specific
research needs. This section shows an example of that, by customizing JNE ML for use with the
rest of this research. For this customization, the duplicated 3-channel grayscale bands of the
Landsat TM and Landsat 8 JNE ML subimages were combined to create 3-channel colored
composites to expand the number of RGB and Color Infrared imagery used. The near-infrared
band can be useful to determine if an area is land or water, and the red and near-infrared for
viewing canopy reflectance (Jensen, 2006). The subimage bands selected for RGB from JNE ML
were: 3 (.63-.69 μm), 2 (.52-.60 μm), 1 (.45-.52 μm) for LandsatTM and 4 (.64 - .67 μm), 3 (.53.59 μm), 2 (.45-.51 μm) for Landsat 8; for the color infrared the bands were: 4 (.76-.90 μm), 3
(.63-.69 μm), 2 (.52-.60 μm) for LandsatTM and 5 (.85-.88 μm), 4 (.64-.67 μm), 3 (.53-.59 μm)
for Landsat 8 (USGS, 2021a). For Landsat TM, band 4 is useful for determining shorelines and
biomass of vegetation, band 3 can help identify vegetative slopes, band 2 highlights vegetation
peaks, and band 1 for delineating if an area is deciduous or coniferous, vegetation or soil
(USGSb, 2021). Landsat 8’s selected bands are useful for their following properties: band 5 for
shoreline determination and biomass, band 4 for determining vegetative slopes, band 3 for plant
vigor and peak vegetation, band 2 for determining coniferous from deciduous forest and
vegetation from soil (USGSb, 2021). However, during the creation process described below, 3 of
the 3-channeled Landsat images created consisted of bands outside of the desired band selection.
This was due to incorrect bands being supplied as arguments to the C++ script. As a result of
this, one 6, 5, 2 Landsat 8 image is incorrectly included as a 5, 4, 3 band image.
To create the above combination of bands for a 3-channeled image C++, OpenCV, and
GDAL were used to extract the single band from the 3-band grayscale smoothed Landsat images.
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Three file paths and names were supplied as user arguments and represented the desired ordering
of the merged image. For example, the RGB for Landsat TM should be passed in with the file
path and names of 3, 2, 1 in that order. OpenCV 4.0 was used to read in the images as Mat
objects, however the images were read in as BGR due to this being the behavior of the
IMREAD_COLOR flag. The images were then merged together in the desired band order and
the color space converted to RGB before writing the image as a tif. Geospatial metadata was
added to the image’s header using GDAL within the script.
Once the images were merged into RGB and CIR, the same process as above for
generating the subimages was done. Since the Landsat imagery was not downsampled only
smoothed, it will only appear in the 30m grid form. In addition to this, all images that were
single-band images in their initial form were removed. This leaves a resulting dataset to be used
with the DLCNN experiments below that consisted of only RGB and CIR 3-channel subimages.
The final configuration of JNE ML consisted of the following: 734 (30m), 240 (20m), 960
(10m), 3,840 (5m), 93, 456 (1m) processed subimages.
4.5.8 JNE ML Creation Discussion
This component of the research examined different strategies in which geospatial images
can be processed into subimage components in a dataset titled JNE ML that was suitable for
machine learning methods. Geospatial imagery requires that the geospatial components of the
image, such as spatial resolution of the imagery and the position of the image in ground
coordinates be retained in its subimage form. This is in contrast to non-geospatial images which
can be manipulated for use in machine learning datasets without these constraints. Through the
use of free and open-source software and libraries, a dataset suitable for machine learning, JNE
ML, was created that incorporated both the geospatial components and the subimages themselves
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for use. JNE ML also addressed the issues present in the JNE RCI dataset which was used with
handcrafted feature based methods in Chapter 3. Multi-scale grids were created to serve as a
gridded coordinate system for the use of labeling the subimages in JNE ML with categorical
labels from the grid ID. Through the use of the naming convention each subimage in JNE ML
was able to determine the original dataset the imagery came from, its pixel resolution, the
resolution of the grid it was registered to, and its position in that grid. This grid scale and
position can be used for categorically labeling the subimages. In the supervised training process,
each subimage has a header which contains the real-valued projected coordinate position that can
be used for a real-valued machine learning application, such as predicting the coordinates of a
subimages bounding box or centroid. The flexibility of the created dataset was shown, by
modifying it to include RGB and CIR Landsat imagery at the 30m resolution. The research done
for the creation of this dataset covered a step-by-step process that other users can follow to
extend the process to other physical locations.
4.6 Deep Learning CNNs with JNE ML
Before the DLCNN architectures were constructed, trained, or tested JNE ML had to
first be divided into its training, validation, and testing components. This was done before the
DLCNN implementation step to ensure that all DLCNN architectures that used JNE ML had the
same set of training, validation, and test images for use. To help with dividing the data into
appropriate subsets a Python script was created called partData.py. PartData.py worked by taking
a directory containing subimages, selecting all files with common geospatial image extensions
(.jpg, .jp2, .img, .tif, .tiff), and outputting three csv files for training, validation, and test data.
The format for the training, test, and validation csv files contained the full file path with
subimage name, the one-dimensional cell id for the grid at that spatial resolution, and the spatial
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resolution of the grid. The cell ID and the spatial resolution value can serve as labels. Although
not done in this research, partData.py could be modified to access the geospatial metadata to
extract and write the csv’s real-valued coordinate positions of a subimage’s bounding box or of
the subimage’s centroid for the DLCNN to train on. It is important to clarify that the csv files
generated by partData.py do not contain any pixel data values, only file paths and names of the
image to be used by the DLCNN.
The next step in the partData.py script was to use scikit-learn’s train_test_split function to
split the text-based file names into the train, validation, and test sets. Train_test_split combines
input validation and the ShuffleSplit into a single function call for splitting a Python list into
random subsets (Scikit-learn, 2021). The stratified flag was used to specify the data be
approximately evenly split between all categorical labels. The script first began by dividing all of
the selected subimage names and paths from the first step into a split of 20% test and 80%
training. The 80% allocated to training was further subdivided into a 20% split as validation data.
The resulting allocation of the full dataset resulted in an approximately 64% training, 16%
validation, and 20% test split. The random state was set to zero. This was because once
partData.py has been run it would not be run again with the JNE ML dataset. If multiple different
divisions of JNE ML are desired, then the random state does not need to be set. The subimages
created for JNE ML were divided up by folders into their respective grid resolutions and the
partData.py was run on each directory. A last check was conducted to ensure that the data was
relatively evenly represented from the stratification process and was confirmed that the cell ids
for each grid are evenly represented.
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4.6.1 JNE ML Label Representation
In addition to determining how to divide the data, the representation of the label for use
with JNE ML with the DLCNN had to be decided. The grid cell ID was specified as a categorical
integer label, y, for the dataset. This categorical integer label was converted into a one-hot
encoded label representation for use in the DLCNNs.
One-hot encoding converts each categorical integer label into a vector containing binary
labels where the length of the vector is equal to the number of categories in the dataset. The
position of the vector that corresponds to the categorical label is given a value of 1, while all
other positions are given a value of 0. Because the grid IDs of JNE ML began at 1, instead of 0
as with the beginning of indexing in Python, the labels were adjusted by subtracting 1 to adjust
for correct encoding. The labels were then one-hot encoded. The one-hot encoding process
occurs at run-time during training using Keras’s Sequence class.
4.6.2 Using JNE ML in the DLCNNs – Sequences
One of the challenges of using JNE ML with DLCNNs was that the full dataset did not fit
in memory for either the GPU or CPU on the PCs used in this research, due to their finite
memory capacity. A Keras Sequence object was used as a solution to this problem. The purpose
of the Sequence object was to load into memory a specified subset of data at one time. A Keras
Sequence object can be subclassed to access a Python Generator object in which the len function
and get item methods must be implemented (TensorFlow, 2021a). The Sequence object is useful
for large datasets which use external libraries for data pre-processing (TensorFlow, 2021b).
The Sequence object created to load JNE ML subimages for the single channeled
DLCNNs used in this research, VGG-16 and custom, had several properties that were required to
be set during its initialization. The csv file containing the file paths and labels of the data
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(training or validation), the size of a batch of data, a counter representing the number of steps
need to pass through the data in the csv file, the indices of each row of data selected for a batch,
the maximum value of the IDs in the grid that represented the spatial resolution of subimages
being processed, and flags that represented if labels should be one-hot encoded, if Keras VGG
preprocessing methods should be used, if pixels should be preprocessed with custom methods,
and if subimages should be augmented by rotation. In addition to the required properties, six
methods were implemented in the Sequence class in the Python script. The iter method iterated
through the data in a batch and was used during testing of the Python script to ensure the
behavior of the sequence was correct. The on epoch end method was overrode and customized to
allow for shuffling of the data. This was implemented based on suggestions from GitHub for
correcting this issue (GitHub, 2018). The len method returns the total number of steps needed to
move through the dataset based on the batch size. The augData function augments a single bath
of data by randomly rotating each item in the batch either 0, 90, 180, or 270°. The get item
function returns the pixel values of each file path in a batch after first pre-processing the pixels
according to the flags passed to the Sequence’s constructor. Get item also returns the encoded y
labels based on the one-hat processing flag.
In addition to the Sequence object for one-channeled DLCNNs used in this research,
there is also a Sequence class implemented for the two-channeled DLCNNs used. The Sequence
class used for the two-channeled DLCNNs implemented the same attributes of the one-channel
Sequences. It also included additional attributes of pre-generated integer values containing the
grid edge IDs for each grid resolution used in this study, as well as the number of rows and
columns in the grid which were required as command line arguments. An additional method was
included to split the neighboring subimage selected from JNE ML into a random 32x32 smaller
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subimage. There was also an additional function that was called in the script to run the twochanneled DLCNN that was called by the two-channel Sequence which randomly chose the
neighboring subimage from JNE ML.
Both the one-channel and the two-channel Sequences had an additional implementation
used for the JNE ML test data in the form of a test Sequence. These test Sequences were
formatted to work with the DLCNN’s predict method. They also give more information about
the data being returned by the get item method to help provide insights about the test dataset and
the DLCNN’s performance on it.
4.6.3 DLCNN Implementation – Pretrained Transfer Learning
Now that the multi-resolution grids and JNE ML dataset have been created and the JNE
ML dataset can be used with DLCNNs through the Keras Sequence class, the next step was to
train the DLCNNs used in this research on JNE ML for the coarse-grained image registration
problem. The work in this section will cover step 1 which was using a pre-trained finely-tuned
DLCNN architecture for each spatial resolution to coarsely register subimages at their specific
resolution. The pre-trained DLCNN architecture for this step was the VGG architecture from
Simonyan & Zisserman, 2015. The VGG architecture has been used in several geospatial
imagery related studies including: (Ye et al., 2018) and (Kim et al., 2017). In addition to its
successful use with other geospatial imagery applications, the VGG-16 and VGG-19 networks
are already implemented in a Keras Application, making using the pre-trained VGG-16 network
relatively easy. Keras’s implementation has already been trained on ImageNet and the trained
weights can be included by setting them to be, making it ideal for transfer learning and finetuning.
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VGG-16 is considered a DLCNN when based on criteria from Goodfellow et al. (2016)
and LeCun (2016) as it consists of more than one layer and has at least two non-linear feature
transformations The original VGG-16 architecture consists of a 224 x 224 x 3 input layer, 13
convolutional layers, 5 max pooling layers interspersed with the convolutional layers, three fully
connected layers, and makes use of 3x3 filters, ReLU activation for hidden layers, and sigmoid
activation for the final output layer (Simonyan & Zisserman, 2015), (keras-team, 2021). In order
to work with JNE ML an input layer of 64x64x3 had to be added and the final output layer had to
be modified from its original 1000 channel (neurons) output in Simonyan & Zisserman (2015)
implementation to work with the number of classes for each spatial resolution of the grids used
with JNE ML. Modifying the input size to account for the 64x64x3 JNE ML subimages results in
additional modifications being automatically implemented to the VGG-16 network in Keras. In
both the original and modified VGG-16 architecture the number of output feature maps remains
consistent, i.e. 64, 128, 256, 512, between the two as the same size filters are used. However,
there is a difference in the width and heights of the original and modified. The original VGG-16
takes input images of 224x224x3 which results in width and height dimensions of 128x128 after
the first max pooling layer. In this research’s modified VGG-16, the width and height
dimensions will be pooled to have width and height of 32x32. This difference in the width and
height dimensions will continue throughout the network. All implementations of the VGG-16
DLCNN with either JNE RCI or JNE ML used the modified VGG-16 architecture as described
above. Because this research used grids for five different spatial resolutions, there were five
different sized output layers, one for each version of the network. Table 4-4 lists the number of
output neurons in the final layer for each spatial resolution grid.
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Resolution
# of Output Neurons
1
11,682
5
480
10
120
20
30
30
16
Table 4-4: Number of output neurons in the pre-trained finely-tuned network
The initial VGG16 network was also modified to allow for a (64, 64, 3) input tensor to
serve as input to the network. The weights of ImageNet were included to allow for transfer
learning. The top layers of the original network (fully-connected layers) were excluded by setting
the include_top flag to false. This was done to allow the new fully-connected layers of the
network to be fine-tuned on JNE ML. Layers that had already been pre-trained on ImageNet
were set to not be trainable. This meant that the model would only be trained on the added-on
layers due to the top layers of the original VGG-16 model being removed. The output of the
original VGG-16 model in this state is a 4-dimensional tensor representing the output of the last
convolutional layer (Keras, 2021). Because the newly added layers were fully-connected and not
convolutional, the output was instead pooled into a 2D tensor, in this case a 512 by 1 vector
using global max pooling which was then be passed to the fully-connected layers by specifying
the pooling flag in the model. Global max pooling took the maximum value from each of the 512
feature maps the last (2, 2, 512) Max Pooling 2D layer in the VGG-16 network and formed a 512
dimensional vector that served as input to to-be-trained fully connected layers. Max pooling
lessens overfitting of the network and reduces the dimensionality of the features (Ng. et al,
2021).
Two architectures with the pretrained VGG-16 were experimented with. The first VGG16 modified architecture, referred to as VGG-1, consisted of two hidden layers and an output
layer that contained the grid cell ids. This output layer varied in size based on the resolution of
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the input images. For all resolutions, the first fully-connected layer consisted of 256 neurons and
the second fully-connected 128 neurons. The choice of neurons for each layer was based on one
of the three suggested recommendations for configuring fully-connected layer neurons that states
that the hidden neurons for a fully-connected layer be fewer than double the input layer size
(Heaton, 2008). The number of neurons chosen also reflected the third and fourth design pattern
of Smith & Topin (2016) which state that deep CNNs should have symmetry and attempt to keep
the network simple (Smith & Topin, 2016). This was reflected in the decision to maintain the
number of neurons in each layer as powers of two and in the choice to only include two layers.
The second modified pre-trained VGG-16 architecture, referred to as VGG-2, (VGG has
the same number of layers as the first architecture, however instead of maintaining the same
number of neurons for all resolutions, the first hidden layer of each DLCNN will contain hidden
neurons that followed another of the three guidelines for determining neurons for fully-connected
layers which states that the number of hidden neurons be 2/3 the number of neurons in the input
layer plus the number of neurons in the output layer (Heaton, 2008). In order to maintain a
symmetric network, this value was rounded down to the closest power of 2, i.e. the value of
357.33 for the 30m resolution network was rounded to 256 neurons. For both modified VGG-16
networks the loss function to be minimized was categorical cross-entropy loss. Appendix 4.16.5
depicts the different configurations of the modified VGG-16 architectures.
In addition to the two configurations of VGG-16 for transfer learning used above, each of
these configurations was tested with allowing different layers of the network to train. In the fully
connected only (FCO) setting, only the added fully connected layers were allowed to fine-tune
train on the JNE ML data. In the top convolution fully connected (TCFC) setting, the added fully
connected layers were allowed to train along with the top-most convolutional layer on JNE ML.
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These two settings were tested to see if the inclusion of the top-most convolutional layer, which
represents higher level features of the network, was beneficial in fine-tuning a pre-trained
network on JNE ML.
4.6.4 DLCNN Implementation – From Scratch Network
The custom DLCNN used in this research consisted of a two-channeled DLCNN. One
channel used the subimage of interest as its input, while the other channel used a randomly
selected neighboring subimage chosen from a neighboring grid ID. The use of a randomly
selected neighbor is similar to the use of other two-channeled, Siamese, or triplet networks in
which the goal is to use the DLCNN to learn the relationship between images. For example,
Wang et al. (2018) used patches (subimages) from image pairs of various Landsat and Radarsat
images for image matching. Merkle et al. (2017) use image patch pairs between an optical image
and a radar image for geolocalization. In this case, the image patch pairs represent the same
location on the ground, however the sensors differ. In the general case of a triplet network, a
similar and dissimilar image in feature space are selected to accompany the image of interest to
learn the embedding between the three images (Veit et al., 2017). However, in the case of
geospatial imagery, those images most similar or dissimilar in feature space, may not correspond
to the correct spatial location of the images in the real-world.
Instead of placing images from two different sensors in each channel and drawing off the
concept of placing a similar image in a channel with that of the triplet network, the custom
DLCNN makes use of a random neighbor in physical space instead of that of feature space. This
is similar to the concept applied in supervised learning of visual odometry in which consecutive
frames or images are used to estimate the relationship between two images by estimating the
position or odometry of the sensor (Chen et al., 2020). Weyland et al. (2016) also note that
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highly correlated geographically tagged images often occur in sequence and this can be taken
advantage of with a DLCNN and LSTM architecture for localization. Although not global
localization, as the initial position of the first UAV image in the sequence is known, Goforth &
Lucey (2019)’s use of visibility neighborhoods to incorporate neighboring UAV imagery frames
into the pose estimation process as a part of visual odometry is an additional example of utilizing
neighboring imagery as a part of localization. In this research, instead of estimating the odometry
or the change between two images, the DLCNN in this case used the randomly selected
neighbor, which was similar to treating the neighbor as the image at the previous time stamp and
the subimage at the location at current time. Although in actuality, a recurrent convolutional
neural network would need to be used to represent the time information between scenes as a
DLCNN cannot adequately represent time (Wang et al., 2017). Wang et al. (2017) and related
work by Clark et al. (2017,) as well as Weland et al. (2016) still use DLCNNs as part of their
deep learning visual odometry pipeline to extract features from pairs of consecutive optical
images. However, in this case instead of estimating odometry, pose, or coordinate locations the
DLCNN in this research predicts the coarse grid ID assigned to each section of the JNE AOI.
The subimage of interest was kept at its 64x64x3 dimension and the randomly selected
neighbor was then confined to a random 32x32x3 subimage (tensor) to use with the other
channel of the network. The neighboring subimage was restricted in this fashion in an attempt to
augment the training data by increasing the number of neighboring subimages available. It was
also done because the 32x32x3 subimage was of a random location within the particular grid ID
it occurred in. These randomly selected pixels within a grid ID cell represented a random
32x32x3 block that still described the on-ground location even though it was not the exact
dimensions of the full location represented by that grid ID. Neighboring subimages were selected
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without regards to the train, validation, test split used for image training. There were two
configurations of the custom DLCNN tested. Both had the same input shape, output shape, and
number of layers, however there was a difference in the number of features extracted in the third
convolutional layer for the neighboring subimage channel.
Both Configuration 1 and 2 had the left channel correspond to the subimage of interest.
The input layer was a tensor of (batch size, 64, 64, 3) dimensions. Following this was a
convolutional layer with output of (batch size, 64, 64, 64) followed by a dropout layer to help
reduce overfitting. Next a convolutional layer with output of (batch size, 64, 64, 32) was added
followed by a 2D max pooling layer with output size (batch size, 32, 32, 32) used to reduce the
size and feature maps for the next layer. The fourth convolutional layer was a locally connected
2D layer which had an output dimension of (batch size, 30, 30, 4). The 2D locally connected
convolutional layer provided each local receptive field with its own set of filters and weights
(TensorFlow, 2021d). The 2D locally connected convolutional layer was added there because at
this point in the network higher-level features were extracted. Allowing the 2D locally connected
convolutional layer at this point, relaxed the convolutional weight sharing property that a feature
should be extractable at anywhere in the image, and instead allowed for different features to
correspond to different spatial locations (Li et al., 2021).
The right channel of the network took the random subset of the randomly selected
neighboring subimage as input which resulted in a (batch size, 32, 32, 3) input layer. This was
followed by the first 2D convolutional layer which had an output size of (batch size, 32, 32, 512)
resulting in 512 feature maps. Following this was a dropout layer used to try and reduce
overfitting of the DLCNN. Two 2D convolutional layers then followed. The first had an output
size of (batch size, 32, 32, 512) for both Configurations 1 & 2 and the second 2D convolutional
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layer had an output size of (batch size, 32, 32, 32) for Configuration 1 and (batch, size, 32, 32,
256) for Configuration 2. This difference was done to see how or if the number of feature maps
affects the results of the DLCNNs. The rest of the network is the same between Configuration 1
and 2 from this step other than the input size of the next layer. The next layer was a 2D
convolutional layer with an output size of (batch size, 32, 32, 128). Next was a 2D locally
connected layer with output size of (batch size, 30,30, 4). There was no 2D max pooling layer for
the right channel because the number of parameters for the right channel was smaller.
Both the left and the right channel of the DLCNN had 4 convolutional layers each (3
regular convolutional layers and 1 locally connected). The next step was to take the outputs of
both channels’ 2 locally connected 2D layers and merge them into a single channel using a
concatenation layer. This concatenate layer resulted in an output of (batch size, 30, 30, 8). Next
the final 2D convolutional layer was used to extract one more set of features from the
concatenated channels. The output of this final convolutional layer was (batch size, 30, 30, 16).
The number of feature maps was reduced to 16 due to memory constraints in the GPU based on
the number of parameters. Memory constraints also helped determine the number of feature
maps and total number of layers as well. In addition to memory constraints, the use of 5
convolutional layers (4 in each channel, one after merging in the case of this research’s design),
has been seen in other DLCNNs with geospatial imagery. He et al. (2018)’s Siamese DLCNN
which was designed with challenges in remotely sensed imagery in mind, had 5 convolution
layers to represent known potential difficulties in this type of imagery, i.e. shadow, landcover,
and an additional 6th layer to represent unknowns. The selection of 5 convolutional layers total
for this research is partially influenced by He et al.’s network, but leaves out the 6th convolution
layer for the unknown. Another example of a geospatial DLCNN using 5 convolutional layers is
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Zhou et al (2017), although their DLCNN is used for image retrieval instead of image
registration or geolocalization. Additionally, Huang et al. (2017) use 5 convolutional layers with
a DLCNN as part of their transfer learning pipeline for classifying overhead geospatial SAR
imagery. Huang et al. (2017) also base certain properties of their DLCNN design following
Smith & Topin (2016). In this dissertation’s DLCNN, following the last convolutional layer was
a flattening layer to convert the tensor into a vector of size (batch size, 14400). Last a dense fully
connected layer was used with output size (batch size, number of grid IDs at resolution) which
output the raw logits of the network. A softmax layer was then added on to the DLCNN at
runtime to output probabilities where each output probability represented the probability of a
particular grid ID at that resolution occurring. This approach was based on Weyland et al. (2016)
PlaNet in which the output layer was also a softmax layer that represented the grid cells.
Appendices 4-3 and 4-4 show the architecture of both Configuration 1 and Configuration 2 of the
custom DLCNN.
4.6.4.1 Network Hyperparameters
In addition to the number of layers and neurons, the DLCNNs used in this study had a
number of hyperparameters tuned and configuration decisions made such as the loss function,
activation function, learning rate, and batch size . These components are discussed in more detail
below.
4.6.4.1.1 Loss Function
The loss function of a DLCNN serves to measure the error between the output of the
model and the actual training data labels. The DLCNNs used in this research for coarse-grained
registration predicted categorical labels. Instead of predicting with the text-based labels, the
labels were encoded to integer values, then these integer labels were encoded into one-hot
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vectors which were returned as a matrix. Since the data labels were one-hot encoded the loss
function used was categorical cross entropy. The equation for cross-entropy loss is given in
equation 4-34 below.
𝐿(𝜃) = ∑𝑁
𝑖=1 𝑙𝑜𝑔𝑝𝑔𝑖 , 𝜃(𝑥𝑖 )
Equation 4-34: Cross-entropy loss function (Hastie et al., 2017)
Where L(𝜃) is the output matrix of losses, which is equivalent to J(𝜃) notation used in deep
learning literature, 𝜃(𝑥𝑖 ) is the estimated category from predicted from the data for training data
𝑥𝑖 , and 𝑝𝑔𝑖 is the conditional probability for the ith category (Hastie et al., 2017). The crossentropy loss function must be negated to return the parameters that maximize the probabilities
and this can also be written for a single example as equation 4-35 below.
𝐿𝑖 = − log(𝑃(𝑌 = 𝑦𝑖 |𝑋 = 𝑥𝑖 )
Equation 4-35: Negated cross-entropy loss (Li et al., 2017a)
Another parameter to determine was the non-linear activation function used on the
outputs of the linearly activated layers. The ReLu activation function was selected for use as the
activation function for all layers in which a non-linear activation function was applied except for
the output layer of the models. The ReLu activation function is given by the equation 4-36:
𝑀𝑎𝑥{0, 𝑧}
Equation 4-36: ReLu activation function (Nair & Hinton, 2010), (Jarret et al., 2009)
The ReLu activation function was selected because it is the recommended default activation
function for use with modern neural networks (Goodfellow et al., 2016) due to its properties of
reducing computational time during calculation and its ability to prevent the vanishing gradient
issue from occurring (DeepAI, 2021). For training the DLCNNs the output of the last layer were
logits. For prediction of the model, a softmax layer was added. The softmax function was used to
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transform the output logits of the final layer into probabilities. The softmax activation function is
given by equation 4-37 below.
𝑃(𝑌 = 𝑘 |𝑋 = 𝑥𝑖 ) =

𝑒 𝑠 𝑦𝑖
∑𝑗 𝑒𝑗𝑠

Equation 4-37: Softmax activation function (Li et al., 2017a)
Where e is the natural logarithm,𝑠𝑦𝑖 is the maximum predicted unnormalized probability for a
given training data 𝑥𝑖 , and 𝑠𝑗 is the unnormalized probabilities for the remaining classes (Li et
al., 2017a). The implementation of categorical cross entropy used in TensorFlow accepts the
unnormalized logits as input, applies the softmax activations function to the logits within the
cross entropy loss calculation, and returns a tensor containing the softmax losses (TensorFlow,
2020a), (TensorFlow, 2020b).
4.6.4.1.2 Learning Rate
The learning rate is a hyperparameter of the neural network/DLCNN that is used to adjust
the weights after gradients have been calculated by an optimization method. The learning rate is
usually denoted by α or η depending on notation. For example, in gradient descent, the learning
rate adjust the gradients used to update the weights as in equation 4-38.
𝜃𝑘+1 = 𝜃𝑘 − η𝑘 𝑔𝑘
Equation 4-38: Gradient descent weight update (Murphy, 2012)
Where 𝜃𝑘+1 is the updated weight matrix to be used in the next iteration of the network, 𝜃𝑘 is the
current weight matrix to be updated for iteration k, η𝑘 is the learning rate, and 𝑔𝑘 is the gradient.
Common learning rates selected generally are chosen from the interval of [1e-5, 1e-3] for use
with neural networks (Li et al., 2017b). This research tested learning rates from the set of lr ={le5, .0001, .001, .1}.
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4.6.4.1.3 Optimizer
There are a variety of optimizers that can be used with DLCNNs. An optimizer is an algorithm
used to calculate the gradients that will then be used with updating the weights of a given model.
In this research, Adam was selected to use for the optimizer. Adam has the advantage that it can
be used with large number of data and parameters, and require low memory to run (Kingma &
Ba, 2015). The learning rate parameter, alpha, for the Adam optimizer was set based on the
learning rates from above. The additional parameters for Adam: beta 1, beta 2, and epsilon were
set at the default values in TensorFlow of .9, .999, and 1e-07 at the instantiation of the Adam
object (TensorFlow, 2021f).
4.6.5 DLCNN Training and Validation Results
The results of the training and validation process of both the pre-trained VGG-16
DLCNNs and the custom DLCNNs on the JNE ML subimages that each spatial resolution
trained on are discussed below. The results will be divided into the DLCNN architecture and
then by the spatial resolution. Each DLCNN architecture was trained and validated from scratch
with the series of learning rates for 5 times. The following versions of each learning rate for each
model run were saved: the end model, the model with the lowest validation loss, and the model
with the highest validation accuracy. The version of the DLCNNs that was used on the test data
was the run that has the highest training accuracy from the 5 training and validation runs of that
particular architecture. All reports of the training, test, and validation accuracies and losses occur
at the end of the model run (epoch 50). Runs were visualized and examined in TensorBoard and
graphs are included as figures in this chapter. One thing to note about the graphs generated from
TensorBoard is that colors are randomly assigned. A model displayed in one color for a
particular learning rate and resolution may not be displayed in the same color for a different
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learning rate and same resolution. Additionally, all graphs from TensorBoard are shown with the
smoothing value set to .6. Eight abbreviations will be used for the figures: UL for upper left
image/graph, UR for upper right image/graph, LL for lower left image/graph, LR for lower right
image/graph within the figure, LVLA for lowest validation loss’s accuracy, LVLL for lowest
validation loss’s loss, HVAA for highest validation accuracy’s accuracy, and HVAL for highest
validation accuracy’s loss.
4.6.5.1 VGG1-FCO Training and Validation Results
4.6.5.1.1 30m
For the 30m VGG1-FCO runs, the learning rate with the lowest validation loss was .1 for
3/5 runs, .0001 for 1/5, and 1E-05 or 1/5. The run that achieved the lowest validation loss was
the .0001 run with an end validation loss of 2.684 and validation accuracy of 45.13%. This
model performed well on the JNE ML training data with .2163 loss and 95.04% accuracy. For all
5 runs of the 30m VGG1-FCO the learning rate with the lowest loss was not the learning rate
with the highest validation accuracy. For 5/5 runs the learning rate with the highest validation
accuracy was the .001 learning rate. The highest validation accuracy achieved was 55.08% on the
JNE ML validation data. All validation accuracies with the .001 learning rate achieved greater
than 50%. The figures below show the learning rates with the lowest validation loss for each run
and the highest validation accuracy for each run respectively.
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Figure 4-22: Results of the 30m validation runs on the JNE ML data using VGG1-FCO. UL LVLA, UR – HVAA, LL – LVLL; LR. – HVAL
4.6.5.1.2 20m
The 20m VGG1-FCO runs had the learning rate of .1 achieve the lowest validation loss
for all 5 runs. The lowest validation loss for this learning rate was 3.41 with a validation
accuracy of 2.56% and a training accuracy of 3.27%. None of the .1 learning rate models had the
highest validation accuracy of their respective runs. The .001 learning rate had the highest
validation accuracy for 4/5 runs and the .0001 for 1/5 runs. The highest validation accuracy was
from the .001 learning rate with a validation accuracy of 17.95%

Figure 4-23: Validation results for the 20m JNE ML data using VGG-FCO 1 networks. UL –
LVLA, UR – LVAA, LL - LVLL, LR – HVAL.
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4.6.5.1.3 10m
The 10m model runs had the .1 learning rate achieve the lowest loss for 5/5 of the runs.
The lowest validation loss was 4.81 with a validation accuracy of 1.3%, a training loss of 6.49E03, and a training accuracy of 0.61%. All validation losses for all 5 runs had similar loss values.
The .1 learning rate did not achieve the highest validation accuracy for any of the runs. The
learning rates with the highest validation accuracies were the .001 learning rate which had the
highest validation accuracy for 5/5 runs. Of these, the highest validation accuracy on the JNE
ML validation data was 10.23%.

Figure 4-24: 10m JNE ML validation results for the VGG-FCO1 10m network. UL – LVLA, UR
– HVAA, LL – LVLL, LR – HVAL.
4.6.5.1.4 5m
The 5m model runs .1 learning rate achieved the lowest loss on the validation data with
5/5 runs. Of these, the highest validation accuracy was .16% with a validation loss of 6.25, a
training loss of 6.2 and a training accuracy of .19%. None of the runs with the .1 learning rate
had the highest validation accuracy. The learning rates that achieved the highest validation
accuracy were the .001 learning rate with 2/5 runs and the .0001 learning rate with 3/5. Of these,
the highest validation accuracy was from learning rate .001 with a validation accuracy of 5.73%.
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Figure 4-25: Results of the 5m JNE ML validation runs using the VGG-FCO1 network. UL –
LVLA, UR – HVAA, LL – LVLL, LR – HVAL
4.6.5.2 VGG1-TCFC Training and Validation Results
4.6.5.2.1 30m
The 30m VGG1-TCFC results lowest loss was 2.755 from learning rate 1E-05. This run and
learning rate had a validation accuracy of 27.12%, a training loss of 1.594, and a training
accuracy of 50.48%.

Figure 4-26: Validation results of the 30m JNE ML dataset with the VGG1-TCFC model. UL –
LVLA, UR – HVAA, LL – LVLL, LR – HVAL.
The 1E-05 learning rate had the lowest validation loss for 1/5 runs, the .1 learning rate for 3/5
runs, and the .0001 learning rate for 1/5 runs. None of these learning rates had the highest
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validation accuracies for their respective runs. The .001 learning rate had the highest validation
accuracy for 4/5 runs and the .0001 for 1/5 runs. The highest validation accuracy achieved was
54.87% by the .001 learning rate.
4.6.5.2.2 20m
The 20m VGG1-TCFC runs with the .1 learning rate achieved the lowest validation
losses for 5/5 runs. The lowest validation loss was 3.41 with a validation accuracy of 2.56%, a
training loss of 3.425, and a training accuracy of 3.27%. None of the .1 learning rate models had
the highest validation accuracy. The .001 learning rate had the highest validation accuracy for 3/5
runs and the .0001 learning rate for 2/5 runs. The highest validation accuracy occurred with
the .0001 learning rate and achieved a validation accuracy of 16.67%.

Figure 4-27: Results of the 20m JNE ML validation dataset with the VGG1-TCFC network. UL
– LVLA, UR HVAA, LL – LVLL, LR – HVAL.
4.6.5.2.3 10m
For the 10m VGG1-TCFC network trained on JNE ML, the .1 learning rate had the
lowest loss for 5/5 of the runs. The lowest loss of these 5 runs was 4.801, with a validation
accuracy of .649%, a training loss of 4.849, and a training accuracy of .524%. None of the
models with the learning rates with the lowest loss had the highest validation accuracy. The
learning rate .001 had the highest validation accuracy for 5/5 of the runs.
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Figure 4-28: VGG1-TCFC model validation results on JNE ML 10m for the learning rates with
the lowest loss and highest accuracy. UL – LVLA, UR – HVAA, LL – LVLL, LR – HVAL.
4.6.5.2.4 5m
The VGG1-TCFC architecture trained on JNE ML 5m data had the lowest loss occur with
the learning rate .1 for 5/5 of the runs. The lowest loss encountered was 6.25, with a validation
accuracy of .163%, training loss of 6.286, and training accuracy of .173%. The learning rate
of .0001 had the highest validation accuracy for 5/5 of the runs. The highest validation accuracy
achieved was 5.73%.

Figure 4-29: VGG1-TCFC 5m displaying the learning rate in which each run had the lowest
validation loss and the learning rate in which each run had the highest validation accuracy. UL –
LVLA, UR – HVAA, LL – LVLL, LR – HVAL.
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4.6.5.3 VGG2-FCO Training and Validation Results
4.6.5.3.1 30m
The VGG2-FCO network trained on JNE ML 30m data achieved the lowest loss with the
learning rate of .0001 for 5/5 of the runs. The lowest loss value was 1.146, with a validation
accuracy of 76.69%, a training loss of 3.59E-03, and a training accuracy of 1 on the last epoch.
The .0001 learning rate also had the highest validation accuracy for each of the model runs. The
highest validation accuracy was 80.3%.
Highest Validation Accuracy

Highest Validation Accuracy: Loss

Figure 4-30: VGG2-FCO 30m model validation results. UL – HVAA, UR – HVAL.
4.6.5.3.2 20m

Figure 4-31: VGG2-FCO 20m runs on JNE ML. UL – LVLA, UR – HVAA, LL – LVLL, LR –
HVAL.
The 20m VGG2-FCO model had the lowest validation loss with the .001 learning rate for
5/5 runs, although none of the runs with the .001 learning rate had the highest validation
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accuracy. The lowest validation loss was 3.403 with a validation accuracy of 2.56%, training loss
of 3.4%, and training accuracy of 3.92%. The .0001 learning rate had the highest validation
accuracy for 5/5 of the runs, with the highest validation accuracy achieved of 36.54%.
4.6.5.3.3 10m
The 10m VGG2-FCO trained networks achieved the lowest loss with the .001 learning
rate 5/5 times. All five runs converged at the lowest validation loss of 4.793 with a validation
accuracy of .649%, and a training loss of 4.786. The run with the highest training accuracy
achieved .936% training accuracy. None of the learning rates with the lowest loss had the highest
validation accuracy for their respective runs. The .0001 learning rate had the highest validation
accuracy for 5/5 runs with the highest validation accuracy of these at 26.14%.

Figure 4-32: VGG2-FCO 10m highest validation accuracy and lowest loss per run for JNE ML
10m. UL – LVLA, UR – HVAA, LL – LVLL, LR – HVAL.
4.6.5.3.4 5m
The 5m VGG2-FCO had the lowest validation loss using the .001 learning rate for 5/5
runs. This learning rate yielded the lowest loss of 6.18 on the last epoch for all 5 runs, with a
validation accuracy .163%, a training loss of 6.174, and the highest training accuracy of 2.04%.
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The highest validation accuracy occurred with the .0001 learning rate for 5/5 of the runs. Of
these, the highest validation accuracy was 18.29%.

Figure 4-33: Validation results for the VGG2-FCO model on the JNE ML 5m validation data. UL
– LVLA, UR – HVAA, LL – LVLL, LR – HVAL.
4.6.5.4 VGG2-TCFC Training and Validation Results
4.6.5.4.1 30m
The 30m VGG2-TCFC network had the lowest validation loss for the .0001 learning rate
for 5/5 of the runs. This learning rate also had the highest validation accuracy for 5/5 runs. The
lowest validation loss was 1.172 and this run also had the highest validation accuracy of 77.54%
on the 30m JNE ML validation data.

Figure 4-34: VGG2-TCFC 30m network validation. Left image – HVAA; right image – LVLL.
4.6.5.4.2 20m
The 20m VGG2-TCFC network achieved the lowest validation loss with the .001
learning rate. The lowest loss encountered was 3.405, with a validation accuracy of .02564, a
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training loss of 3.4, and a training accuracy of 3.92%. The highest validation accuracy occurred
with the .0001 learning rate for 5/5 runs. Of these, the highest validation accuracy was 31.41%.

Figure 4-35: 20m VGG2-TCFC validation results show the learning rates with the lowest losses
and the learning rates with the highest validation accuracies. UL – LVLA, UR – HVAA, LL –
LVLL, LR – HVAL.
4.6.5.4.3 10m
The learning rate with the lowest validation loss for the 10m JNE ML trained VGG2TCFC models was the .001 learning rate for 5/5 runs. This learning rate had the lowest loss value
of 4.793 for all 5 runs, which was consistent with the results of the VGG2-FCO runs. All 5 runs
also had the same validation accuracy of .649%, 4/5 had a training loss of 4.786, with the highest
training accuracy being .773%. The .0001 learning rate had the highest validation accuracy for
5/5 runs. Of these the highest validation accuracy was 28.08%.
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Figure 4-36: VGG2-TCFC network with JNE ML 10m validation data. UL – LVLA, UR –
HVAA, LL – LVLL, LR – HVAL.
4.6.5.4.4 5m
The VGG2-TCFC network trained and validated on the 5m JNE ML data achieved the
lowest validation loss with the .001 learning rate on 5/5 runs. The lowest validation loss was 6.18
for all runs, with a validation accuracy of .163% and training loss of 6.174 for all runs, and the
highest training accuracy of .214%. The .0001 learning rate had the highest validation accuracy
for 5/5 runs. The highest validation accuracy achieved was 17.64%.

Figure 4-37: Results of validation data with VGG2-TCFC on 5m JNE ML data. UL – LVLA, UR
– LVAA, LL – LVLL, LR – HVAL.
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4.6.6 VGG-16 Pretrained Training and Validation Results Discussion
From both the results on the VGG-FCO and VGG-TCFC runs there were a few patterns.
The first was that as the spatial resolution increased and as a result the number of grid cells
increased to cover the JNE area, the accuracies of the validation results decreased. For example,
the 30m grid contained 16 possible categorical labels, while the 5m grid contained 480 possible
categorical labels while both consisted of 64x64 pixel subimages. Although the validation
accuracy decreased as spatial resolution increased, the validation accuracy of the runs with the
learning rate with highest validation accuracy all perform better than chance.
Additionally, for all spatial resolutions the models performed better on the JNE ML
training dataset compared to the validation dataset. This indicates that the models were
overfitting on the training data. This could be due to the data augmentation not being sufficient,
i.e. other augmentation was needed, the structure of the networks, or despite augmentation efforts
to increase the training data the size of the training data for the varying spatial resolutions.
Another point of discussion is that the lowest validation loss may not be the best metric
for selecting a model to use with the test data or to proceed with subsequent analysis. One of the
issues was that the larger learning rates, in particular .1, caused the network to become oversaturated and/or the ReLu activation function was unable to activate causing a stagnation in the
learning process. Figure 4-38 depicts this in a single model run for the .1 learning rate.

Figure 4-38: Left image is loss for one VGG2-TCFC 5m run with orange representing the
validation loss and light grey representing the training loss. Right image shows the same run’s
accuracy. Both validation and training accuracy was extremely low for this model.
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Due to this, the models with the highest validation accuracy from the trained and saved end
models were selected for use with the test JNE ML data.
A final thing to note is that for the models selected with the lowest validation loss and
highest validation accuracy, allowing the top layers of the pre-trained VGG model to train did
not necessarily result in an increase in validation accuracy even though this would allow more
parameters to be trained. Both the VGG1 and VGG2 architectures showed higher training
accuracy compared to validation accuracy, however the VGG1 networks consistently showed a
lower validation accuracy when compared to the results of the validation accuracy for the VGG2
architecture. For the VGG1 model architecture in which the fully connected layers’ neurons were
made a constant value (except the output neurons of the last layer) regardless of the number of
grid IDs (output labels), the validation accuracy was consistently lower than the validation
accuracies of the VGG2 networks, in which the neuron sizes were allowed to vary by the number
of grid IDs, for all spatial resolutions of the JNE ML dataset.
4.6.7 Custom DLCNNs Training and Validation Results
For the two custom configuration DLCNNs used in this research, the results in this
section are reported as above, for each resolution’s DLCNN. Each resolution was run on training
and validation JNE ML 5 times. The learning rate with the lowest validation loss was recorded,
then from these the run with the highest validation accuracy was reported. If the DLCNN with
the highest validation accuracy was not the one with the lowest loss, then this is also reported.
4.6.7.1 30m – 1st Configuration
For all 5 runs the learning rate with the lowest validation loss was the .0001 lr which also
had the highest validation accuracy. The lowest validation loss for any of the 5 runs was .3086
with a 96.82% validation accuracy, training loss of 3.46E-03, and training accuracy of 99.95%.
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However, this particular run did not have the highest validation accuracy. The run with the
highest validation accuracy had a loss of .5953 and 97.46% validation accuracy.

Figure 4-39: Highest validation accuracies and lowest validation losses for the 30m model. In
this case the same learning rate had both. Left image – validation accuracy; right image –
validation loss.
As shown in figure 4-39, all runs with the .0001 learning rate had similar accuracies and losses.
4.6.7.2 30m – 2nd Configuration
As with the first configuration, the .0001 learning rate had the lowest validation loss for
each of the 5 runs. The run with the highest validation accuracy had 96.82% correct on the
validation JNE ML, a validation loss of .7765, a training loss of 4.56E-04, and a training
accuracy of 1 on the last epoch. The run with the lowest validation loss had a validation loss of
.7267 a validation accuracy of 95.55%, a training All runs had a loss of 4.38E-04 and a training
accuracy of 1 on the last epoch. All of the runs with the .0001 learning rate had a validation
accuracy greater than of greater than 95.5%.

Figure 4-40: Validation accuracy and validation loss for learning rate with highest validation
accuracy of each run. Left image – validation accuracy; right image – validation loss.
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4.6.7.3 20m – 1st Configuration
All runs for the 20m 1st configuration with the lowest validation loss had the learning rate
of .0001 and these also had the highest validation accuracy. The run with the highest validation
accuracy achieved 86.54% on the JNE ML validation data and validation loss of .7168. This was
also the run with the lowest loss. All runs had a validation loss of less than 1.03 and a validation
accuracy great than 82.05%.

Figure 4-41: Highest validation accuracy and lowest validation loss for each model run. Both are
from the same learning rate for each run. Left image – validation accuracy; right image –
validation loss.
4.6.7.4 20m – 2nd Configuration
For the 2nd Configuration, the .0001 learning rate had the lowest validation loss for 4 of
the 5 runs and .001 lr for 1 out of the 5 runs. These learning rates also had the highest validation
accuracies of their respective runs. The run with the highest validation accuracy (90.38%) had a
learning rate of .0001, validation loss of .3482, a training loss of 5.65E-03, and a training
accuracy of 1 on the last epoch. This run also had the lowest validation loss of all 5 runs. All runs
had a validation loss less than .8512 and a validation accuracy greater than 80.77%.

Figure 4-42: DLCNN custom configuration 2 20m validation accuracy and loss results for the
learning rates with the lowest loss and highest accuracy. Left image – validation accuracy; right
image – validation loss.
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4.6.7.5 10m – 1st Configuration
For 5/5 of the 10m 1st Configuration runs the .0001 learning rate had the lowest
validation loss and highest validation accuracy for all runs. The run with the highest validation
accuracy achieve 79.87% on the JNE ML validation set and had a validation loss of 1.47. This
was also the same run with the lowest validation loss (1.47). All runs had a validation loss less
than 2.369 and a validation accuracy greater than 68.83%.

Figure 4-43: Validation accuracy and validation loss for 10m 1st Configuration model. Left
image – validation accuracy; right image – validation loss.
4.6.7.6 10m – 2nd Configuration
For all runs of the 10m 2nd configuration the learning rate of .0001 had the lowest
validation loss and highest validation accuracy for all runs. The run with the highest validation
accuracy achieved 78.57% on the JNE ML validation dataset, with a validation loss of 1.477, a
training loss of 9.46E-5, and a training accuracy of 1 on the last epoch. This run had the lowest
validation loss as well. All runs had a validation loss of less than 2.466 and validation accuracy
greater than 74.03%.

Figure 4-44: Highest validation and lowest validation loss learning rates for 2nd Configuration
10m DLCNN. Left image – highest validation accuracy; right image – lowest validation loss.
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4.6.7.7 5m – 1st Configuration
The 1E-05 learning rate had the lowest validation loss for 3/5 runs and the .0001 learning
rate had the lowest validation loss for 2/5 runs. For all 3 runs with the 1E-05 learning rate the
validation accuracy was not the highest. For these 3 runs, the .0001 lr had the highest validation
accuracy. The run with the lowest loss had a learning rate of .0001 with validation loss of 4.512,
validation accuracy of 60.33%, training accuracy of 99.88%, and training loss of 7.52E-3. When
extending the selection to select the run with the highest validation accuracy, the run with the
highest validation accuracy had a .0001 learning rate and validation accuracy of 61.02%. This
run however did not have the lowest validation loss.

Figure 4-45: 5m Configuration 1 results. UL - LVLA; UR - HVAA ; LL – LVLL, LR – HVAL.
4.6.7.8 5m -2nd Configuration
The .0001 learning had the lowest validation loss for 3/5 runs for the 5m 2nd
configuration and the .001 for 2/5 runs. The lowest validation loss is from a .001 run at 4.066
with 39.43% validation accuracy. Neither of the runs in which the .001 learning had the lowest
loss, had the highest validation accuracy for their respective run. The .0001 learning had the
highest validation accuracy. The highest validation accuracy encountered was 57.85%.
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Figure 4-46: Validation loss and accuracies for learning rates of 5m 2nd Configuration. UL –
LVLA, UR – HVAA, LL – LVLL, LR – HVAL.
4.6.8 Custom DLCNN Training and Validation Discussion
The results from the training and validation of the custom network configurations 1 & 2
show that both configurations perform very similarly. As the spatial resolution increases to finer
grained resolutions, the accuracy of the networks decrease. The decrease in accuracy was
relatively small from the 30m to 20m networks. The average accuracy for the highest validation
accuracy runs of Configuration 1 was at 30m is 96.48% which decreased to 83.46% for the 20m
network runs. For Configuration 2’s highest validation accuracy runs, the average accuracy also
decreased. Configuration 2 had an average accuracy of 96.1% for 30m which decreased to
85.90% for 20m. This pattern continued: 74.77% 10m and 64.54% 5m for Configuration 1 and
76.04% 10m and 56.65% 5m for Configuration 2 validation accuracy.
In the context of how the learning rate affects the accuracy of the networks on the varying
resolutions of the JNE ML validation data, the .0001 learning rate occurs the most regardless of
resolution. For 39 of the model runs, regardless of resolution, the .0001 learning rate had the
highest validation accuracy. The one outlier occurred with the .001 learning rate on the 20m
Configuration 2 network. For the runs with the lowest loss, the .0001 learning rate was
associated with the lowest validation loss for 34 of the runs regardless of spatial resolution. The
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.001 occurred 3 times with the lowest validation loss and the 1E-05 three times. Only one of
these, a run with the .001 learning rate, had the lowest loss and highest validation accuracy. The
.1 learning rate performed poorly in regards to both accuracy and loss. Figure 3-47 depicts the
accuracy and loss results of the Configuration 1 30m model with the .1 learning rate for all 5
runs.

Figure 4-47: Validation loss and validation accuracy for 5 runs of the 30m Configuration 1
networks with the .1 learning rate. Left image – validation accuracy; right image – validation
loss.
The .1 learning rate produced very poor accuracies and appeared to be unable to minimize the
loss. Instead the .1 learning rate bounced up and down within a narrow range between the initial
loss starting value. This also was the same with the learning rate in the Configuration 2 model.
This did not occur with the .0001 learning rate in either Configuration 1 or Configuration 2.
There does not appear to be any major differences between the lowest validation/training
losses or highest validation/training accuracies between Configurations 1 and Configurations 2.
Both achieve very similar results on their respective resolutions. For the lowest validation losses
and highest validation accuracies, one difference was that the .001 learning rate achieved the
lowest validation loss and highest validation accuracy for the 20m Configuration 2. This was the
only run that did not have the highest validation accuracy with the .0001 learning rate. Both
models are very similar with the only difference being the number of feature maps output by the
right channel’s third layer in Configuration 2. Increasing the number of feature maps output in
this case did not result in a noticeable change in accuracy or loss.
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4.6.9 Custom DLCNN and Pre-trained VGG16 Comparison
This section compares and discusses the training and validation results between the
between the pre-trained VGG-16 networks and the custom built DLCNNs on the JNE ML
dataset. Certain learning rates allowed the model to more accurately learn from the JNE ML
data. For example, the .0001 (VGG and custom) and .001 (VGG) learning rates were used with
models that produced a higher validation accuracy than the other learning rates. Both models
performed poorly with the .1 learning rate as well.
Both the VGG-16 networks and the custom DLCNNs performed accurately on JNE ML
subimages with coarser resolutions, i.e. 30m and 20m JNE ML subimages. Accuracies dropped
as the JNE ML subimage resolution decreased. The custom two-channeled DLCNNs had higher
accuracy compared to the pre-trained VGG-16s. One reason for this might be that the custom
DLCNNs had more parameters to train than the pre-trained VGG-16 models that were only finetuned in their top-most layers. More parameters to train means a larger model capacity and an
increased ability to learn the mapping between input features and outputs (TensorFlow, 2021c).
In training the pre-trained VGG-16 networks the original weights of the model were frozen and
not allowed to train or only the top-most layers unfrozen and allowed to train. This resulted in
less parameters being trained compared to the custom DLCNNs. Due to size limitations of the
GPU or CPU memory (depending on which hardware would be used to train), only a limited
number of parameters (those that fit into memory) along with the batch of data can be trained on.
This limits the architectures and number of training parameters. In all cases, the VGG-16 pretrained and custom DLCNNs, the models overfit the training data. This could be due to a lack of
training data even though data augmentation occurs. It could also possibly be due to the lack of
generalizing layers in the model’s architecture, i.e. dropout layers. Even though there was
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overfitting, the custom DLCNNs perform relatively accurately on the validation dataset at coarse
spatial resolutions, although accuracy begins to drop as the spatial resolutions get finer. This
drop in accuracy could be linked to overfitting on the training data. It could also be related to the
fact that models that train and predict on the finer spatial resolutions have to select from a larger
number of categorical labels. For each spatial resolution the chance selection for a single run of
choosing the correct label is: 6.25% for 30m, 3.33% for 20m, .83% for 10m, and .20% for 5m.
All runs for the VGG-16 and custom DLCNNs that had the highest validation accuracy
performed coarse-grain registration more accurately than by pure chance on both the training and
validation JNE ML data. Both the VGG-16 and custom DLCNNs performed consistently on the
training and validation data for each of the 5 runs for the different architectures. Although the
networks selected for the test data were ones that has the highest validation accuracy, this
validation accuracy was only slightly better compared to the other 4 runs of the model in most
cases.
4.6.10 Testing Process
For each of the architectures examined (VGG pre-trained and custom two-channel), the
model run to use in testing was chosen in the same way. This was similar to the method in which
the validation results above were reported. The lowest validation loss for each model at the last
step of training was examined. The model with the lowest validation loss from that run based on
the learning rate was selected. If the learning rate with the lowest loss did not also have the
highest validation accuracy, then the learning rate with the highest validation accuracy was
reported. The highest validations accuracies were then examined. The model run with the highest
validation accuracy was selected to be used on the test runs. In the case of a tie between lowest
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validation loss and highest validation accuracy, the model with the lowest training loss was
chosen. For this study, the saved end model was used.
A Python script was created called cnn_nbrs_test_set.py that tests a selected model on the
JNE ML test data. The model tested and the JNE ML test data set need to both be the same
spatial resolution. The script must be supplied with 12 command line arguments for use. All
must be specified, but if not needed for the particular network configuration being tested (grid
rows and grid columns), can be set to 0. The command line arguments were: the file path and file
name to the JNE ML test data csv for a particular spatial resolution, the output file path and
name to store the results csv to, the path to the directory that the saved TensorFlow model was
stored in, flag for if data should be augmented, flag for if data should undergo VGG processing,
flag on if data should undergo normalization and standardization, the max value grid ID value a
JNE ML subimage of a particular spatial resolution can have, the resolution of the grid being
used, the number of rows in the grid, the number of columns in the grid, and a flag to specify the
sequence generator to be used. The JNE ML test dataset was not augmented for any test run for
any model. This meant that even though the DLCNNs trained on augmented subimages, the tests
were only performed on subimages with the top of the image corresponding to the north facing
position; there were no rotations included. All other flags were set to the appropriate setting
based on the type of network being tested. The sequence generator flag was based on if the
model was a single channeled (VGG pre-trained) or two-channeled custom DLCNN. The
sequences used in testing were similar to those used in training and validation, however they
returned additional information about the JNE ML images used compared to the sequences used
for training and validation.
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The script loaded the saved model and a new model was created with a softmax layer
added at the end. This softmax layer was used to convert the logit output of the original model
into output probabilities. The appropriate subimage Sequence generator was instantiated based
on the command argument SeqGen flag. Each batch and each feature and label within the batch
were looped through. The model’s predict function was used with the JNE ML test data to
determine the results. Both the logit output and the softmax outputs were printed. In order to help
understand the network’s performance on the test data the following information was printed for
each subimage: the file path and name of the particular subimage, the logit vector, the softmax
vector, the one-hot encoded labels, the original grid ID, the selected neighbor if applicable, the
prediction of the network, the correct label, the labels associated with the top 3 probabilities in
the softmax vector, the top 3 probabilities of the softmax vector, the number of correctly
identified subimage in the JNE ML test set, and the total number of images the model predicted
on. This printed information was piped into a text output file for each run. A csv file was also
stored that did not contain as detailed metadata on the run as the piped text file. The generated
csv file contained: the subimage that was examined, the selected neighboring subimage (this was
set to NULL if VGG pre-trained), the correct label of the subimage, the predicted label of the
subimage, the top three probabilities, the grid IDs associated with the top three probabilities, and
a flag indicating if the predicted label was correct. Both the csv and the text file were used to
gain additional insights into the results.
For the VGG-16 models, the testing process was repeated once. This was because the
VGG architecture did not use a random neighboring subimage with a random subset of pixels
extracted from it. The input to the VGG-16 models was simply a single subimage which meant
that predictions with the selected model would not change on multiple runs. However, because
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the custom two-channeled architecture made use of random neighboring subimages and a
random region was selected within the selected neighbor, the results of a test run might differ
when run multiple times. Due to this possible variation, the custom two-channeled models were
run 5 times with the same test dataset and the results recorded for all 5 runs. Additionally, the
grid cell IDs predicted with the top 3 probabilities were also reported. This expansion to the top 3
was allowed based on Weyland et al., (2016) in which image that could not localize correctly
could still provide possible image locations as high probabilities.
4.6.11 VGG1-FCO Testing Results
4.6.11.1 30m
VGG1-FCO 30m achieved 59.86% accuracy on the test JNE ML data compared to
55.08% accuracy on the validation JNE ML data. For the 30m JNE ML test data, 42 of the
subimages incorrectly coarsely registered belong to the Landsat sensors, while the rest of those
incorrectly registered correspond to the other sensors whose imagery was processed for JNE ML.
Of those incorrectly registered subimages, 18 of them have the correct grid ID appearing in the
top 3 probability vector.
4.6.11.2 20m
VGG1-FCO 20m only achieved 14.58% on the 20m JNE ML test data and 17.95% on the
JNE ML validation data. 41 subimages were incorrectly registered, while only 7 were correctly
registered. Of the incorrectly registered, only 9 appear in the top 3 probability vector.
4.6.11.3 10m
9.9% of the JNE ML 10m test images were coarsely registered correctly, along with
10.23% on the validation set. 173 subimages were incorrectly registered out of a total of 192. Of
the 173, 18 had their ID appear in the top 3 vector.
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4.6.11.4 5m
VGG1-FCO 5m only coarsely registered 4.30% of the JNE ML test data and 5.73% of
the JNE ML validation data. 735 of the test JNE ML were incorrectly coarsely-registered. 27 of
these had the correct ID in the top-3 probability vector.
4.6.12 VGG1-TCFC Results
4.6.12.1 30m
VGG1-TCFC achieved 58.50% on JNE ML test and 54.7% on JNE ML validation data.
43 of the incorrectly registered subimages belonged to the Landsat sensor, with the remaining to
other sensors. 17 of the incorrectly registered subimages had the correct grid ID predicted in the
top 3 probability vector of the network.
4.6.12.2 20m
The 20m VGG1-TCFC got 12.5% correct on the test data and performed slightly better
on the validation data with 16.67% correct. 42 of the subimages were incorrectly registered. Of
these 42, 6 had their correct grid ID in the top 3 probability vector.
4.6.12.3 10m
11.46% of the JNE ML 10m test set were able to be coarsely registered and 12.5% were
of the validation data. 170 out of 192 subimages were incorrectly coarsely registered in the test
data. The top 3 probability vector had 15 subimages in which the correct grid ID was included.
4.6.12.4 5m
As with VGG1-FCO, the VGG1-TCFC network was able to coarsely register 4.30% of
the JNE ML test data and 5.73% of the JNE ML validation data. 735 of the subimages were
unable to be coarsely registered. Of these, the VGG1-TCFC network had 25 subimages in which
the correct grid ID appeared in the top 3 probability vector.
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4.6.13 VGG2-FCO Testing Results
4.6.13.1 30m
VGG2-FCO achieved 78.91% on the JNE ML test data and 80.30% on the JNE ML
validation data. 31 subimages total were incorrectly coarsely registered. Of these 26 belonged to
the Landsat sensors. 10 incorrect subimages had the correct grid ID predicted in the top 3
probability vector.
4.6.13.2 20m
VGG2_FC only achieved 29.17% on the 20m JNE ML test data and 36.54% on the
validation data. A total of 34 subimages were incorrectly registered. Of these, none of the
subimages had the correct grid ID in the top 3 probability.
4.6.13.3 10m
VGG2-FCO achieved 23.96% on the JNE ML test data and 26.14% on the JNE ML
validation data. 146 subimages were incorrectly coarsely registered in the test dataset. Of these
146 incorrectly registered subimages, 26 of them had their correct grid ID appear in the top 3
probability vector.
4.6.13.4 5m
VGG2-FCO was able to coarsely register 16.80% of the JNE ML 5m test images and
18.29% of the validation images. 639 images were incorrectly registered. 60 of these had the
correct grid ID it the top 3 probability vector.
4.6.14 VGG2-TCFC Results
4.6.14.1 30m
VGG2-TCFC got 77.55% on the JNE ML test data and 77.54% on the validation data for
JNE ML. 33 subimages were incorrectly registered by the VGG2-TCFC network. Of these, 27
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belonged to the Landsat sensors. 11 incorrectly registered did have the correct grid ID in the top
3 probability vector.
4.6.14.2 20m
VGG2-TCFC 20m achieved 33.33% on the JNE ML test data. This model achieved
31.41% on the validation data. 32 subimages were incorrectly coarsely-registered. Of these 32,
13 had the correct grid ID in the top 3 probability vector.
4.6.14.3 10m
VGG2-TCFC 10m was able to get 29.17% of the JNE ML test data coarsely registered
and 28.08% of the validation dataset coarsely registered. 136 subimages were incorrectly
registered at this subimage resolution. Of these, the correct grid ID appeared in the top 3
probability for 25 of the subimages.
4.6.14.4 5m
VGG2-TCCFC 5m achieved a 14.32% correct coarsely registered rate for the JNE ML
test data and a 17.64% rate for the JNE ML validation data. 658 of these subimages were
incorrectly registered. This network had 78 of those incorrectly registered with the correct grid
ID in the top 3 probability vector.
4.6.15 DLCNN Custom Results
This section discusses the results of the Custom 1 and Custom 2 models of the trained
from scratch DLCNN architectures. Both architecture’s results will be examined by spatial
resolution in the same section. Both architectures are run 5 times on the resolution they
correspond to test data.
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4.6.15.1 30m
Test results for Configuration 1 of the custom DLCNN were slightly worse than the
highest validation accuracy of 97.46%, with an average testing accuracy of 94.29% for the 5
runs. The lowest testing accuracy was 93.88% and the highest 94.56%. A total of six different
30m grid IDs were incorrectly predicted, with grid ID 13 and 9 being incorrectly predicted 10
times total between the 5 runs.

Figure 4-48: Correct labels for the incorrectly predicted subimages at 30m resolution for
Configuration 1 test runs on the left. On the right are the grid IDs that were selected incorrectly
by Configuration 1.
The incorrectly predicted grid ID that occurred the most in Configuration 1 was grid ID 12 which
was incorrectly predicted as a grid ID 25 times. For those grid cell IDs in which incorrect
predictions were made on, all but one selected at least one different neighboring subimage in the
5 runs. All JNE ML subimages that failed to coarsely register belonged to the Landsat TM and
Landsat 8 sensors. Examining the incorrect JNE ML subimages showed that all the images that
failed to correctly coarsely register at 30m contained large portions of cloud cover and shadows
in the subimages. For the 30 incorrectly predicted subimages between the 5 runs , the correct
subimage grid ID appeared in the top 3 probabilities 12 times. If the top 3 probability subimages
are included with those subimages in which the correct grid cell ID was selected, then 95.92% of
the subimages were correctly predicted within the top 3 probabilities for Configuration 1 at 30m.
255

Configuration 2 performed less accurately on the test data than on the validation data
with an average test accuracy of 90.61% compared to 96.82% for highest validation accuracy.
The lowest test accuracy of the 5 runs was 89.80% and the highest test accuracy was 91.16%.
There were 10 unique grid IDs that Configuration 2 incorrectly predicted on. Grid ID 9 was the
grid ID that was incorrectly predicted the most with it being incorrectly predicted 13 times.

Figure 4-49: Left figure depicts the subimage labels that were incorrectly predicted by
Configuration 2 30m. Right figure depicts the incorrect labels that were predicted by the
network.
Of the grid IDs that were incorrectly selected as correct IDs, there were a total of 7 unique grid
IDs. Of these, grid ID 3 was incorrectly predicted the most with it being incorrectly selected 15
times. Of the incorrectly registered subimages two come from the NAIP 2010 data and the rest
from Landsat TM and Landsat 8 sensors. Of the incorrectly predicted subimages, 27 occurred in
the top 3 probability vector. When these are incorporated into the counts with the correct grid ID
predictions, Configuration 2 30m predicts 94.29% of the images correctly. All the incorrectly
coarsely-registered subimages from the Landsat sensors contained cloud cover. The NAIP
images from JNE ML that were incorrectly registered consisted of heavily forested areas.
4.6.15.2 20m
The 20m Configuration 1 DLCNN achieved an average accuracy of 88.75% between the
5 test runs which was slightly higher than the 86.54% achieved for the highest validation data.
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The highest test accuracy achieved on any of the 5 runs was 89.58% and the lowest was 87.50%.
6 different grid IDs were incorrectly predicted for the 5 runs, with grid IDs: 10, 21, 16, 30, and
17 all not being correctly predicted 5 times. For the grid IDs that were incorrectly selected as
correct, the IDs: 29, 7, 25, and 5 were selected the most with 5 times each.

Figure 4-50: On left consists of the counts for subimages that were incorrectly predicted by
Configuration 1 20m. On the right consists of the counts for the grid IDs that were incorrectly
selected as correct predictions for Configuration 1 20m.
The incorrect registrations were of primarily forested subimages, although one test JNE ML
image attempted to coarsely register to the grid ID that contains the smaller lake in JNE. Of the
incorrectly coarsely-registered subimages, all had at least one or more different neighbor
selected. When examining the incorrect subimages, the correct grid ID appeared in the top 3
probabilities 11 times. When the subimages with the correct grid ID predicted in the top 3
probabilities were included with the correctly predicted subimages, Configuration 1 selected the
correct subimage 93.33% of the time.
The 20m Configuration 2 DLCNN achieved an average test accuracy of 92.92% for the 5
runs. The minimum test accuracy was 91.67% and the maximum test accuracy was 93.75%. The
correct grid ID label that the model predicted incorrectly the most occurred with grid ID:12, 17,
and 21 with 5 incorrect predictions for each. The grid ID that was incorrectly predicted the most
were 22, 5, and 7 which were incorrectly selected as correct 5 times each.
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Figure 4-51: Figure on the left shows the correct grid IDs that the Configuration 2 20m model
incorrectly predicted. Figure on the right shows the incorrect grid IDs that were selected the most
by the model.
All grid IDs that were incorrectly predicted had at least more than one different neighbor
selected. A total of 10 subimages that were incorrectly predicted had the correct ID occur in the
top 3 probability vector. Inclusion of these with the correctly predicted images increased the
model’s accuracy to 97.08%.
4.6.15.3 10m
The Configuration 1 10m network achieved an average test accuracy of 81.77% on the
10m JNE ML test subimages, which was slightly higher than the highest validation accuracy of
79.87%. The lowest accuracy of the test runs was 81.25% and the highest accuracy was 82.29%.
Grid IDs 118, 84, 43, 16, and 94 were the correct grid IDs that were incorrectly predicted the
most with 10 each. A total of 34 unique grid IDs had at least one incorrect prediction between
the 5 test runs. Of the incorrectly predicted subimage IDs, all but 6 IDs had more than one
different neighbor randomly selected. The predicted grid ID that was incorrectly predicted the
most was 91 with it being incorrectly predicted 19 times. 32 unique predicted IDs were
incorrectly predicted. 63 of the 175 incorrect predictions have the correct grid ID appearing in
the top 3 probabilities. Incorporating these in with the correctly predicted subimages results in
88.33% of the correct subimage IDs appearing in the top 3 probability vector.
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Figure 4-52: Correct grid IDs of incorrectly predicted subimages with Configuration 1 10m.

Figure 4-53: Grid IDs that were incorrectly predicted by the Configuration 1 10m network.
Configuration 2 10m DLCNN achieved an average test accuracy of 71.88%, which the
minimum accuracy of 71.35% and a maximum accuracy of 72.40% on the JNE ML test data.
The subimage grid IDs that were predicted incorrectly the most by the model were: 94, 84, 53,
43, 16, 118, and 82 with 10 incorrect predictions each. A total of 47 different grid IDs received at
least one incorrect prediction between the 5 runs. Of the grid IDs that were incorrectly predicted
grid ID 21 was incorrectly selected as correct the most with 25 times. 42 different grid IDs were
incorrectly predicted as correct by the network at least once.
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Figure 4-54: Correct subimage grid IDs that Configuration 2 10m incorrectly predicted on.

Figure 4-55: Grid IDs that were incorrectly predicted as correct by Configuration 2 10m.
Of the 47 different grid IDs that were incorrectly predicted on over the 5 runs, all but 1 had at
least more than one different neighbor selected for the incorrect predictions for different runs.
115 subimages that were incorrectly predicted on had the correct grid ID in the top 3 probability
vector. Incorporating these 115 subimages with the correctly predicted runs results in 83.85% of
subimages with grid IDs in the top 3 probability for the 5 runs.
4.6.15.4 5m
The 5m Configuration 1 network performs coarse-grained registration on the 5m JNE ML
test data with an average accuracy of 60.44% for the 5 runs, which was slightly lower than the
highest validation accuracy on the JNE ML validation data of 61.02%. The lowest test accuracy
from the 5 runs was 60.29% and the highest was 60.55%. 261 unique grid IDs were incorrectly
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predicted by Configuration 1 5m. The incorrect grid ID that was selected the most by
Configuration 1 was grid ID 320 which was incorrectly predicted 35 times. Of the incorrectly
predicted grid IDs, all but 17 had more than one neighbor for the 5 runs. 417 subimages that
were incorrectly predicted had the correct grid ID occur in the top 3 probability vector. When
these were incorporated with the subimages that were correctly predicted by the Configuration 1
5m network, then the network predicted 71.30% correct.
Configuration 2 5m network achieved an average test accuracy of 55.10% between the 5
runs. The lowest test accuracy was 54.69% and the highest test accuracy 55.47%. The correct
grid ID that was incorrectly predicted the most was 310 with 35 incorrect predictions. A total of
289 different grid IDs were incorrectly predicted on at least once between the 5 test runs, with
multiple different grid IDs being incorrectly predicted on 10 times which included grid IDs: 193,
26, 8, 204, 335. A total of 210 different incorrect grid IDs were incorrectly predicted as correct
by the network with grid ID 310 being incorrectly predicted as correct the most with 35
occurrences. Of the 1,724 incorrectly predicted subimages between the 5 runs, all but 30 had
more than one different neighbor selected between different runs of the network. Of the incorrect
predictions, 545 had the correct grid ID in the top 3 probability vector. Including these with the
correct predictions results in 69.30% of the predictions having the correct label in the top 3
probability vector.
4.6.16 Test Results Discussion
In all instances of the Custom DLCNNs the networks performed very close to the
validation accuracy. All configurations also performed better than selecting the correct grid ID
for coarse-grain registration purely by chance. The percentages to select the correct grid ID by
chance were: 6.25% for 30m, 3.33% for 20m, .83% 10m, and .21% for 5m. Configuration 1 had
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a higher average test accuracy on the 30m, 10m, and 5m test runs . Configuration 2 had higher
average test accuracy on the 20m. These custom networks also performed more accurately than
the pre-trained transfer learning VGG networks. This may indicate that the presence of the
neighboring subimage provided more data that could be used by the networks which resulted in a
higher accuracy of coarse-grain registration when compared to the VGG-16 networks. Both
Configuration 1 and Configuration 2 DLCNNs used the same JNE ML test subimages for their 5
test runs, however the neighboring subimages used varied in some instances since the selection
was random. Even if the same subimage was selected, the subset of it may vary due to the subset
also being randomly selected. The majority of incorrect subimages that occurred in multiple test
runs for both configurations at all spatial resolutions had different unique neighbors selected.
This indicates that the presence of different neighbors did not help the networks coarsely-register
the subimages in this situation. This could be due to the subset selection of the subimage or could
be due to a particular neighbor containing features that were difficult to discern from the
surrounding neighbors such as forested areas, clouds as in the case of certain incorrectly
registered Landsat subimages, or water.
Both Configuration 1 and Configuration 2 DLCNNs performed much more accurately
than the pre-trained transfer learning VGG based VGG1-FCO, VGG1-TCFC, VGG2-FCO, and
VGG2-TCFC networks for the test runs. This could be due to the fact that more parameters were
trained on the custom DLCNN networks which allowed them to more accurately predict the data.
It could also be due to the inclusion of neighboring subimages providing the custom networks
with more data about the location of the subimage, essentially expanding the size of the input
area to the networks. Additionally, it could also be possible that lower level features are more
important than higher level features for the JNE ML dataset and that just training the top
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convolution layers in the case of VGG-16 networks was not enough. Both custom DLCNN
architectures had less of a drop off in accuracy as the data moved to finer-grained spatial
resolutions compared to the VGG-16 architectures. Due to constraints on the GPU and CPU
sizes (if CPU was used to train instead) it would be difficult to fine-tune more layer parameters
in the case of the VGG-16 network or to add new layers to train parameters in the case of the
custom DLCNNs. Both custom DLCNNs and the VGG-16 networks overfit on the training data.
One possible solution to this would be to add additional training data for the grid cells at the
varying spatial resolutions for the networks to train on. An additional possibility would be to
incorporate more dropout layers into the networks to see if overfitting is reduced.
In the next section, the chain DLCNN network will be discussed. For this network, the
network configuration and run that achieved the highest test accuracy on the JNE ML test data
was chosen for that particular spatial resolution of the network. The following section will
discuss the design of the chain network and test its accuracy on the JNE ML test data.
4.7 Chain DLCNN
The custom chain network DLCNN architecture consisted of a configuration composed
of the custom networks from above in which the network with the highest test accuracy was
selected between configurations 1 and 2 for each spatial resolution. This chain DLCNN was
inspired by CNNs of Zampieri et al. (2018) Van Noord & Postma (2018), and He et al. (2018).
The chain network DLCNN began with the coarsest spatial resolution 30m, followed by
each subsequent resolution: 20, 10, 5 meters from largest to smallest resolution. Figure 4-56
depicts an overview of the configuration.
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Figure 4-56: Overview of the chain DLCNN architecture used in Chapter 4.
A function, runIndvCnn, was created to launch and run the chain DLCNN. RunIndvCnn
was designed to only work with one chain of subimages at a time and as such required a batch
size of 1. The function took 7 parameters: the pre-processed pixel values of the subimage, the
pre-processed pixel values of the neighboring subimage, the label of the subimage, the file path
that the DLCNN model used, a list that contained the subimage file path and name, the
neighboring subimage file path and name, the y label, and the subimage resolution, a list that
contained the selected indices from the previous coarser resolution’s network run referred to as
pIndices, and a file path to a csv file referred to as gLookup, that contained the previous
resolution’s grid IDs and which of the current resolution’s grid IDs intersected (20m) or lay
within (other resolutions) for each previous grid ID.
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Each subimage resolution in JNE ML called the runIndvCnn function. The inputs to the
runIndvCnn function were either generated by the ChainSequence sequence generator or
returned by the previous resolution’s runIndvCnn function. The ChainSequence sequence
generator extended the functionality of the ImgGenNbrTestSequence class to generate a full
chain of subimages for a batch size of 1 from a provided csv file. The ImgGenNbrTestSequence
class was an extension of the Sequence classes previously discussed.
The chain DLCNN process began by starting with a 30m resolution call to runIndvCnn.
The model was loaded and the subimage used as input into one channel, along with a randomly
selected neighboring subimage as input into the other channel. The 30m DLCNN model was
appended with a softmax layer at the end to allow for the output results to be represented as a
probability. The 30m model was then run and the resulting output was a 16x1 tensor that
contained the probability of the subimage being coarsely registered to the grid ID that occurred
at that position in the output vector. This was the same process as running the custom DLCNNs
in the tests from above.
After the 30m model had run, the softmax output was examined and the top 3
probabilities selected. Both the top 3 selected probabilities and the indices in which those top 3
selected probabilities occurred in the softmax output vector were stored. Metadata about the run
including the subimage used, its label, the selected neighbor, the network resolution, the top 3
probabilities, the top 3 probabilities indices, and the previous grid resolution that those top 3
indices were intersected/contained within when converted back to grid ID were also stored. Since
30m was the coarsest spatial resolution used in this study, there were no previously selected
coarser grid resolutions that corresponded to it, so the previous resolutions selected grid IDs
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were stored as -1. The Top N indices, Top N probabilities, and the metadata regarding the 30m
run were returned by the function. The next resolution, 20m, then called runIndvCnn.
The process for resolutions that were not the coarsest resolution was slightly different.
This process is described with the 20m subimage and network as an example. First, the selected
20m model predicted on the 20m subimage and its neighbor without having the softmax layer
appended to the end. This resulted in an output of logits by the selected model of dimensions,
number of grid IDs at that resolution x 1, which in the case of the 20m model was 30 x 1. The
pIndices list from the previous resolution (30m) was increased by 1 to convert back to 30m grid
IDs, which were then used with the gLookup function to identify which of the 20m grid IDs fall
within or intersect the selected 30m grid IDs. The 20m grid IDs that met this criteria were
returned. These selected 20m grid IDs were reduced by 1 to represent the indices they would
occur at in the logit output vector. These selected 20m indices were then used to extract the logits
from the 20m model’s logit output vector that occurred at the specified selected 20m indices.
There are two different configurations of these selected 20m indices (and other nonmaximum resolution indices) and their associated logit values used for the chain network. The
first configuration, termed all-allowed (AA), allowed the current resolution, in the case of this
example 20m, selected grid index’s logits to be extracted multiple times if that selected grid
index corresponded to different coarser resolution grid IDs, in this case the 30m layer. For
example, say the 30m grid IDs predicted in the top 3 vector by the 30m portion of the chain
DLCCN were grid IDs 12 15, 16 of JNE AOI. This meant that eligible logits for the 20m portion
corresponded to the 20m grid IDs: 23, 24, 29, 30 for grid ID 12, 28 and 29 for grid ID 15, and 29
and 30 for grid ID 16. For the all-allowed configuration the logits that corresponded to these grid
IDs were allowed to repeat because of their correspondence to differing 30m grid IDs. Now say
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that the softmax output of the selected logits had the highest probability of occurring for grid ID
24 and the second and 3rd grid IDs with the highest probability corresponded grid ID 30. This
would result in only two unique grid IDs being selected for that resolution even though 3 were
actually selected. However, there were 3 unique combinations in regards to the overall chain:
grid ID 12 (30m) to grid ID 24 (20m), grid ID 12 (30m) to grid ID 30 (20m), and grid ID 15
(30m) to grid ID 30 (20m).
The second configuration, termed unique only (UO), allowed only logits from the unique
indices of the current resolution to be used. Using the example above, this means the logit for
grid ID 30 (20m) would only be allowed to be selected once, even though it corresponded to
different unique chain combinations. Note that the logit can still be traced back to the different
coarser grid IDs it corresponded to, even though it appeared only once, however it is not possible
to tell which of those coarser grid IDs was actually the coarser resolution in the chain.
These selected logits from the 20m model regardless of AA or UO configuration were
then converted to a TensorFlow Variable. This TensorFlow Variable was then input into a
softmax layer. The resulting output of the softmax layer was treated as the output of the 20m
model. The top 3 grid IDs with the highest probabilities were selected. The same metadata that
was stored for the 30m run is also stored for the 20m. However instead of -1s representing the
previous resolutions grid IDs (30m) that the current resolutions (20m) grid IDs occurred within
or intersected with, the actual previous grid ID (30m) was able to be recorded to create a
mapping showing the coarser resolution’s grid ID of where the current subimage occurred. This
process repeated for each of the remaining resolutions in the chain. The results of each step in the
chain for each run are written to a csv file to allow for analysis of the results. The ability to trace
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the chain was stored in a log file that stores the full run process of the chain. This log file was
created by using print statements and piping the output to a text file during runtime.
The list of data to use with the chain DLCNN was generated using a script called
generateChainData_Repeats.py. Subimage file paths were generate for 100 test runs to use with
the chain DLCNN. Each test run had the 30m, 20m, 10m, and 5m subimage file paths, their
labels, and the selected neighbor specified. In more detail, generateChainData_Repeats.py used
each resolution’s JNE ML test data csv file to select the subimages to be used for each test run.
First, a row in the 30m JNE ML test csv file was randomly selected as the starting point. Rows
were allowed to be selected with repeat in order to ensure the desired number of runs were
reached for all resolutions. The grid container lookup csv (gLookup) was used with the selected
grid ID, 30m, to identify the next finer spatial resolution’s, in this case 20m, grid IDs that
intersected or occurred within the currently selected grid ID resolution (30m). Since multiple
grid IDs were returned for the next finer spatial resolution, one was randomly selected. That
selected grid ID (20m), was then used to look up a matching row in the corresponding
resolution’s JNE ML test data csv file. If there were multiple rows that matched the selected grid
ID (20m), then one of those rows was randomly selected to use. The selected matching row
(20m) was then used to repeat the same process as outlined above. This process repeated until
subimages were selected for all spatial resolutions. Data written for a full row in the chain
dataset for each resolution included: the subimage file path and name, the subimage grid ID, and
the spatial resolution for each resolution. This process was repeated 100 times and the results
written to a csv file chainDataList.csv. ChainDataList.csv was then used with a created
ChainSequence generator class for the test runs.
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The ChainSequence generator was used along with chainDataList.csv to generate a
sequence of subimages for the chain DLCNN for a batch size of 1. The chainSequence class used
a single row from chainDataList.csv and loaded the pixel values of each resolution’s subimage,
pre-processed the pixel values, selected the random neighbor and loaded its pixel values with any
pre-processing specified. The grid id labels for each resolution were converted into one-hot
encoded vectors. Additionally, metadata such as the subimage names, resolutions, and grid id
labels were returned to be used with identifying which subimages the pixel values belong to.
4.7.1 Issues with UO Configuration
Although the initial goal was to test both the AA and UO configurations, there were
issues with the UO configuration that made it unsuitable in a chain context. The log file for one
of the 20m runs in which AA was able to correctly register the subimage and UO was unable to
correctly register that same subimage and both runs had the same subimage and neighboring 30m
subimage for correctly coarsely registered was examined. In order to compare between the UO
and AA runs, the runs from AA were joined to the runs with a matching subimages in UO. For
example, if there are 15 runs for subimage “A” at 30m for the AA configuration, then there are
also 15 runs for subimage “A” for the UO configuration because they both used the same test
data. This means that there are 15^2 or 225 rows for the join between these two, as each
subimage for configuration AA was joined to each, for configuration UO. From these joins,
several were selected to examine further. Further examination of each included manually
analyzing the log files of both the AA and UO configurations for a particular run that used the
subimage. Because the manual examination of the run log files was time consuming a small
subset was randomly sampled to look at.
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The run log file was designed to contain more detailed data than the csv file which was
generated for the chain run. The run log file showed the process of formatting the DLCNN for
each component of the chain and included things such as the logits, the positions of the logits,
and a look-up dictionary to link the selected grid IDs for the current resolution to the grid IDs
they contained or intersected with at the previous resolution. Manually going through the log file,
allowed the chain to be traced back. Because there was no difference in the 30m configurations
for either AA or UO, these were only used to join on. The 20m runs were where differences
began to emerge, so the log run examination began at this point.
The AA run performed as expected when the log file was traced back, however there
was an error encountered for the UO configuration. The DLCNN code for the UO case was
designed in an attempt to handle the unique ID only case, however when multiple grid IDs of the
same ID were a valid possibility, as in the case of the intersections from the 30-20ms, i.e. 30m
grid IDs 12 and 15 can return the 20m grid ID 29, the UO configuration was unable to trace the
links between the chain components back correctly. Additionally, the structure of the code used
for the chain DLCNNs was unable to consistently return the correct grid IDs for the 20m runs for
the UO configuration when a 20m grid ID corresponded to multiple different 30m grid IDs. If all
grid IDs for 20m selected did not correspond to multiple different 30m grid IDs, then this was
not an issue. However, inability to trace the chain still persisted with the 30m to 20m link in UO
configuration.
One potential solution considered was to modify chain DLCNN UO configuration to
include additional lookup dictionaries in order to return the correct grid IDs at 30m. Even with
adding additional lookup measures to link the steps, there was still difficulty in making the
unique only logits configuration work. This was because an additional look-up dictionary would
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not be able to tell which previous 30m grid ID the logit corresponded to when traced back up the
chain. For example, say grid ID x at 20m intersects with two grid IDs y1 and y2 at 30m. The
20m grid ID x will appear twice in the grid ID lookup and in the UO configuration its logit will
only be selected once. Now say that grid ID x is predicted as correct in the first spot of the top 3
vector meaning that it has the highest probability of occurring. In the UO configuration, it is not
possible to determine if grid ID x corresponds to y1 or y2 in the chain.
In another attempt to fix this, an additional work-around was tried in which the logits
themselves were used to trace back up the chain from the 20m to 30m component. The top 3
probabilities were determined as usual, but instead of using the top 3 indices with the position
dictionary, the logits that corresponded to the indices in the top 3 indices vector were used. These
logits were then used to search the vector of logits that were used in the AA configuration. Note
that this vector was computed regardless of if the AA or UO configuration was used. The logits
were searched for in order and the position recorded until 3 were returned. The positions of these
3 were then used to look up the grid id they correspond to originally in the 20m. However, this
approach still had the same problem. The grid ID that the logit corresponded to cannot be
uniquely determined as in the AA configuration if a grid ID (x) corresponded to more than one
grid ID at the coarser resolution (y1 or y2).
Due to these issues, only the AA configuration should be used. This recommendation is
two-fold. First, the AA configuration allowed the chain to be traced back correctly. Secondly,
using the UO configuration when the same grid ID at 20m corresponded to multiple different
grid IDs at 30m does not allow the chain to be retraced and caused incorrect results due to the
way the code was written. Attempting to remedy this by searching the logits gave similar results
as the AA configuration, but lacked the ability to trace back up the network components. Only
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the results of the AA configuration are reported. The AA configuration and results are valid and
only the AA configuration should be used as the UO configuration was not suitable for the chain
DLCNN format.
4.7.2 Chain Network – JNE ML Results
Before reporting the chain DLCNN results some terminology needs to be defined. A test
batch is defined as running the chain_cnn_test.py file once. This means predicting each of the
100 rows in the test csv file (generated by generateChainData.py) with the chain network
configuration. 5 test batches were conducted for both all-allowed and unique only configurations,
although only the all-allowed results are reported due to reasons discussed above. This resulted
in 500 total test runs for the 5 test batches for each configuration. A test run consists of the
results for one row in the test csv file. This means that each chained test run contains the
predictions for the 30m, 20m, 10, and 5m subimages in that row. A component of the chain
represents a particular resolution of the chain. A link in the chain represents 30 to 20, 20 to 10, or
10 to 5 portions of the chain. The results for the all-allowed (AA) chain DLCNN configuration
will be reported in this section. To analyze the results, the results of the individual batches were
manually combined into a csv file in which an additional attribute representing the batch number
was stored. Additionally, the grid ID for which incorrect predictions for coarse-grain registration
occurred the most for will be referred to below as IPM for incorrectly predicted most, and the
grid ID which was incorrectly predicted as correct the most, referred to below as IPC.
4.7.2.1 All Allowed Results
A total of 345 runs predicted all portions of the chain correctly. This resulted in a 69%
accuracy for the test runs. 20 runs (4%) got the entirety of the chain completely wrong. 15 (3%)
only predicted one component of the chain correctly, 35 (7%) predicted two components
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correctly, and 85 (17%) predicted 3 components correctly. When the individual components
were examined, 465 runs (93%) of the 30m component were predicted correctly. There were 460
(92%), 425 (85.%), and 370 (74%) correct predictions for the 20m, 10m, and 5m portions of the
chain respectively. When correct predictions were expanded to include defining correct as the
correct label appearing in the top 3 probability vector then: 475 (95%), 465 (93%), 435 (87%),
and 420 (84%) for the 30m, 20, 10m, and 5m chain portions respectively. Four different grid IDs
for the 30m component were incorrectly predicted. Grid ids 9, 13, and 14 were IPM with 10
incorrect predictions each. 4 different grid IDs were incorrectly predicted for the 20m
component. Of these 21 was IPM at 20 times. The 10m component had 9 different grid IDs
predicted incorrectly, with grid ID 77 occurring the most at 15 incorrect predictions. For the 5m
component, 24 different grid IDs were incorrectly predicted with grid IDs 452 and 322 tying at
10 incorrect predictions each.

Figure 4-57: IPM grid ids and the counts of the times that grid id was not predicted by the chain
for the all-allowed configuration.
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For the grid IDs that were incorrectly predicted as correct the most (IPC) for the 30m
component, grid ID 12 was IPC the most with 25 times each. Grid ID 10 was the only other IPC
grid ID at 30m with 10 times incorrectly predicted as correct. For the 20m component grid ID
IPC was 26 with 20 times incorrectly predicted as correct. There were 5 different grid IDs from
the 30 possible grid IDs at 20m that were IPC. 10m component had grid ids 46, 55, 79, and 90
IPC with 10 times each. There were 11 different grid IDs total incorrectly predicted as correct for
the test batches. Grid ID 164 was IPC the most for the 5m components. A total of 25 different
grid IDs were IPC for 5m component.

Figure 4-58: IPC grid IDs and the count of the number of runs in which they were IPC for the
all-allowed configuration.
Regarding different neighbors being selected for each run’s components’ subimage
during the 5 different batches, all 30m incorrect prediction had more than 1 different grid ID
selected for the neighbor. This was also the case for the incorrect runs for the 20m,10m, and 5m
components of the DLCNN chain network.
When the transition from 30m to 20m components of each runs chain were examined, 15
runs improved with the 20m component being predicted as correct. A total of 20 runs worsened
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by moving from correct at 30m to incorrect at 20m. 445 runs stayed correct, in that they were
predicted as correct by both 30m and 20m components. 20 stayed incorrect in that they were
predicted incorrect by both the 30m and 20m components of the run. 5 runs achieved
improvement from the 20m to 10m component, 40 worsened, 420 stayed correct, and 20 stayed
incorrect. For the 10m to 5m component 5 runs improved, 60 worsened, 365 stayed correct, and
70 stayed incorrect.
4.7.3 Chain Network Results – Discussion
The results of the components of the all-allowed (AA) chain network were relatively
similar to the results of the individual DLCNNs the chain network is composed of. One thing to
note is the difference of data for the accuracies that will be discussed in this section. The chain
network test runs consisted of 500 runs where each run contained a specified subimage for its
component. The accuracies for the individual networks were tested on test data using a
percentage of all the subimages generated. As such, the individual component DLCNNs were
tested on a different amount of data. The chain run test data was taken from the individual
DLCNNs test file, however in order to fill the chains, a value from the original test csv files was
allowed to repeat in the chain test runs making the two datasets similar but also slightly different.
The AA configuration had similar accuracy to the individual 30m and 20m Configuration
1 DLCNN however, has improved accuracy in its other resolution components. The
Configuration 1 test runs had an average accuracy of 94.29%, 92.92%, 81.77%, and 60.44% for
the 30, 20, 10, 5m networks respectively. The AA configuration achieved 93%, 92%, 85%, 74%
for its respective components. By relaxing the definition of correct to include those grid IDs
which were predicted in the top 3, the benefit can be seen by the increasing accuracy of: 95.92%,
93.33%, 88.3%, and 71.30% for the individual DLCNNs at 30, 20, 10, 5m respectively, to 95%,
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93%, 87%, and 84% for AA’s respective components. The chain DLCNN was designed to take
advantage of this by incorporating those additional grid IDs by passing them on to the next
component of the chain. The relaxation of correct to include multiple different grid IDs could
also be beneficial in the case of where the subimages are not clipped exactly to a single grid cell
and instead overlap multiple grid cells. For example, a 20m subimage is not cropped to the grid,
but is instead selected from the downsampled and smoothed 20m JNE image at a random 64x64
subset. It could then possible overlap multiple different 20m grid IDs. N different output
probabilities could then be selected from the network where N corresponds to the total number
possible of grid cells that a randomly selected image of size 64x64 could overlap at that
resolution.
In order to more thoroughly analyze the results reported for this discussion, the log files
were examined for randomly selected test runs in which at least the 20m subimages match. This
was done because the 20m component is where the accuracy began diverging between the AA
and UO configurations. Even though the UO configuration should not be used, these two factors
discussed were discovered during examining the AA and UO configurations together. There
were two factors that appeared to affect the ability of both the AA and UO configurations to
predict correctly.
The first factor was the selection of neighboring subimage ,and not only the selection of
neighboring subimage, but the random 32x32 region selected within the neighboring subimage.
The log file runs that were examined that led to this had the same 30m subimage and same
neighbor and 20m same subimage and same neighbor. This controlled for the differences in
which a different neighbor was selected causing an incorrect prediction between configurations.
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The log files examined for this case showed that the probabilities of the top 3 vector ID were
close between AA and UO configurations, however there were slight variations in the logits of
the output layer at that chain component. This variation can occur from the different random
32x32 subset of the neighboring subimage as its pixels were included in the forward pass
through that DLCNN chain component.
The second factor was that an incorrect prediction in the previous component of the
chain, i.e. 30m incorrect prediction, can make it impossible for the next component of the chain,
20m, to predict the correct grid ID. Since only the top 3 highest probabilities and their
corresponding indices were returned for use, if the correct grid ID was not contained in these,
then the next component of the grid cannot predict correctly due to the correct grid ID at that
component not being returned by the grid lookup.
Both the first and second factors in the chain DLCNN process bring up potential
solutions to these issues. The first factor, the random 32x32 subset in the neighboring subimage,
was included in the training process to prevent the DLCNNs from overfitting. However, if the
random subset includes pixels that the neighbor did not train on, this could potentially cause the
DLCNN to be incorrect in its prediction. The first factor is a trade-off between making the
DLCNN more robust against overfitting a small size of training data and having accurate
predictions on the test data. This could be offset by increasing the size of the training dataset or
removing the random 32x32 subset in the neighboring image and instead using the full 64x64
portion. For the second factor, the inability to correctly predict at the next component if the
correct grid ID was not predicted in the top 3 vector at the current component is more
challenging as this affects the rest of the chain DLCNN components once this occurs. One
potential solution that could be explored is treating the top 3 vector as a hyperparameter where
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the number of grid IDs to be returned as “correct” by the chain DLCNN is fine tuned to be a top
N predicted vector. The intuition for this comes from examining the results of the individual JNE
ML runs and the chain DLCNN JNE ML runs. The majority of the correct grid IDs were
predicted either as the top-most probability or the second-most probability, not the third-most.
The number of grid IDs to be included could be fine-tuned if validation data is used by
examining where the majority occur, i.e. top-2, top-3, etc. and then setting the chain DLCNN to
this for the test data. Another potential solution could be that instead of restricting the logits to
only those of selected grid IDs, that the logits of the non-selected grid IDs could be penalized but
still included for that chain component. The exact modification for this would need to be
explored further.
In the discussion above, the chain DLCNN was tested on data from sensors that it had
trained on, although it had not seen the exact subimages it was tested on. This was also the case
for the individual custom DLCNN configurations, and the VGG-16 pre-trained fine-tuned
DLCNNs. The next test of the individual custom configuration DLCNNs and the chain DLCNN
was to test their ability to coarsely-register on subimages of the JNE AOI from a sensor that they
had not trained on. Moreover, this would not only test the DLCNNs ability to coarsely-register
on subimages from different sensors. It would also test the ability of the DLCNNs to coarselyregister on subimages from a more recent time period and subimages that consisted of different
land cover conditions, some of which the DLCNNs had not seen before. Subimages created from
imagery from Planet’s PlanetScope constellation were selected for this purpose.
4.8 Planet Data
The Planet data used for this research came from the PlanetScope constellation. The
PlanetScope constellation consists of around 130 CubeSat 3U satellites with three different
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instruments having spectral resolutions of: blue (455-515nm), green (500-590nm), red (590670nm), and near infrared (780-860nm) for PS2; blue (464-517nm), green (547-585nm), red
(650-682nm), and near infrared (846-888nm) for the PS2.SD; and the 8 band PSB.SD with blue
(465-515nm), green I (513-549nm), red (650-680nm) in addition to others (Planet, 2021a). All
instrument sensors in the PlanetScope constellation have an approximate 3.7-4.1m spatial
resolution and a daily revisiting time (Planet, 2021a), (Planet, 2021b). Planet provides several
different product levels and formats for PlanetScope imagery. To be consistent with the imagery
used in JNE ML, the PlanetScope Visual Ortho Tile products were chosen for this research. The
PlanetScope Visual Ortho Scene products are 3-band RGB imagery constructed from multiple
consecutive Ortho Scenes, consist of a 3.125m orthorectified pixel size, 8-bit radiometric
resolution, have been geometrically corrected, visually color enhanced and undergone sun angle
correction (Planet, 2021a). Visual Ortho Tile products from all 3 PlanetScope instruments were
used. The PlanetScope imagery was provided by Planet through an education and research
student account and all PlanetScope imagery used in this research provided by Planet Team
(2017).
7 different PlanetScope Visual Orthotiles were selected for use. These tiles covered a
bounding box slightly larger than that of the jne_grid_30.shp boundary. The jne_grid_30.shp was
loaded into QGIS and the boundary of it extracted and saved as a geojson file called
Boundary_File.geojson. Boundary_File.geojson was then uploaded to Planet Explorer and a
rectangular AOI manually drawn that slightly exceeded the dimension of the uploaded geojson
file. The selected Visual Ortho Tiles were then cropped to this updated AOI during ordering and
were downloaded as GeoTIFF files. In the paragraphs below, each of the 7 Ortho Tiles selected
will be described. All selected Ortho Tiles were captured during 2020 – 2021, with some
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occurring during different times of the year and with different land cover for the JNE AOI
compared to JNE ML.
4.8.1 September 15, 2020
The September 15th, 2020 17:09 UTC Ortho Tile from the PS2.SD instrument, referred
from now on as September, consists of green vegetation and deciduous tree land cover. Dirt and
gravel areas in the image are clearly visible and appear dry. Both lakes contain water, however
the northern-most lake, Brock lake, appears to have more visible banks in the northeastern
portion.
4.8.2 November 2nd, 2020
The next PlanetScope Ortho Tile selected was from November 2nd, 2020 at 16:36UTC
from the PS2 instrument, referred to from now on as November. The coloration of the water in
both lakes has a darker more muddy coloration compared to September. The vegetation is not as
green and the leaves of the deciduous trees appear to have dropped, resulting in more ground
visible. Mixed pine areas are more easily visible in this case, as their leaves are retained. Pasture
areas are no longer green and dirt road and gravel areas are not as clearly discernable compared
to September.
4.8.3 December 5th, 2020
The December 5th,, 2020 16:12UTC, (referred to as December), Ortho Tile from PSB.SD
instrument displays similar vegetation patterns to that of the November Ortho Tile. However, the
roads in December Ortho Tile are not as clearly visible as that in the November. Additionally,
the two lakes are a different shade of blue and do not retain the muddy appearance of November.
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4.8.4 February 16, 2021
The Ortho Tile selected from February 16th, 2021 16:16UTC, referred to now as
February, from the PSB.SD sensor visually appears the most different from the other Ortho
Tiles. The JNE AOI is covered in snowfall and the usual land cover of the area is obscured and
difficult to determine. Both earthen damns on the two lakes are discernable but the other
boundaries of the water are visually hard to see. Although the usual land cover is more difficult
to tell due to the snowfall, the topography of the JNE AOI is more easily seen. None of the JNE
ML training data use in the DLCNN training process consisted of subimages with snow cover.
Due to this, the February Ortho Tile was suspected to have the most difficulty in the coarsegrained localization process.
4.8.5 March 8, 2021
March 8th, 2021 17:01UTC, (March), is a Visual Ortho Tile from the PSB.SD instrument.
The March Ortho Tile appears visually the most similar to the December Ortho Tile although
there appears to be slightly less vegetation and more bare ground visible. The tributary that runs
from Brock lake to the lake to the south is more clearly visible in the March image. The
topography of the JNE AOI is visible, but it is not as clear as in the February Ortho Tile. Gravel
dirt roads and parking areas are clearly visible in this March Ortho Tile.
4.8.6 May 15, 2021
The May 15th, 2021 16:55UTC (May), is a Visual Ortho Tile from the PSB.SD
instrument. In May, the majority of the tree cover and vegetation have returned and appear green.
However, there are several areas in the western portion and especially the northwestern portion
near Brock Lake of the Ortho Tile that appear to lack vegetation that was once present in the
other Ortho Tiles. These areas that lack vegetation could possibly controlled burn areas or some
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other form of vegetation or tree clearing method. The dirt and gravel roadways and parking lots
are clearly visible throughout the Ortho Tile. The southern lake appears to have some form of
fog, cloud cover, or discoloration in or over the water which is different from its appearance in
other imagery.
4.8.7 July 4th, 2021
The final Ortho Tile selected is from July 4th, 2021 16:56UTC (July) from the PS2
instrument. The July Ortho Tile displays forested vegetation as the majority of the land cover.
The deforested areas from the May Ortho Tile are still present however there is less visible bare
ground compared to the May Ortho Tile. The boundaries of the two lakes appear to be smaller
than in any of the other Ortho Tiles. Dirt and gravel roads and parking areas are visible.
4.9 DLCNN Custom Results with JNE Planet Data
The JNE Planet data was tested with Configuration 1 and Configuration 2 of the custom
DLCNNs that were trained on JNE ML. All subimages of the JNE Planet data were used in
testing. Each network configuration was run 5 times as in the JNE ML tests for each spatial
resolution of the networks. The results of the 5 runs were analyzed together and the results of this
analysis reported below.
4.9.1 30m
The average accuracy for JNE Planet for Configuration 1 30m was 91.61%. The lowest
accuracy was 91.07% and the highest accuracy was 91.96%. Of the incorrectly predicted
subimages for the 5 runs, 5 different unique grids IDs were predicted incorrectly on at least once.
Of these, grid ID 12 was the correct grid ID that was incorrectly predicted on the most with the
prediction for it being incorrect 12 times. For these incorrectly predicted subimages, 6 different
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grid IDs were incorrectly predicted at least once to be the correct label. Of these, grid ID 7 was
incorrectly predicted as correct the most by being selected for 15 of the incorrect subimages.

Figure 4-59: JNE Planet subimages correct labels that were incorrectly predicted by
Configuration1 (30m) on the left. Right image is the grid IDs that were incorrectly predicted the
most as correct by Configuration 1 (30m).
8 of the subimages that Configuration 1 made incorrect predictions on had at least more than one
different grid ID neighbor selected for the different runs. Of the incorrectly predicted subimages,
25 had the correct grid ID in the top 3 probability vector. When these were incorporated with the
correctly identified subimages then 96.07% of subimages had the correct grid ID in the top 3
probability for Configuration 1. When examined by date of image instead of grid ID,
Configuration 1 was able to correctly predict for 100% of the September, March, February, and
November JNE Planet subimages, 97.50% for December, 75% for May, and 68.75% for July.
For Configuration 2 (30m), the average accuracy from the 5 test runs was 96.43%. The
lowest accuracy was 95.54% and the highest was 97.32%. The correct grid ID that was predicted
on incorrectly the most was grid ID 13 with 7 subimages of it incorrectly predicted. A total of 5
different grid IDs, 13, 12, 2, 16, and 4 had at least one or more subimage incorrectly predicted. 4
different grid IDs were predicted as correct when they were not: grid IDs 5, 7, 3, and 16, with
grid ID 5 being incorrectly predicted as correct the most for 12 subimages.
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Figure 4-60: Correct label of incorrectly predicted subimages from JNE Planet for Configuration
2 (30m) on left. On right are the incorrectly predicted labels that were predicted as correct for
Configuration 2 (30m).
4 of the 6 incorrectly predicted grid IDs had different neighbors for the subimages that were
incorrectly predicted. 15 of the incorrectly predicted subimages had the correct grid ID in the top
3 probability vector and when these were added in to the correct subimage count, Configuration
2 (30m) predicted 99.11% of subimages with the correct label in the top 3 probability vector. All
subimages except those from July and September were predicted with 100% accuracy. 97.50%
of the September subimages were correctly predicted and 77.50% were correctly predicted with
July.
4.9.2 20m
The Configuration 1 (20m) network achieved an average accuracy of 78.29% on the 5
test runs. The lowest accuracy achieved was 77.14% and the highest accuracy was 79.05%. Of
the 228 incorrectly predicted JNE planet subimages, those of grid ID 29 were incorrectly
predicted the most with 27 subimages. Of those grid IDs that were incorrectly selected as correct
for a subimage, grid ID 14 was incorrectly predicted as correct the most occurring for 46
subimages.
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Figure 4-61: Correct grid IDs for the incorrectly predicted JNE Planet subimages by
Configuration 1 (20m) on left. On right, is incorrectly predicted IDs that were chosen as correct
by Configuration 1 (20m).
Of those incorrectly predicted subimages, 47 had at least more than 1 different neighbor
selected for the incorrect predictions. Examining the time of year the subimages were from,
shows those from November were correctly predicted the most with 98.67% correctly predicted.
March (95.33%), December (88%), September (86%), February (80.67%), May (68%), and July
(31.33%) correctly predicted. 96 of the incorrect subimages had the correct grid ID in the top 3
probability vector. When including these with the correctly predicted subimages then 87.43% of
subimages had the correct grid ID within the top 3 probability vector for Configuration 1 (20m).
Configuration 2 (20m) had an average accuracy of 77.71% for the 5 runs. The minimum
accuracy was 76.67% and the maximum was 79.05%. Of the incorrectly predicted subimages,
grid ID 29 was predicted incorrectly the most at 30. Of those grid IDs that were incorrectly
predicted as correct, grid ID 14 was incorrectly predicted as correct the most, occurring 55 times.
Of the incorrectly predicted subimages, 48 different subimages had more than one different
neighboring subimage for the incorrect predictions. When examined by date, November had the
most correctly predicted with 95.33% correct. March (93.33%), September (88.67%), December
(87.33%), February (86.67%), May (54.67%), and July (38%) were the percentages correctly
predicted for the other subimages.
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Figure 4-62: Charts showing the correct grid IDs and incorrectly predicted grid IDs for
Configuration 2 (20m) on JNE Planet subimages.
88 of the incorrectly predicted subimages had the correct grid ID in the top 3 probability vector
and when these were incorporated with the correct, the percentage of subimages with the correct
grid ID in the top 3 probability is 86.10%.
4.9.3 10m
Configuration 1 (10m) achieved an average accuracy of 78.31% on the 5 runs. The
minimum accuracy was 77.26% and the maximum accuracy was 78.93%. Subimages from grid
IDs 106 and 111 were incorrectly predicted the most with 31 incorrect predictions each. For the
grid IDs that were incorrectly predicted as correct, grid ID 39 occurred the most with it predicted
for 86 subimages. Of the incorrectly predicted subimages, 197 had at least more than one
different neighbor for the incorrect predictions. 95% of November subimages were correctly
predicted. September (91%), December (88.33%), March (88%), February (83.33%), May
(68.17%), and July (33.83%) were correctly predicted by Configuration 1 (10m). 268 of the
incorrectly predicted subimages had the correct grid ID in the top 3 probability which resulted in
84.69% of subimages having the correct grid ID in the top 3 probability vector.
Configuration 2 (10m) had an average accuracy of 75.24% for the 5 runs. The minimum
accuracy was 74.17% and the maximum was 76.43%. Of the 1040 incorrect subimages,
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subimages from grid ID 106 and 94 were incorrectly predicted the most with 35 incorrect
subimages for each. Of the incorrectly predicted grid IDs that were incorrectly selected as
correct, grid ID 63 occurred the most with it being incorrectly selected as correct 232 times. Of
the incorrectly predicted subimages from JNE Planet, 218 subimages had at least more than one
different neighbor selected for the incorrect predictions on that subimage. The November
subimages had the most correct predictions with 93.83% correct. March (85.33%), December
(84.33%), September (82.83%), February (79.5%), May (71.33%), and July (29.50%) are the
percentages of correctly predicted subimages for the JNE Planet data for Configuration 2 (10m).
374 incorrectly predicted subimages had the correct grid ID in the top 3 probability vector. This
results in 84.14% of subimages have the correct grid ID in the top 3 probability vector.
4.9.4 5m
Configuration 1 (5m) had an average accuracy of 46.77% for the 5 runs. The lowest
accuracy was 46.07% and the highest was 47.17%. For the 8,942 incorrectly predicted
subimages, there were 22 grid IDs that had the same number of subimages incorrectly predicted
with 35 each. Of the grid IDs that were incorrectly predicted as correct, grid ID 76 occurred the
most with it being predicted incorrect for 1,923 subimages. Of the incorrectly predicted
subimages 1,907 had at least more than one different neighbor selected for the incorrect runs.
When examined by month, November had the highest accuracy with 80.71% of subimages
correctly predicted. December (64.50%), March (56.29%), September (49.96%), May (43.57%),
February (25.17%), and July (7.04%). There were 1,964 incorrectly predicted subimages that had
the correct grid ID in the top 3 probability vector. This resulted in 58.46% of subimages having
the correct grid ID in the top 3 probability vector.
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Configuration 2 (5m) had an average accuracy of 47.39%. The minimum accuracy was
47.23% and the maximum was 47.47%. Of the 8,839 incorrectly predicted subimages 23
different grid IDs had the most subimages predicted incorrectly at 35 each. Grid ID 76 was
incorrectly predicted as the most at 691 subimages. Of those incorrectly predicted, 1868
subimages had at least more than one neighboring subimage for the incorrect prediction.
November has the most correctly predicted subimages at 81.12% correct. March (57.54%,
September (55.96%), December (48.46%), May (43.58%), February (27.33%), and July
(17.67%) correct. There were 2,152 subimages that were incorrectly predicted that had that had
the correct grid ID in the top 3 probability vector. Incorporating these with the correctly
predicted subimages results in 60.20% of subimages in the top 3 probability vector correctly
identified by Configuration 2 (5m).
4.10 DLCNN Custom with JNE Planet Data Results Discussion
Both Configurations 1 and 2 performed very similarly to the results achieved by the JNE
ML test data. The average accuracies for Configuration 1 and Configuration 2 were very similar
to each other for each spatial resolution used. Configuration 2 had the highest average accuracy
for the 30, 20, and 5m networks, while Configuration 1 had the highest average accuracy for the
10m. This differs slightly from the results of the configurations on JNE ML in which
Configuration 1 had a higher average accuracy for the 30m and 5m networks.
Both configurations had an increase in accuracy when expanding the criteria of a correct
prediction to have the correct grid ID in the top 3 probability vector. More impressively, the
networks achieved a higher accuracy on JNE Planet for the 30m networks when compared to the
same networks on the JNE ML test data. For other spatial resolutions, the network predicts
similarly on Planet JNE as that of JNE ML. Although for the 20m, 10m Configuration 1, and 5m
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networks the top 3 correctness accuracy is greater on JNE ML. This shows that both
configurations of custom networks can generalize well to data from a new sensor that the
networks have never seen before.
Different networks had different grid IDs predicted incorrectly. The grid ID for which
incorrect predictions occurred the most for referred to below as IPM and the grid ID which was
incorrectly predicted as correct the most, referred to below as IPC are discussed. Discussions of
the land cover occur by displaying the original Planet imagery with the grid IDs for the particular
spatial resolution being discussed overlaid.
For the 30m custom networks, Configuration 1’s IPM grid ID was 12 and Configuration
2 was grid ID 13. These two grid IDs extend beyond the boundary of JNE AOI for the 30m
subimages, however they still incorporate portions of the southern and northeastern portions of
JNE AOI. Visually examining these grid IDs shows that grid ID 12 is mostly forested in the
September Planet image however in the July image a large amount of forest is cleared from the
east central portion of that grid ID. The same is true for ID 13 which may explain some of the
difficulty with prediction. Grid ID 7 was IPC the most for Configuration 1 and grid ID 5 for
Configuration 2. Grid ID 7 and 5 both contain heavily forested land cover with dirt/gravel road.
For the 20m custom networks, both Configuration 1 and 2 had the same IPM grid ID of
29. Grid ID 29 overlaps the borders of the 11, 15, 12, and 16 grid cells for the 30m grid. Grid ID
29 consists of forested area, dirt/gravel road, and the southern most lake in JNE AOI. Grid ID 29
did have a portion of forest cleared from its southern border between the September and July
images. Grid ID 14 was IPC for both 20m custom network configurations. Grid ID 14 spans the
borders of grid IDs 5 and 6 in the 30m grid. It consists of heavily forested area and dirt/gravel
roads. Minimal change appears to have taken place between the September and July images.

289

For the 10m custom networks, both configurations had two grid IDs each tied for IPM.
Both 10m custom networks IPM on grid ID 106. Configuration 1 also IPM for grid ID 111 and
Configuration 2 for 94. Grid ID106 is within grid ID 29 (20m). Grid ID 111 occurs within grid
ID 26 (20m) and grid ID 94 within grid ID 23 (20m). Grid ID 106 consists of forested area with
some patches of dirt road or bare ground. It also contains a patch of land that is cleared of trees
between September to July. Grid ID 111 consists of pasture and forest with dirt/gravel road in
September. By July, a portion of grid ID 111 has also been deforested. Grid ID 94 is forested in
September but the southeastern portion has been cleared by July. Grid IDs 94 and 106 are
neighboring areas. Grid ID 39 is IPC the most for Configuration 1 and grid ID 63 for
Configuration 2. Both grid IDs 39 and 64 contain forested area with dirt/gravel road in both
September and July imagery.
For the 5m networks there were 22 different grid IDs which tied for IPM for
Configuration 1 and 23 for Configuration 2. This is in contract to the custom networks on JNE
ML for 5m which had 53 and 61 different grid IDs which tied for IPM. Configuration 1’s IPC
the most grid ID was 76 for both configurations on JNE Planet. Grid ID 76 lies within grid id 14
(10m). The land cover of grid ID 76 is mostly water from Brock lake but it also contains areas of
the bank which include bare ground land cover.
4.11 Chain Network - JNE Planet Data Testing and Results
The chain network was tested with the JNE Planet data following the same process as the
JNE ML data. A csv file was generated using generateChainData.py with the JNE Planet
subimages. This csv file also contained 100 rows with each row representing a single test run for
the chain network. A total of 5 batches of the 100 test runs were used in the testing process. This
allowed the test run components to have the possibility of different neighbors between batches. It
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was important to note that the networks selected to comprise the DLCNN chain network were
the same networks used in the JNE ML test portion that were selected based on the individual
component results on the JNE ML dataset. The results for the AA configuration are given below.
4.11.1 All Allowed Results
A total of 295 test runs (59%) predicted all components of the chain correctly. 5 test runs
(1%) predicted all components of their chain incorrectly. 50 test runs (10%) predicted only 1
component correct. 35 test runs (7%) predicted half of the components correctly and 115 (23%)
predicted 3 out of 4 components correctly. The 30m component of the network was predicted
correctly 480 of the test runs (96%) and for 495 (99%) of the test runs when including those in
the top 3 probability vector. 430 test runs (86%) and 445 (89%) with the top 3 included were
predicted correctly for the 20m component. A total of 395 test runs (79%) were predicted
correctly and 428 (85.6%) when the top 3 are included for the 10m component. The 5m
component had 340 test runs (68%) correctly predicted and increased to 375 test runs (75%)
when the top 3 were included.
The chain network was unable to predict the correct grid label at least once for 3 different
grid IDs for the 30m component of the chain. Of these 3, grid ID 2 was IPM with 10 incorrect
predictions. 7 different grid IDs were incorrectly predicted for the 20m of the component. Grid
ID 29 was IPM with the chain network unable to predict its label correctly for 25 runs. For the
10m component of the chain network, 19 different grid IDs were unable to be predicted correctly
at least once. Grid IDs 105 and 97 were IPM with 10 each. 29 different grid IDs were incorrectly
predicted by the 5m component with grid IDs 386, 415, and 425 tying as IPM with being
incorrectly predicted for 10 runs each.
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Figure 4-63: Grid IDs that were unable to be predicted correctly for that component of the
network along with the number of runs they were unable to be predicted correctly for the allallowed configuration.
For the 30m component of the chain, 3 different grid IDs were incorrectly predicted as
correct. Grid ID 15 was IPC the most at 10 times each. The 20m component had 6 different grid
IDs IPC. Grid ID 7 was IPC the most at 25 times. 15 different grid IDs were IPC for the 10m
component with grid IDs 25 and 29 IPC the most at 15 each For the 5m component, 30 different
grid IDs were IPC with grid IDs 76, 169, 414, and 437 IPC the most at 10 each. All incorrect
runs for the 30m component had at least more than 1 different neighbor selected for the incorrect
predictions. This was also the case for the 20m, 10m, and 5m components of the network that
were incorrectly predicted. 15 runs improved from the 30m to 20m components, 415 stayed
correct, 5 stayed incorrect, and 65 worsened. For the 20 to 10m component 10 runs improved,
385 stayed correct, 60 stayed incorrect, and 45 worsened. 25 runs improved between the 10 to 5
components, 315 remained correct, 80 stayed incorrect, and 80 worsened.
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Figure 4-64: Grid IDs that were IPC by their respective components along with the number of
times they were incorrectly predicted as correct for the all-allowed configuration of the chain
network.
4.12 Chain DLCNN with JNE Planet Discussion
The chain DLCNN configuration resulted in a higher average accuracy for all
components of the chain except the 30m component. The average accuracy on the chain DLCNN
runs for the 30m component was 96% in AA configuration, while the highest accuracy achieved
on the individual 30m CNNs was 96.45 in Configuration 2. However, the DLCNN used in the
chain DLCNN was from Configuration 1, in which only 91.61% average accuracy occurred. The
20m component of the chain DLCNN achieved 86% accuracy on the Planet ML data compared
to 78.29 % average test accuracy on Configuration 1. The 10m chain DLCNN component
achieved 79% test accuracy on JNE planet compared to 78.31% on Configuration 1. The 5m
chain DLCNN component achieved 68% accuracy compared to only 47.39% from Configuration
2. In the case in which the chain DLCNN average accuracy was less than the average of the

293

individual configuration, 30m, the average accuracies are very close with just .45 % higher in
30m.
When the time of year the incorrect images occurred was examined, the most prominent
difference between the chain DLCNN and Configurations 1 and 2 on JNE Planet was in the
ability of the chain DLCNN to predict subimages more accurately with all different types of land
cover when compared to the individual DLCNNs. The chain DLCNN 30m component results
showed 100% correctly predicted for September, November, December, and March. May had
82.35% correctly predicted and July had 93.33%. These values were higher than the 30m
Configuration 1 and 2 results, especially for July with 68.75% and 77.5% respectively and May
with 75% for Configuration 1. At the 30m resolution there was no difference between the 30m
component of the chain DLCNN and the Configuration 1 DLCNN network. Due to this, one
potential cause of the difference in accuracy could be attributed to different neighbors being
selected as well as different regions within the same neighbors. This was similar to what was
seen with the chain DLCNN and JNE ML. The 20m chain DLCNN component had higher
accuracy than most of individual configurations for May and July subimages. 73.33% of July and
62.50% of May were predicted correctly in comparison to 31.33% and 38% for July and 68%
and 54.67% for Configurations 1 and 2 respectively. The 20m component of the chain DLCNN
came from Configuration 2 and it exceeded the Configuration 2 accuracy for July and May. The
results for the other months were closer between the three, however the chain DLCNN 20m
component achieved 100% accuracy on the February subimages, while Configuration 1 only
achieved 80.67% and Configuration 2 only 86.67%. The rest of the accuracies for the 20m
component were: September (88.23%), November (95%), December (88.24), and March
(85.71%). The improvement on the July and May subimages in the chain DLCNN for the 20m
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component was possibly from the network’s ability to restrict the search space of grid IDs in
addition to different selection of neighbors that might have resulted in more accuracy. The 10m
component of the chain DLCNN was less accurate on the September, November, December, and
March subimages with 77.78%, 90.91%, 73.68%, and76.47% respectively when compared to
Configuration 1 (included in chain DLCNN) and Configuration 2. This decrease in accuracy
could be due to different neighbor selection, however it could also be due to the same problem
encountered in the JNE ML chain test of the correct grid ID being excluded during the grid
lookup process making it impossible to predict correctly for the rest of the chain components.
The 10m chain component predicted much more accurately on February, May, and July
subimages with 93.75% 85.71%, and 58.33% respectively. For the 5m component, all subimages
except November (72.73%) had a higher accuracy than the Configuration 1 and 2 networks
which was shown by the 5m component achieving the following accuracies: September (62.5%),
December (92.31%), February (69.24%), March (66.67%), May (91.67%), and July (25%). The
accuracy for May at 91.67% was interesting as the next highest value for May subimages was
85.71% for the 10m component and the May subimage accuracy in Configuration 1 & 2 was
only 43.75% and 43.5% respectively. However, examining the 5m May subimages in more detail
showed that all those that were correctly predicted at 5m were also correctly predicted at 10m or
the correct grid ID was included as one of the top 3 grid IDs at 10m. This restriction of the
previous resolution (10m) on the current resolution (5m) possible IDs through restricting them in
the chain configuration served as an example on how the chain DLCNN can result in an
improvement in accuracy at finer spatial resolutions if the coarser spatial resolutions were able to
predict correctly.
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The chain DLCNN resulted in higher average accuracy than was achieved in the
individual networks that made up the chain which was Configuration 1 for 30m, 10, and 5m and
Configuration 2 for 20m. The chain DLCNN also exceeded the average accuracy of the other
configurations except for Configuration 2 at 30m in which it was .45% less accurate. This shows
that the chain DLCNN concept was able to accurately predict better than the individual
networks. As in the JNE ML chain DLCNN results, the JNE Planet data also suffered the same
problem of subimages at finer spatial resolutions being unable to be coarsely registered if the
correct grid ID did not appear in the top 3 grid IDs that were used to restrict the next finer
resolution’s DLCNN. The chain DLCNN also resulted in an ability to more correctly coarselyregister subimages from different seasons, times, and land cover when compared to the
individual DLCNNs on JNE Planet. Additionally, the chain DLCNN was able to handle the
slight difference in the JNE Planet subimages using the WGS 84 datum with the UTM Zone 15N
projection as were the individual Configuration 1 and Configuration 2 of the DLCNN. The
accuracy of the chain DLCNN may slightly increase if the JNE Planet data were converted to the
NAD 83 datum with UTM Zone 15N along with the Landsat subimages that the network was
trained on.
4.13 Future Research Directions
Opportunities for future research directions based on this research are plentiful. As can be
seen from the title of this dissertation, the overall goal of this research was to move towards the
ability to globally localize imagery in which no coordinate system information is available for.
While this research did move towards that goal by identifying a systematic way in which a
machine learning dataset can be created, showed that DLCNNs were suitable for coarse-grain
image registration, and created a chain DLCNN with improved accuracy when compared to
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individual DLCNNs tested, as well as methods such as SIFT and SURF, there is still more work
that can be done.
The method discussed in this research to create subimages for machine learning
applications could be applied to different locations and different landcovers types. This could be
especially useful applying to rural areas, including more forested areas, to increase the size of
machine learning datasets of rural imagery. The more datasets created and available, the more
data DLCNN models could train on, that could then be used with transfer learning and finetuning a model to potentially be deployed on a UAS for localization purposes. Created datasets
could include non-orthoimagery, as well as images in which the view is off-nadir, as the source
imagery used in this research to create JNE ML and Planet subimages was all orthoimagery with
nadir view. Additionally, this method should be applied to imagery from UAS to see how it
extends to a higher resolution dataset. One potential difficulty would be the extension of the grid
IDs and the gridded shapefiles to higher resolution datasets. At what point are there too many
grid IDs to make coarse-grained image registration through this method not feasible? For
example, the 5m grid over JNE AOI has 480 unique grid IDs but the JNE AOI at 1m would have
11,682 unique grid IDs. The matrix needed to represent this many grid IDs in one-hot encoding
would be large and may pose a difficulty in the training process. Future research could work on
extending the grid ID to finer spatial resolutions or creating a hybrid approach of narrowing
down the search area with coarse-grain image registration then using some additional method to
refine the search at finer-spatial resolutions.
4.14 Conclusion
Chapter 4 of this dissertation covered the creation of a rural imagery machine learning
dataset, suitable for a variety of supervised learning techniques, including DLCNN and coarse-
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grain image registration. This dataset termed JNE ML consisted of multi-resolution, multimodal, multi-temporal machine learning dataset that covered a rural area of Arkansas within the
Ozark National Forest termed JNE AOI. JNE ML consisted subimages of gridded areas of land
while each cell in the grid had a unique ID assigned to it for that resolution. Additionally all
subimages included geospatial metadata with the ability to calculate coordinates of the subimage
from it.
The process of the dataset creation was discussed. In addition to including what worked
in the dataset creation, earlier attempts at what did not work were also included. Also included in
this was a discussion of different downsampling and resampling methods and the effects of those
during the creation of the machine learning dataset JNE ML. By including what worked and
what did not during the dataset creation, it is hoped that others can learn from what was
ultimately used and successful and also learn from what did not work. This also included a
discussion of the first attempt at using DLCNNs with the earlier attempts at a machine learning
dataset, JNE RCI, which was ultimately not successful..
Once JNE ML was successfully created, this research tested its use with pre-trained
DLCNNs and custom-made DLCNNs. Multiple different configurations of VGG-16 pre-trained
on ImageNet for transfer learning were tested with JNE ML. In the case of the rural imagery in
JNE ML, these pre-trained transfer learning DLCNNs did not generalize well to coarsely register
the dataset even when the added on top layers were trained. The Custom-made DLCNNs were
then created in two configurations and both were trained on JNE ML while learning rate
hyperparameter was fine-tuned. Both configurations of custom-made DLCNNs were able to
coarsely-register the subimages more accurately in JNE ML compared to the pre-trained transfer
learning VGG-16 DLCNNs. The custom DLCNNs made use of neighboring subimages which
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increased the accuracy of the coarse-grained registration. However, was in the case of the pretrained VGG-16 DLCNNs, the accuracy decreased as spatial resolution increased for the custom
networks. In an attempt to remedy this decrease in accuracy, a chain DLCNN was created.
The individual custom DLCNNs that comprised the chain DLCNN were selected by
being the network that had the highest average test accuracy of its respective runs. The chain
DLCNN was designed to restrict the next finer spatial resolution of the chain based on the results
of the coarser resolution of the chain. The chain DLCNN improved the average coarse-grain
registration accuracy of the test runs compared to the individual configurations in almost all
cases. Although the chain DLCNN improved the coarse-grain registration accuracy at the various
spatial resolutions used, it suffered from the potential to block correct predictions from occurring
if the correct grid ID did not appear in the previous coarser-resolution’s top 3 selected grid
indices. One potential solution to this could be to treat the top 3 as a top N selected grid IDs,
where N could be tuned as a hyperparameter and the value of N could be selected that performed
best on the validation data.
Both the tested custom configurations 1 and 2 were able to generalize to the JNE Planet
subimagery. The JNE Planet subimagery was from a different set of sensors, occurred at more
recent time periods, had a variety of land cover compared to the JNE ML data, and most
importantly was a set of subimages in which the DLCNNs had not trained on. The chain
DLCNN was also able to generalize well to the JNE Planet imagery and had improved accuracy
for the coarse-grained image registration process compared to the individual configurations in
both JNE ML and JNE Planet DLCNNs.
Additionally, the Configuration 1, Configuration 2, and chain DLCNN were able to
succeed in coarsely registering the subimages better than chance and when handcrafted feature-
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based methods such as SIFT and SURF were unable to. The trained models were relatively
small, which would allow them to fit into memory easily. For example, the models that
comprised the entire chain DLCNN were 39.587MB in size. The dataset created for this research
JNE ML was comprised of multi-modal, multi-temporal, and multi-resolution imagery. JNE ML
represented a sample of the real-world area JNE AOI on ground. Each grid cell had multiple
representations based on the differing resolutions, time periods, and sensors used in this study.
Although the chain DLCNN has not been tested directly with UAS imagery, based on the
results of the chain DLCNN performing well on Planet subimage of the JNE AOI that it was not
trained on, it is reasonable that it would perform well for UAS imagery with a similar spectral
range and camera angle. The chain DLCNN performed best on imagery with a coarser spatial
resolution in which some UAS have. However, for UAS with finer spatial resolution imagery it
may be more difficult to use the chain DLCNN in its current format, as finer spatial resolution
imagery will have more grid cell IDs. For coarser resolution UAS imagery, this may be fine,
however for finer spatial resolution imagery, i.e. less than 5m, the chain DLCNN still needs to be
tested.
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4.16 Appendices
4.16.1 Appendix 4-1: Resample Methods
Images used to determine which smoothing and resampling method to use on the full set of
images.
Name

Dimensions Pixel
Size
(m)

Sigma

Kernel
Width

Resample
Method

Program or
Library

3924-0515.tif

10,000 *
10,000
3,000 *
3,000
3,000 *
3,000
2,500 *
2,500
3,000 *
3,000
3,000 *
3,000
3,000 *
3,000
3,000 *
3,000
3,000 *
3,000

.3

N/A

N/A

N/A

N/A

1

N/A

N/A

Cubic Spline GDAL

1

N/A

N/A

1

(5-1)/6

5

1

(3-1)/6

3

1

(5-1)/6

5

1

(5-1)/6

5

1

(5-1)/6

5

1

(5-1)/6

5

Nearest
Neighbor
Every 4th
pixel
Every 3rd
pixel
Bicubic
Interpolation
Bilinear
Interpolation
Nearest
Neighbor
Gaussian

cubics_only.tif
near_only.tif
rc_gdi_k5.tif
ri_gdc_k3.tif
bicubic_k5.tif
bilinear_k5.tif
near_k5.tif
immgk_k5.tif
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GDAL
Loop
Loop
OpenCV
OpenCV
OpenCV
ImageMagick

4.16.2 Appendix 4-2: Frequency component images
Visualizations based on: MathWorks (2020g), Young (2010), Dosselman (2011), and Verner
(2011)

.
Original

Bicubic

GDAL Nearest

Manual downsample with correct image content, incorrect ground size.

Manual downsample with incorrect image content, correct ground size.
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GDAL Cubic Spline

ImageMagick Gaussian Resample

Bilinear

Nearest Neighbor
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4.16.3 Appendix 4-3.: DLCNN Configuration 1 Architecture
The image below shows the 30m architecture. Each resolution used in this dissertation will have
a different number of output neurons in the final layer.
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4.16.4 Appendix 4-4.: DLCNN Configuration 2 Architecture
The image below shows the 30m architecture. Each resolution used in this dissertation will have
a different number of output neurons in the final layer
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4.16.5 Appendix 4-5: VGG-16 architectures for JNE ML
Appendix 4.16.5 displays the output of the Keras summary method for the modified VGG-16
architectures used with JNEML. Summaries are used instead of a graphical depiction (as in
Appendix 14.16.3 & 4) since each image generated for a VGG-16 architecture spans more than a
single page. The architectures below are for the 5m modified VGG-16s. The 5m architectures are
selected as these display the greatest difference in the number of parameters between
configurations compared to the coarser resolutions’ networks.
4.16.5.1 Raw output from VGG-16 FCO Configuration 1 model summary (5m)
Model: "model"
_________________________________________________________________
Layer (type)
Output Shape
Param #
==========================================================
input_1 (InputLayer)
[(None, 64, 64, 3)]
0
_________________________________________________________________
block1_conv1 (Conv2D)
(None, 64, 64, 64)
1792
_________________________________________________________________
block1_conv2 (Conv2D)
(None, 64, 64, 64)
36928
_________________________________________________________________
block1_pool (MaxPooling2D) (None, 32, 32, 64)
0
_________________________________________________________________
block2_conv1 (Conv2D)
(None, 32, 32, 128)
73856
_________________________________________________________________
block2_conv2 (Conv2D)
(None, 32, 32, 128)
147584
_________________________________________________________________
block2_pool (MaxPooling2D) (None, 16, 16, 128)
0
_________________________________________________________________
block3_conv1 (Conv2D)
(None, 16, 16, 256)
295168
_________________________________________________________________
block3_conv2 (Conv2D)
(None, 16, 16, 256)
590080
_________________________________________________________________
block3_conv3 (Conv2D)
(None, 16, 16, 256)
590080
_________________________________________________________________
block3_pool (MaxPooling2D) (None, 8, 8, 256)
0
_________________________________________________________________
block4_conv1 (Conv2D)
(None, 8, 8, 512)
1180160
_________________________________________________________________
block4_conv2 (Conv2D)
(None, 8, 8, 512)
2359808
_________________________________________________________________
block4_conv3 (Conv2D)
(None, 8, 8, 512)
2359808
_________________________________________________________________
block4_pool (MaxPooling2D) (None, 4, 4, 512)
0
_________________________________________________________________
block5_conv1 (Conv2D)
(None, 4, 4, 512)
2359808
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_________________________________________________________________
block5_conv2 (Conv2D)
(None, 4, 4, 512)
2359808
_________________________________________________________________
block5_conv3 (Conv2D)
(None, 4, 4, 512)
2359808
_________________________________________________________________
block5_pool (MaxPooling2D) (None, 2, 2, 512)
0
_________________________________________________________________
global_max_pooling2d (Global (None, 512)
0
_________________________________________________________________
dense (Dense)
(None, 256)
131328
_________________________________________________________________
dense_1 (Dense)
(None, 128)
32896
_________________________________________________________________
dense_2 (Dense)
(None, 480)
61920
================================================================
Total params: 14,940,832
Trainable params: 226,144
Non-trainable params: 14,714,688
4.16.5.2 Raw output from VGG-16 FCO Configuration 2 model summary (5m)
Model: "model"
_________________________________________________________________
Layer (type)
Output Shape
Param #
================================================================
input_1 (InputLayer)
[(None, 64, 64, 3)]
0
_________________________________________________________________
block1_conv1 (Conv2D)
(None, 64, 64, 64)
1792
_________________________________________________________________
block1_conv2 (Conv2D)
(None, 64, 64, 64)
36928
_________________________________________________________________
block1_pool (MaxPooling2D) (None, 32, 32, 64)
0
_________________________________________________________________
block2_conv1 (Conv2D)
(None, 32, 32, 128)
73856
_________________________________________________________________
block2_conv2 (Conv2D)
(None, 32, 32, 128)
147584
_________________________________________________________________
block2_pool (MaxPooling2D) (None, 16, 16, 128)
0
_________________________________________________________________
block3_conv1 (Conv2D)
(None, 16, 16, 256)
295168
_________________________________________________________________
block3_conv2 (Conv2D)
(None, 16, 16, 256)
590080
_________________________________________________________________
block3_conv3 (Conv2D)
(None, 16, 16, 256)
590080
_________________________________________________________________
block3_pool (MaxPooling2D) (None, 8, 8, 256)
0
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_________________________________________________________________
block4_conv1 (Conv2D)
(None, 8, 8, 512)
1180160
_________________________________________________________________
block4_conv2 (Conv2D)
(None, 8, 8, 512)
2359808
_________________________________________________________________
block4_conv3 (Conv2D)
(None, 8, 8, 512)
2359808
_________________________________________________________________
block4_pool (MaxPooling2D) (None, 4, 4, 512)
0
_________________________________________________________________
block5_conv1 (Conv2D)
(None, 4, 4, 512)
2359808
_________________________________________________________________
block5_conv2 (Conv2D)
(None, 4, 4, 512)
2359808
_________________________________________________________________
block5_conv3 (Conv2D)
(None, 4, 4, 512)
2359808
_________________________________________________________________
block5_pool (MaxPooling2D) (None, 2, 2, 512)
0
_________________________________________________________________
global_max_pooling2d (Global (None, 512)
0
_________________________________________________________________
dense (Dense)
(None, 1024)
525312
_________________________________________________________________
dense_1 (Dense)
(None, 512)
524800
_________________________________________________________________
dense_2 (Dense)
(None, 480)
246240
================================================================
Total params: 16,011,040
Trainable params: 1,296,352
Non-trainable params: 14,714,688
4.16.5.3 Raw output from VGG-16 TCFC Configuration 1 model summary (5m)
Model: "model"
_________________________________________________________________
Layer (type)
Output Shape
Param #
================================================================
input_1 (InputLayer)
[(None, 64, 64, 3)]
0
_________________________________________________________________
block1_conv1 (Conv2D)
(None, 64, 64, 64)
1792
_________________________________________________________________
block1_conv2 (Conv2D)
(None, 64, 64, 64)
36928
_________________________________________________________________
block1_pool (MaxPooling2D) (None, 32, 32, 64)
0
_________________________________________________________________
block2_conv1 (Conv2D)
(None, 32, 32, 128)
73856
_________________________________________________________________
block2_conv2 (Conv2D)
(None, 32, 32, 128)
147584
318

_________________________________________________________________
block2_pool (MaxPooling2D) (None, 16, 16, 128)
0
_________________________________________________________________
block3_conv1 (Conv2D)
(None, 16, 16, 256)
295168
_________________________________________________________________
block3_conv2 (Conv2D)
(None, 16, 16, 256)
590080
_________________________________________________________________
block3_conv3 (Conv2D)
(None, 16, 16, 256)
590080
_________________________________________________________________
block3_pool (MaxPooling2D) (None, 8, 8, 256)
0
_________________________________________________________________
block4_conv1 (Conv2D)
(None, 8, 8, 512)
1180160
_________________________________________________________________
block4_conv2 (Conv2D)
(None, 8, 8, 512)
2359808
_________________________________________________________________
block4_conv3 (Conv2D)
(None, 8, 8, 512)
2359808
_________________________________________________________________
block4_pool (MaxPooling2D) (None, 4, 4, 512)
0
_________________________________________________________________
block5_conv1 (Conv2D)
(None, 4, 4, 512)
2359808
_________________________________________________________________
block5_conv2 (Conv2D)
(None, 4, 4, 512)
2359808
_________________________________________________________________
block5_conv3 (Conv2D)
(None, 4, 4, 512)
2359808
_________________________________________________________________
block5_pool (MaxPooling2D) (None, 2, 2, 512)
0
_________________________________________________________________
global_max_pooling2d (Global (None, 512)
0
_________________________________________________________________
dense (Dense)
(None, 256)
131328
_________________________________________________________________
dense_1 (Dense)
(None, 128)
32896
_________________________________________________________________
dense_2 (Dense)
(None, 480)
61920
================================================================
Total params: 14,940,832
Trainable params: 7,305,568
Non-trainable params: 7,635,264
4.16.5.4 Raw output from VGG-16 TCFC Configuration 2 model summary (5m)
Model: "model"
_________________________________________________________________
Layer (type)
Output Shape
Param #
=================================================================
input_1 (InputLayer)
[(None, 64, 64, 3)]
0
319

_________________________________________________________________
block1_conv1 (Conv2D)
(None, 64, 64, 64)
1792
_________________________________________________________________
block1_conv2 (Conv2D)
(None, 64, 64, 64)
36928
_________________________________________________________________
block1_pool (MaxPooling2D) (None, 32, 32, 64)
0
_________________________________________________________________
block2_conv1 (Conv2D)
(None, 32, 32, 128)
73856
_________________________________________________________________
block2_conv2 (Conv2D)
(None, 32, 32, 128)
147584
_________________________________________________________________
block2_pool (MaxPooling2D) (None, 16, 16, 128)
0
_________________________________________________________________
block3_conv1 (Conv2D)
(None, 16, 16, 256)
295168
_________________________________________________________________
block3_conv2 (Conv2D)
(None, 16, 16, 256)
590080
_________________________________________________________________
block3_conv3 (Conv2D)
(None, 16, 16, 256)
590080
_________________________________________________________________
block3_pool (MaxPooling2D) (None, 8, 8, 256)
0
_________________________________________________________________
block4_conv1 (Conv2D)
(None, 8, 8, 512)
1180160
_________________________________________________________________
block4_conv2 (Conv2D)
(None, 8, 8, 512)
2359808
_________________________________________________________________
block4_conv3 (Conv2D)
(None, 8, 8, 512)
2359808
_________________________________________________________________
block4_pool (MaxPooling2D) (None, 4, 4, 512)
0
_________________________________________________________________
block5_conv1 (Conv2D)
(None, 4, 4, 512)
2359808
_________________________________________________________________
block5_conv2 (Conv2D)
(None, 4, 4, 512)
2359808
_________________________________________________________________
block5_conv3 (Conv2D)
(None, 4, 4, 512)
2359808
_________________________________________________________________
block5_pool (MaxPooling2D) (None, 2, 2, 512)
0
_________________________________________________________________
global_max_pooling2d (Global (None, 512)
0
_________________________________________________________________
dense (Dense)
(None, 1024)
525312
_________________________________________________________________
dense_1 (Dense)
(None, 512)
524800
_________________________________________________________________
dense_2 (Dense)
(None, 480)
246240
=================================================================
Total params: 16,011,040
320

Trainable params: 8,375,776
Non-trainable params: 7,635,264
_________________________________________________________________
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4.16.6 Appendix 4-6: Details of the JNE RCI DLCNN process.
This appendix discusses the modification made to JNE RCI for use with supervised machine
learning, the training process with the VGG-16 network, and results.
4.16.6.1 JNE RCI Modification to Subimages
The first step was to modify JNE RCI to be used with DLCNNs. JNE RCI contained
images clipped to the extent of the JNE AOI. Some of these clipped images were difficult to
directly serve as input to a DLCNN due to their dimensions. Due to this concern and to be more
in line with traditional imagery datasets for deep learning smaller portioned images were created
called subimages. Other names seen in the literature that are equivalent to subimages are chips or
templates.
A C++ script, gdalSubset.cpp was used to process JNE RCI into subimages that were
256x256 pixels in dimension. GdalSubset.cpp semi-automated the process of using the command
line program gdal_translate to create the subimages. The script required two arguments, the input
directory of images to process and the output directory to store them. Each image in the input
directory was split into 256x256 subimages. Each output subimage followed the naming
convention of:
Original image name + “_256_clips_” + column position + “_” + row position
This naming convention allowed for the source image and the top left corner starting position in
the source image that the subimage was extracted from to be retained. Through the use of
gdaltranslate, spatial metadata of the subimage was able to be retained.
Gdal_translate was used to perform the clip operation on the images in JNE RCI with two
different setting options. The first option used the default option for gdal_translate which was to
pad the subimage to the specified dimensions (256x256) if the clipped subimage was smaller
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than the specified dimensions. The padded value was set to 0. For the second option, if the
portion of the image that was being clipped was less than 256x256, the offset amount was
calculated and used to clip the image to a subimage of smaller dimensions than 256x256. This
resulted in a subimage that was less than the specified 256x256 dimensions but was not padded
with 0s. For the subimages created from JNE RCI, the first processing option was selected to
ensure consistent x & y dimensions. One side effect of either option was that when running
gdalSubset.cpp on JNE RCI some subimages consisted entirely of 0’s.GdalSubset.cpp was run
on one configuration of JNE RCI. This configuration was the clipped to JNE bounding box
imagery of JNE RCI that had not been downsampled. Using this configuration ensured that all
subimages with at least one non-zero value resided within the JNE AOI.
In order to proceed to the next step, any fully zeroed pixel valued subimages generated by
gdalSubset.cpp from JNE RCI were removed. To automate this process a C++ script was created
called remBlankImg.cpp. RemBlankImg.cpp which is short for remove blank images, took a
directory of JNE RCI subimages as input. The script checked if each JNE RCI subimage
consisted of all 0 pixel values. This check occurred for single band grayscale images or 3-band
images. If any pixel value in any of the bands was non-zero then the image was not removed
from the directory. Any fully zeroed value pixeled subimage was deleted from the directory.
Once the fully zeroed valued subimages were removed, the next step was to downsample
the remaining JNE RCI subimages. The downsampled spatial resolutions used for the JNE RCI
subimages were consistent with those used with the rest of the JNE RCI downsamples {1, 10, 20,
30, 60}. Nearest neighbor and cubic spline resampling methods were used to downsample all
JNE RCI subimages through the use of the script resizeImg.cpp. In total, 223,933 subimages
from JNE RCI of varying dimensions were created that were within the JNE AOI. It is important
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to note that this total does not include the subimages generated from 1 BQA Landsat image and
one RT processed Landsat scene in which some DLCNNs trained on. The BQA image and RT
scene were inadvertently included in the directory in which the scripts ran. The DLCNNs used
with JNE RCI subimages were trained with these two items present, although they were removed
for other DLCNNs for training and were not included in JNE ML. Even though these items were
inadvertently included with JNE RCI, including them did not pose any major problems. The
main difference was that they appear as two additional categorical labels for the DLCNN to
classify.
One problem that was generated from the downsampling process of the JNE RCI
subimages was that the 256x256 dimensions were not preserved as part of the downsampling
process. This resulted in downsamled subimages from JNE RCI that did not maintain the desired
256x256 dimensions, but instead had different dimensions depending on the original dataset of
origin and the resolution of the original data (i.e. ADOP, NAIP, etc.). The process of adjusting
these downsampled JNE RCI subimages to 256x256 was implemented as part of the DLCNN
workflow.
Now that the subimages creation process from JNE RCI was complete, the next step was
to develop labels for the supervised training process. These labels were designed around the goal
of what the DLCNN was trying to learn, in this case coarse-grained image registration. For these
JNE RCI subimages there were two configurations of labels. The first was the portion of the
image name that corresponds to the original image that the subimage came from. The first
configuration denoting the name of the original image that the subimage comes from is
equivalent to matching the image scene. This means any indication of the temporal aspect from
the name was removed if it was included as part of the original name. In addition, Landsat
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images were labeled as either LS8 or LS5. This was because all Landsat subimages covered the
same ground area which was the full JNE AOI. The second configuration extended the labels in
the first configuration to include the temporal information of the original image if it was
available. This was possible because the image names of some of the original images included
the year the image was captured, for example the NAIP imagery. A DLCNN that performs well
on the first configuration will essentially perform well on accurately identifying/coarselyregistering that the subimage resides within the boundaries of the original image in the JNE AOI.
A DLCNN that performs well on the second configuration will perform well on accurately
identifying/coarsely-registering both the area in the JNE AOI that the subimage came from by
choosing the original image it is extracted from, but also will be able to select the correct time
the subimage was from if the information was available in the original imagery.
A Python script, partData.py, was used to generate the labels for both configurations and
part the data into train, test, and validation portions. PartData.py takes a root directory as user
input. This root directory was recursively searched for all subimages that matched the specified
file extensions in the script. The full file paths and subimage name were then stored. No pixel
values of the subimages from JNE RCI were stored at this time, only file paths and subimage
names. The results of this process and the labeling process of this were split into an 80% train
and validation and 20% test subsets using Scikit-learn’s test split function. The 80% training and
validation subset was then split again into an 85% train and 15% validation subset. The clip,
subimage position from original image, and extension were removed for the label. This means
everything after the “_clip” portion in the subimage name was removed. The results were stored
as separate train, test, and validation csv files. For the first configuration of labels, another
Python script was run called imageRelabel.py which relabeled all configuration 2 labels based on
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a manually created csv file specifying what the configuration 1 labels should be. This script took
all three csv files generated as input and extracted the configuration 1 image name to apply. The
results were then saved as separate train, test, and validation csv files. The final results of this
process were csv files that contained the file path names of the subimages along with the
categorical label generated by the process above. With the BQA and RT subimage file paths
removed, the training set consists of 164,529 subimage file paths and labels, 19,743 validation
subimage file paths and labels, and 32,911 test subimage file paths and labels. The pixel values
of the subimage file paths stored in these csv files were used to train the DLCNN on JNE RCI
and the labels numerically categorized into integer values, then one-hot encoded.
4.16.6.2 JNE RCI Subimages DLCNN Architecture
The JNE RCI subimages were tested with a popular DLCNN architecture, VGG-16. The
details of the VGG-16 network will be covered in more detail in its use with JNE ML, however
the specific configuration of its use with JNE RCI subimages is discussed here. The pre-trained
VGG-16 model had been trained on ImageNet and these weights were included by specifying so
when using TensorFlow’s Keras API. The original top 3 layers of the pre-trained VGG-16 model
were not included. The top output layer of those included layers from the pre-trained network
was frozen. Freezing the weights of the original VGG-16 means that none of the pre-trained
weights were trained on the JNE RCI subimages, only the newly added layers were trained.
Since the final three layers, including output layer, of the original VGG-16 model were removed,
a two-dimensional global average pooling layer was added. The global average pooling layer
was added to condense the output of the VGG-16 network for use with the new layers. The
pooling layer’s purpose was to modify a DLCNN’s layer’s output to a statistic that summarizes
the output (Goodfellow et al., 2016), in this case the summary statistic was the average. After the
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global average pooling layer was a flatten layer. The flatten layer flattened the output of the
global average pooling layer into a vector. Two dense layers were added with 128 and 64
neurons respectively. After each dense layer, a dropout layer with a dropout rate of .5 was
specified. The dropout layers randomly set input neurons to a 0 value at the specified rate (Keras,
2021). This means that 50% of the neurons were set to 0. The final dense layer was the output
layer. This layer was set to the size of the number of labels. All of the densely added layers were
trainable. The loss function use was categorical cross entropy. Two different optimizers,
stochastic gradient descent and Adam were tested
4.16.6.3 DLCNN training and validation process with JNE RCI Subimages
The training process for the JNE RCI subimages with the pre-trained VGG-16 CNN was
implemented using a custom training and validation loop as a Python script. This custom training
and validation loop was based on a TensorFlow tutorial (TensorFlow, 2020d). for custom
training networks. The training and validation csv files from partData.py were converted into
TensorFlow Dataset objects then generated into batches of size 32. For each file path and name
in the batch, it was first opened using the PIL library then converted to a NumPy array,
normalized with either z-score normalization or band mean normalization for each band in the
subimage, then modified to be a 256x256x3 array.
In the case when the dimensions of the JNE RCI subimage were smaller than 256x256x3,
for the width and height dimensions, the pixels in the subimage were shifted to the center of the
array and the padding occurred around these values. The two padding selections specified were
either constant with a 0 value or reflect. For the depth dimension, for subimages with only 1
band, that one band was duplicated twice, and padded to a depth of 3. For subimages larger than
256x256 (Landsat), the first 256x256 pixel values were used. The array was then converted back
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into a tensor and a random 90° rotation was applied in order to augment the subimage data. This
random rotation was also applied to the validation dataset. In some cases, the returned tensor
from the data pre-processing had an off by one error in the width and height dimensions which
was adjusted with padding. This error was resolved by adjusting the tensor back to 256x256x3.
The labels in each batch were read in as string based values. In an earlier part of the
script, all string labels were examined to identify the unique labels. The labels in the batch were
then encoded based on the corresponding position that they occurred in in the unique label list.
This position was an integer value. This list of positional integer values was then encoded using
one-hot encoding and returned for use by the network. The returned items were the processed
pixel values and the one-hot encoded labels.
A gradient tape was then created based on TensorFlow (2020d). The DLCNN model was
trained on a batch and returned the logits as output. This logit output was then passed to the loss
function to calculate the loss between the true valued labels and the prediction of the network.
The gradients were computed using TensorFlow’s Gradient Tape’s gradient function and the
model updated using apply-gradients. This process was repeated for each batch in the training
data.
For the validation dataset, it was batched into subsets of 32 validation examples. The
trained network was then used to predict the output for each example in the batch and the results
stored. Both the training and validation process was repeated for the number of epochs in
training. The number of epochs specified was 50, but this was adjusted based on the particular
network run and in some instances the process was stopped early due to poor results and long
training times.
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At first, the network training process was attempted to train using all training examples
during each epoch. However, training on the full set of data was extremely slow. For example,
training through three epochs took greater than twelve hours. For some runs of the network, the
network attempted to train on the full data set, however the accuracy on the validation set
remained low, so the training was stopped early due to long train times and poor accuracy.
Another way to train was also tried. At the beginning of every epoch the file names were
shuffled and batched. This ensured variety in the training data. The network was trained on the
first 500 batches of data per each epoch. The results that used this last way are discussed below.
4.16.6.4 JNE RCI DLCNN Results
The training and validation accuracy for JNE RCI were only able to achieve a very low
accuracy for all combinations tried using the aforementioned DLCNN. The combinations were:
band mean normalization with stochastic gradient descent (5 runs), z-score normalization with
stochastic gradient descent, band mean normalization with Adam, and z-score normalization
with Adam. An additional two combinations were also tried, band mean normalization with
Adam and no activation function on the output layer and z-score normalization with Adam and
no activation function on the output layer. All other configurations used a softmax activation
function on their output layer. Learning rates used were .5, .05, .005, and .0005 for both SGD
and Adam optimizers.
The average training and validation accuracy reported below was for all learning rates.
This was because all learning rates suffered from a relatively constant loss and had poor training
and validation accuracy. Band mean normalization with SGD achieved approximately 6.97%
average training accuracy and a 7.15% validation accuracy with the loss holding relatively
constant throughout the training epochs. Z-score normalization with SGD optimizer achieved
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approximately 7.52% training accuracy and 7.24% validation accuracy, with the loss holding
relatively constant through the training process. Band mean normalization with Adam achieved
approximately 7.64% and 6.59% training and validation accuracy respectively, with loss
remaining relatively constant throughout the training process. Z-score normalization with Adam
optimizer achieved approximately 7.06% training accuracy and 6.69% validation accuracy, while
holding relatively constant loss.
The indicator of relatively constant loss regardless of learning rate indicates several
possible issues. The first was that the overall network configuration was not suitable for the
learning tasks it is being applied to. VGG-16 has been applied to multiple different domains and
problem types, so this was ruled out as unlikely. The second was a possible error in the
configuration of the network in the code. The third was that the dataset itself may not be suitable
for a machine learning task. Finally, it is possible that the pre-processing normalization and or
padding used was unsuitable for the network type. These last 3 will be discussed in more detail.
The problem with relatively constant loss was that the DLCNN cannot learn from the
data because the lost cannot be minimized. This error was solved by removing the softmax
activation function that was explicitly set in the last dense layer of the DLCNN. The activation
function was not explicitly set when training in the Keras (2020a ) examples in which gradient
tape was used for training, however it is not explicitly stated that the activation function is
automatically supplied during training. Removing the explicitly set softmax activation function
in the last layer worked in allowing the DLCNN to train and have decreasing loss when used
with the Adam optimizer. More specifically, the reason that the softmax activation needed to be
removed is that the Keras function that instantiates VGG16 has the classifier activation set to
softmax by default in the constructor (Keras, 2020c). The SGD optimizer was not re-trained to
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try with the DLCNN after removing the duplicate softmax from the output dense layer. However,
even though loss can now decrease, the accuracy did not improve. The average training
accuracy for all learning rates with Adam optimizer and band mean normalization was 7.76%
and the average validation accuracy was 7.41%. For the Adam optimizer with z-score
normalization, the average training accuracy was 6.51% and average validation accuracy 6.97%.
This is still an extremely low accuracy despite the loss decreasing.
The third issue was that the normalization pre-processing and/or padding may not be
appropriate for the network. TensorFlow has a built-in pre-processing function for use with the
VGG networks for transfer learning on ImageNet called preprocess_input (TensorFlow, 2021e).
This function was not used on the JNE RCI data. It is possible that it could present an issue due
to the ImageNet pre-training of the network. Additionally, one additional possible source of
difficulty for the network to train is the constant padding setting used. All subimages in JNE RCI
that are not 256x256x3 are padded up to those dimensions by using constant padding. The
constant padding does not represent the actual on-ground conditions of the JNE AOI which could
make learning difficult.
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5. Conclusion
This dissertation’s research was divided into 3 chapters, where each chapter focused on a
specific component of working toward the concept of globally localizing UAS imagery through
work that involved overhead geospatial imagery that was multi-modal, multi-temporal, and
multi-resolution. Chapter 2 of this dissertation detailed the differences between overhead
geospatial imagery and terrestrial imagery. Differences between these two image types included:
sensor, equipment, settings such as f-stop and aperture, spectral resolution, subject matter,
captured image angle, and purpose of the imagery. Differences also extended to the availability
of suitable overhead geospatial imagery compared to terrestrial imagery, the availability of
overhead geospatial imagery for machine learning, especially with UAS, and the difficulties in
processing geospatial imagery into a format suitable for machine learning when compared to
terrestrial imagery. Due to these differences, potential difficulties were expected in applying
transfer learning from machine learning datasets consisting of a majority of terrestrial imagery to
the problem of coarse-grained registration of geospatial imagery. These differences and expected
difficulties provided justification for the need to create a multi-modal, multi-temporal, and multiresolution dataset of rural imagery, that was suitable for machine learning, as well as coarsegrained image registration.
The first attempt at the creation of this dataset was discussed in Chapter 3. Chapter 3’s
research delved further into the lack of suitable datasets for the coarse-grained image registration
problem for overhead imagery. A review of machine learning datasets for coarse-grain
registration of overhead, aerial, or UAS imagery was conducted in 2019 and again in 2021.
Although the number of datasets increased between 2019 to 2021, there were still very few UAS
datasets in general, as well as very few datasets of rural forested areas suitable for coarse-grained
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image registration. Additionally, no datasets encountered focused specifically on rural forested
areas within Arkansas. Global localization was framed as a coarse-grained image registration
problem and two primary research questions were answered based on this. The first question was
could a controlled imagery dataset be created that focused on rural imagery, that was suitable for
use with handcrafted feature-based methods for coarse-grained image registration? The second
research question answered was, which areas in Arkansas are suitable areas for future UAS
imagery collection? Both of these questions were answered as part of Chapter 3.
Multiple areas within rural Arkansas were identified that would be suitable to future UAS
imagery collection. This question was able to be answered as a part of working through the first
question. One of the suitable areas that were identified to answer question two, was selected to
focus on for this research. This area was termed JNE AOI based on the name of the HRO image
that’s bounding box was used to represent the selected ground area. The JNE AOI became the
ground location for the controlled imagery. A dataset, JNE RCI, was created that met the four
criteria outlined for a controlled image dataset. These criteria were: images should be aggregated
from public and freely available sources and depict a rural area within Arkansas; the area
selected must be suitable for future UAS data collection; the created image base should be multimodal, multi-temporal, and multi-resolution. JNE RCI met all of these criteria. It was of a rural
forested area within Arkansas from freely available and public sources, the area was suitable to
future UAS data collection, it was multi-modal with imagery from 6 data sources, multi-temporal
with imagery staring in 1994 and ending in 2019, and multi-resolution as it consisted of imagery
from {1, 5, 10, 20, 30, 60} meters. JNE RCI’s versatility was shown by the creation of subsets of
smaller AOIs from within the JNE AOI that represented the limits of visual line of sight to
designated potential future UAS collection areas. These two smaller AOIS were termed ONFN
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and ONFS. The original imagery was clipped to the JNE AOI, as well as the two smaller ONFN
and ONFS AOIs and two different resampling methods used, nearest neighbor and cubic spline.
Handcrafted feature-based methods, SIFT and SURF, were tested with JNE RCI’s JNE
AOI imagery, along with its ONFN and ONFS imagery. The flagship image of JNE RCI, JNE
HRO, was tested against transformed versions of itself as an initial test to determine if SIFT and
SURF could compute the transformation on heavily forested imagery. Due to hardware
constraints, JNE HRO and its transformed version had to be processed into subsets. SIFT and
SURF both had difficulty with rotation and scale, but were able to coarsely-register when the
transformation was translation. In smaller subsets, SIFT detected more keypoints at higher
resolutions, while for larger resolutions SURF was able to detect more keypoints. Coarse
resolution images i.e. 30m, had difficulty with the coarse-grained registration process regardless
of resample method or handcrafted feature-based method, due to a low number of keypoints
being detected. Additional tests were done with ONFN and ONFS AOIs for two configurations.
For these two configurations, the coarse-grained registration was framed as an image matching
problem The first configuration only contained positive matches to coarsely-register to which
meant that there was at least one image in addition to the source image contained a portion of the
same ground area as the source image. The second configuration contained both positive and
negative matches which meant that areas outside the source images ground area were included.
For both configurations, the handcrafted feature-based methods had difficulty with the coarsegrained registration process. Although SIFT and SURF could detect many keypoints in finer
spatial resolution imagery, these keypoints were not distinct enough to discern the correct
matching ground area for coarse-grained registration. In particular, SIFT detected many
keypoints in forested areas and areas with vegetation, while SURF detected more in gravel areas
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and water boundaries. SIFT and SURF were unable to detect keypoints well in areas where the
land cover was water, such as Brock lake in ONFN and the lake in ONFS. In particular, for the
second configuration in which imagery that did not represent the AOI was included, the coarsegrained registration process would complete, but would select an image with the wrong ground
area. For coarser resolution imagery, the same problem persisted as that encountered in the initial
tests with JNE HRO, that not enough keypoints were detected to perform the registration. These
difficulties with handcrafted feature-based methods on rural imagery, led to the next chapter of
this research which had the goal to test JNE RCI for use with machine learning DLCNN on the
coarse-grained image registration problem.
Chapter 4 of this research focused on DLCNNs with imagery of the JNE AOI. First, the
JNE RCI dataset was formatted to be used with supervised machine learning methods by making
the original file name that an image in JNE RCI corresponded to the label. This framed the
coarse-grained image registration problem as an image matching problem. If the DLCNN could
match the pixel values with the label of the image that they came from, then it was considered
correct and that the DLCNN could coarsely register the image. The images in JNE RCI were
converted into subimages. A subimage was a smaller subset of the images in the created JNE
RCI that consisted of dimensions 256x256, 128x128, or 64x64 with this last one selected as the
dimensions for JNE ML. The DLCNN tested with JNE RCI was a pre-trained VGG-16
architecture which was fine-tuned on JNE RCI training data. Two different optimizers Adam and
stochastic gradient descent were used. The results of the VGG-16 with JNE RCI were poor.
Accuracy was extremely low on the training and validation data of JNE RCI. It was determined
that the structure of JNE RCI was the main culprit, as using the image name for the supervised
training labels meant that the DLCNN was able to match that subimage back to its original
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image, but this did not relate the various subimages and the JNE RCI images they corresponded
to the JNE AOI.
In order to solve the problem encountered with JNE RCI, a grid system was used. The
grid was used to represent how a particular area on the ground, represented by a grid cell, could
be perceived by different sensors at different time periods and at different spatial resolution. The
images used would represent samples of this area on the ground defined by the grid. Grids were
created for {1, 5, 10, 20, 30} meter spatial resolutions with the grid covering the JNE AOI. Each
grid cell was given a 1-dimensional grid ID and 2-dimensional row and column grid IDs which
could be an identifier for that particular grid.
The original images that JNE RCI was composed of were used to create a new dataset
JNE ML. Multiple different smoothing and downsampling methods were examined. For
smoothing, different structures of a Gaussian kernel were tested. Downsampling methods tested
included: for loops with pixel selection, nearest neighbor, bilinear, bicubic, among others. The
image was first smoothed, then downsampled, with bicubic resampling being selected as the
resample method used. Different ways of creating the subimages for JNE ML were also tested.
Differences in clipping images to the JNE AOI were examined, along with mosaicking the
images before the smoothing and downsampling process. Mosaicked images were used to create
JNE ML as these allowed for all subimages to be composed of actual pixel values of the images
instead of 0’s or reflected pixel values.
The process for creating the subimages for JNE ML was outlined in a way that made it
easily extensible to other ground locations. JNE ML consisted of 64x64x3 subimages for each
grid ID at that grid ID’s spatial resolution. The file names of JNE ML subimages contained the
grid ID these subimages corresponded to, which could then be extracted as a supervised training
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label that corresponded to a specific on ground area. A custom configuration of data from JNE
ML was created to use with the DLCNNs in this research. It consisted of creating RGB and CIR
subimages from the Landsat subimages and removing the Landsat subimages that were not RGB
& CIR, in addition to the using the {5, 10, 20, 30} meter subimages from other sensors.
A pre-trained VGG-16 DLCNN was fine-tuned on the JNE ML data. Two architecture
configurations of the pre-trained VGG-16 DLCNN were used along with two different settings
for training parameters. The VGG-16 DLCNNs overfit on the training data and did not
generalize well to the validation data, although they performed more accurately than chance and
more accurately than the VGG-16 on JNE RCI did.
Two custom DLCNNs were also tested. These DLCNNs followed DLCNN design
principles and attempted to keep the unique nature of geospatial data in their design pattern. The
custom DLCNNs were two-channeled, with one channel taking as input the subimage of interest
and the other channel a randomly selected neighbor. The randomly selected neighbor was used in
an attempt to increase the variability and size of the training data and incorporate more of the on
ground area into the DLCNN. The custom DLCNNs were able to more accurately coarsely
register the subimages compared to the VGG-16 fine-tuned DLCNNs. These custom DLCNNs
were more accurate at coarser spatial resolutions than fine.
A chain DLCNN was also created based on the custom DLCNNs used. A single DLCNN
at each spatial resolution was selected to comprise the chain DLCNN. The output of each
previous spatial resolution’s network of the chain DLCNN was used to restrict the next finer
spatial resolution’s output. Both the highest probability grid ID and the top 3 highest probability
grid IDs were reported for each DLCNN in the chain. The chain DLCNN was able to more
accurately predict the correct grid ID for subimages compared to the individual components for
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all the custom DLCNNs except the 30m Configuration 2 in which it was only .45% less accurate.
The chain DLCNN achieved at least 84% accuracy for all components of the chain when the
definition of correct was expanded to include the correct grid ID appearing in the top 3 vector.
The number of grid IDs to include in this vector was suggested as a possible hyperparameter that
could be selected and fine-tuned for future work.
The non-handcrafted feature based custom and chain DLCNNs were able to more
accurately coarsely register the subimages of JNE ML compared to the handcrafted feature-based
methods on JNE RCI. SIFT and SURF were unable to coarsely-register subimages with a coarse
spatial resolution as in the case of 30m. This was in contrast to the DLCNNs which were able to
more accurately register the coarse spatial resolution subimages compared to the fine resolution.
Both handcrafted and non-handcrafted feature based methods appeared to have difficulty at finer
resolutions with accurately registering subimages with heavily forested area, although the
DLCNNs again did much better compared to SIFT and SURF.
The final test of the custom DLCNNs and chain DLCNN was to test the networks on data
from a time period and sensor along with land cover that the DLCNNs had not trained on before.
Imagery from Planet’s PlanetScope constellation was used for this task. Both the custom
DLCNNs and chai DLCNN were able to generalize well to the Planet subimages. The custom
and chain DLCNN both had difficulty coarsely registering subimages where a large land cover
change had taken place with vegetation, as was the case with the July subimages in which
forested land had been cleared. The chain DLCNN performed well on the February subimages
which had a completely different land cover, snow and ice, at coarser spatial resolutions.
Formatting the global localization problem as an image registration problem allowed
geospatial and deep learning techniques to be applied as a starting point to working towards
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global localization of UAS. By creating a baseline dataset of overhead imagery of a rural
forested area and choosing this area based on where UAS imagery can be collected, this will
allow future research to focus on the collection of UAS imagery. The use of the grid format for
coarse-grain image registration allowed the search space to be discretized compared to using
real-valued coordinates, to coarsely-register the image. Using this approach could allow a UAS
to get a general idea of its location during localization. The custom DLCNNs and chain
DLCNNs are small in size after training and could easily fit into memory of a UAS, although
much more work would need to be done for an UAS to localize using these. The research
conducted in this dissertation was a step towards global localization of UAS, however future
work is plentiful. UAS imagery still needs to be collected of the JNE AOI. JNE ML consisted of
entirely orthoimages. Other angles of images including those from UAS, as well as nonphotogrammetric images could be used. The custom DLCNNs and chain DLCNN could be
tested on this imagery to see how accurate they can coarsely register. Additional work on the
chain DLCNN could include modifying the network to penalize non-selected logits instead of
removing them. Additional modifications of both the custom DLCNN and chain DLCNN
architecture could be made to see if finer spatial resolution images could be more accurately
coarsely registered as in their current configurations, finer resolution subimages had more
trouble being coarsely registered.
This dissertation contributed to advancing the use of DLCNNs with UAS for global
localization by creating JNE ML which was a machine learning dataset of a rural forested area
with Arkansas. The custom configuration DLCNNs and especially the chain DLCNN performed
well on JNE ML and Planet test data. Additionally, the shortcomings of handcrafted featurebased methods were shown for coarsely registering subimages when compared to DLCNNs.
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Although the research in this dissertation did not directly use UAS imagery, overhead imagery
was used as a proxy, and the global localization problem was successful treated as one of coarsegrained image registration.
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