ABSTRACT Research on recommendation systems in bipartite networks has mainly been dedicated to enhance the accuracy of recommendations while neglecting the fact that complete historical information can be redundant or even mislead to the recommendations. In this paper, we first investigate the impact of the time window on recommendation models. We gradually expand the time window and find that the performance remains almost unchanged. We set the size of the time window according to the user's temporal and topological information; thus, different users have information backbones of different sizes. The experimental results on real networks show that the computational time complexity can be improved by the algorithm while simultaneously decreasing the data storage requirements.
I. INTRODUCTION
The rapid development of the internet has created a human society featuring information and complex networks. Currently, tailor-made recommendation bridges information science and complex networks. Therefore, it has been adopted as a powerful auxiliary tool in precisely analyzing the structures of social networks [1] - [3] . A wide range of practical applications of recommender systems can be found in a variety of fields. For instance, for online social networks, potential friends of users can be shown to those users based on an analysis of social relations through a recommender system. Various applications of recommendation systems can also be found in bipartite networks, e.g., gene networks [4] , economic prediction networks [5] , biological information networks [6] and power grids [7] .
Recommender systems have both wide applications in various fields and also a great significance for theoretical research [8] , [9] . For instance, the evolution mechanism of complex networks would be helpful to the understanding of a simple and unified platform for comparison with complex network evolution models in terms of their network evolution mechanisms.
The recent significant progress of society and the spread of information has made it more difficult to select items of interest from thousands of clothing items, movies and books. Therefore, many recommendation algorithms have been proposed based on user-item bipartite networks. Current recommendation algorithms can be classified into five major groups: popularity-based recommendation algorithms [10] , collaborative filtering recommendation algorithms [11] , [12] , association rule-based recommendation algorithms [13] , content-based recommendation algorithms [14] , [15] and resource allocation recommendation algorithms [16] , [17] . The above methods are based on the entire network, and a list of user recommendations is also considered for all objects.
However, the interests of users change over time. Users often buy popular objects, and recommender systems cannot obtain information regarding the preferences of users based on these purchase actions. Moreover, it would be difficult to predict the current interests of users based on items that they purchased a long time ago. Therefore, some information in the network is redundant or even misleading and may reduce the recommendation accuracy. However, items collected a long time ago could potentially be informative in predicting the long-term interests of a user. Therefore, we need to investigate both short-term and long-term recommendations for different users.
II. RELATED WORK
Recommendation issues of growing interest in recent decades include increased network sizes, noisy data and scoring matrix sparsity. Because of the high dimensionality of the matrices of user ratings, the space and time complexity of personalized prediction are high and have a significant influence on the performance of the recommender mechanism. Many new methods have the ability to improve the recommendation efficiency to address these issues. For instance, Liu and Lv [18] adopted a random walk rather than a global random walk to address the recommendation issue and obtained good results. Rossetti et al. [19] presented a multidimensional recommendation problem, and a prediction factor based on the node correlation is designed. Song et al. [20] predicted that new links should be connected with the near future and stated that large-scale networks can be handled with an incremental update algorithm.
Moreover, considering the significance of the network organization principle, a local naive Bayes model was proposed by Pan et al. [21] based on the fact that a variety of neighbors might have multiple functions and therefore lead to different outcomes. Liu et al. [22] presented a predefined structural Hamiltonian algorithm that can be adopted to compute the possibility of non-observed edges. Hu et al. [23] proposed a new model to evaluate the performance of high-end recommendation algorithms through a continuously developing network. In addition, the accuracy of recommendation has been proven to decrease gradually over time when the online network evolution fully relies on recommendations. To optimize the weights applied in the linear combination of sixteen neighborhoods and node similarity indices, Bliss et al. [24] proposed a method evolution strategy via a covariance matrix to evaluate future links. Barzel and Barabási [25] adopted an international silencing of indirect correlations to estimate missing links. A global optimization algorithm was proposed by Zhu to provide an effective inference about the potential space. Two alternative optimization algorithms with local updates and incremental updates have been proposed to empower the model to scale to comparatively larger networks with no sacrifice of prediction accuracy [26] . Sarkar et al. [27] proposed a nonparametric recommendation method to evaluate large-scale dynamic networks. At each time step, they limit the prediction scope of nodes to their local neighbors. A vector autoregressive model (VAR) was proposed by Richard et al. [28] to improve the forecast accuracy. Link prediction has adopted swarm intelligence methods in recent years. For instance, Sherkat et al. [29] presented a new unsupervised structural ant colony algorithm that achieves optimal results in some networks. Huang and Lin [30] assumed that the accuracy of recommendation depends on the social roles of users, and an incremental clustering algorithm for detecting dynamic social roles was proposed.
Additionally, some scholars have shifted their concentration to the ''less can be more'' phenomenon and have considered the possibility that there might be some core substructures in the complete network. For instance, the transportation ability, synchronizability, betweenness and degrees distribution have been explored. For online systems, researchers have found that time information should be considered because it is of great importance to the improvement of the recommendation performance. Zhang et al. [31] presented the conception of information backbones, which can theoretically store the key information required by the recommendation system. Additional strategies have been designed to enhance the recommendation performance through the removal of some links from the original networks. These strategies use a hybrid method combining topologyaware link removal algorithms and time-aware algorithms containing the key information for the recommender mechanism. Zeng et al. [32] suggested that each online system has core users who store the recommendation information. The recommender system is enabled by a core user extraction method and can achieve 90% accuracy by considering about 20% of the data. Guo et al. [33] and Song et al. [34] treated all users equally and adopted the same training set to predict future users' interests. Although such methods have been superficially designed for large-scale networks, the accuracy of the results cannot be ensured because of the limitations of the computation time [35] .
In this research, a new method is proposed based on a personalized time window. The information backbone of each user is extracted by the algorithm to produce their unique temporal and topology information. Then, the information backbone of each user forms a new adjacency matrix, which is adopted and used as the training set. Different measures are used to compare the performance of the proposed algorithm and that of other recommendation algorithms.
III. PROBLEM FORMULATION AND EVALUATION METHODS
The link prediction issue was briefly described at the beginning of our analysis, and some evaluation methods have been reviewed. We use G(U , O, E) as an undirected network, where the set of users is represented by U , the set of objects is represented by O, and the set of edges is represented by E. We assume that the total number of users and goods is N = |U | and M = |O|, respectively. Then, we can use an adjacency matrix A = a ij to represent the bipartite network, where a ij = 1 if user u i collects object o j and a ij = 0 otherwise. We use X to denote the universal set containing all N * M possible links. The goal of a recommendation system is to find missing edges (or possible edges in the future) in the set X − E.
The task in our method is to compute a score S(x, y) that measures the similarity of all nodes pairs in X . For a node pair (x, y) ∈ X \ E, the greater S(x, y) is, the higher the possibility that a connection between nodes x and y exists. To test the accuracy of the algorithm, we divide the dataset into a training set E T and a test set E P . Here, E T ∩E P = ∅ and E T ∪E P = E. In detail, the recommendation algorithm needs to score all the edges that are not present in the training set and then sort VOLUME 6, 2018 them according to the score values. In this paper, two standard metrics are used to quantify the accuracy of recommendation algorithms: precision and diversity.
(i) Precision (P) Precision is the correct ratio among all commodities. In other words, if we take the Top − L links as all the predicted links, among which h i links are correct, the precision would be
Therefore, higher precision means higher recommendation accuracy.
(ii) Diversity (D) Diversity indicates how different the recommended objects are in terms of what the user has seen and also how dramatic the difference would be in terms of the recommended objects. Two types of diversity exist. Usually, we adopt inter-diversity, which represents the extent of the difference between recommendation lists. The inter-diversity between u i and u j is
IV. DATA AND METHODS
Two standard data sets are applied in this study to evaluate the performance of recommendation algorithms. The first dataset is the sampling of the four months of data from To apply the historical ratings to estimate the future links, the records need to be listed in descending order of rating time. The recommender system is mainly used to evaluate the future links of a user based on historical rating links.
Various well-known algorithms, including the hybrid information filtering of heat conduction (HHM), mass diffusion (MD), global rank method (GRM) and user-based collaborative filtering (UCF), are used. Two categories of link removal algorithms can be applied to check whether extraneous (or even misleading) information exists in the online userobject bipartite networks, namely, topology-aware algorithms and time-aware algorithms. Time-aware algorithms use time information to assign a score to each pair of connected nodes. This score is defined as the relevance with the underlying assumption that a relevant connection is likely to be a part of the information backbone used for recommendation. For example, the system oldest removal (SOR) algorithm removes the earliest of the remaining links, and the individual oldest removal (IOR) algorithm removes the oldest link for each target user. Topology-aware algorithms use the network structure to compute the relevance of each link. Here, we consider two typical algorithms. In the most popular removal (MPR) algorithm, the popularity of a link is defined as k u i k o a , where k u i k o a is the degree of user u i (object o a ). The most popular links are removed after calculating the popularity of all the remaining links. The second algorithm is the random removal method (RR), which randomly removes links.
In this study, the WT algorithm is proposed to confirm the size of the time window of the information backbone based on the temporal and topological information. First, we define a unique θ i for every target user i according to the following formula:
Then, we set TS u i as the start time of u i 's time window according to the following formula:
where TE is the end time of the training set. α and β are parameters. Different users have different time windows represented by [TS u i ,TE], (i = 1, 2 . . . N ), where N is the number of users. Then, the information backbone of every user forms a new adjacency matrix A that is used as the training set; specifically, the information backbones of each user are used to establish a new network adjacency matrix. Finally, we use HHM on the new adjacency matrix as the standard recommender system. The propagator matrix W is as follows:
where k o α and k o β are the degree of object o α and object o β , respectively. k u j is the degree of user u j ; a αj = 1 when o α is selected by u j , and a βj = 1 when o β is selected by u j .
A larger degree of a user results in a larger θ i . Additionally, the time windows of large-degree users are smaller than those of small-degree users. Therefore, it is better to make long-term predictions for small-degree users and short-term predictions for large-degree users.
V. RESULTS

A. INFORMATION BACKBONE EXTRACTION BASED ON THE TIME WINDOW
For the Netflix dataset, 10% of the recent records are selected as the probe set; moreover, we gradually expand the time window to divide the training sets as follows. The most distant time information among the remaining 377323 links is April 30th, 2001, denoted as t 0 . Assuming that T = 1 day, ratings with time stamps T ∈ [t 0 − η t, t 0 ], where η = (1, 2, 3 , . . . , 89), constitute the subsequent η training sets.
We use an analogous division method for the Movielens dataset. First, we select 10% of the recent records as the testing set. The most distant time information among the remaining 657,140 links is the unit time 142 weeks, which is denoted as t 0 . Assuming that T = 1 week (604800 s), the ratings with time stamps T ∈ [t 0 − η t, t 0 ], in which η = (1, 2, 3 , . . . , 142), constitute the subsequent η training sets. The size of the training set has a gradual increase corresponding to η, while the size of the probe set is always the same. In this section, we treat each training set as the information backbone to predict future links. Furthermore, no information in the probe set used for validation is available for the recommendation. HHM is adopted to produce recommendations based on the different training sets with the recommendation list L = 10, the results of which for the topology-aware algorithms, time-aware algorithms and time window algorithm are shown in Fig. 1 . Fig. 1(a) shows a downward trend corresponding to the increase in η. However, the rate of decrease slows when η = 55. Figs. 1(b) and (d) show that both the precision and diversity initially increase but then decrease. Additionally, the optimal precision is achieved by considering only 44.09% (41/93 = 0.4409) of the recent rating records, and the optimal diversity is reached by considering 50.54% (47/93 = 0.5054) of the recent rating records. Therefore, the best accuracy and diversity are achieved by considering only a portion of the recent historical records. In other words, we do not need to consider the full training set in the design of the algorithm. Fig. 1(c) shows that the novelty increases as η increases. As increasingly more objects are recommended to users, the novelty of the recommendation worsens. The novelty decreases by 68.81% compared with that of the largest training set when η = 41.
The experimental results on the Movielens dataset show the same trends, as illustrated in Fig. 2 . The ranking score remains almost unchanged when η reaches 50. Therefore, 35 .21% (50/142 = 0.3521) of the recent historical records are required to preserve the accuracy of the information filtering. In addition, the optimal precision and diversity are achieved when considering only 38.03% (54/142 = 0.5054) and 88.02% (125/142 = 0.8802) of the recent historical records, respectively. When η = 54, the novelty decreases by 74.13% compared with that of the largest training set.
One possible reason for this phenomenon is given below. Initially, the size of the training set is too small to be used to predict the future preferences of users. However, contrary to common belief, the recommendation accuracy worsens with the gradual expansion of the time window. The information collected from the distant past makes little contribution to the recommendations and can even interfere with the recommendation performance.
B. THE INFLUENCE OF SHORT-TERM AND LONG-TERM RECOMMENDATIONS ON THE EXTRACTION OF THE INFORMATION BACKBONE
For users who frequently buy items, we need to predict only short-term interest. By contrast, for inactive users, since they lack purchasing power, we need to perform long-term estimation. In the next section, we investigate how the performance of the recommendation algorithm changes with the training and test sets.
We start with the selection of time, which is denoted as t 0 . Assuming that T = 1 day in the Netflix dataset and T = 1 week in the Movielens dataset, the ratings with time stamps T ∈ [t 0 − η t, t 0 ], where η = (1, 2, 3 , . . . , 50), constitute the subsequent training sets. The ratings with time stamps T ∈ [t 0 , t 0 + λ t], where λ = (1, 2, 3 , . . . , 50), constitute the subsequent λ probe sets. Note that the sizes of the training set and probe set gradually change with changes in the values of η and λ. The results for the Netflix dataset are as follows. Fig. 3 shows that the greater the amount of historical information included in the training set, the smaller the ranking score is, regardless of whether short-term or long-term prediction is performed. In general, the ranking score fluctuates minimally with λ. In terms of precision, the η value corresponding to the optimal precision increases as λ increases. In Fig. 3(c)(d) , because the novelty and diversity are determined by only the training set, the novelty and diversity of the short-term and long-term predictions remain unchanged when λ changes. Moreover, the optimal novelty is achieved when considering only a portion of the recent rating records.
In Fig. 4 , the ranking score shows a different tendency with λ and η compared with that on the Movielens dataset. Fig. 4(a) shows that the ranking score improves as λ increases and worsens as η increases. The precision index shows a similar pattern as that in Fig. 3 (b) . For each λ, the precision improves as η increases. The novelty and diversity are independent of λ, as explained previously.
We now investigate how the η value corresponding to the optimal benchmark changes with λ. We compute the precision and ranking scores with different λ values for the complete historical information, denoted by P λ (λ = 1, 2, . . . , 50) and RS λ (λ = 1, 2, . . . , 50), respectively. Then, we obtain the smallest η (denoted as η P ) that makes the precision equal to P λ for each λ. Similarly, we obtain the smallest η (denoted as η RS ) that makes RS equal to 90% of RS λ for each λ. We plot the curves of the changes in η P and η RS with λ in Fig. 5 . Fig. 5(a) shows that η RS presents an initial upward trend followed by a downward trend on the Netflix dataset. In Fig. 5(b) , it can be seen that the optimal η of the precision initially increases but then remains almost unchanged after λ reaches 35. A similar phenomenon is observed for the Movielens dataset. The optimal η of the ranking score and precision initially increases rapidly but then remains almost unchanged as λ increases further. Therefore, the backbones for the shortterm and long-term predictions are different. We require only partial historical information to make short-term predictions, and we require more historical information to make long-term predictions. However, η RS does not increase linearly with λ, which means that the size of the information backbone is not proportional to the size of the future time window.
C. THE INFLUENCE OF DIFFERENT USERS ON THE EXTRACTION OF THE INFORMATION BACKBONE
The level of activity of a user can be quantified by their degree. To test whether the improved hybrid algorithm is suitable for users with various levels of activity, we consider a user with a degree of no more than 10 to be a small-degree user for the Netflix dataset and a user with a degree of no more than 30 to be a small-degree user for the Movielens dataset. Additionally, we consider a user with a degree of more than 100 to be a large-degree user for both datasets. We first analyze how the growth of the degree K of a user changes with time, the results of which are shown in Fig. 6 .
From Fig. 6 , we can see that the growth of degree K of both small-degree and large-degree users is steady over time. The dependence of the ranking score and precision of smalldegree and large-degree users with η is shown in Fig. 7 .
The experimental results show that the ranking scores of small-degree and large-degree users both present a decreasing trend with increasing η and that the ranking score of largedegree users reaches its minimum when η = 55 for the Netflix dataset. The precision of small-degree users presents an initial increasing trend followed by a decrease. By contrast, the optimal precision for large-degree users is achieved when η is small. The results from the Movielens dataset show similar phenomena for both the ranking score and precision. The η that produces the optimal recommendations for small-degree users is larger than that of large-degree users. Therefore, different records can be adopted to improve the recommendation accuracy for users with various levels of activity.
Finally, we also compare the WT algorithm's performance against that of traditional recommendation algorithms without the adoption of link removal methods, such as UCF, GRM, MD, and HHM, all of which being based on the entire training set. We focus mainly on the precision and diversity of the algorithms. The results are shown in Table 1 .
When evaluating the performance of a recommendation algorithm, the accuracy is first considered. The comparison of the results of the five methods illustrates that the precision of WT is better than that of the other four methods on different datasets. To investigate the extent of the improvement in recommendation accuracy when using partial records rather than complete records, we show the results of the WT algorithm for the Movielens and Netflix datasets. During the comparison, the average accuracy of the WT algorithm is represented by P WT . In addition, the percentage of the P WT relative to the P value of the whole training set containing all the user history data is expressed by P.
The results show that compared with those of UCF, the average precision is improved by 30.54% for Netflix and by 22.59% for Movielens using only approximately 46.3% and 46.7% of the recent rating records. Compared with the results of the GRM algorithm, the improvements are 63.35% for Netflix and 17.21% for Movielens. Moreover, compared with the results of MD, the average precision of AD is improved by 17.29% for Netflix and by 22.59% for Movielens. For the HHM algorithms, the average precision of WT is improved by 8.3% for Netflix and by 10.80% for Movielens. Thus, we can see that the WT algorithm achieves the best accuracy, which is measured by the precision among all the mentioned methods.
In addition to precision, we also use diversity to evaluate the algorithm. Similarly to P, D WT denotes the average value of the diversity for the WT algorithm. We use D, which is defined as
, as the percentage increase when compared with the diversity D of the largest training set containing all known historical data of users. Specifically, in the Netflix dataset, the diversity of the WT algorithm is 49.62%, 160.36% and 34.49% higher than that of the UCF algorithm, GRM algorithm and MD algorithm, respectively. In the Movielens dataset, the diversity of the WT algorithm is 23.48%, 71.75% and 20.25% higher than that of the UCF algorithm, GRM algorithm and MD algorithm respectively. For the HHM algorithm, the average diversity of WT is improved by 6.58% for Netflix. Generally, in the evaluation system of diversity, WT achieves the best or very nearly the best accuracy.
Therefore, the WT algorithm can not only greatly reduce the computation time and decrease the data storage requirements but also improve the recommendation performance.
VI. CONCLUSION
With the massive digitization of network data, information filtering has become an important branch of complex network science. Traditional recommendation algorithms are based on a complete set of network information. However, we only need to extract part of the information in the network to obtain a good recommendation effect. Therefore, a new information backbone extraction strategy based on a time window is proposed in this paper. The method extracts the information backbone for each user according to their topology information; then, a new adjacency matrix is constructed from the information backbones of users instead of the complete information. The experimental results show that the WT algorithm achieves higher quality recommendation results than other methods that use complete information records. 
