In a case-augmented study, measurements on a random sample from a population are augmented by information from an independent sample of cases, that is units with some characteristic of interest. We show that inferences about the effect of the covariates on the probability of being a case can be made by fitting a modified prospective likelihood. We also show that this procedure is fully efficient.
I
This paper is concerned with the problem of fitting a regression model,
say, relating the mean of a binary response variable, Y , to a p-dimensional vector of covariates, x, in situations where observations from a random sample drawn from the whole population are augmented by data from an independent sample of cases, i.e. units with Y =1. There are two distinct situations to be considered. In the first, Design 1, we have information about the covariate values, x, but not the responses, Y , for individuals in the original random sample; we shall call this the reference sample. In the second, Design 2, we have information about both Y and x for members of the reference sample. Cosslet (1981) uses the terms case-supplemented sampling to describe the first situation and case-enriched sampling for the second. We shall use these terms and the general term case-augmented sampling to cover both situations. Both designs can be regarded as variants of the standard, unmatched case-control design, except that here controls are drawn at random from the whole population rather than from the noncases, i.e. units with Y =0. Obviously there is very little difference between the designs if cases are rare in the population, but one of the advantages of the case-augmented designs is that they allow us to estimate relative risks without invoking the 'rare disease' assumption, for, with a simple application of Bayes' Theorem, we can write the risk at covariate value x relative to that at some baseline, x 0 , as
where g(x) denotes the marginal density of x, etc. Clearly, the first likelihood ratio can be estimated directly from the case sample and the second directly from the reference sample; see Kupper et al. (1975) or Rothman & Greenland (1998, p. 109) , for example. Examples are widespread in medical studies. In fact, many population-based case control studies are really case-augmented designs, with the cases in the reference sample either being transferred to the case sample when case status is recorded, or treated as controls otherwise. Rothman & Greenland (1998) advocate the use of what are essentially caseaugmented designs, partly because of the ability to estimate relative risks directly, but more fundamentally because it helps to ensure that controls are drawn from the same population as the cases. Design 2 is formally equivalent to a case-cohort study, where a simple random sample of a large cohort is selected for more intensive investigation at the beginning of the study and the cases are added as they occur. The main emphasis in casecohort studies is almost always on survival analysis but, in his seminal paper on the subject, Prentice (1986) also considered fitting a logistic regression to a binary response, and showed that the maximum likelihood estimates of the regression coefficients, apart from the constant term, are obtained by fitting an ordinary prospective model to the pooled sample, just as in ordinary case-control studies.
Case-augmented sampling is also used in other fields. For example, Millar (1992) describes a standard design in fisheries for investigating the size-selectivity of fishing gear; see Example 1 in § 3. An example of the second, case-enriched, design in ecology is discussed by Manly et al. (2002, Ch. 3). They consider a study for determining the factors that influence the selection of nest sites in fernbirds. Covariates were measured on 24 nest sites and also on a random selection of 25 possible sites, i.e. clumps of vegetation, in the same area. Several scenarios where case-augmented designs are used in econometrics are discussed by Coslett (1981) . Fragmented results for special cases are scattered across the literature in all these fields, usually without reference to other fields. In this paper, we attempt to give a unified treatment, covering all aspects of both designs.
With both designs, the reference sample gives us n 1 independent observations, {x 11 , . . . , x n 1 1 } say, from the marginal distribution of X, while the case sample yields a further n 2 independent observations, {x 12 , . . . , x n 2 2 }, from the conditional distribution of X given Y =1. In addition, for Design 2 we are given the case status {y 1 , . . . , y n 1 } of observations in the reference sample. Consider the observations from the case sample. The conditional distribution of X given Y =1 has density p(x; b)g(x)/p, where
is the marginal probability of a case, and G is the distribution function of x. The resulting contribution of the case sample, {x 12 , . . . , x n 2 2 }, to the likelihood for either design is thus given by
We see that both likelihood functions contain the covariate distribution, G(x), as a potentially infinite-dimensional nuisance parameter. Since we are not interested in this distribution for its own sake, and since in any case x often has so many components that it would not be practicable to model its distribution, we want to develop methods that do not require us to think about G.
In this paper, we treat G(x) nonparametrically and obtain semiparametric estimators of the regression coefficients b. For Design 1 we show that, whatever the original model, the semiparametric maximum likelihood estimator of b, together with its estimated covariance matrix and relevant test statistics, can always be obtained by fitting a modified Fitting binary regression models prospective binary regression model containing a single additional nuisance parameter, and hence can be found using any binary regression program that allows for user-defined link functions. There is no particular simplification when the original model is logistic. For Design 2, we show that inferences can again be made by maximising a prospective likelihood. This likelihood is slightly more complicated than for Design 1 in general, but it simplifies considerably in the important special case of logistic regression. Here, as shown in Prentice (1986), we obtain valid inferences about all the coefficients except the intercept by treating the pooled sample as if it were a random sample from a logistic regression model. If we include an offset r @ =log(1+n 2 /n 1c ), where n 1c denotes the number of cases that appear in the reference sample, then inferences about the intercept are also valid. In both cases we show that the proposed procedures have full semiparametric efficiency.
R
In this section, we give an outline of the basic results. For both designs, efficient inferences about the regression parameters, b, can be made by treating a modified function, L*(b, r), containing a single scalar nuisance parameter r, as if it were a true likelihood; the form of L* differs slightly between the two designs. This means that estimates, b @ , can be obtained by maximising l*=log L* with respect to w=(bT , r)T, estimates of variances and covariances from the appropriate components of the inverse of the observed information matrix, T (w @ )=−∂2 log L*/∂w∂wT| w=w @ , and test statistics from the appropriate loglikelihood ratios. Thus, all that is needed to analyse data from either design is a reasonably flexible maximum-likelihood program. A sketch of the proofs and underlying theory is given in § 4 and the Appendix.
For Design 1, where case-control status is not available for units in the reference sample, we define l* 1 =log L* for the pooled sample by setting
where y i is set equal to zero for all units in the reference sample and p* is defined by setting logit p*(x i ; w)=r+log p(x i ; b). This is equivalent to treating the pooled sample as if it were a prospective sample from a modified binary regression model, p*(x; w), pretending that all the units in the reference sample are controls, i.e. noncases; we note that the modified model is not logistic even when our original model is logistic, unlike the situation for standard case-control sampling, although it will be approximately so if p*(x i ; w) is small for all i=1, . . . , n. Numerical stability can be delicate under some conditions and it is often better to maximise l* 1 directly using a Newton-Raphson-based routine, rather than a program relying on numerical derivatives. The required first and second derivatives of l* 1 are given by
where
In the special case of a logistic model with logit p(x; b)=xTb, we have
For Design 2, where case-control status is available for all units including those in the reference sample, we define l* 2 =log L* for the pooled sample by setting
where p* is now defined by setting logit p*(x i ; w)=r+logit p(x i ; b). Again this can be inserted into a standard maximum likelihood program or we can maximise l* 2 directly. The required derivatives in this case are
The special case of a logistic model is particularly simple with Design 2 since the modified model is also logistic. If the original model has intercept b 0
, then the modified model has intercept b* 0 =b 0 +r. If we set r @ =log(1+n 2 /n 1c ), and then run the pooled Fitting binary regression models sample through a logistic regression program with r @ included as an offset, we obtain efficient estimators and valid standard errors for all the regression coefficients, including the constant term. This follows immediately if we set ∂l* 2 (w)/∂w=0, noting that the first term is W n i=1 {y i −p*(x i ; w)}=0 and, if we substitute this in the final term, ∂l* 2 (w)/∂r=0. Note that estimating r by r @ is equivalent to estimating p=pr(Y =1), the marginal probability of a case, by p @ =n 1c /n 1 , the proportion of cases in the reference sample, since, as we shall see in § 4, r can be expressed in the form r=log{1+n 2 /(n 1 p)}. Millar (1992) contains data from a study to investigate the sizeselectivity of fishing gear. In the study, two nets were dragged behind a trawler. One net had a fine mesh that let no fish escape. The other net had a coarser mesh designed to let smaller, immature fish evade capture. The experiment was designed to elucidate the relationship between fish size, as measured by length, and the probability of capture in the larger mesh net.
E
The catch in the small mesh net is regarded as a random sample from the whole fish population. The fish entering the coarse mesh net are either cases, i.e. fish that are caught in the net and do not escape, or controls, i.e. the fish entering that do escape. The fish that do not escape are assumed to be a random sample of cases. We are thus in exactly the first situation described in earlier sections. We assume that the conditional probability of being caught in the coarse net, given that the fish entered the net, has the form pr(capture|length=x)=p(x; b).
The curve p conveniently characterises the size-selectivity of the net, i.e. the ability of the net to capture fish of different sizes. Possible choices of p are the usual logistic, complementary log-log and probit functions.
In the Millar study, 787 fish were caught in the fine net and 738 in the coarse net. The lengths of these fish may be found in Millar's Table 1 .
If we let pr(capture|length=x)=p(a+bx), and assume a logistic model, the estimated values of the parameters, with standard errors in parentheses, are a @ =−27·6542 (5·7934), b @ =0·9164 (0·1990) and r @ =0·2934 (0·0713). These are the same as the values obtained by Millar. Alternatively, a complementary log-log model could be used. In this case the estimates are a @ =−23·3868 (4·7361), b @ =0·7636 (0·1603) and r @ =0·2577 (0·0610).
Example 2: Adverse event study. Davis et al. (2001) describe an investigation into the incidence of medical misadventure in New Zealand hospitals. A total of 6571 medical records were examined for evidence of adverse events during hospitalisation. Of these records, 850 indicated an adverse event. For the purposes of illustration, we shall regard the 6571 records as a population, and use this population to study the performance of our methods.
To illustrate the effect of case-enriched sampling, we drew a reference sample of 200 records from the whole population, observing both the adverse event status (0=no adverse event, 1=one or more adverse events) and also the covariates Age (Years), Ethnicity (Maori=0, non-Maori=1) and gender (Female=0, Male=1). An additional sample of 200 was drawn from the 850 cases having an adverse event, and the same covariates were measured. To estimate the effect of the covariates, we can fit a logistic model using ordinary logistic regression, since the estimates of the regression coefficients and their standard errors will be correct, but not the constant term. We can obtain a correct estimate of the intercept by estimating r from the reference sample and using the estimate as an offset as described in § 2. The estimate of r is 2·129, corresponding to a probability of an adverse event of 0·135. The resulting estimates, with standard errors in parentheses, are shown in the first column of Table 1 . Table 1 : Adverse events study. Estimates of parameters and standard errors from various fits, based on the logistic analysis, the correct log-log analysis and the naive log-log analysis Logistic Correct log-log Naive log-log
For the logistic link, the correct analysis is the same as a naive analysis that treats the data as a prospective sample, except for the constant term. If we use a complementary log-log and perform the correct analysis, we obtain the values shown in the second column of Table 1 . The results using the complementary log-log and a naive analysis are shown in the third column. It would seem that, in this example, the naive analysis is reasonably satisfactory, except for the intercept term.
The above fits were numerically stable, but the situation can be very different if we use case-supplemented sampling, rather than case-enriched sampling. We repeated the above analysis, using only the covariates from the reference sample and not the adverse event information. Maximising the likelihood proved to be difficult, because of trouble in disentangling the estimates of r and a. We calculated a profile likelihood for r, which essentially had no maximum over a range of sensible values. If we take the smallest value of r where the profile likelihood flattens out, the resulting regression coefficients have very large standard errors. It seems that, in this example, information about adverse event status is essential for the application of our methods.
Example 3: Artificial data. To investigate under what circumstances the casesupplemented method fails, we used the formulae for the matrix I* in § 4·2 to compute the asymptotic standard errors for estimates of b in the logistic model logit pr(case|x)=a+bx, where x has a standard normal distribution. In Fig. 1 , we plot the log of the standard error of b @ as a function of a, b and r. It is immediately clear that the standard errors decrease (i) as r increases, i.e. as the probability of being a case decreases, (ii) as a decreases in magnitude and (iii) as b increases in magnitude, with the last factor having the greatest effect. Thus, the estimation will be satisfactory if |b| is large and |a| is small, so that the fitted probabilities tend to cover most of the range from zero to one. In the Millar example, the covariate 'fish length' is approximately normal with the standardised coefficients in the region of 3 and a value of r of about 0·25. Although r is small in this case, the standardised coefficient of b is large, leading to an acceptable standard error and numerically stable estimation of the coefficients.
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T 4·1. General case
To obtain the semiparametric maximum likelihood estimator, b @ , we need to maximise the relevant likelihood over (b, G) without making any assumptions about G. The estimator can be obtained as the maximiser of the profile loglikelihood
. We show in the Appendix that, for both designs considered here, the estimator of b is the solution of an estimating equation of the form
where w=(bT , r)T with r a scalar parameter. This estimating equation, the 'pseudo likelihood equation', has the form
for certain functions U 1 and U 2 , where z i1 , for i=1, . . . , n 1 , are independent random variables with common density f 1 (z, b, g), and z i2 , for i=1, . . . , n 2 , are independent with density f 2 (z, b, g). The relationship between l* and l P is given by
where r n (b) is the solution of ∂l*(b, r)/∂r=0. We can think of the estimator of the combined parameter vector (b, r) as a multisample M-estimator, as discussed in Y. Hirose's 2005 Ph.D. Thesis from the University of Auckland, for example. Consider the asymptotic behaviour of these estimators as n 1 and n 2 become large, in such a way that n 1 /n w 1 and n 2 /n w 2 say, where 0<w l <1 for l=1, 2 and n=n 1 +n 2 . Let E 1 and E 2 denote expectation with respect to f 1 and f 2 respectively, with the parameters set at their true values b 0 and G 0 say. Then, under suitable regularity conditions, and provided that
the solution w @ =(b @ , r @ ) of (4) is, when suitably standardised, asymptotically normal with asymptotic variance matrix
where I*(w 0 )=w 1
In the two cases we consider, the matrix V is of the special form
where a is a scalar, different in the two cases. Thus the asymptotic variance matrix of w @ is
and it follows from the partitioned matrix inverse formula that the asymptotic variance matrix of b @ is
where I*(w 0 ) is partitioned as
An estimator of this matrix is obtained by replacing expectations by sample averages, and I*(w 0 ) by
Fitting binary regression models 4·2. Design 1: Case-supplemented sampling Next, we specialise the formulae of the previous section to case-supplemented sampling in which we take a prospective, reference, sample of size n 1 from the whole population, but measure the covariates only. An additional sample of n 2 cases is then taken at random from the case population. The reference sample gives us n 1 independent observations, {x 11 , . . . , x n 1 1 } say, from the marginal distribution of X with density g, while the case sample gives us a further n 2 independent observations, {x 12 , . . . , x n 2 2 }, from the conditional distribution of X given Y =1, which has density p(x; b)g(x)/p, where p=p(b, G)= ∆ p(x, b)g(x)dx is the marginal probability of a case. The resulting likelihood function is thus given by
Now define
where we set w=(bT , r)T. Using the same development as in Appendix 1 of Scott & Wild (1997) , we can show that the semiparametric maximum likelihood estimator, b @ , that maximises the likelihood (11) is the solution of the estimating equation (4), where l*(w) has the form (5) with
In this case, f 1 (z, b, r)=g(x) and f 2 (z, b, r)=p(x, b)g(x)/p. Moreover, using a similar argument to that in the Appendix to Neuhaus et al. (2002) , which in turn is essentially the same as the argument in the Appendix to Prentice & Pyke (1979) , we can show that
, and that (9) holds with the constant a given by a=1/(w 1 w 2 ). The information matrix is given by I* bb
4·3. Design 2: Case-enriched sampling Next, we treat case-enriched sampling. Again we take a prospective sample of size n 1 from the whole population, but this time measure the disease status, y=1 for a case or y=0 for a control, as well as the covariate. Then, as before, an additional sample of n 2 cases is taken at random from the case population. The reference sample gives us n 1 independent observations, z i =(x i1 , y i ), with joint density
The likelihood function is
In this case the semiparametric maximum likelihood estimator, b @ , is the solution of the estimating equation (4), where now
where z = (x, y). Also, as in § 4·2, w 1 E 1 (U 1 ) + w 2 E 2 (U 2 ) = 0, and (9) holds with a=w 2 /{w 1 (w 1 p 0 +w 2 )2}. Here the information matrix is
where p A =1+(er 0 −1)p(x, b 0 ), S 1 =∂ log(1−p)/∂b| b=b 0 and S 2 =∂ log p/∂b| b=b 0 .
A
EYciency of the estimators To demonstrate the semiparametric efficiency of b @ , we show that the asymptotic variance matrix of b @ coincides with the semiparametric efficiency bound B for this problem, as described for example in Bickel et al. (1993, p. 70 ).
Suppose we have observations z of two types, with respective densities f 1 (z, b, g) and f 2 (z, b, g), where b is a finite-dimensional parameter and g is infinite dimensional. Then, if b @ is a regular asymptotically linear semiparametric estimator of b, the covariance matrix of b @ must satisfy
where B is the semiparametric efficiency bound.
The matrix B may be found using a profile argument; see Newey (1994) , Breslow et al. (2003) and Y. Hirose's thesis for details. Consider the 'expected population loglikelihood'
For fixed b, let g @(b) be the maximiser of (A1). Then the efficient scores S* j are given by S* j = ∂ log f j {z, b, g @(b)} ∂b K b=b 0 ( j=1, 2) 395 Fitting binary regression models and the efficiency bound is given by B−1=w 1 E 1 (S* 1 S*T 1 )+w 2 E 2 (S* 2 S*T 2 ). 
