Abstract-While the P vs NP problem is mainly being attacked form the point of view of discrete mathematics, this paper propses two reformulations into the field of abstract algebra and of continuous global optimizationwhich advanced tools might bring new perspectives and approaches to attack this problem. The first one is equivalence of satisfying the 3-SAT problem with the question of reaching zero of a nonnegative degree 4 multivariate polynomial. This continuous search between boolean 0 and 1 values could be attacked using methods of global optimization, suggesting exponential growth of the number of local minima, what might be also a crucial issue for example for adiabatic quantum computers. The second discussed approach is using anti-commuting Grassmann numbers θi, making (A · diag(θi)) n nonzero only if A has a Hamilton cycle. Hence, the P =NP assumption implies exponential growth of matrix representation of Grassmann numbers.
I. INTRODUCTION
The P versus NP question is a major unsolved problem in computer science. It asks about existence of polynomial time algorithm for so called NP-complete problems, for which solution can be verified in a polynomial time, however, there is not known efficient way to locate it in exponentially large set of possibilities. This class contains many problems which can be reformulated (reduced) one into another through a polynomial transformation. Hence, existence of a polynomial time algorithm for one of them would imply polynomial time algorithm for all of them.
Some well known representants of this family are: 3-SAT, Hamilton cycles, knapsack problem, travelling salesman problem, subgraph isomorphism problem, clique problem, vertex cover problem, independent set problem, dominating set problem or graph coloring problem. All of them stay in widely understood field of discrete mathematics, like combinatorics, graph theory, logic.
The unsuccessfulness of a half century search for the answer might suggest to try to look out of this relatively homogeneous field -try to apply advances of more distant fields of mathematics, like abstract algebra fluent in working with the ring of polynomials, or continuous mathematics, including numerical methods, perfecting approaches for common problem of continuous global optimization.
While there are approaches for reformulation of 3-SAT into continuous constrained optimization [1] of a complex formula which has to additionally fulfill some constraints, this article shows that 3-SAT can be reformulated as the question of just reaching zero of a nonnegative degree 4 polynomial, and this degree cannot be further reduced.
This reformulation (reduction) allows to place this problem in both global continuous optimization (without constraints) and abstract algebra. Hence, it allows to translate the complexity of NP-complete problems to possibly exponential growth of the number of local minima of such multivariate polynomial, what suggests similar issue for recently popular adiabatic quantum computers also representing combinatorial tasks as (energy) optimization problems -might require exponential reduction of temperature to even distinguish between exponentially growing number of local minima. Alternatively, from the abstract algebra point of view, it allows to shift the difficulty for example into the problem of calculating multi-variate analogue of discriminant of polynomial.
There will be also presented solution of Hamilton cycle problem using anti-commuting Grassmann numbers, suggesting requirement of exponential growth of representation for this algebra.
II. 3-SAT AS GLOBAL MINIMIZATION OF POLYNOMIAL
3-SAT is the problem of determining if we can assign 0/1 values to boolean variables, such that all alternatives from a chosen set of triples are satisfied: ∀ i=1,...,m C i . The alternatives may contain negation, for example C 1 ∧ C 2 = (x∨¬y ∨z)∧(¬x∨y ∨u). Denote n as the number of variables, m as the number of triples.
We will now translate this conjugation of alternatives into a nonnegative polynomial which zeros correspond to satisfying assignments of variables. The boolean variables will be transformed into real continuous variables, which are enforced to choose 0 or 1 by the condition of zeroing the polynomial. While the final values have to be discrete, their search might involve intermediately using real values -especially from the [0, 1] n hypercube.
A. Degree 14 polynomial
The original author's approach [2] from 2010 has used degree 14 polynomial, reduced to 8 by introducing one additional variable per triple.
Specifically, the C = x ∨ y alternative is satisfied in 3 cases: 01, 10 and 11. It is equivalent to zeroing of degree 6 nonnegative polynomial:
Alternative of three variables is satisfied in 7 cases: 001, 010, 100, 011, 101, 110, 111. Analogously we get degree 7 · 2 = 14 nonnegative polynomial p ∨ 3 (C), which zeroes if and only if the alternative C is satisfied.
We can now construct the final polynomial as sum of p ∨ 3 for all m triples:
where for the negated variables we use 1 − x instead of x. This nonnegative polynomial is zero if and only if all p ∨ 3 are zero, what is equivalent with all alternatives being satisfied.
We got degree 14 polynomial of n variables -there is a natural question if this degree can be reduced at cost of at most polynomial growth of the number of variables.
B. Reduction to degree 8
The original reduction has used additional variables (one per triple) to reduce the number of possibilities satisfying alternative from 7 to 4, hence reducing the degree of polynomial from 14 to 8.
For this purpose, for each C = x ∨ y ∨ z triple, introduce variable v and replace C with conjunction of the following two alternatives:
The first one looks at four possibilities for x and y variables, enforcing the use of v = x ∨ y. Thanks of it, the second alternative becomes equivalent to x ∨ y ∨ z.
Both these alternatives have 4 possibilities for being satisfied, hence can be transformed into minimization of sum of two degree 8 nonnegative polynomials.
Summing such 2m polynomials for all m triples, we get n + m variable nonnegative polynomial of degree 8, which reaches zero if and only if the 3-SAT can be satisfied.
C. Approach for degree 6
The main contribution of this paper is alternative approach which directly obtains degree 6 polynomial and can be further reduced to degree 4 by adding m variables.
Specifically, observe that C = x ∨ y ∨ z is satisfied when the sum of the representing 0/1 numbers is in {1, 2, 3}, leading to degree 6 polynomial:
Achieving zero of this polynomial does not enforce variables being in {0, 1} yet, but it can be done by additional degree 4 polynomials:
This final polynomial of n variables is nonnegative, degree 6, and reaches zero if and only if the 3-SAT is satisfied.
D. The final reduction: degree 4
To reduce to degree 4 polynomial, observe that the x + y + z = 3 possibility can be avoided by adding a new variable v -instead of P ∨ 3 using polynomial:
For x = y = 0, the zeroing of the left hand side part enforces v = 1, for which the right hand side part enforces z = 1. In the remaining cases, the right hand side part allows for z equal 0 or 1.
Summing corresponding polynomials for all m triples with polynomials
2 for all original n variables and m additional ones, we get a nonnegative degree 4 polynomial of n+m variables, which reaches zero if and only if the 3-SAT is satisfied.
Observe that if P =NP, this degree 4 generally cannot be further reduced. Nonnegativity needs that the degree has to be even, so such hypothetical reduction would need to be to degree 2. However, a degree 2 nonnegative polynomial corresponds to a paraboloida with single minimum, which being above zero can be tested in polynomial time, for example by setting its derivative to zero.
E. Algebraic approach: discriminant
We have transformed the 3-SAT problem into the question of reaching zero of e.g. degree 4 nonzegative polynomial with integer coefficients. Such zero (root) would have to be multiple root and abstract algebra has a tool allowing to test if a polynomial has multiple root: it is equivalent to zeroing of discriminant of this polynomial. For example ax 2 + bx + c quadratic polynomial has double root if and only if its discriminant:
However, the situation is much more complex for multivariate polynomials [3] . For single variable polynomial P , discriminant is resultant of P and its derivative P ′ . Resultant of two polynomials is determinant of Sylvester matrix built of coefficients of the two polynomials, of size being sum of their degrees. The question is if multivariate analogue of discriminant can be found in polynomial time.
Assuming P =NP, we can formally conclude that the cost of testing multivariate analogue of zeroing discriminant has to grow at least exponentially with the number of variables. Otherwise, we could solve 3-SAT in polynomial time.
F. Global optimization approach
We have reformulated a 3-SAT problem into determination if a global minimum (can be more than one) of a nonnegative degree 4 polynomial is zero. A natural approach is using some numerical continuous optimization methods, like gradient descent, or simulated annealing. The knowledge that satisfying final values need to be in {0, 1} allows to break the iteration. Adding some repulsion between solutions would allow to find or approximate polynomial number of local minima in polynomial time. However, the number of local minima of polynomial can generally grow exponentially with the number of variables, for example for the i x
Hence, from P =NP assumption we can conclude that the number of local minima of polynomial obtained from 3-SAT problem has generally an exponential growth. There are known ways to reduce the number of local minima by smoothing a function f , for example by adding second derivative: considering f + λ∆f function for some λ > 0, which can be finally reduced to zero for further iterations, for example analogously to adiabatic evolution of adiabatic quantum computers. However, bounding the number of local minima by a polynomially growing function seems a very difficult task.
Translation of a difficult combinatorial problem into a global (energy) optimization problem is also the base of adiabatic quantum computers, which were shown to be equivalent to standard quantum computers [4] . However, as for this moment, the author is not aware of polynomial quantum algorithm for NP-complete problems. Additionally, this formulation probably also suffers from the exponential growth of local (energy) minima, which might make them thermally indistinguishable -might require exponential decrease of temperature with growing problem size.
G. Other methods for transforming into global optimization problem
We have discussed transformation of 3-SAT into global optimization of polynomial. The final degree 4 method required adding x 2 (1 − x) 2 polynomials to enforce variables being in {0, 1}. Alternative approach is using some monotonous function f : (−∞, ∞) → (0, 1), for example f (x) = 1/(1 + exp(−x)) or f (x) = arctan(x)/π + 1/2, and expect x → ±∞ during optimization by using f (x) instead of the original variables in the optimization problem.
While polynomials allow to enforce one of a few possibilities -using polynomial of twice higher degree, in the everyday problem of correcting Low Density Parity Check [5] error correction codes, the constraints are enforcing parity of all chosen subsets of variables, what can be realized by adding periodic functions like sin 2 (πx).
III. HAMILTON CYCLE PROBLEM THROUGH GRASSMANN NUMBERS
Physicists working with fermionic fields use external algebra of Grassmann numbers (θ i ) which anticommute [6] :
Hence, θ 2 i = 0 and having a sequence of such variables, we can sort them (changing sign) and such product vanishes if there are two or more identical terms there. Otherwise, the sign of such product is multiplied by the sign of applied permutation.
Observe that such Grassmann numbers seem a perfect tool for determining existence of Hamilton cycle in a given undirected graph G: cycle visiting once all the vertices, what is one of NP-complete problems. Denote by A the n × n adjacency matrix of a given n vertex graph. Denote diagonal n × n matrix with n different Grassmann numbers on the diagonal as D := diag(θ i ). Now diagonal terms of (A · D) n are sums over all cycles, in which all those going twice through some vertex are vanishing due to anti-commutation. Hence it becomes sum of only Hamilton cycles.
Observe that such sum over all cycles can vanish due to cancellation of cycles of negative sign vertex permutations. One way to prevent that is using two different Grassman numbers for each vertex:
Thanks of it, permutation between two cycles will always need an even number of inversionshave +1 sign.
Finally, a given graph has a Hamilton cycle if and only if (A · D ′ ) n has nonzero diagonal.
However, the issue with this approach is that Grassmann numbers are difficult to realize. A natural construction is using matrix of size 2 k for k Grassmann numbers, for example for k = 2: Finally, from the P =NP assumption we can conclude that indeed matrix representation of Grassmann numbers requires exponentially growing size of these matrices.
IV. CONCLUSIONS AND FURTHER WORK
The paper presented two nonstandard reformulations on NP-complete problems: 3-SAT as the question of reaching zero of degree 4 nonnegative polynomial, and Hamitlon cycles as power of matrix using Grassmann numbers. The P =NP assumption allows to localized the source of difficulty in these approaches:
• Algebraic view: the cost of calculating multivariate analogue of discriminant of degree 4 polynomial has to grow exponentially with the number of variables, • Global optimization view: the number of local minima of the obtained polynomial has to grow exponentially with the problem size, • Matrix representation of Grassmann numbers has to grow exponentially with their number. Being able to falsify one of these statements would allow to conclude that P=NP.
While the P=?NP problem is usually attacked from the point of view of discrete mathematics, presented reformulations allow to take it to the field of abstract algebra or continuous global optimization for better understanding of connections between these relatively far fields of mathematics, like complexity bounds, or finding some advanced approaches for solving or approximating NP-complete problems. This paper only initiates some topics, leaving many questions to answer. As discussed, the degree 4 for polynomial rather cannot be further reduced, however, there remains for example questions about reducing the number of degree 4 monomials or improving homogeneity. More important question regards existence of more sophisticated ways for calculating the analogue of discriminant for multivariate polynomial.
The global continuous optimization perspective also leaves a lot of question, like polynomially bounding the number of local minima of the function to minimize, what is also crucial for the recently popular adiabatic quantum computers. Another large field for questions is testing effectiveness of various numerical approaches for such global optimization, also for error correction of LDPC, including smoothing (e.g. f → f + λ∆f ) to reduce the number of local minima.
Finally, the conclusion of exponential growth of matrix representation of Grassmann numbers brings the question if the standard construction requiring 2 n × 2 n matrices can be reduced. Or more abstractly: about informational content of matrix representation.
