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Auswahlentscheidungen ein und müssen deshalb als eigenständiger Einlussfaktor 
empirisch erschlossen werden. Die dahinterstehenden Algorithmen kommerziel-
ler Anbieter sind für die Forschung größtenteils eine intransparente „Black Box“. 
Automatisierte Online-Experimente stellen eine selten eingesetzte Methode dar, 
die durch systematische Simulation von Nutzerverhalten die Funktionsweise von 
Personalisierungsalgorithmen ermitteln kann. Der Beitrag diskutiert zunächst 
Auswirkungen und Funktionsweise von Personalisierung und stellt daraufhin ein 
automatisiertes Online-Experiment am Beispiel der Google-Suche dar. Die vorge-
stellte Methode ermöglicht einen sozialwissenschaftlichen Zugriff auf die Funk-
tionsweise und Inhalte von personalisierten Angeboten und fördert gleichzeitig 
Validität, Transparenz und Replizierbarkeit von Nutzungsstudien.
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1 Das individualisierte Web
Mit der Angebotsexplosion im Internet ist die Aufmerksamkeit der Nutzer 
zu einem knappen Gut geworden. Neben Medienunternehmen suchen auch zahl-
lose andere Webseiten, Rezipienten anzuziehen und zu binden, um Werbeerlöse 
zu generieren oder Verkäufe zu erzielen. Der wachsenden Konkurrenz begegnen 
insbesondere technologieafine Firmen mit personalisierten Angeboten, die die 
Zufriedenheit der Nutzer erhöhen sollen (Teevan, Dumais, & Horvitz, 2010). Dabei 
werden Rezipienten bevorzugt solche Inhalte angeboten, die zu ihren individu-
ellen Interessen passen – seien das Filme aus dem Angebot von T-Online, Artikel 
auf sueddeutsche.de oder Bücher bei Amazon.
Mit dem Siegeszug der digitalen Informationsübertragung geht dabei eine 
Verschiebung an Verantwortung einher: Wo Rezipienten zuvor eigenständig, ge-
leitet von menschlichen Entscheidungs-, Bewertungs- und Handlungsstrategien 
Kommunikation bestimmten, können sie nun einen Teil dieser Entscheidungen 
auslagern. Die (vermeintlich) passendsten Bücher empiehlt Amazon, die inter-
essanteste Musik Spotify und die wichtigsten Statusnachrichten von Freunden 
kennt Facebook – und in jedem dieser Fälle ist die Empfehlung nicht das Pro-
dukt eines menschlichen Experten, sondern das eines Algorithmus. Das alltägli-
che Menü an Medieninhalten, Unterhaltung, Gütern, Informationen und sozialen 
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Kontakten wird also von neuen Intermediären mitbestimmt, die sich als Vermitt-
ler in die ursprünglich direkte Beziehung zwischen Rezipienten und den etablier-
ten Anbietern bzw. deren Produkte schieben.
Diese Anbieter stehen dem Nutzer dabei meist nicht als Gatekeeper zur Seite, 
die Informationen weiterleiten bzw. vorenthalten, sondern vielmehr als Ratge-
ber, der aus einem großen Angebot einzelne Artikel hervorhebt. Die wichtigste 
Konsequenz solcher algorithmisch erzeugter Zusammenstellungen von Informa-
tionen ist, dass Inhalte von Rezipient zu Rezipient abweichen. Dadurch greifen 
Wirkungshypothesen zu kurz, die davon ausgehen, dass Webseiten zu einem ge-
gebenen Zeitpunkt für jeden Besucher dieselbe Informationsauswahl darstellen. 
So ist beispielsweise denkbar, dass Nachrichtenangebote ihre Artikelauswahl an 
die individuellen politischen Einstellungen ihrer Nutzer anpassen.1 Forschung zu 
politischer Selektivität (Selective Exposure) stünde dann vor der Herausforde-
rung, zwischen dem Auswahlverhalten durch politisch motivierte Vermeidung 
bzw. Zuwendung und jenem durch die Personalisierung angebotener Artikel zu 
differenzieren bzw. ihre Verknüpfung zu beachten.
Die kommunikationswissenschaftliche Forschung sieht sich deshalb zuneh-
mend mit dem Problem konfrontiert, bestehende theoretische und methodi-
sche Grundlagen der Online-Forschung um das Element personalisierter Inhalte 
zu erweitern. Ein prominentes Beispiel hierfür ist die Suchmaschinenforschung, 
die sich lange mit Verzerrungen durch Suchalgorithmen – wie der verstärkten 
Lenkung der Nutzer zu populären Webseiten (z.B. Hindman, 2009) – beschäftigt 
hat. Seit Suchergebnisse an das Verhalten der Suchenden angepasst werden, 
sind die bestehenden Befunde nicht länger übertragbar: Ob etwa Nutzer bevor-
zugt populäre („Mainstream“-)Seiten angezeigt bekommen, oder auch Nischen-
angebote auftauchen, kann von personalisierten Suchergebnissen und somit 
vom Nutzerverhalten abhängen (Jürgens, Stark, & Magin, 2014). Vor ähnlichen 
Herausforderungen stehen alle Forschungszweige, deren Gegenstand perso-
nalisierte Angebote beinhaltet. Hierzu zählen Nachrichtenseiten inzwischen 
ebenso wie E-Commerce-Anwendungen, Nachrichtenaggregatoren und soziale 
Netzwerkseiten.
1 In den USA setzt die Hufington Post bereits Personalisierung ein, um Nut zern eine 
interessensspeziische Artikelauswahl zu präsentieren (Reid, 2014).
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Sowohl die Funktionsweise als auch die Auswirkungen von Personalisierung sind 
in der Kommunikationswissenschaft noch weitgehend ungeklärt. Im Zuge der 
fortschreitenden Verbreitung der Technologie (Springer, 2014) wird es zuneh-
mend wichtiger, zumindest empirisch überprüfen zu können, ob ein Angebot 
personalisiert ist und gegebenenfalls die Auswirkungen exemplarisch untersu-
chen zu können. Der vorliegende Aufsatz liefert hierzu einen ersten Beitrag: Zu-
erst stellt er die Verfahren der Personalisierung sowie damit verbundene Wir-
kungshypothesen kurz vor und entwickelt anschließend eine computergestützte 
Methode, anhand derer Personalisierungseffekte identiiziert und gemessen wer-
den können. Abschließend werden potenzielle Weiterentwicklungen im Kontext 
technischer Innovationen diskutiert.
Personalisierung als Bias
Eine empirische Messung der Auswirkungen von Personalisierung erscheint auf 
den ersten Blick kaum umsetzbar: Welche Arten von Inhalten für welche Nutzer in 
welchem System bevorzugt angeboten werden, hängt nicht nur von einer Vielzahl 
an Kontextvariablen (Zeit und Ort des Abrufs), sondern auch von dem Verhalten 
des Nutzers ab und ist deshalb schwer vorhersagbar. Sowohl in der Informatik als 
auch in der Kommunikationswissenschaft stehen Bemühungen, die Auswirkungen 
dieser komplexen Interaktionen zu erfassen, erst am Anfang.2 Erste theoretische 
und methodische Annäherungen können sich allerdings auf zwei bestehende Kon-
zepte stützen, die zumindest eine erste Orientierung bieten:
(1) In Bezug auf die einheitliche Wirkung von Softwaresystemen stellt sich zu-
nächst die Frage nach einer von Personalisierung unabhängigen, syste-
matischen Bevorzugung oder Benachteiligung speziischer Inhalte. Diese 
Pers pektive ist unter dem Stichwort des „Bias“ sowohl in der Kommuni-
kationswissenschaft als auch in der Informatik bereits etabliert (Friedman 
& Kahn, 2008; Friedman & Nissenbaum, 1996). Im Kern von Bias-Hypothe-
2 Den größten Beitrag in diesem Bereich liefert wohl das interdisziplinäre For-
schungsfeld der „Complexity Science“, in dem sich Informatik, Physik, Wirt-
schaftswissenschaften, Psychologie und weitere Disziplinen der Modellierung von 
Systemen mit nichtlinearen Verhaltensweisen annehmen (siehe Mitchell, 2009).
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sen steht die Erkenntnis, dass Computersysteme trotz ihrer maschinel-
len Funktionsweise nicht automatisch neutrale Informationsvermittler 
sein müssen (Friedman & Nissenbaum, 1996; Rieder, 2004). Im Zuge der 
Verarbeitung können sie vielmehr Informationen gänzlich unterdrücken 
(als Gatekeeper, Filter oder Zensor) sowie in der Darstellung hervorheben 
oder herunterspielen. Eine Verzerrung oder „Bias“ liegt dieser Sichtweise 
folgend dann vor, wenn die Zugänglichkeit zu Informationen im Verar-
beitungsprozess durch ein Computersystem verändert wird. Im Fall des 
Herausilterns von Informationen ist der Bias vergleichsweise einfach zu 
deinieren und empirisch nachzuweisen: Sobald Inhalte der Software als 
Input zur Verfügung stehen, aber nicht an den Nutzer weitergereicht wer-
den, wirkt sie verzerrend. Dies ist beispielsweise der Fall, wenn Facebook-
Nutzer nur ausgewählte Nachrichten von Freunden zu sehen bekommen 
(Bucher, 2012) oder wenn Suchmaschinen einzelne Seiten aufgrund von 
staatlichen Vorgaben nicht in den Ergebnislisten anzeigen (Taneja & 
Wu, 2013). Wenn es allerdings nicht um das Vorenthalten, sondern um 
die Hervorhebung von Informationen geht, wird die Deinition von Ver-
zerrungen schwieriger: Denn dann lässt sich ein Bias nur im Vergleich zu 
einem neutralen Maßstab konzipieren. So wäre ein verzerrendes System 
beispielsweise eine Hotelsuchmaschine, die Angebote der eigenen Firma 
grundsätzlich an oberster Stelle anzeigt, selbst wenn diese nicht die güns-
tigsten sind (Vergleich der produzierten Reihenfolge am neutralen Maß-
stab Preis).
(2) Der Zweck von personalisierten Angeboten besteht darüber hinaus darin, 
unterschiedlichen Nutzern differierende Inhalte vorzulegen. Hierdurch können 
solche Systeme Unterschiede in der Informationsauswahl verstärken und 
so Tendenzen zur Fragmentierung in der Nutzerschaft auslösen. Diese auch 
als „Filter Bubble“ (Pariser, 2011) bekannt gewordene und von zahlreichen 
Autoren vorgebrachte Hypothese (Sunstein, 2009) ist eine mögliche Folge 
der Überspezialisierung („Over-Specialization“). Aus dem Blickwinkel der 
Praxis erscheint dieses dystopische Szenario von vollständig isolierten 
Nutzern und einer komplett fragmentierten Öffentlichkeit allerdings nicht 
realistisch (hierzu auch Garrett, Carnahan, & Lynch, 2013). Eine vollstän-
dig personalisierte Informationsauswahl ist hier bereits deshalb nicht wün-
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schenswert, weil vielfältige Angebote den Nutzern häuig einen größeren 
Mehrwert bieten (siehe Diaz, 2008; Adomavicius & Tuzhilin, 2005).
2 Personalisierung aus technischer Sicht
Im Kontext computervermittelter Kommunikation werden unter dem 
Begriff „Personalisierung“ Verfahren zusammengefasst, die digitale Inhalte 
in Abhängigkeit von bestimmten Merkmalen eines Nutzers anpassen (eine 
Übersicht über Deinitionen unterschiedlicher Disziplinen liefern Fan & Poo-
le, 2006; siehe auch Pitkow, Schütze, Cass, Cooley, Turnbull, Edmonds, et al., 
2002). Für die weitere Argumentation werden unter Personalisierung (und in 
der Konsequenz unter personalisierten Angeboten) Systeme verstanden, die 
Inhalte einer Webseite gegenüber dem Nutzer durch Anwendung von Algo-
rithmen anpassen.
Unter diese breite Deinition fällt der regionale Wetterbericht einer Nach-
richtenwebseite (Anpassung an den Ort des Nutzers) ebenso wie der Kontakt-
vorschlag einer Webseite für Partnervermittlung (Anpassung an Interessen und 
Charakter des Nutzers). Während im ersten Fall das dahinterstehende Computer-
system vorhandene Daten3 ohne Interaktion mit dem Nutzer verwenden kann, 
sind die Merkmale im zweiten Fall nur explizit erfragbar (Sundar & Marathe, 
2010). Der angestrebte Nutzen für den User ist in beiden Fällen gleich: „passen-
de“ Informationen sollen den Nutzer bei der Selektion unter einer Vielzahl an 
potenziell uninteressanten Informationen unterstützen, ihn dadurch entlasten 
und schnell zu den „besten“ Inhalten führen, was in einer höheren Zufriedenheit 
mündet (Teevan et al., 2010). 
Den Kern jedes personalisierten Angebots stellen die gesammelten Daten zu 
den vermuteten Interessen des Nutzers dar. In dem sogenannten „user model“ 
oder „user proile“ (Jannach, Zanker, Felfernig, & Friedrich, 2010, S. 1) werden 
Informationen gesammelt, die über den individuellen Geschmack und somit über 
3 So kann beispielsweise der Ort eines Nutzers grob anhand der IP-Adresse des 
genutzten Geräts ermittelt werden (GeoIP). Eine frei verfügbare Datenbank mit ent-
sprechenden Daten bietet beispielsweise MaxMind an. Die Open Source-Software 
„freegeoip“ kann als passende Rechercheplattform dazu verwendet werden.
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die Gratiikationserwartungen des Nutzers Aufschluss geben. Ein solches Inter-
essenproil kann unter Einsatz von expliziten Fragen entstehen, zum Beispiel in-
dem eine Dating-Webseite Selbsteinschätzungen des Charakters und persönliche 
Vorlieben abfragt. In vielen Fällen werden die Proile allerdings implizit aus den 
ohnehin bei der Benutzung des Angebots entstehenden Daten generiert. Dies ist 
etwa der Fall, wenn aus den in der Vergangenheit gekauften Produkten Vorschlä-
ge für zukünftige Kaufentscheidungen produziert werden. 
Die Forschung zu Recommender Systems trennt weiterhin zwei Grundtypen 
von Algorithmen, die sich in Bezug auf die Empfehlungskriterien für „passende“ 
Inhalte unterschieden (Ricci, Rokach, Shapira, & Kantor, 2010; Jannach et al., 
2010):
(1) Das sogenannte „Collaborative Filtering“ vergleicht lediglich unterschiedli-
che Proile miteinander und ermittelt, welche Rezipienten sich anhand des 
bisherigen Verhaltens ähnlich sind. Nach diesem Prinzip zeigt beispiels-
weise Google News personalisierte Nachrichten, die mit Hilfe der Proile 
ähnlicher Nutzer zusammengestellt werden (Das, Datar, Garg, & Rajaram, 
2007). Ebenso bietet Amazon seinen Kunden Bücher an, die andere Leser 
mit ähnlichen Interessen bereits gekauft haben. Diese Gruppe an Verfahren 
ist relativ einfach und universell umsetzbar, da sie nicht auf die Eigenschaf-
ten der Produkte eingeht. Was für Objekte empfohlen werden ist egal: So 
lange genügend Datensätze vorliegen, lassen sich Personen mit ähnlichen 
Interessen identiizieren und dem Nutzer bislang unbekannte Einträge aus 
deren Proil anbieten.
(2) Eine Weiterentwicklung des „Collaborative Filtering“ sind Empfehlungs-
systeme, die sich auch nach dem Inhalt empfohlener Texte richten („Con-
tent-based recommendation“, Jannach et al., 2010). Ein solches System 
kommt bei der US-Ausgabe der Hufington Post zum Einsatz. Dort ermittelt 
es aus den zuvor gelesenen Artikeln die Themenpräferenzen von Nutzern 
und passt die Startseite an, um die individuellen Präferenzen besser zu 
bedienen (Reid, 2014). Der Algorithmus ist dabei journalistischen Selek-
tionsentscheidungen sehr ähnlich, da er erwartete Interessen auf Seiten 
des Rezipienten mit Merkmalen der empfohlenen Inhalte in Bezug setzt. Je 
deutlicher ein Objekt mit den Wünschen des Nutzers zusammenhängt, des-
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to höher wird es eingestuft. Inhaltsbezogene Empfehlungssysteme haben 
den Vorteil, dass auch dann Empfehlungen abgegeben werden können, 
wenn bislang nur wenige Daten über andere Nutzer vorliegen. Die Kehr-
seite aus wirtschaftlicher Perspektive ist allerdings eine deutlich gestei-
gerte Komplexität für die Programmierer: Zunächst müssen die relevanten 
Merkmale der Artikel (z.B. Thema, Gegenstand, Textgattung usw.) erhoben 
werden. Außerdem ist nicht immer offensichtlich, aufgrund welches Merk-
mals ein Nutzer einen Artikel ausgewählt hat – ob er/sie also das Thema 
interessant indet, die Textgattung mag oder den Autor schätzt. Die genaue 
Beziehung muss deshalb erst durch statistische Verfahren ermittelt wer-
den (Jannach et al., 2010). Ein in der Praxis erfolgreiches und häuig ange-
führtes Beispiel für ein solches Empfehlungssystem ist das Portal „Rotten 
Tomatoes“, auf dem Nutzer Filme inden können, die ihren eigenen Vorlie-
ben (z.B. in Bezug auf Genre, auftretende Schauspieler usw.) entsprechen. 
Innerhalb dieser beider Typen differenzieren sich einzelne System weiter 
aus. Je nach Anwendungsgebiet werden unterschiedliche Nutzer- und In-
haltsmerkmale gemessen und diese anhand verschiedener Algorithmen 
miteinander verglichen.
Von der verwendeten Deinition von „Personalisierung“ ausgenommen sind 
hingegen Anwendungen, die der Nutzer selbst den eigenen Vorstellungen und 
Wünschen entsprechend anpassen kann, indem er beispielsweise das Aussehen 
einer Webseite oder die Auswahl der angezeigten Informationen ändert. Solche 
Anpassungen, die der Nutzer aktiv selbst vornimmt, sind in der Fachliteratur unter 
den Begriff „customization“ (also eine Modiikation) gefasst. Personalisierte Ange-
bote hingegen funktionieren vollautomatisch und ohne Initiative des Rezipienten 
(siehe zu dieser Unterscheidung auch Sundar & Marathe, 2010). 
3 Methodische Herausforderungen durch Personalisierung
Die Entwicklung von neuen Instrumenten in der Forschung zu computer-
vermittelter Kommunikation ist mit dem Anspruch konfrontiert, Neu- und Wei-
terentwicklungen im Bereich der Personalisierung zu berücksichtigen. Insbeson-
dere die Sicherung der Validität stellt hier eine zentrale Herausforderung dar. 
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Bei dieser Aufgabe steht die empirische Kommunikationswissenschaft von zwei 
Seiten aus unter Druck (siehe z.B. zu den Herausforderungen für die Suchmaschi-
nenforschung auch Granka, 2010):
(1) Die Sicherung der internen Validität stellt vorwiegend eine technische Her-
ausforderung dar: Online-Angebote beziehen zunehmend Indikatoren 
in ihre Funktionsweise ein, die aus dem Verhalten der Nutzer abgeleitet 
sind. Webseiten versuchen für Leser attraktiver zu werden: Sie passen 
die Zusammenstellung der Startseite an die vermuteten Interessen des 
Nutzers an und gehen in einigen Fällen sogar auf besondere Details aus 
seinem Leben ein – was Google beispielsweise durch ein Glückwunsch-
Doodle zum Geburtstag erreicht (Springer, 2014). Empirische Methoden 
stehen aufgrund der Vielzahl an personalisierten Angeboten unter einem 
anhaltenden Innovationsdruck, um nicht an interner Validität einzubü-
ßen: So lange empirische Studien die genaue Zusammenstellung perso-
nalisierter Angebote nicht erheben können (siehe Emmer & Strippel in 
diesem Band) besteht die Gefahr, dass Personalisierung als Störfaktor auf-
tritt. Untersucht beispielsweise ein Experiment innerhalb von Facebook 
die Reaktion von Nutzern auf Anfeindungen, dann können die Intensität 
der Beziehung zwischen „Angreifer“ und „Opfer“ sowie die daraus resul-
tierende Personalisierung des Feeds als konfundierende Variable wirken: 
Sind die beiden nur weitläuig miteinander bekannt, wird dem „Opfer“ 
der Post des „Angreifers“ gegebenenfalls gar nicht angezeigt (siehe auch 
Bucher, 2012). Ein erster Schritt zur Untersuchung von personalisierten 
Angeboten muss demnach sein, die Funktionsweise der Personalisierung 
selbst zu messen. Da in den meisten Fällen unbekannt ist, welche Aspekte 
des Nutzerverhaltens (z.B. die angeklickten Artikel, das „Liken“ von In-
halten) und welche Kontextfaktoren (z.B. der verwendete Browser, der 
Zeitpunkt des Aufrufs, das verwendete Gerät) in die Personalisierung 
eingehen, ist die Simulation von Rezipientenverhalten ein besonders ge-
eignetes Mittel. Dabei gibt sich der Forschergegenüber einem Angebot 
als neuer Nutzer aus und interagiert systematisch mit der Webseite, wo-
bei Kontextfaktoren wie Ort, Zeit und die verwendete Browser-Software 
kontrolliert werden. Zudem bleiben durch das automatisierte „Klickver-
halten“ Faktoren konstant, deren Rolle für die Personalisierung nicht be-
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kannt ist – wie etwa die Latenz zwischen Aufruf der Seite und dem Klick 
auf ein Ergebnis.
(2) Ein wesentlich größeres Problem ist die Sicherung der externen Validität: In 
den meisten Fällen dürfte nicht bekannt sein, wie sich Rezipienten in ihrer 
Interaktion mit einer Seite verhalten. Da aber deren Inhalt selbst nun vom 
Verhalten abhängt, bleibt unklar, welchen Inhalten die Rezipienten de facto 
ausgesetzt sind (siehe Emmer & Strippel in diesem Band). Damit Erkenntnis-
se über das Rezeptionsverhalten auch unter den Vorzeichen einer Persona-
lisierung generalisierbar sind, muss entweder bekanntes Nutzerverhalten 
nachgeahmt oder aber systematisch konzipiert werden. Die einfachste Form 
systematischen Verhaltens wäre dabei eine Monte-Carlo-Simulation (Moo-
ney, 1997), die blind eine große Zahl zufälliger Stimuli anwendet und aus 
den Ergebnissen die Funktionsweise des Systems rekonstruiert. Ein solches 
Vorgehen ist jedoch nur dann pragmatisch durchführbar, wenn die Anzahl 
der möglichen Eingaben begrenzt ist. Für den programmatischen Zugang 
über eine API (Application Programming Interface) sind beispielsweise nur 
100 Anfragen pro Tag umsonst – darüber hinaus sind $5 pro 1.000 Anfragen 
zu bezahlen (Google, 2014).
Hinter der gestiegenen Anforderung an die Erhebungsmethodik stehen 
größtenteils technische Gründe. Personalisierung entsteht erst im Laufe der Zeit, 
da die entsprechenden Angebote zunächst Informationen über den Nutzer sam-
meln müssen, anhand derer die Webseite subsequent angepasst werden kann. 
Um überhaupt einen Eindruck der Personalisierung – etwa von Google News – 
zu erlangen, muss der Forscher zumindest die Webseite für zwei deutlich unter-
schiedliche Nutzungsstile im Zeitverlauf vergleichen. Am leichtesten fällt dies, 
wenn dazu Nutzerkonten mit Passwörtern erstellt werden. Denn dann ist jeweils 
sicher gestellt, dass nur die Webseiteninteraktion nach dem Login Einluss auf das 
jeweilige Nutzerproil hat. Sollen Inhalte systematisch erfasst werden, muss die 
dazu eingesetzte Software ebenfalls den passenden Benutzernamen und das Pass-
wort verwenden, um Zugriff auf dieselbe Ansicht zu erhalten. Bereits an dieser 
Stelle können jedoch Komplikationen auftreten: Als Schutz vor Missbrauch (z.B. 
durch gezielte Manipulation mit kommerziellen Zielen wie im Fall von Search En-
gine Optimization) verhindern viele Betreiber von Webseiten den Zugriff durch 
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automatisierte Programme. Anhand der Hinweise von technischen Merkmalen 
wie zum Beispiel dem Namen des verwendeten Programms4 oder Verhaltensin-
dikatoren (z.B. die Anzahl und Regelmäßigkeit von Anfragen) werden Zugriffe 
gegebenenfalls abgewiesen.
Der wissenschaftliche Zugriff wird weiterhin durch Programme erschwert, die 
auf dem Computer des Nutzers im Webbrowser ablaufen und die Seite erst dort in 
ihre letztlich sichtbare Form bringen. Die in der Programmiersprache JavaScript 
geschriebenen Anwendungen werden insbesondere eingesetzt, damit Webseiten 
schnell und einfach interaktiv bedient werden können. Klickt ein Nutzer eine ent-
sprechende Schaltläche an, wird keine komplett neue Seite geladen. Vielmehr 
fragt das Programm im Hintergrund neue Daten vom Server an, um diese dann 
in die bestehende Seite einzufügen und ggf. vorhandene Daten zu ersetzen (Mc-
Caw, 2011). Auf Basis dieser Technologien entwickelte und meist als „Web Apps“ 
bezeichnete Angebote, sind für den Großteil der Werkzeuge zur systematischen 
Speicherung und Archivierung von Webseiten nicht abbildbar. Wer beispielswei-
se eine Seite mit Suchergebnissen von Google mittels eines Computerprogramms 
herunterlädt5, erhält nur eine weitgehend leere „Hülle“. Die eigentliche Liste an 
Webseiten wird erst durch den Browser des Nutzers nachgeladen. Solche dyna-
mischen Angebote stellen eine erhebliche Herausforderung für die reliable Erfas-
sung der Inhalte von modernen Web-Angeboten dar (grundlegend aus der Pers-
pektive digitaler Archive: Masanès, 2005, 2006; Lyman, 2002).
4 Das Öffnen der „Black Box“
Den Herausforderungen in Bezug auf die interne und externe Validität be-
gegnet das hier vorgestellte Forschungsdesign durch eine automatisierte Simula-
tion, die die bekannten Kontext-Drittvariablen (verwendete Soft- und Hardware, 
IP-Adresse, Zeitpunkt des Aufrufs) kontrollieren kann und eine authentische Simu-
P. Jürgens, B. Stark & M. Magin
4 Der sogenannte „User Agent“, den ein Programm bei HTTP-Anfragen mitsendet, 
kann allerdings frei manipuliert werden (RFC 2616, 14.43: http://tools.ietf.org/
html/rfc2616#section-14.43)
5 Die zugehörige URL folgt schlicht dem Schema „https://www.google.de/?q=test“ 
mit „test“ als Suchbegriff.
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lation von Nutzerverhalten erlaubt. Prinzipiell ermöglicht diese Methode den Zu-
griff auf personalisierte Angebote, durch den die angezeigten Inhalte passiv erho-
ben werden können und durch den auch aktiv mit ihnen interagiert werden kann. 
Eine erste nützliche Anwendung sind Studien mit quasi-experimentellem Design, 
die Licht auf die Funktionsweise von personalisierten Angeboten werfen.
Je mehr Online-Angebote Nutzer mit personalisierten Empfehlungen bei der 
Auswahl von Inhalten unterstützen, desto stärker nehmen sie dadurch Einluss 
auf Rezeptionsentscheidungen (siehe zu Suchmaschinen etwa Pan, Hembrooke, 
Joachims, Lorigo, Gay, & Granka, 2007). Forschungsfelder wie die Mediennut-
zungsforschung, die Nutzerentscheidungen zuvor als Handeln des Rezipienten 
gegenüber einem ixen Angebot auffassen konnten, müssen ihren Fokus in Zu-
kunft um Personalisierungseffekte erweitern.
Die größte Herausforderung ist dabei die Intransparenz der Funktionsweise: 
Wie genau ein Algorithmus Informationen auswählt und bewertet, kann mit ab-
schließender Sicherheit nur an seinem Quellcode abgelesen werden. Ist ein Einblick 
in den Code nicht gestattet, dann muss die Funktionsweise der Software rekonstru-
iert werden. Hierzu setzt die verwendete Methode simuliertes Nutzerverhalten ein: 
Die grundlegende Arbeitsweise des Personalisierungsalgorithmus wird ermittelt, 
indem In- und Output unter systematisch veränderten Bedingungen verglichen 
werden. So könnte beispielsweise eine Nachrichtenwebseite von zwei simulierten 
Nutzern besucht werden, von denen einer nur Artikel über nationale Politik liest, 
während sich der zweite nur für internationales Geschehen „interessiert“. Wenn 
die Startseite anhand der Themenpräferenzen personalisiert wird, dann zeigt sich 
dies an einer im Zeitverlauf divergierenden Zusammenstellung der Themen. 
Algorithmen sind komplexe Systeme, die viele verschiedene Variablen verwen-
den und oft schwierig nachzuvollziehenden Art und Weise verarbeiten (siehe z.B. 
McGeoch, 2002 zu Simulationsstudien von Algorithmen)6. Fälle, in denen ein großes 
6 Einführende Darstellungen zu der Verwendung von Experimenten als Instrument in 
den Ingenieurswissenschaften und der Informatik inden sich bei Mason, Gunst und 
Hess (2003) und Feitelson (2006) mit Parallelen zur sozialwissenschaftlichen Experi-
mentallogik. Kohavi, Longbotham, Sommerield und Henne (2009) behandeln Web-
Experimente mit menschlichen Probanden, wohingegen Paxson (2004) auf die Rolle 
von technischen Hürden bei Messungen von Internet-Anwendungen eingeht. Die 
Literaturstudie von Tichy, Lukowicz, Prechelt und Heinz (1995) betrachtet schließlich 
die Professionalisierung des Feldes in Bezug auf die Verwendung von Experimenten.
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Spektrum aller In- und Outputs eines solchen Systems im Stil einer Monte-Carlo-Si-
mulation ausprobiert werden können, dürften eine Seltenheit darstellen. Die meis-
ten Web-Anwendungen erlauben vielmehr eine nahezu uneingeschränkte Band-
breite an Eingaben, die in Empfehlungen von Inhalten umgewandelt werden. Diese 
Konstellationen können selbstverständlich nicht alle getestet werden. Vielmehr 
müssen empirische Studien – wie auch bei klassischen Experimenten – zugespitzte 
Kontrastbedingungen inden, die mit einer zielführenden und theoriebezogenen 
Hypothese verknüpft sind. Sinnvolle Anknüpfungspunkte hierfür sind die eingangs 
angesprochenen Typen der Verzerrung: Wird beispielsweise die Zensur bestimmter 
politischer Positionen vermutet, dann muss verglichen werden, ob der Output des 
Algorithmus relevante Inhalte vermissen lässt, die eigentlich verfügbar wären.
Fallstudie Googleisierung der Informationssuche
Die Methode der automatisierten Simulation von Nutzerverhalten wurde im Rah-
men des Forschungsprojekts „Googleisierung der Informationssuche“ das erste Mal 
eingesetzt, um Personalisierungseffekte bei Google-Suchanfragen zu messen (Jür-
gens et al., 2014). Das Experiment diente als empirischer Test der Hypothese, dass 
personalisierte Ergebnisse von Suchmaschinen zu einer Fragmentierung der von 
Nutzern wahrgenommenen Informationen führen („Filter Bubble“, Pariser, 2011). 
Die zu prüfende Nullhypothese war dementsprechend, dass die angezeigten Sucher-
gebnisse für zwei Nutzer im Schnitt identisch sind, obwohl diese sich in ihrem Such-
verhalten (das die Personalisierung bestimmt) unterscheiden. Im Folgenden werden 
die einzelnen Phasen der Methode exemplarisch dargestellt. Prinzipiell kann dassel-
be Vorgehen mit nur geringfügigen Anpassungen auch auf andere Anbieter wie zum 
Beispiel Facebook mit dem EdgeRank-Algorithmus angewendet werden.
Zugang zu Angebot und Nutzerproilen
Der wichtigste Vorteil der automatisierten Interaktion mit Web-Angeboten liegt 
in der Reliabilität, der Validität und Replizierbarkeit der Erhebungen (King, 
1995). Voraussetzung dafür ist, dass ein Computerprogramm mit dem Angebot 
so interagieren kann, dass es dieselben Inhalte erhält, die auch ein menschlicher 
Nutzer sehen würde. Damit automatisierte Anfragen authentisch erscheinen, 
müssen sie einen Internet-Browser starten und darin Aktionen wie die Eingabe 
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von Text oder Mausklicks auslösen können. Für die Evaluation und Tests von 
Software wurden mehrere Programme entwickelt, die das erlauben: Projekte wie 
Selenium und PhanomJS erlauben dem Forscher, Aktionen innerhalb des Brow-
sers zu automatisieren, ohne dass dieser auf dem Bildschirm sichtbar sein muss. 
Für die Messung der Google-Personalisierung wurde ein Programm erstellt, das 
PhantomJS nutzt, um zunächst einen neu angelegten Nutzer bei Google anzumel-
den. Dazu startet das Programm den Browser, öffnet die Google-Startseite, klickt 
auf den Link zur Anmeldung, trägt Benutzername und Passwort ein und landet 
schließlich erneut auf der Startseite. Bei jedem weiteren Start wird für den jewei-
ligen Nutzer der Login-Status über Cookies wieder hergestellt.7
Kontrolle von Kontextvariablen
Bei der automatisierten Verwendung der Google-Suchmaschine besteht stets die 
volle Kontrolle über alle technischen Merkmale des Browsers. Sofern keine Coo-
kies geladen werden, startet das Programm bei jedem neuen Durchlauf in einem 
deterministischen, neutralen Zustand und übermittelt deshalb keine proilbezo-
genen Daten. So wird sichergestellt, dass die Webseite jeweils nur exakt die vor-
gesehenen Nutzerinteraktion als Input erhält und nicht auf Spuren vergangener 
Nutzung (z.B. bestehende Cookies) zurückgreift. Sofern das Programm stets auf 
demselben Computer läuft, sind auch Änderungen der IP-Adresse bzw. des Ortes 
als Einluss auf Personalisierung ausgeschlossen.
Stimulation von Personalisierung
Nachdem der Zugang zu dem jeweiligen Webangebot – hier Google – besteht, wird 
die Personalisierung durch gezielte Nutzung stimuliert. Dies setzt zumindest eine 
einfache Annahme voraus, welches Verhalten die Grundlage für die Anpassungen 
des Algorithmus bildet. Hierzu muss aus der Fachliteratur, aus irmeneigenen Pu-
blikationen und Experteninterviews zumindest ein plausibler Verhaltensindika-
tor ermittelt werden, von dem angenommen wird, dass er sich auf die Personali-
7 Siehe hierzu die Dokumentation von PhantomJS: http://phantomjs.org/api/phan-
tom/property/cookies.html bzw. Selenium http://docs.seleniumhq.org/docs/03_
webdriver.jsp#cookies
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sierung auswirkt. Die Google-Suche protokolliert nicht nur, welche Suchanfragen 
ein Rezipient sendet, sondern auch, auf welche Ergebnisse er klickt. Daher be-
stand die Manipulation aus regelmäßigen Suchen, bei denen jeweils zwei Nutzer 
nach Begriffen aus zwei unterschiedlichen Bereichen eines Themas suchten (zur 
Entwicklung des Stimulusmaterials siehe Jürgens et al., 2014). Nach jeder Suche 
wurde ein zufällig ausgewählter Link der ersten Ergebnisseite angeklickt (siehe 
Beispieldesign in Tabelle 1). 
Für das Design der Manipulation ist die Anknüpfung an die eingangs beschrie-
benen Verzerrungstypen sinnvoll, um zum Beispiel wie im angeführten Beispiel 
auf simple Unterschiede zwischen zwei Proilen zu schließen. Prinzipiell ist es 
allerdings auch möglich, Personalisierung mit mehr als zwei Ausprägungen der 
Manipulation zu konzipieren, wenn etwa überprüft werden soll, ob die Anpas-
sung an Nutzerinteressen bei verschiedenen politischen Präferenzen identisch 
ausfallen. Dann sind jeweils so viele simulierte Nutzer nötig wie Ausprägungen 
der UV vorhanden.
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Faktor: Bedeutungsebenen 
des Wortes „Stollen“ Treatment Messung
Experimentalnutzer 1 Sucht nach Begriffen 
rund um Weihnachten
Suche nach „Stollen“Experimentalnutzer 2 Sucht nach Begriffen 
rund um Bergbau
Kontrollsuche Keine Suche
Tabelle 1: Beispiel eines Experimentaldesigns
Messung der Personalisierung
Der eigentliche Test auf Personalisierung erfolgt in regelmäßigen Abständen 
durch den Vergleich eines einheitlichen Stimulus. Im Fall von Google sind dies 
Ergebnislisten, die beide Nutzer zu ein und demselben themenbezogenen Such-
begriff erhalten. Erhält ein Nutzer Treffer angezeigt, die dem anderen Proil feh-
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len und gleichzeitig mit den Stimulus-Suchanfragen zusammen hängen, dann 
kann davon ausgegangen werden, dass dies eine Folge der Anpassung an das Nut-
zerproil, also ein personalisiertes Ergebnis ist. Da Computersysteme determinis-
tisch vorgehen ist für die Verallgemeinerung der Ergebnisse keine Stichprobe 
nötig: Wird die Personalisierung einmalig nachgewiesen, gilt das Ergebnis zumin-
dest solange der Anbieter den Algorithmus nicht ändert. Für die Google-Suche 
konnten auch nach vierwöchiger Simulation keine nennenswerten, insbesondere 
keine mit dem Stimulus zusammenhängenden Personalisierungen nachgewiesen 
werden (eine ausführliche Darstellung indet sich in Jürgens et al., 2014). 
In einer vereinfachten Darstellung läuft eine automatisierte Erhebung nach 
dem folgenden universellen Schema ab:
Tabelle 2: Ablauf eines Online-Experiments zur Messung von Personalisierungseffekten
1 Start des Browsers und laden des Skripts, das den Ablauf der 
Studie in Programmform beschreibt
ggf. Laden von nutzerbezogenen Daten aus Cookies oder Login 
eines Nutzers
2 Öffnen der Initial-URL (z.B. Startseite des Angebots)
3 UV: Interaktion mit dem System mit dem Ziel, Persona-
lisierung auszulösen. Dazu Durchführung von Handlun-
gen, die aus der Vorrecherche mit der Personalisierung 
in Verbindung gebracht werden (z.B. „Liken“ von 
Artikeln, Suche nach Begriffen).
4 Protokollierung des Outputs durch Screenshots, Spei-
chern des Quellcodes der Seite oder gezielte Extraktion 
von Daten
... Beliebige Wiederholungen von Schritt 3 und 4
5 Messung von Personalisierungseffekten: Vergleich des System-
Outputs bei identischen Nutzeranfragen (z.B. Vergleich der 
Zusammenstellung der Startseite)
6 Abmeldung, Beenden des Browsers, Speicherung der erhobenen 
Daten
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5 Ausblick: Chancen und Risiken
Sozialwissenschafter sind mit ihren Forschungsinteressen im Internet 
Leidtragende von rasch fortschreitender technischer Innovation, einem Wett-
rüsten zwischen Anbietern und Manipulationsversuchen durch Dritte (siehe 
exemplarisch zu der Ko-Evolution von Suchmaschinen und deren Manipulation 
Metaxas, 2010; zu Spam siehe Brunton, 2013). In diesem „Arms Race“ versuchen 
Betreiber von Online-Webseiten der gezielten Manipulation ihrer Angebote – sei 
diese ökonomisch oder ideologisch motiviert – einen Riegel vorzuschieben (sie-
he etwa den Überblick bei Zelkowitz, 2011; und Jakobsson, 2012). Hierzu setzen 
sie verstärkt Lösungen ein, die automatisierte Anfragen verhindern, etwa indem 
Nutzer verzerrten Text lesen und in ein Formular eintippen müssen (sogenann-
te „Captchas“). Die Online-Forschung steht somit vor dem Problem, durch die 
veränderte Funktionsweise von Angeboten stärker auf automatisierte Verfahren 
angewiesen zu sein, während deren Einsatz gleichzeitig einen immer höheren 
technischen Aufwand mit sich bringt.
Sowohl automatisierte Erhebungen als auch die Simulation von Nutzerverhal-
ten versprechen jedoch nicht nur validere, reliablere und replizierbare Erhebun-
gen, sondern eröffnen der Kommunikationswissenschaft Zugang zu den Inhalten 
und Funktionsweisen von personalisierten Webangeboten. Bislang müssen sich Er-
hebungen zum Beispiel von der Nutzung von Nachrichtenwebseiten und sozialen 
Netzwerkseiten auf Daten verlassen, die vom Betreiber bereitgestellt werden (z.B. 
Protokolldaten, siehe Pass, Chowdhury, & Torgeson, 2006; und kritisch Zimmer, 
2010). Die beschriebene Methode systematisiert dagegen die „normale“ Benutzung 
der Angebote und kann deshalb ohne privilegierten Zugriff durchgeführt werden, 
was den Forscher von einem Entgegenkommen des Anbieters unabhängig macht. 
Das „Verkörpern“ des Nutzers als Kunstpersona kann so helfen, intransparente, 
technisch determinierte Effekte aufzudecken. Die Vorgehensweise knüpft dabei an 
Erfahrungen aus der Experimentalforschung an und macht sich deren Stärke in der 
Formulierung von Fragestellungen und Hypothesen zu nutzen. 
Eine Investition in die Methodenentwicklung kann langfristig die Beobacht-
barkeit des digitalen Kommunikationsraums sichern (King, 2011). Die hier aufge-
zeigte Methodeninnovation wird – ebenso wie parallele Entwicklungen aus dem 
Bereich der Digital Methods (Rogers, 2013) – zusätzlich umso wichtiger, je stär-
ker der durchschnittliche Forschungsaufwand von Studien in einer fortwährend 
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wachsenden digitalen Landschaft steigt (Lazer, Pentland, Adamic, Aral, Barabási, 
Brewer, et al., 2009). Der mit technischen Weiterentwicklungen steigende Auf-
wand setzt allerdings entweder interdisziplinäre Kooperationen mit der Informa-
tik oder aber den Einkauf spezialisierter Expertise voraus.
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