In this paper, we discuss the record values arising from the Lindley distribution. We compute the means, variances and covariances of the record values. These values are used to compute the best linear unbiased estimators (BLUEs) and the best linear invariant estimators (BLIEs) of the location and scale parameters. By using the BLUEs and BLIEs, we construct confidence intervals for the location and scale parameters through Monte Carlo simulations. Prediction for the future records is also discussed.
INTRODUCTION
Let X 1 , X 2 , ⋯ be a sequence of independent and identically distributed (IID) random variables with cumulative distribution function (cdf) F (x) and probability density function (pdf) f (x). An observation X j is an upper record value of this sequence if it exceeds in value all preceding observations, i.e., if X j > X i , ∀i < j. Lower records are analogously defined. Generally, if {U (n) , n ≥ 1} is defined by
then the sequence { X U(n) , n ≥ 1 } provides a sequence of upper record statistics. The sequence {U (n) , n ≥ 1} represents the upper record times. From the above definition, the sequence of record statistics can be viewed as order statistics from a sample whose size is determined by the values and the order of occurrence of the observations. Note that from a sequence of n IID continuous random variables, only about log(n) records are expected, see Houchens [1] .
Chandler [2] defined the model of record statistics as a model for successive extremes in a sequence of IID random variables. These statistics are of interest and important in many real life applications involving data relating to weather, economics, sport and life testing studies. For more details and applications regarding record values, see Ahsanullah [3] , Arnold et al. [4] and Nevzorov [5] .
Recently, the Lindley distribution has received a considerable attention in the statistical literature. It was first proposed by Lindley [6] in the context of Bayesian inference. The pdf of the Lindley distribution is given by
MOMENTS OF THE UPPER RECORD VALUES
Let X U (1) , X U(2) ⋯ , X U(n) be the first n upper record values from the Lindley distribution. Then the pdf of X U(n) is given by [4] f n (x) = 1
where f (⋅) and F (⋅) are given by Eqs. (2) and (3), respectively. The joint pdf of X U(m) and X U(n) is given by
Then, the rth single moment of X U(n) denoted by 
where the last equality is calculated by considering the Eq. (4.358.1) in Gradshteyn and Ryzhik [28] . Here Γ (⋅, ⋅) denotes the incomplete gamma function given by
Let us now consider the double moments of the upper record values X U(m) and X U(n) , m < n. The double (r, s)th moment of X U(n) and X U(n) is given by
For the Lindley distribution, we obtain
In general, the double moment in Eq. (4) simplified closed form (see Appendix A).
Through numerical integration, we can determine the means, n , variances
n − 2 n (n = 1, 2, ...), and covariances m,n = m,n − m n (m < n); of record statistics, respectively. Table 1 presents the values of n for n = 1 (1) 6 for different values of the shape parameter . Table 2 provides the variances and covariances of record statistics for m = 1 (1) 6; n = m + 1 (1) 6 and = 0.5 (0.5) 4.5. The values of means, variances and covariances for n ≥ 7 are computed but not presented here. All the computations were done by using Maple 16. It may be observed from Table 1 , that the mean decreases when increases, also it increases when n increases. From Table 2 , the variance and covariance decrease when increases. Also, the variances increase when n increases. Table 2 Variances and covariances of record statistics. 
LINEAR ESTIMATORS
be the first n upper record values from the three parameter Lindley distribution with pdf
and let X U(i) = Y U(i) − , i =, 1, 2, ⋯ , n be the corresponding upper record values from the standard Lindley distribution with pdf given in Eq. (2) . Following the generalized least-squares approach, the BLUEs of and can be derived as [29] 
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, and 1′ = (1, 1, ⋯ , 1) 1×n .
Furthermore, the variances of these BLUEs are given by
and
Based on the BLUEs of the location and scale parameters, the CIs for and can be constructed through the pivotal quantities given by
Constructing such CIs requires then percentage the points of R 1 and R 2 which can be computed by using the BLUEŝB LU and̂B LU via Monte Carlo method. In Table 6 , we have determined the percentage points of R 1 and R 2 based on 10 000 runs and different values of n and . Based on these simulated percentage points, we can determine a 100 (1 − ) % CI for through the pivotal quantity R 1 as follows
where R 1 ( ) is the left percentage point of R 1 at , i.e., P(R 1 < R 1 ( )) = .
Similarly, a 100 (1 − ) % CI for can be constructed through the pivotal quantity R 2 as follows
Now, let us consider the BLIEs of and . Based on the results of Mann [30] , the BLIEs for and are (see also [4] , p. 143) Table 3 Coefficients for the BLUEs of . The coefficients a i 's, b i 's, 1 ≤ i ≤ n and the values of V 1 , V 2 and V 3 are computed and presented in Tables 3 5, respectively. From Table 5 , we note that the variances of the BLUEs decrease as n increases.
− Table 4 Coefficients for the BLUEs of . Table 5 Variances and covariances of the BLUEs of and in terms of 2 and V 4 . Note: For each n (n = 2, ⋯ , 5), the first, second, third and the fourth lines represent
Cov (BLU ,̂B LU ) and V 4 , respectively.
where
Var (B LU ) and
Furthermore the variances of these BLIEs are given by (see Arnold et al. [4] , p. 143)
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. Table 7 presents the percentage points of R 3 and R 4 based on 10 000 runs and different choices of n and . With the BLIEs and the use of Table 7 , we can determine a 100 (1 − ) % CI for through the pivotal quantity R 3 as
Pdf_Folio:106 Similarly, we can determine a 100 (1 − ) % CI for , through the pivotal quantity R 4 as
Now, let us compare the BLUEs and BLIEs using the relative efficiency criterion (REC). Since the mean squared errors (MSEs) of BLUEs are equal to their corresponding variances, we have
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On the other hand, the MSEs of BLIEs of and can be obtained as
Therefore, we can readily obtain the RECs of the BLIEs of and with respect to their corresponding BLUEs as follows
Therefore, both of the BLIEs of and perform better than the corresponding BLUEs in terms of MSEs. 
LINEAR PREDICTORS
Moreover, the mean squared prediction error (MSPE) ofŶ BLUP is given by (Burkschat [31] )
Let us now consider the best linear invariant predictor (BLIP) of the next upper record value. From the results of Mann [30] , the BLIP of Y can be obtained based on the BLUP of Y as follows (see also [4] , p. 153)
whereŶ BLUP is the BLUP of Y U(n+1) and
In Table 5 , we reported the values of V 4 for different values of n and .
The MSPE ofŶ BLIP is given by (Burkschat [31] )
Now we compare the BLUP and BLIP of Y using the REC. The REC ofŶ BLIP relative toŶ BLUP is
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( ( Table 8 The REC ofŶ BLIP with respect toŶ BLUP . In Table 8 , we presented the REC ofŶ BLIP relative toŶ BLUP for different choices of n and . From Table 8 , we observe that the BLIP works better than BLUP in terms of MSPE.
Suppose we are now interested in PIs for Y U(n+1) . The PIs can be constructed using the pivotal quantities [24] 
Constructing such PIs requires the percentage points of T 1 and T 2 . In Table 9 , we presented the simulated percentage points of T 1 and T 2 using Monte Carlo method based on 10 000 runs and different choices of n and . Using the pivotal quantity T 1 , a 100
Similarly, using the pivotal quantity T 2 , a 100 (1 − ) % PI for Y is given by 
ILLUSTRATIVE EXAMPLES
In this section, we present two numerical examples for illustrative purposes.
Example 1 (Real Data)
Here, we consider the total annual rainfall (in inches) A simple plot of these five upper record values against the expected values in Table 1 for = 1 indicates a very strong correlation (correlation coefficient as high as 0.972). Hence, the assumption that these record values come from a Lindley distribution with = 1 is quite reasonable.
Based on these data and Tables 3 and 4 , we find the BLUEs of and . Table 5 ) are computed to be:
The BLIEs of the location and scale parameters are given bŷB From Eqs. (6) and (8) and use of Tables 6 and 7 , the 95% CIs for based on R 1 and R 3 are (−6.3534, 2.3926) and (−7.5330, 2.6300), respectively. Also from Eqs. (7) and (9), the 95% CIs for based on R 2 and R 4 are (0.5633, 3.8827) and (0.6786, 4.6015), respectively.
Suppose that we want to find the BLUP of the next record Y U(6) (n + 1 = 6) based on the first n = 5 observed records. From Table 1 we have n+1 = 6 = 7.520 when = 1. From Table 2 for = 1, we have 5×5 is the variance-covariance matrix of the first five standard records which can obtained from Table 2 . The BLUP of Y U (6) isŶ BLUP =9.6840. Also the BLIP of Y U (6) isŶ BLIP = 9.4368. In addition, using Eqs. (10) and (11) and use of Table 9 , the 95% PIs for the next upper record Y U (6) based on the pivotal quantity T 1 and T 2 are computed as
Example 2 (Simulated Data)
For given values of = 1.5, = 0 and = 1, we generated n = 5 upper record values from the Lindley distribution as follows: The 95% CIs for based on R 1 and R 3 are (−4.8243,1.0841) and (−4.8614,1.847), respectively. Also, the 95% CIs for based on R 2 and R 4 are (0.5179,3.6608) and (0.6272,4.4363), respectively.
Let us now consider the BLUP and BLIP of the next record, Y U (6) . The BLUP and BLIP areŶ BLUP = 5.4264 andŶ BLIP = 5.2712, respectively. Moreover, the 95% PIs for the next upper record Y U (6) based on the pivotal quantities T 1 and T 2 are computed as (6))) = (4.6226, 9.2820) , respectively.
SIMULATION
In this section, we carry out an intensive Monte Carlo simulation to compare different CIs presented in Section 3. In this simulation, we have randomly generated 10 000 upper record sample Y U (1) , Y U(2) ⋯ , Y U(n) from the standard Lindley distribution with different choices of n and . We then computed the 95% CIs for the location parameter based on the pivotal quantities R 1 and R 3 . We also computed the 95% CIs for the scale parameter based on the pivotal quantities R 2 and R 4 . Table 10 presents the average confidence lengths and the corresponding coverage probabilities over 10 000 replications.
From Table 10 , it is observed that the average lengths of CIs for and using BLUEs (the pivotal quantities R 1 and R 2 ) are smaller than the corresponding average lengths obtained using BLIEs (the pivotal quantities R 3 and R 4 ). Also, the coverage probabilities of all CIs are quite close to the nominal level 95%. Also, all the CIs lengths decrease as n increases.
We also computed the 95% PIs for Y = Y U(n+1) based on the upper record sample Y U (1) , Y U(2) ⋯ , Y U(n) , by using the pivotal quantities T 1 and T 2 . For various choices of n and , Table 11 presents the means and coverage probabilities of the lengths of the PIs. From Table 11 , we note that the average lengths of the PIs using BLUP (the pivotal quantity T 1 ) are smaller than the corresponding lengths obtained using BLIP (the pivotal quantity T 2 ). Also, the lengths of PIs decrease as n increases. 
