We study the effect of coherency saturation in spatially or temporally periodical structures with randomization, applicable to a very broad class of systems. We derive a simple analytical formula in the case of uncorrelated deviations of periods with Gaussian probability distribution. Using Monte Carlo simulations, we also demonstrate that many other distributions show statistical properties that closely coincide with the Gaussian, although some of them are drastically different from it. We observed that the characteristic number of elements necessary for the saturation of the coherency (the ''coherency range'') depends only on the normalized standard deviation of the size of the elements and not on their probability distribution function. A greatly simplified heuristic formula found by us also fits all of these results with very reasonable precision. In the specific case of x ray transition radiation of low-to-medium relativistic electron beams in multilayer solid-state nanostructures, we show that a structure of a few hundred layers can generate resonantly enhanced radiation in the hard x ray domain with almost unhampered coherency gain.
INTRODUCTION
An ancient legend states that when the Syracuse was under naval siege, Archimedes assembled Syracusean soldiers at the beach and instructed them to direct the sunlight reflected from their polished shields into the sails of enemy ships. The sails caught fire, and the siege was defeated. As a predecessor of laser SDI (Strategic Defense Initiative), this legend makes a nice example of the science being good for homeland security, but the focusing efficiency (or the spatial coherency of the reflected light) of such an almost-random optical structure is far from optimal. Many manmade or naturally occurring structures have much better design, but the problem of the coherency of (somewhat) randomized quasi-periodic structures remains essential for their performance as antennas, radiators, mirrors, etc. This problem permeates many areas of physics and technology: antennas and radar arrays in radio, mw, [1] [2] [3] optical domains (in particular, diffraction gratings [4] [5] [6] ), and acoustics [7] [8] [9] ; multilayer interference filters and mirrors, including Bragg reflectors for fiber optics 10 and x ray laser mirrors [11] [12] [13] ); mw ondulator and optical free-electron lasers [14] [15] [16] ; multilayer structures for x ray transition radiation of relativistic electrons [17] [18] [19] [20] ; Alfven waves 21 ; atomic optics 22 ; and photonic crystals, [23] [24] [25] etc. A temporal analogy of these spatially periodic systems is the generation of a train of short pulses by frequency-equidistant multimodes in a modelocked laser, 26 whereby the intensity and duration of pulses is determined by the coherence or the spacing of the participating modes. The most recent example of this kind of process is the generation of subfemtosecond pulses based on the equidistant comb of either higherorder harmonics 27, 28 or multicascade stimulated Raman scattering. [29] [30] [31] A major example of naturally occurring spatially periodic systems is solid-state crystal, whose spatial periodicity is at the core of quantum solid-state theory and classical Bragg reflection; the spatial coherency of many effects in the crystal is determined by its statistical properties. [32] [33] [34] Perhaps the best way to quantify the coherence of the multielement structure is to look at the intensity of the signal from these systems in the far-field area. If the total number of elements is M, and they are ideally equidistant, the ideal coherency gain G of the intensity of the radiation in the maximum of the main lobe (e.g., first maximum in the diffraction grating), compared to that from a single element, is
This is the situation common to many wave-oscillation problems, whereby owing to the fully constructive interference for the right conditions (e.g., the angle of radiation for a fixed frequency, or vice versa) in the far-field area, the amplitude E ff of the radiation is the sum of all of the individual amplitudes, i.e., it is proportional to M, and therefore the total intensity is proportional to M 2 . In the opposite case of randomly positioned elements, the expected gain is simply
since now only the intensities add up; it is called here the ''Archimedes' limit.'' In this paper, we study the randomization-induced inhibition of coherency of multielement arrays from a very generic point of view and develop a very simple theory of the phenomenon, which is universally characterized by what we call here coherency saturation, whereby the coherent enhancement G(M)/M reaches its upper limit as the number of elements M increases beyond some characteristic scale of randomization, or ''coherency range'' N coh .
In Section 3, using the generic statistical model outlined in Section 2, we obtain the exact analytical formula distribution for the normal (Gaussian) statistical distribution of the spacing between the elements. It is then explored in Section 4 in detail for the case of ''exact resonance,'' including simplified approximations and an even simpler heuristic formula. These analytical results for the normal (Gaussian) distribution are then thoroughly compared in Section 5 with six other realistic models of statistical distribution by use of numerical Monte Carlo simulations for those models. These models include such widely varying distributions as rectangular, smooth-withhard-edges, and four different smooth distributions. As one can expect these models showed the results to be approaching that of the analytically solvable Gaussian distribution for N coh ӷ 1, due to the central limiting theorem of the probability theory; however, amazingly enough, all of them stayed very close to the Gaussian model results down to the coherency range as low as N coh ϳ 2. Using the general analytical results of Sections 2 and 3, we also consider in Section 6 the transformation of angular diagrams (which correspond to a nonresonant case) owing to coherency saturation and show that they rapidly degenerate from the familiar cos 2 (M)/() 2 shape into a regular Lorentzian profile with its width determined by N coh Ϫ1 if M ӷ N coh . Finally, we consider, as an example, the tolerance requirements for the thickness of layers in the multilayered solid-state structure for the x-ray transition radiation in Section 7.
STATISTICAL MODEL
We assume that the spacings l n between any adjacent elements randomly deviate (with no correlation between them) from some design optical length l 0 , and the standard deviation l Ͻ l 0 is the same for all of them. We will consider here the most important case of the so-called first maximum (or first resonance), whereby the phase difference between the radiation attributed to two adjacent elements is near 2:
where is the wavelength of radiation, Ӷ 1 is a fixed, nonrandom detuning from the exact resonance, x is a random variable with the symmetric probability distribution P(x) ϭ P(Ϫx), and
where 0 is a normalized standard deviation and S is a system-specific parameter. (For example, for the diffraction grating one has S ϭ sin( ), where is the angle between the direction of observation and the direction normal to the grating plane. Note that the spacing l can be much larger than ; e.g., for S Ϸ Ӷ 1. For S in the case of the transition radiation, see Eq. (37) below. Counting the phase from the very first element (so that 1 ϭ 0), we have the amplitude of the signal coming in far-field area from the nth element (relative to the amplitude from a single, e.g., the first element) as
with X n ϭ ͚ jϭ1 n x n , where 2X n is an accumulated phase at the nth element. The total (relative) amplitude of the radiation, F M , is then
and the respective (relative) intensity, averaged over a statistical ensemble, is what we are looking for, the coherency gain:
where angular brackets designate the averaging over the ensemble. We can now transform Eq. (7):
Since the probability distribution is symmetrical, we have ͗sin͓2(X n Ϫ X k )͔͘ ϭ 0 and
where the term ͗cos͓2͉X n Ϫ X k ͉͔͘ can be readily evaluated. The amount X n Ϫ X k ϭ ͚ jϭk n x j ϵ Y nk is the sum of many uncorrelated random variables x j , each one having the same probability distribution.
NORMAL (GAUSSIAN) DISTRIBUTION OF INTERVALS
Let us consider first the case of a normal (Gaussian) distribution of spacings between any adjacent elements, whereby the probability density function of these spacings is as follows:
and, as stressed in Section 2, their deviations are uncorrelated with each other. Owing to Eq. (4), ͗Y nk ͘ ϭ 0, and the probability distribution for y ϭ Y nk is also Gaussian:
where
so that
( 1 1 ) Note that owing to the central limit theorem, for sufficiently large ͉n Ϫ k͉ (for most realistic models, a very low ͉n Ϫ k͉ does the job), the amount Y nk is also expected to be distributed normally regardless of the model of the probability distribution (for more details, see below), if again the deviations of the adjacent spacings are uncorrelated. The latter assumption is to a great extent a worstcase scenario, albeit realized in many situations of interest. In the case of a correlation between neighboring spacing deviations, the theory should be further advanced by considering the correlation function between those deviations via the joint probability density function, which is beyond the scope of this paper.
COHERENCY SATURATION AT THE EXACT RESONANCE (Ä0)
Defining the randomization parameter r and the inverse to it, the coherency range N coh as
substituting the result [Eq. (11)] into Eq. (9), and looking first into the case of exact resonance ϭ 0 we arrive at the relationship
A quick check verifies the expected properties of
, and in the full randomization limit, r → ϱ, we have G M → M, as expected; also, in the full coherency limit, r → 0, we have
The behavior of E ϵ G M /M as function of M for various standard deviations 0 is depicted in Fig. 1 .
Typically, there is at least some coherence, i.e., r Ӷ 1, or N coh ӷ 1, and the exact solution [Eq. (13) ] can then be reduced to a simpler formula:
Note also that under the condition N coh ӷ 1 one can assume Gaussian statistics for the sum Y nk regardless of the probability distribution for individual spacing x n (see also below), so Eq. (14) is then true for a large class of probability distributions. The result [Eq. (14)] can also be obtained from Eq. (13) if we replace the summation by the integration. It is worth noting that, contrary to common intuitive expectation, N coh ϰ 0 Ϫ1 , we have N coh ϰ 0 Ϫ2 , which promises a very robust coherency of these periodic structures in most realistic situations. For example, assuming the tolerance of 0 ϳ 1%, which is well within the state-of-the-art technological capabilities in many domains, including x-ray domain, one can put together M ϳ 1000 elements and still retain ϳ50% of the ideal gain, G coh ϭ 10 6 . From now on, it would be convenient and instructive to use the notion of the coherency enhancement, E ϭ G M /M of the full gain G M over the fully incoherent, random structure gain M. Thus in the case of full coherence E ϭ M, and in that of fully random system, E ϭ 1. Using Eq. (14) , one gets the formulas for small perturbation in the strong-coherence limit
Fig. 1. Coherency enhancement E ϭ G M /M versus the number M of elements in the structure for various models of probability distributions, and various standard deviations, 0 . The upper straight line E ϭ M is due to the fully coherent structure ( 0 ϭ 0), whereas E ϭ 1 is due to the fully randomized ( 0 ϭ ϱ) structure. The rest of the lines correspond to 0 ϭ 1%, 7%, 15%, and 23% from top to bottom, respectively. Each group of curves corresponding to each specific 0 consists of a solid curve due to the exact analytical result [Eq. (13)] for a Gaussian statistical distribution of the spacings and four others due to the models [Eqs. (20)- (23)] and was obtained by Monte Carlo simulations. The dotted curve in the group that corresponds to 0 ϭ 7% is due to heuristic model, Eq. (18).
and in the opposite limit of weak coherence;
which indicates that even when the full coherence is lost because of too many elements M, we still have E Ϸ N coh ӷ 1 enhancement over the case of fully random structure. This result could be readily understood from these qualitative considerations. Let us assume that there is a ''coherent block'' of elements, which has N coh elements in it, with all of them being ideally equally spaced, so that the gain of that fully coherent block is G bl ϭ N coh 2 , and there are N bl ϭ M/N coh of these blocks. Suppose now that these blocks are fully incoherent with each other, so the total gain of the system of these blocks is
which explains Eq. (16) qualitatively and gives a simple picture of the transition from fully randomized to fully coherent situations. Equation (14) shows that when ϭ 1 or M ϭ N coh , the system exhibits only ϳ50% loss of coherency compared with the ideal case [Eq. (1)], thus still providing for the orders-of-magnitude enhancement over the fully randomized case [Eq. (2)]. Amazingly, both Eq. (13) and Eq. (14) can be approximated within less than 5% by a much simpler heuristic formula, which is intuitively transparent and could be useful for practical applications in the entire range of parameters M and N coh :
The behavior E H (M) for 0 ϭ 7% (and thus N coh ϳ 20) is depicted as curve H in Fig. 1 ; one can clearly see that it deviates very little from the analytical result for Gaussian distribution.
NON-GAUSSIAN STATISTICS AND MONTE-CARLO SIMULATIONS
While analytical results Eq. (13) or Eq. (14) are true, strictly speaking, for the normal (i.e., Gaussian) distribution, they are expected to be true also for any other distribution provided the number ͉n Ϫ k͉ in Eq. (9) is sufficiently large. Indeed, owing to the central limit theorem, the amount X n Ϫ X k ϭ ͚ jϭk n x j ϵ Y nk , which is the sum of many uncorrelated random variables x j having the identical probability distribution, is asymptotically normal, i.e., it has a normal distribution for sufficiently large ͉n Ϫ k͉ regardless of the distribution of the variables x j . This condition is automatically satisfied in the case N coh ϭ ( 0 ) Ϫ2 ӷ 1 or ( 0 ) 2 Ӷ 1, which is the case for most situations of practical interest. The question then is whether non-Gaussian distributions, which are most likely to happen, would produce significantly different (from Gaussian) results in the case of large standard deviations, 0 ϳ Ϫ1 or even 0 Ͼ Ϫ1 . For that purpose, to make sure that our analytic formulas for normal distribution have great precision for any realistic model of the probability distribution of the phase/length of each element in the structure, we run Monte Carlo simulations for a few significantly different non-Gaussian distributions. Note again that, for all the models considered in this section, we made no assumptions as to the behavior of ͗x n 2 ͘, G M , P nk ( y), and ͗cos(2Y nk )͘, and thus no formulas are that applicable, strictly speaking, to the normal distribution [e.g., the second part of Eq. (4) and Eqs. (9)- (11)] were used. Naturally, no analytical results obtained in Sections 2-4 and related to the Gaussian distribution were used here. In each of the simulations we directly evaluated the sum [Eq. (7)] with ϭ 0 for any given M and then averaged this summation over the ensemble, using 10 4 or more runs with a random seed for each one of them. Within each of these simulations the phase x n of each element in the summation was random.
For our tests we have chosen four substantially different probability distributions P(x) for the phase x n , with ͗x͘ ϭ 0 and ͗x 2 ͘ ϭ 0 2 . For the Monte Carlo technique to work, the distribution P(x) Ͼ 0 should have spatial boundaries
. The nonzero parts of the distributions used by us are (i) rectangular, discontinued distribution:
(ii) quasi-bell-shaped continued distribution with discontinued derivative at the edges:
and two ''smooth'' bell-shaped distributions to closely emulate Gaussian distribution within finite interval ͉x͉ р ␦:
(iv) and ''polynomial'' distribution:
All of these probability distributions are depicted in Fig.  2 , where the dimensionless distributions, P(x) 0 , are shown versus the normalized random deviation x/ 0 . Both distributions (iii) and (iv) are smooth functions in the interval ͉x͉ р ␦ [i.e., P(x) and dP/dx are continuous], and zero out, same as their derivatives, at both ends of that interval. Although Eq. (22) (20) and (21)], where 0 р r rnd р1 is a random number generated by computer for each individual element, and
is the integral probability; this quality is greatly instrumental in speeding up Monte Carlo simulations. In all of these simulations, we found consistent agreement with Eq. (14), with a precision better then within 5% (most often much better than that) and with the tolerances as large as 0 ϳ 25% of the individual spacing. Note that the strong deviations of E M for statistical models with non-Gaussian distribution of individual elements from the results for purely Gaussian individual distributions could be expected only near 0 ϳ 1/, where they do not make any difference anyway, since for all the practical purposes, the system is almost fully incoherent, i.e., in that limit E M ϭ 1. In the case r Ӷ 1 (see Eq. (12)), in order for ͉n Ϫ k͉( 0 ) 2 in Eq. (11) to be comparable with 1, one needs ͉n Ϫ k͉ ӷ 1, so the assumption that the sum of x n has a Gaussian distribution, regardless of the individual distributions for the elements, is valid. Figure 1 depicts a few typical runs for various probability distributions, showing the coherency enhancement E ϭ G M /M versus the number of elements M in the structure for various standard deviations 0 . The upper straight curve E ϭ M here corresponds to the fully coherent structure ( 0 ϭ 0), whereas the constant E ϭ 1 corresponds to the fully randomized structure ( 0 ϭ ϱ). The rest of the curves correspond to 0 ϭ 1%, 7%, 15%, and 23% from top to bottom, respectively. Each group of curves corresponding to each specific 0 consists of five curves: a solid line is due to the exact analytical result [Eq. (13) ] for a strictly Gaussian model of statistical distribution of the spacing, and the rest of them are due to the four models [Eqs. (20)- (23)] obtained by Monte Carlo simulations. All of the models produced the results that deviate very little from Eq. (13); the best coincidences occur for the polynomial model [Eq. (23)]. One can clearly see that the results are very close to each other for all the 0 terms we tried. When using the Monte Carlo simulation, after generating the random number r rnd for each element, we found the exact random variable x by analytically solving the equation
and after running the calculations for each structure, made 10 4 statistically independent runs for the ensemble averaging for each point on the curve.
For 0 ϭ 1%, 7%, 15%, and 23% the coherency ranges are N coh ϳ 1000, ϳ20, ϳ4, and ϳ2, respectively. This is a huge coherency span, and our theory held well over all of it. Only at 0 ϭ 23% (N coh Ϸ 2) did the results for various statistical models show some differences. The worst was a rectangular distribution, Eq. (20) , with the maximum deviation from the Gaussian case being ϳ23%; next to the worst was a cosine distribution, Eq. (21), with a maximum deviation of ϳ15%. Then there was a square-cosine distribution, Eq. (22), with a maximum deviation of ϳ11%, and finally, the best was a polynomial distribution, Eq. (23), with a maximum deviation of ϳ8%. However, this case, with N coh Ϸ 2, corresponds to only near-neighbor coherency, i.e., when the coherency is almost lost, so the differences between models at this point is moot. For the lower 0 terms, the results followed the same pattern as far as ''the worst'' and ''the best,'' but the maximum deviations from the Gaussian distribution were much smaller: ϳ11%, ϳ8%, ϳ6%, and ϳ5%, for 0 ϭ 15%, ϳ4%, ϳ3.5%, ϳ3.2%, and ϳ3%, respectively, for 0 ϭ 7%; and ϳ0.3% for all of the models for 0 ϭ 1%. It is worth noting that as the 0 terms become large, 0 2 ӷ 1; the results for all of the statistical models coincide with that of the Gaussian model, albeit the trivial reason for that is that the coherent enhancement in this, Archimedes' limit simply disappears, E ϭ 1 and G ϭ G rand ϭ M.
Finally, we have also considered two analytical models of P(x) that would allow for infinite deviation of the phase 2x n in Eq. (3) within Monte Carlo simulations, in contrast to the limited deviations for x, as in Eq. (19) , and in all four non-Gaussian models [Eqs. (20) - (23)]. The Monte Carlo simulations with them are possible owing to the fact that, similarly to Eqs. (20) , (21) , and (23), these two models allow for the analytical solution for x of the equation Fig. 2 . Various probability distribution models used for calculation in Fig. 1 . The solid curve corresponds to a normal (Gaussian) distribution, Eq. (10), the ''polinom'' corresponds to the model described by Eq. (23), the ''cos A. E. Kaplan 24) for any given random number 0 р r rnd р 1. These models are (v) An inverse square hypebolic sine distribution:
(vi) and a quasi-Gaussian distribution:
where sign(x) ϭ x/͉x͉ if ͉x͉ Ͼ 0, and sign(x) ϭ 0 otherwise, with
The results of the Monte Carlo simulations for both of these models were very consistent with those for the Gaussian distribution and of the same order of magnitude as the ''best'' of the the models [Eqs. (20)- (23)]. The main new feature of the models [Eqs. (25) and (27)] was that while the models (20)- (23) showed a coherency slightly lower than that of the Gaussian distribution, the models [Eqs. (25) and (27)] were slightly higher than that. The major parameter indicating how the coherency due to a certain model will differ from that of the Gaussian distribution is whether the peak probability P(x ϭ 0) ϭ A m / 0 for that model is closer to (and at that higher or lower than) that of the Gaussian distribution, for which A m ϭ 1/ͱ2; this can easily be verified if all the models [Eqs. (20)- (23), (25) , and (27) ] discussed here are checked. Our conclusion is that for all practical purposes, there is no need for concern of the specific probability distribution of the random phase and spacing, etc. of a periodical structure; the results for all of the (even drastically) different distributions of practical interest are very close to those for the Gaussian distribution. The only statistical parameter needed for practical estimates and evaluation of the coherency quality of these structures is the standard deviation 0 which immediately determines a characteristic scale of the coherent size, of coherency range, of the structure, N coh ϭ ( 0 ) Ϫ2 , Eq. (12) . Furthermore, the coherent enhancement for all of these distributions including the Gaussian, are well approximated by astonishingly simple heuristic formula [Eq. (18)].
ANGULAR AND/OR TEMPORAL DISTRIBUTION OF COHERENCY-SATURATED ARRAY
For applications like spectroscopy, radar and antenna technologies, and generation of short pulses, etc, one needs also to know how coherence saturation affects or broadens the spatial lobe (diagram) of radiation. For this, one has to consider a full-blown case with 0 in Eq. (9) . By introducing the notation
using the same line of calculations as in Eq. (13), and replacing the resulting sums by integrals, since we are interested only in the case r Ӷ 1, similarly to Eq. (14) we arrive at the relationship
For d ϭ 0, Eq. (30) reduces to Eq. (14) , as expected; for r ϭ 0, we also have, as expected;
so a half-width d 1/2 of the prime lobe at the level
We expect it to increase once r 0. Figure 3 depicts G M versus the detuning for various standard deviations 0 ϭ 0, 0.5%, 1%, and 1.5% in the case of M ϭ 1000.
In the limiting case of highly saturated coherency, M ӷ N coh , or ӷ 1, the oscillating and some other terms in Eq. (30) become insignificant, and it can be written as
In the limit → ϱ, we have
Using the notion of coherency radius R coh , which in our case can be defined as R coh ϭ N coh l 0 , often used in the theory of randomized nonlayered structures, we can see that if l 0 ϭ /2 ϭ /k, Eq. (34) coincides with the relation 1/2 Ϸ 1/kR coh , well known in the random field and antenna theories. 35 In the entire domain of r and M, a good approximation for the half-width of the prime lobe with r 0, useful for practical estimates, is
COHERENCY SATURATION OF TRANSITION RADIATION IN A SOLID-STATE LAYERED STRUCTURE
Let us consider a specific application of the general result, Eq. (14), to the so-called resonant transition radiation (RTR) emitted when the electrons traverse a spatially periodic stack of layers with alternating dielectric constants. There is a great deal of work on the subject (see, e.g., Refs. 36 and 37) that is based on the use of a stock of metal foils in vacuum or air, and very high energies E e of electron beams (typically a few giga-electron-volts). For the use of relatively low energies E e (from sub-megaelectron-volts to a few mega-electron-volts), which can be obtained on widely available industrial, medical, and university accelerators and greatly increase the efficiency of the RTR emission by use of a huge contrast of refractive indexes near the atomic absorption edges of constituting materials, it was proposed [38] [39] [40] [41] to use multilayer solidstate structures with nanospacing between layers and with the material chosen to have atomic edges in the vicinity of specifically designated energies.
For medical applications of RTR, mega-electron-volt electron beams are required, and the expected radiation is in the hard-x-ray domain (typically, a few tens of kiloelectron-volts), the thickness of each element, or ''period'' (a combination of two layers, one the so-called spacer, and another, the so-called radiator, both of them of the same thickness), can vary from ϳ100 Å to a few hundreds of angstroms. Let us estimate the expected enhancement for the specific example of Mo near its main K-shell transition (atomic absorption edge) at 20 KeV, which corresponds to the wavelength of ϳ 0.62 Å. Using the theory in Ref. 41 , we have the phase difference between the adjacent periods of the multilayer structure:
with ϭ 2 yielding the exact resonant condition. Here is the angle of transition radiation at the wavelength and ␥ ϭ E/mc 2 is the relativistic factor of electrons. It was shown in Ref. 31 that the optimum condition corresponds also to ϭ 1/␥, so that Eq. (36) with ϭ 2 produces a simplified formula for the optimal thickness of one individual period of the structure:
see Eq. (3). For the energy of electron beam ϳ10 MeV or ␥ Ϸ 20, we have l 0 Ϸ ϫ 400 Ϸ 248 Å. Assuming l ϳ 2.48 Å tolerance in the thickness l 0 of each individual period, one has the standard relative deviation 0 ϳ 1% and the coherency range N coh ϳ 10 3 , so with the total number of periods M ϳ 10 2 , one has a gain G only 7% below the fully coherent G ϭ 10 4 ; see Eq. (15) . With M ϳ 10 3 , one has ϳ50% of the fully-coherent G ϭ 10 6 , which is a huge number. With the energy 5 MeV, the period thickness is l 0 ϳ 62 Å, and for l ϭ 1 Å one has 0 ϭ 1.6% and N coh ϳ 400, so for M ϳ 100 one has G ϳ 0.8 ϫ 10 4 , [Eq. (14) ], which is 80% of the fully coherent G ϭ 10 4 and thus is a great enhancement over the fully incoherent G ϭ 10 2 . With M ϭ 400 for the same energy, we have G ϳ 0.8 ϫ 10 5 , which by more than 3 orders of magnitude exceeds G rand ϭ 400. The total standard deviation of the structure with the number of elements M and total thickness L ϭ Ml 0 is In an above example with l 0 ϭ 248 Å, l ϳ 2.48 Å, and M ϭ 100, one has L ϳ 24.8 Å over L ϭ 2.48 m. Note here that the quantity L is not a tolerance requirement; it comes out simply as a statistical consequence of the only tolerance, that for a single element or period, l . Note also that at the energies of the electron beam used here, the frequencies of x-ray radiation, and the presumed number of periods, the total thickness of the structure (ϳ1-2 m) is much smaller than both the photoabsorption length (ϳ12 m for Mb) and the electron scattering length (more than 1 mm), 40, 41 so both of these processes were neglected in our estimates here.
CONCLUSION
In conclusion, we demonstrated that within a very generic statistical model of randomized quasi-periodic radiative/ reflecting/transmitting arrays and structures, their coherency can be described by very simple formulas that show its saturation as the number of radiative/reflecting elements in the structure exceeds a certain coherency range that is inversely proportional to the square of the standard deviation of the spacing from the design length. We found that regardless of the specific model of the statistical distribution of the random phase deviation in the structure, the resulting coherency is described with great precision by normal (Gaussian) distribution with the same standard deviation. In most of the cases of practical interest, the coherency range is sufficiently high to provide for a very robust coherent behavior and allows one to use up to a few hundreds of layers even in a hard x-ray domain without a significant loss of radiation coherency.
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