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ABSTRACT
3D video-fluoroscopy is an accurate but cumbersome technique to estimate nat-
ural or prosthetic human joint kinematics. This dissertation proposes innovative
methodologies to improve the 3D fluoroscopic analysis reliability and usability.
Being based on direct radiographic imaging of the joint, and avoiding soft
tissue artefact that limits the accuracy of skin marker based techniques, the flu-
oroscopic analysis has a potential accuracy of the order of mm/deg or better.
It can provide fundamental informations for clinical and methodological appli-
cations, but, notwithstanding the number of methodological protocols proposed
in the literature, time consuming user interaction is exploited to obtain con-
sistent results. The user-dependency prevented a reliable quantification of the
actual accuracy and precision of the methods, and, consequently, slowed down
the translation to the clinical practice. The objective of the present work was to
speed up this process introducing methodological improvements in the analysis.
In the thesis, the fluoroscopic analysis was characterized in depth, in order to
evaluate its pros and cons, and to provide reliable solutions to overcome its limi-
tations. To this aim, an analytical approach was followed. The major sources of
error were isolated with in-silico preliminary studies as: (a) geometric distortion
and calibration errors, (b) 2D images and 3D models resolutions, (c) incorrect
contour extraction, (d) bone model symmetries, (e) optimization algorithm limi-
tations, (f) user errors. The effect of each criticality was quantified, and verified
with an in-vivo preliminary study on the elbow joint. The dominant source of
error was identified in the limited extent of the convergence domain for the local
optimization algorithms, which forced the user to manually specify the starting
pose for the estimating process. To solve this problem, two different approaches
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were followed: to increase the optimal pose convergence basin, the local approach
used sequential alignments of the 6 degrees of freedom in order of sensitivity, or
a geometrical feature-based estimation of the initial conditions for the optimiza-
tion; the global approach used an unsupervised memetic algorithm to optimally
explore the search domain.
The performances of the technique were evaluated with a series of in-silico
studies and validated in-vitro with a phantom based comparison with a ra-
diostereometric gold-standard. The accuracy of the method is joint-dependent,
and for the intact knee joint, the new unsupervised algorithm guaranteed a max-
imum error lower than 0.5 mm for in-plane translations, 10 mm for out-of-plane
translation, and of 3 deg for rotations in a mono-planar setup; and lower than
0.5 mm for translations and 1 deg for rotations in a bi-planar setups. The bi-
planar setup is best suited when accurate results are needed, such as for method-
ological research studies. The mono-planar analysis may be enough for clinical
application when the analysis time and cost may be an issue.
A further reduction of the user interaction was obtained for prosthetic joints
kinematics. A mixed region-growing and level-set segmentation method was pro-
posed and halved the analysis time, delegating the computational burden to the
machine. In-silico and in-vivo studies demonstrated that the reliability of the new
semiautomatic method was comparable to a user defined manual gold-standard.
The improved fluoroscopic analysis was finally applied to a first in-vivo method-
ological study on the foot kinematics. Preliminary evaluations showed that the
presented methodology represents a feasible gold-standard for the validation of
skin marker based foot kinematics protocols.
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GENERAL INTRODUCTION
T
he reliable quantification of in-vivo physiological human joint kinemat-
ics is fundamental for essential orthopaedic clinical applications such as
(a) the development of quantitative diagnostic tools [1], (b) the evalua-
tion of surgery outcomes [2], or (c) the characterization of innovative prosthesis
designs [3]. Moreover, from a biomechanical and methodological point of view,
(d) the validation of non-invasive skin-marker based techniques [4] and (e) the
soft-tissue artefact modeling [5] cannot be accomplished without a direct mea-
surement of the bones or prosthesis components motion.
The discovery of X-ray production and detection technology, made by W.C.
Roentgen in 1895 [6], opened the door to the development of innovative investiga-
tion techniques capable of visualizing the internal structures of the human body.
The development of the X-ray image intensifier and of the television camera in
the 1950s allowed the light produced by a fluorescent screen sensitive to the X-ray
to be amplified, recorded and monitored. Being based on low X-ray dose, the
new technique, known as fluoroscopy, was capable of the real time visualization
not only of the internal body structures, but also of their motion. Fluoroscopy
is currently applied in various clinical fields such as (a) in orthopaedic surgery,
to guide fracture reduction and the placement of metalwork [7]; (b) in the an-
giography of leg, heart and cerebral vessels [8]; or (c) during the implantation of
cardiac rhythm management devices [9].
The qualitative visualization provided by fluoroscopy, however, is not enough
for the quantification of the motion. The step from a 2D qualitative imaging
analysis to a 3D quantitative methodology needs a great interdisciplinary work
which encompasses together knowledges proper of biomechanical, computer vi-
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sion, mathematical and medical sciences. The first achievements arrived with
the landmark-based radiostereometric analysis [10], and model-based methods
have been proposed since the middle of the 1990s: the knowledge of the 3D
shape of a non symmetric object and of one or two radiographic projections were
claimed to be enough to estimate the position and the orientation of the object
in the space, and thus to reconstruct the object kinematics [11]. In the following
years different versions of the technique were developed and generically called
3D video-fluoroscopy (3DF) [12]. A part from differences in the implementa-
tion of the alignment algorithm, The fluoroscopic methods are mainly divided
into two categories: the mono-planar methods [12, 13], which investigate a big
volume with a low X-ray dose, and the bi-planar methods [14], more accurate
but invasive and expensive. Both mono-planar and bi-planar methods were ini-
tially applied to quantify the total knee replacement kinematics [15], but recent
innovations led also to the study of intact joints [16].
The advantages of 3DF are manifold. The direct analysis of bones and pros-
thesis motion avoids the soft tissue artefact which limits the reliability of skin-
marker based methods [4]. 3DF can theoretically achieve a millimeter/degree
accuracy level [17] in joint motion analysis and modern fluoroscopes can work
at a frame rate of 10 − 50 fps. The dynamic performances are then sufficient
to analyze the motion during activities of daily living, and simple joint-specific
tasks that can be performed inside the fluoroscopic volume. The performance
of 3DF were frequently exploited for research purposes, but several limitations
prevented its use in the common clinical practice.
The alignment algorithms, in fact, is based on a cost function optimization.
The optimization is negatively affected by local optima that are caused by the
morphological symmetries of the investigated model, by cluttering of the con-
tralateral limb, or by image blurring, which often interfere with the correct pose
estimation [18]. Being prone to errors caused by the detection of false poses, a
long time consuming user interaction is required to align the 3D model of the
segment to the relevant fluoroscopic projections and to get as close as possible to
the real pose. The manual alignment is followed by a 2D-3D registration algo-
rithm aimed at the refinement of the results, but the outcome of the procedure
remains strongly operator dependent [19].
Besides the technical limitations, it must be pointed out that the fluoroscopic
examination implies an ionizing radiation dose for the patient [20]. Its inva-
siveness was reduced with the recent researches, but the dose may exceed the
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normative limits when a bi-planar setup is used in combination with computer
tomography (to get the 3D model of the joint). The risks correlated to any clinical
investigation, must be justified by the outcome of the procedure. Physicians may
be reluctant to adopt these radiologic methods even if 3DF can provide exclusive
indications about the physiological and pathological behavior of the joints.
All together, the long user interaction, the computational burden, and the
invasiveness, slowed down the translation of 3DF from the research to the clinic.
The goal of the current Ph.D. project is then to introduce method-
ological improvements in the 3D fluoroscopic analysis to make it more
robust and reliable. To this aim, an analytical identification of the
various sources of error was carried out, investigating solutions to im-
prove the reliability of the results and to automate and speed up the
data analysis.
The achievement of these objectives will lead to a more mature and user
friendly technique, in which the user interaction is reduced and the cumbersome
data analysis is delegated to the machine. A reliable mono-planar method will
also halve the radiation dose for the patient fostering the use of the technique
in the clinical practice. Moreover, finding out the limits and the possibilities of
3DF is a fundamental step necessary to define appropriate joint and pathology
specific acquisition and elaboration protocols.
The Ph.D. activities were structured as follow: after an analysis of the state
of the art for the quantification of human joint kinematics, preliminary analyses
were carried out in order to find out the major limitations of 3DF; solutions were
proposed to improve the analysis in term of accuracy and robustness and in-
silico and in-vitro validation were carried out to quantify their performance; the
technique was then applied as a gold-standard for a preliminary methodological
validation study of stereophotogrammetric protocols for the quantification of foot
kinematics. Finally, as a further automation improvement, a semi-automated
prosthesis segmentation protocol was proposed and evaluated.
Thesis outline
Chapter 1 resumes the basic information of the state of the art about the methods
for quantification of in-vivo joint kinematics, clarifying their pros and cons. Two
radiographic methods are discussed: Roentgen Stereo-photogrammetric Analysis
(RSA), which excels in accuracy, and 3D video-fluoroscopy which emerges as an
Ph.D. Thesis
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optimal compromise between accuracy and invasiveness. The technical issues
correlated to the use of the techniques and details about the implementation of
the 3D alignment algorithm are presented.
Three preliminary works are discussed in Chapter 2, and were meant to iden-
tify the points of strength and the potentially improvable limitations of the 3D
fluoroscopic analysis. Two of these were in-silico evaluations carried out to in-
vestigate whether the image distortion correction and the calibration procedures
were effective, and to evaluate the performances of the mono-planar analysis as
compared to the bi-planar. The third study aimed at the evaluation of 3DF
when dealing with in-vivo datasets. It was found out that the errors related to
the bone morphology and symmetries cannot be avoided because intrinsic to the
analyzed segment, but it must be quantified to characterize the joint-dependent
performances of 3DF. It is possible, on the other hand, to improve quality and
robustness of the optimization algorithm which is used to estimate the pose.
The 3DF versions proposed in the literature before the current Ph.D. activity
used a local optimization algorithm. In Chapter 3, a sensitivity analysis was
carried out to describe the convergence properties of the algorithm, and two
solutions were proposed to enlarge the global optimum basin of attraction: the
first consisted in the sequential alignment of the degrees of freedom in order of
sensitivity, and the second consisted in estimating the pose optimization initial
guess using simple geometrical features extracted from the fluoroscopic images.
A further improvement of the pose estimation algorithm robustness was intro-
duced in Chapter 4. A hybrid memetic algorithm was designed merging together
the improved local search developed in Chapter 3 and a global genetic algorithm.
An in-silico evaluation was carried out in order to evaluate accuracy and precision
of the new robust method, and it was demonstrated that the memetic algorithm
can provide excellent results even without the supervision of the user.
The new algorithm was finally evaluated with the phantom based validation
study described in Chapter 5. Due to the absence of non-invasive gold-standards,
the in-vivo validation of 3DF is not feasible. On the other hand, the accurate
marker based RSA could be used as an in-vitro gold-standard for the quantifi-
cation of the kinematic of a knee phantom joint. Differently from the analysis
of Chapter 2, the performance of the mono-planar and bi-planar 3DF were com-
pared considering a real setup and thus including all the sources of error of the
analysis. The study was carried out in collaboration with the Laboratory of Move-
ment Analysis and Measurement (LMAM) of the Ecole Polytechnique Fe´de´rale
Luca Tersi
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de Lausanne, Switzerland (EPFL, Lausanne, Switzerland) and the acquisitions
were made at the Centre Hospitalier Universitaire Vaudois (CHUV).
A further improvement towards the automation of 3DF was illustrated in
Chapter 6. Many fluoroscopic methods rely on the contours extraction of the
segment of interest in the fluoroscopic images. The procedure is typically car-
ried out with a time consuming manual elaboration. If little can be done for
the segmentation of intact joint bones, on the other hand the segmentation pro-
cess can be automated for prosthesis analysis. In fact, even if 3DF was widely
applied to prosthesis kinematics, it is still necessary to characterize the in-vivo
behavior of new prosthesis design. A new semi-automated method for prosthesis
segmentation in 3DF was proposed. The method was developed and validated in
collaboration with the DEIS Bioimaging group of the University of Bologna.
Once validated, the improved method was finally applied to the in-vivo foot
and ankle kinematics as described in Chapter 7. The great clinical interest of
this joint is demonstrated by the number of stereophotogrammetric protocols
recently proposed, which, like any marker-based protocol, are prone to accu-
racy limitations due to soft tissue artefact and to the deformability of the foot
throughout the gait cycle. 3DF can accurately quantify the foot kinematics in
physiological conditions, without limitations to range of motion and skin sliding,
and could serve as a gold-standard for the validation of the stereophotogram-
metric protocols. On the other hand, due to the small size and the symmetries
of the involved bones, the hind-, mid- and fore-foot must be analyzed as com-
pound segments. These segments, however, are intrinsically deformable, and the
quantification of their accurate relative kinematics needs function-related mod-
els. A fluoroscopic gold-standard based on a functional-anatomical model for the
assessment of marker-based foot protocols was proposed. Synchronous stereopho-
togrammetric and fluoroscopic acquisitions of foot kinematics were carried out,
and the model was applied to quantify the gold-standard kinematics to validate
the stereophotogrammetric foot protocol. This preliminary study was carried out
in collaboration with the University of Padua (Italy).
All the analysis were carried out with the newly developed software called
FluoroTrack described in appendix A. The software was designed to be a com-
prehensive framework for the complete 3DF analysis. The software included
toolboxes for (a) 3D visualization, (b) image processing, (c) model and marker
based mono- and bi-planar 2D-3D registration algorithms, (d) anatomical refer-
ence frame definition, (e) structured simulations and data analysis.
Ph.D. Thesis
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ONE
OVERVIEW: 3D FLUOROSCOPY BASICS
1.1 Joint kinematics
Reliable knowledge of in-vivo joint kinematics, in physiological conditions, is
fundamental for various clinical applications: (a) the study of prosthesis design
must aim at the replication of intact joint biomechanical function [3, 21], (b) the
development of quantitative diagnostic tools can help the detection of patho-
logical alterations in motion [1], and (c) the outcomes of orthopaedic surgery
must be quantified to find correlation with the recovery of physiological joint
motor activities [2, 22]. Moreover, from a methodological point of view, ac-
curate methods are necessary to validate and to evaluate errors associated with
non-invasive techniques for the quantification of motion (i.e. inertial sensors,
stereo-photogrammetry [5]).
For validation purposes, a gold-standard technique is needed to obtain accu-
rate bone motion data directly avoiding Soft Tissue Artefact (STA). As testified
by validation studies to test the protocols repeatability [23, 24, 25], and accuracy
[26, 27, 28], STA is the major source of error for marker based protocols. STA
leads to errors in joint translations and rotations of some centimeters and several
degrees, respectively [4, 29, 30]. Moreover, segments such as the foot, the fore-
arm, or the hand are composed by intrinsically deformable sub-segments. Skin
marker based protocols treat these segments as rigid, introducing further errors
in the kinematics estimation.
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Cadaver studies can lead to accurate kinematics quantification [27, 31] but
these kind of evaluation can hardly represent the clinically operative in-vivo con-
ditions: furthermore, it is difficult to expand the approach for the evaluation of
new protocols. When bone kinematics reconstructed using markers applied on
the skin and on rigid plates were compared in-vivo with the one obtained from
intra-cortical pins [26], it was not possible to acquire all the measurements simul-
taneously due to the limited dimension of the Field Of View (FOV). Thus, the
results can be considered valid under a strict hypothesis of motor task repeata-
bility, and even a simultaneous acquisition would underestimate STA, because
pins limit skin motion. Moreover, although the use of intra-cortical pins allows
one of the best accuracy, it cannot be adopted for human tests [26, 32, 33] for
obvious ethical reasons, skin movement limitation and possible kinematics alter-
ation. Less recently, using radiologic techniques that do not limit skin motion,
STA was evaluated in-vivo in the foot, but the performed analysis was only 2D
[28].
Radiostereometry or Roentgen Stereo-photogrammetric Analysis (RSA), de-
signed for the quantification of prostheses components fixation [34, 35], was also
used for in-vivo joint kinematics [36], but it is highly invasive as it is based on
traditional X-rays and requires surgical intervention for radiopaque markers im-
plantation. Finally, techniques based on computer axial tomography or magnetic
resonance [37, 38, 39] have a small field of view, and a frame rate not sufficient
for dynamic tests without combining data from a sequence of cyclic repetitions.
The best compromise among low invasiveness, high accuracy of dynamic anal-
yses and flexibility was found by Banks et al. using a mono-planar fluoroscopic
technique [12]. This technique was initially applied to prosthetic joints, exploiting
the prosthetic implant radiopacity, that is highly contrasted even in fluoroscopy.
Limiting X-rays exposure, it is possible to tune a trade-off between spatial and
temporal resolutions of the analysis. This technique, denominated 3D video-
fluoroscopy (3DF), was extended later to intact joint, requiring Computer To-
mography (CT) [40] or Magnetic Resonance Imaging (MRI) [41] scan of the bony
segments for the estimation of bone surface geometry.
In the following sessions, the principal fluoroscopic methodologies for the
quantification of human joint kinematics will be described and compared.
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1.2 3D Fluoroscopy
To overcome the marker-based RSA practical limitations such as the surgical
implantation of tantalum beads on the bone surface, or the use of double high
X-ray dose radiologic projections (see Chapter 5), model based methods were
proposed. The knowledge of 3D geometry of joint segments, and mono- or bi-
planar projection views in fluoroscopic images, were claimed to be sufficient to
reconstruct the absolute and relative 6 Degrees Of Freedom (DOFs) pose of bones
or prostheses in the 3D space.
3D video-fluoroscopy (3DF) is a technique for the evaluation of joint kine-
matics based on the alignment of 3D models of bones or prostheses and series
of 2D radiographic images representing the relevant mono-planar or bi-planar
projections [42]. The joint kinematics is reconstructed estimating, independently
for each video-frame, the 6 DOFs absolute pose (3 translations and 3 rotations)
of each body segment, and then calculating the 6 DOFs of their relative pose.
3DF could provide reliable knowledge about joint kinematics, because it the-
oretically permits to achieve a millimeter/degree accuracy level in joint motion
analysis [12, 43], with relatively high dynamic performances (up to more than 50
fps with modern fluoroscopes). These performances are sufficient to analyze the
motion during activities of daily living, and simple joint-specific tasks that can
be performed inside the fluoroscopic volume (1.1).
In-vivo knee tasks, such as squat, stair climbing, chair raising and sitting or
step up-down, were widely analysed with 3DF in replaced [13, 15, 44, 45] and
intact knee [40]. 3DF was also applied to quantify the in-vivo kinematics of ankle
[46] and hip [47, 48] joints.
For the accuracy level and the possibility to acquire relatively fast dynamics,
3DF was used as a gold-standard in methodological studies for the validation and
the evaluation of error associated with non invasive techniques for the quantifi-
cation of motion. For the first time, acquiring simultaneously fluoroscopic and
stereo-photogrammetric data, Stagni et al. [4] quantified soft tissue artefact at
the thigh and shank without constraint to skin motion, and evaluated the error
propagation to the resulting knee kinematics. Successively, these data allowed
to analyze another source of error in stereo-photogrammetry such as anatomi-
cal landmarks mislocation [49] and to compare the performance of different STA
compensation methods [50].
To estimate the 6 DOFs of a bone segment in a frame acquired by video-
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fluoroscopy, a 3D model of the bone is virtually moved until it is best aligned
to the relevant 2D image. This automatic procedure is typically carried out by
means of an iterative optimization algorithms. Different metrics have been used
to quantify a cost or a fitness function for the optimization such as: (a) the
euclidean distance between the contour of the virtual projection of the model
and the contour extracted from the fluoroscopic image [12, 51], (b) the root
mean square distance between the projection lines and the model surface [3],
(c) similarity measures between the fluoroscopic image and digitally reconstructed
radiographies [52, 53, 54, 55, 56].
Promising accuracy levels have been reported for the intact knee joint: 0.23mm
for translation, 1.2 deg for rotation with bi-planar fluoroscopy [55]; and 0.42 mm
for in-plane and 5.6 mm for out-of-plane translations, 1.3 deg for rotation for
mono-planar fluoroscopy [17]. However, these accuracies cannot a-priori be con-
sidered valid and generalized for the other joints due to differences in the bone
morphology and anatomy.
1.2.1 Technical and methodological issues
The performance of 3DF were frequently exploited for research purposes, but
several limitations prevented its use in the common clinical practice.
The performance of 3DF, in fact, is affected by the geometry of the bone seg-
ments analyzed, and its accuracy could vary considerably because local minima,
caused by symmetries of the models surfaces, or by occlusions, could severely in-
terfere with a correct estimation of the pose. The alignment algorithms, in fact,
is based on a cost function optimization. The optimization is negatively affected
by the local optima that characterize the multivariate objective function. The
local optima are caused by several factors:
 the investigated bones and prosthesis are often characterized by morpho-
logical cylindrical and spherical symmetries, and their projections may not
be biunivocally related to their 3D poses;
 when analyzing cyclic tasks such as walking, it is common that the con-
tralateral limb clutters the fluroroscopic projection of the investigated limb;
 the moderate sensitivity of the phosphors to the X-rays imposes lower limits
to the shutter speed of the acquisition system, which in turn often introduce
image blurring (and contours smoothing) when acquiring limbs in motion.
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Cluttering and blurring contribute in perturbing the informations needed to prop-
erly quantify the objective function for the optimization. Moreover, fluoroscopic
images are geometrically distorted. If not properly compensated, the distortion
may introduce errors in the calibration process and may deform the objective
function. Methods for the image distortion correction are discussed in the next
section.
Being prone to errors caused by the detection of false poses, a long time
consuming user interaction is required to align the 3D model of the segment to
the relevant fluoroscopic projections and to get as close as possible to the real
pose. The 2D-3D registration algorithm become then a mere refinement of the
results, but the outcome of the procedure remains strongly operator dependent.
To significantly improve the quality and the robustness of 3DF, it is then
necessary to understand how the various sources of errors on affects the alignment
algorithms and the final accuracy of the pose estimations. For this purpose, an
analytic approach was adopted in order to find appropriate solutions to each
single defect of the method.
Calibration and distortion correction
X-Ray Image Intensifier (XRII) systems are commonly used for digital planar
image acquisition in radiology. However, even the best XRII system hardware
cannot deliver images free of artefact. Lag, vignetting, veiling glare, geometrical
distortions are introduced. A recent change in the fluoroscopic technology from
XRII to flat panels, improved the quality of the acquired images, reducing the
artefacts and increasing the sensitive to the X-rays, allowing thus the reduction of
the intensity of the emitting radiations [20]. Due to the low cost, XRII is however
still common in the clinics, and the artefacts must be taken in consideration to
develop quantitative fluoroscopic techniques.
Lag Lag is the persistence of luminescence after X-ray stimulation has been
terminated. Lag degrades the temporal resolution of the dynamic image. Tra-
ditional XRII tubes have lag times of approximately 1 msec. Therefore, lag in
modern fluoroscopic systems is more likely caused by the closed-circuit television
system than by the XRII.
Vignetting A fall-off in brightness at the periphery of an image is call vi-
gnetting. Vignetting is caused by the unequal collection of light at the center of
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the XRII compared with light at its periphery. As a result, the centre of a XRII
has better resolution, increased brightness, and less distortion.
Veiling glare Scattering of light and the defocusing of photoelectrons within
the XRII are called veiling glare. Veiling glare degrades object contrast at the
output phosphor of the XRII. As mentioned, the contrast ratio is a good measure
of determining the veiling glare of an XRII. X-ray, electron, and light scatter all
contribute to veiling glare.
Geometric distortion With ordinary sizes of the XRII, the images are af-
fected by geometric distortion which causes a variation in magnification up to
5%-10% [57]. The geometric distortion has two main sources: the projection of
the X-ray beam onto the curved input surface of the XRII and the deflection of
the electrons inside the XRII caused by any external magnetic field. The former
produces the typical “pincushion” distortion. The latter source may produce
a sigmoidal distortion if the orientation of the XRII is parallel to the external
magnetic field [58]. Larger XRII are more sensitive to the electromagnetic fields,
causing a larger sigmoidal distortion.
Fluoroscope systems allow for the observation and analysis of biological struc-
tures, which could not be seen from outside in other ways. The images obtained
with this instrument are geometrically distorted and unsuitable for a quantitative
analysis, unless a careful correction procedure is performed. To characterize the
geometric distortion of the specific XRII used, an image of a rectilinear calibra-
tion grid placed on the input screen of the XRII is commonly used. Analytical
function are used to map distorted positions to undistorted positions. This is
performed either locally for each quadrilateral or triangular patch [59] identified
by four or three grid points respectively, or globally [60, 61]. Local techniques
produce discontinuities from one patch to the other [62]. The global technique
based on polynomials [60] avoids discontinuities and are more accurate than the
local techniques, and were used in the present study.
The pixel spacing is also determined with this procedure, and through the
acquisition of a second calibration device typically a 3D cage of Plexiglas with
tantalum balls in known positions, the position of the X-ray source [63], and the
eventual relative position of the second fluoroscope could be estimated minimizing
the Euclidean distance between the projection of a model of the cage and the
positions of the markers center in the distortion corrected fluoroscopic image.
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Vignetting compensation A simple approach can be used to compensate for
vignetting in fluoroscopic session. According to the Lambert-Beer law, in fact,
at a first approximation, each pixel gray level is proportional to
Ii,j = I
0
i,je
− ∫
Ω
αi,j(x)dx with i, j = 1, . . . , 1024 (1.1)
Where I0 is the intensity of the emitted X-ray, α(x) is an absorption coefficient,
and the integral is along the extent Ω of the absorbing tissue the ray passed
through. A gradient in I0 is a disturbing factor, origin of the vignetting effect.
On the other hand, in a fluoroscopic session, the fluoroscope parameters usually
are not modified throughout the acquisition. It is then possible to acquire an
empty image representing the intensity of the light field I0. The light gradient
can than be compensated computing the intensity of each pixel Gi,j as:
Gi,j =
∫
Ω
αi,j(x)dx = ln
(
I0i,j
Ii,j
)
with i, j = 1, . . . , 1024 (1.2)
which is a quantity proportional to the density and to the thickness of tissue the
emitted ray passed through.
Ionizing radiation dose
Besides the technical limitations, it must be pointed out that the fluoroscopic
examination implies an ionizing radiation dose for the patient [64].
As for any radiological investigation technique, the risk correlated to radiation
exposure must be taken into account to properly evaluate the trade off between
the significance of the outcome of the procedure and its invasiveness. In Italy,
the radiation exposure is regulated by the decree D.Lgs. 230/95 [65].
The biological effects of radiation is reflected by the dose equivalent, which is
measured in sievert (Sv) by the SI. It is equivalent to the absorbed dose (measured
in gray Gy) multiplied by a conversion factor which depends on the kind of
radiation. The X-ray conversion factor is equal to 1. Another non SI unit of
measurement to describe the dose is the roentgen (R) for which the following
relation is valid: 1 R = 0.12 Sv .
The annual dose was classified [66] as: low (≤ 3 mSv), moderate (> 3 to
20 mSv), high (> 20 to 50 mSv), or very high (> 50 mSv). For the health-
care professionals the following limits have been fixed: maximum total dose of
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100 mSv in five consecutive years, with a further limitation of a maximum of
50 mSv in one year. For the common people the limit was fixed at 1 mSv per
year.
For the in-vivo acquisition described in Chapter 7, the fluoroscopic system
Sirecon 40hd (Siemens) declared a dose of 4.8 µR per image. A total number 600
frames were acquired at 6 fps, corresponding to 3000 µR which are equivalent
to 0.36 mSv, approximately one third of the annual limit. Moreover, this value
correspond to the emitted dose while the skin absorbed dose would certainly be
lower. On the other hand, increasing the acquisition frame rate and using a bi-
planar setup, the ionizing dose for the patient will certainly increase, eventually
reaching harmful limits if combined to other radiological based examination such
as a CT to acquire the 3D model of the bones. To be on the side of safety for a
possible clinical application, it is advisable to use MRI instead of CT and mono-
planar fluoroscopic setup, but an interslice spacing of less than 1 mm is needed
to assure a good resolution of the model.
1.3 Pose estimation algorithms
All the fluoroscopic methods for the quantification of joints kinematics estimate
the pose of the investigated object for each of the acquired frames. The meth-
ods are mainly divided into two categories: the mono-planar methods, which
investigate a big volume with a low X-ray dose, and the bi-planar methods,
more accurate but invasive and expensive (Figure 1.1). Both mono-planar and
bi-planar methods were initially applied to quantify the total knee replacement
kinematics, but recent innovations led also to the study of intact joints.
In 3D joint kinematics with 3DF, the accurate knowledge of the geometry of
the bony or prosthetic segments is necessary together with the relevant projection
on the image plane. When a non-symmetric object is imaged by a nonorthogonal
camera, a unique projection is produces for each 3D pose of the object. The
pose estimation of the bone from a single view can be obtained by aligning the
3D object model in order to obtain a corresponding projection as observed in
the X-ray image. A perspective projection model can represent the fluoroscope.
In perspective projection model, a pinhole camera forms the image. X rays are
considered straight lines emitted by a point source of uniform radiation in all
directions (Figure 1.2). X-rays pass through the object damping their intensity
according to the Lambert-Beer law (equation 1.1), and this process can be vir-
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Figure 1.1: Configuration of a mono-planar (A) and bi-planar (B) fluoroscopic
system. The bi-planar is more reliable but can investigate smaller volumes (in
light red) with a higher X-ray dose for the subject.
tually simplified and replicated in order to estimate the pose that generated the
real fluoroscopic image.
Mono-planar methods The first model based method in the literature was
proposed by Banks and Hodge in 1996 [12]. An object recognition technique
presented by Wallace and Wintz [67] formed the basis for the shape represen-
tation and matching components of the pose estimation process. Contour sil-
houettes were represented by normalized Fourier descriptors, where each contour
was normalized for in-plane translation, in-plane rotation, and scale. The results
indicated that knee rotations could be measured with an accuracy of approxi-
mately one degree and that sagittal plane translations could be measured with
an accuracy of approximately 0.5 mm, but the technique was not reliable for
the out-of-plane pose parameters. However this method could be applied only to
prostheses, relied on the creation of a contour library of the object in different
sampled poses, and had to interpolate the results for the inter-sample cases.
A similar approach was used by Hoff and Stiehl [43, 51] with different represen-
tations of silhouettes and alignment algorithm. Being based on the comparison of
the areas of the prosthesis, these techniques had to extract closed curve contours,
and this is not always possible in fluoroscopic images mainly due to cluttering.
Zuffi et al. [3] proposed a method to overcome the discussed limitations. The
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technique, described in depth in Section 1.3.1 exploit the algorithm proposed
by Lavalle´e and Szelinsky [11]. This algorithm is based on tangency condition
between the model 3D surface and the projection rays that generated the external
contours of the object in the image. Differently from the previous methods, this
algorithm could work also with incomplete contours.
To reduce the user interaction, Mahfouz et al. [13] proposed a contour match-
ing method that does not need manual identification of the external contours but
exploit also the information of the internal part of the images. Informations re-
lated to spurious contours, however, interfere with a proper alignment reducing
the convergence domain of the real pose.
Bi-planar methods To improve the accuracy of 3DF in the estimation of the
out-of-plane pose parameters, different bi-planar methods were proposed.
Tashman and Anderst [68] used for the first time a bi-planar setup, but due
to the high radiation dose, the method was test on a canine intact knee. The
matching was carried out optimizing a similarity metric between a Digitally Re-
constructed Radiography (DRR) and the relevant real projection. For the 3D
model generation a CT acquisition was needed. The method was applied to the
human knee in 2007 [2], and validate versus a RSA gold-standard with an invasive
study during a running task. The declared accuracy was of 0.15− 0.52 mm and
0.34− 1.27 deg depending on the DOF.
Bingham and Li [69] proposed a new alignment algorithm called connectivity
method which is a contour matching methods between the extracted contour
in the image and the iteratively created virtual contour of the prosthesis. The
declared accuracy is in the order of 0.2 mm/deg.
Another solution was proposed by Kaptein in 2003 [14]. Using reverse engi-
neering 3D models of prostheses and contour matching methods in a phantom
based validation study, a maximum standard deviation of the error in the migra-
tion calculation of 0.14 mm for translations 0.05 deg for rotation.
Even if bi-planar fluoroscopy is more robust and accurate, the present work
focused on mono-planar fluoroscopy because it can investigate bigger volume with
smaller X-ray dose for the patient. Moreover, mono-planar fluoroscopy represents
the worst case scenario, more suitable to highlight and identify the pitfalls of the
method and to optimize the pose estimation in terms of accuracy and precision.
In the present work, a modified version of the pose estimation algorithm
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proposed by Lavalle´e and Szelinsky [11] and based on Adaptive Distance Maps
(ADMs) was implemented. This algorithm was chosen because of its light com-
putational weight and because it permits to achieve good accuracies even with
incomplete contours [3], which can arise from occlusions or image blurring due
to the bone motion.
X-Rays source
3D model
extracted
contour
projectionrays
image
plane
Figure 1.2: Virtual representation of a fluoroscopic system for the pose estima-
tion with tangency condition
1.3.1 Implementation
An established technique was implemented to estimate the 3D pose of an ob-
ject of known 3D geometry given its mono-planar fluoroscopic projection [3].
The algorithm was originally proposed by Lavalle´e and Szeliski [11] for bi-planar
projection, and it is based on 3D ADM. In brief, (a) the fluoroscope is virtu-
ally modeled with a perspective projection model; (b) the 3D pose estimation
is obtained with an iterative procedure that finds the best alignment between
a bone surface model and its 2D fluoroscopic projection (typically a 1024x1024
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DICOM1 image). In the present study, the bone surface was modeled with tri-
angles meshes, however different representation can be used (i.e. cloud of points,
Non Uniform Rational B-Splines (NURBS)).
The quality of the alignment is represented by a cost function defined as:
RMSD(p) =
√√√√ 1
n
n∑
i=1
[d(Sm(p), li)]2 (1.3)
RMSD is the root mean square distance between the surface Sm(p) of the model
m positioned in the pose p = (Tx, Ty, Tz, Θx, Θy, Θz) and n projection lines l. The
projection lines l represent the X-rays that generated the edge points of the bone
segment projection extracted by a Canny edge detector [70] in the fluoroscopic
image and is expressed in parametric form:
li : Ci + λ·
(
F − Ci
Li
)
, λ ∈ [0, Li] (1.4)
Where F = (Fx, Fy, Fz) is a point representing the X-ray source position (focus),
Ci = (Cix, Ciy, Ciz) is the i− th of the n points of the contour, both expressed
in the fluoroscopic system of reference, and Li is their distance:
Li = ‖F − Ci‖ (1.5)
To quantify the Root Mean Square Distance (RMSD), li is sampled and, for each
sampling point P ik = li(λk), the distance from Sm(p) is computed. The distance
of the projection line from the surface is then defined as the minimum distance
among those of the line sampling points.
d(Sm(p), li) = min
k
[
d(Sm(p), P
i
k)
]
(1.6)
The best alignment condition is finally identified finding the values of the pose p
that minimize the RMSD with an optimization algorithm.
RMSDmin = min
p
[RMSD(p)] (1.7)
For a faster quantification of the distance d(Sm(p), li) between the line and the
1DICOM: Digital Imaging and Communications in Medicine
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model surface, and to define the sampling step of li, ADMs of the model surface
is pre-computed and stored.
Figure 1.3: Adaptive Distance Maps (ADMs) of the elbow bones.
Briefly, the ADM is an octree-based representation of an object [71]. In this
representation, the volume outside and inside the surface of the object is non-
uniformly discretized. The map assigns to each point of the discretization the
corresponding signed distance from the surface of the model: positive if outside,
negative if inside the object.
The distance is computed as the minimum distance between the discretization
point and the surface of model of the bone. The structure of the ADM is an octree
which is built with an iterative procedure which subdivides a cube (also called
octant) iteratively in other 8 half-side octants only if it contains at least one
point of the mesh. The octree is then refined to avoid discontinuities between
the levels of subdivision of two adjacent octants. The vertices of the octants
are the volume discretization points. The distance of a generic point from the
surface is then computed with a tri-linear interpolation of the distances of the 8
vertices of the smallest octant containing the point. The octant side dimension
gets smaller closer to the surface, thus the interpolation error becomes negligible.
In the present work, the resolution of the octree (smallest octant side) will be
referred as Distance Map Resolution (DMR). For a further improvement of the
algorithm speed, also the sampling step of the projection lines is adaptive. The
sampling step varies accordingly to the local resolution of the ADM and gets
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smaller closer to the surface. If sik is the side of the smallest octant containing
the sampled point P ik then the next point to evaluate the distance will be:
P ik+1 = li(λk+1); λk+1 = λk +
sik
2
(1.8)
Finally, li is resampled around the closest point to the surface with a uniform
step length ten times smaller than DMR.
V1 V2
V3V4
P
Figure 1.4: Scheme of the projection ray sub-sampling procedure. The octree is
iteratively subdivided only if it contains at least one point of the model surface.
The distance of a generic point P is the trilinear interpolation of the vertices (V)
of the smallest octant containing that point. Information of the octant side is
used for the adaptive sampling of the projection rays.
1.4 Conclusions
X-rays imaging methods proved to be valuable tools for the quantification of hu-
man joints kinematics, but, in order to find a good compromise among reliability,
costs and invasiveness, much work can be done.
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Even if bi-planar fluoroscopy is more robust and accurate, the present work
focused on mono-planar fluoroscopy because, being less robust, it can better high-
light the limitation of the fluoroscopic methods. A modified version of the pose
estimation algorithm proposed by Lavalle´e and Szelinsky [11] was implemented.
This algorithm was chosen because of its light computational weight and because
it permits to achieve good accuracies even with incomplete contours [3]. Due to
this characteristics, even if developed for prosthetic components, the algorithm
can be applied also to natural joints.
The described 2D-3D registration algorithm will be investigated in depth in
the following chapters. In particular different in-silico studies will characterize its
performances under controlled conditions, in order to isolate and evaluate the ef-
fects of the various sources of error. Considerations will stem indicating the path
to follow to improve the robustness and the quality of the measurements, and
novel methods will be proposed to overcome the limitations of the current tech-
nique. The work will focus on the common aspects of the different 3DF methods
such as the distortion correction, the optimization, and the segmentation. The
worst case scenarios will be investigated, in order to highlight the limitations.
The results will be generalizable to other alignment algorithms.
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CHAPTER
TWO
PRELIMINARY ANALYSIS OF THE
METHODOLOGICAL LIMITATIONS OF 3D
FLUOROSCOPIC ANALYSIS
2.1 Introduction
In this chapter the preliminary analysis meant at the investigation of the main
limitations related to the use of mono-planar 3D video-fluoroscopy (3DF) for the
quantification of human intact and prosthetic joint kinematics will be discussed.
Part of the material described in this chapter was submitted to:
 L. Tersi, S. Fantozzi, R. Stagni, A. Cappello: In-vivo elbow kinematics using flu-
oroscopy: a feasibility study: Under review to Computer Methods and Programs in
Biomedicine.
 L. Tersi, R. Stagni, P. Masini, S. Fantozzi, A. Cappello: 3D fluoroscopy to analyse
elbow kinematics. Proceeding of ESBME 2008, Crete.
 L.Tersi, R. Stagni, S. Fantozzi, A. Cappello: Mono-planar vs Bi-planar 3D Fluoroscopy:
in-silico Simulation of the Estimation of Total Knee Replacement kinematics. In: Pro-
ceedings VPH 2010, Brussels, Belgium, September 30 - October 1, 2010
 L. Tersi, R. Stagni, S. Fantozzi, A. Cappello: Total Knee Replacement kinematics: an
in-silico reliability comparison between mono-planar and bi-planar 3D Fluoroscopy. In:
Proceedings XVII ESB Conference 2010. Edinburgh, Scotland UK, 5-8 July 2010.
This work was awarded with the ESB Travel Award 2010.
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The accuracy of the measure depends on instrumental and environmental factors,
such as (a) the number of projections considered, (b) the methodology to correct
the geometrical distortions of the fluoroscopic images and (c) the calibration to
establish the operating dimensions of the virtual fluoroscope, or (d) the geometry
of the bony segments to be reconstructed. Moreover, the lack of a non-invasive
gold-standard that can be applied in-vivo prevents the analysis of the influence
of the various sources of error in optimal condition. Thus, in order to obtain a
reliable estimation of the intact or prosthetic joint kinematics, computer simula-
tions might help to isolate the various sources of error and to find proper specific
solutions.
In order to find out to which extent the algorithm proposed by Lavalle´e [11] is
suitable for mono-planar projection, an in-silico comparison between the mono-
planar and bi-planar 3DF applied to knee prosthesis is proposed. Then the
effect of the correction distortion and calibration were investigated with another
in-silico study: using Digitally Reconstructed Radiographies (DRRs) obtained
from upper limb CT models, we focused on how the geometric deformation of
the fluoroscopic images modifies the estimate of the elbow kinematic. Finally, an
in-vivo preliminary study on the elbow joint is proposed to test the performance
of the method on real data.
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2.2 Quantification of the performance reduction
from bi-planar to mono-planar 3D Fluoroscopy
2.2.1 Introduction
A better knowledge of the kinematics behavior of Total Knee Replacement (TKR)
during physiological activity still remains a crucial issue to validate innovative
prosthesis designs and different surgical strategies. X-ray imaging tools for the
accurate measurement of in-vivo kinematics of TKR components have been used
to improve the clinical outcome of knee replacement [47]. The Roentgen Stereo-
photogrammetric Analysis (RSA) is currently considered as a gold-standard but
invasive technique. It is based on bi-planar X-ray projections and on tantalum
beads implants on prosthesis and bone surfaces. To avoid marker implantation,
mono-planar fluoroscopic techniques [12] were proposed. Recently, Model Based
RSA (MB-RSA) [72, 68, 69] were introduced to increase the technique reliability
but with higher costs and invasiveness. The knowledge of the 3D geometry of
the components and a mono-planar projection view in a fluoroscopic image were
claimed to be sufficient to reconstruct the absolute and relative 6 Degrees Of Free-
dom (DOFs) pose of the components with a mm/deg accuracy level. However, it
is still not clear how the reduction of information introduced by the mono-planar
fluoroscopy can affect the accuracy and reliability of the technique. In this in-
silico study we compared the mono- and bi- planar fluoroscopy, investigating the
convergence properties and the sensitivity of the two methods.
2.2.2 Methods
The implemented alignment algorithm was based on 3D surface models and
Adaptive Distance Maps (ADMs). Two orthogonal fluoroscopes were represented
by perspective projection models (Figure 2.1). A global system of reference was
defined with the x and y axis in the image plane of the frontal projection, and the
z axis perpendicular to the image pointing towards the X-ray source, forming a
right-hand reference frame. For the lateral projection, the out-of-plane axis was y.
The pose was then estimated minimizing, with a Levenberg-Marquardt minimiza-
tion Algorithm (LMA) [73], the Euclidean Root Mean Square Distance (RMSD)
between a surface model and a beam of lines connecting the X-ray sources and
the edge of the bone extracted in the projected images. A surface model of a
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Figure 2.1: Outline of a bi-planar orthogonal setup.
femoral component of a TKR cruciate retaining prosthesis was placed in 4 ref-
erence poses and flat shaded projections were generated. The complete contours
were extracted and then used for the alignment. The ADM had a resolution of
0.5 mm.
The RMSD with respect to each fluoroscope can be represented as a cusp. Its
sensitivity to the variation of the DOFs was then quantified by the slope of the
tangents around its minimum varying each DOF at a time with a step of 0.1 mm
or deg (see Section 3.2.2 for details). Different minimizations were carried out
varying the initial conditions in the domain around the projection pose. The
initial deviation for translations (T ) and rotations (Θ) were equal to −4 or 4 mm
or deg, resulting in 256 permutations. Three conditions were analyzed: (a) double
projection, (b) frontal projection, (c) lateral projections. The pose estimation
errors were quantified and reported in terms of means and standard deviations.
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Figure 2.2: Comparison of the sensitivity curves for mono- and bi-planar alignments.
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2.2.3 Results and discussion
The RMSD sensitivity (RMSD/DOF) was quantified as the slope of the sensitivity
curves around their minima, see Figure 2.2. With the double projection the sensi-
tivity was approximately of the same magnitude for all the translations (medium
value ' 0.34 mm/mm), and for all the rotations (medium value ' 0.09 mm/deg).
In the frontal and lateral projections, similar results were obtained for rotations,
but the sensitivity is larger for the in-plane translations (' 0.54 mm/mm), and
smaller for the out-of-plane translation (' 0.01 mm/mm). Local minima (high-
lighted by the arrow in figure 2.2) are evident for the lateral projection due to
the convexities and the symmetries of the model in this projection (see also figure
2.3).
Table 2.1 reports the means and standard deviations of the pose estimations.
Table 2.1: Median and interquartile range of the estimation error.
DOF
bi-planar frontal lateral
m iqr m iqr m iqr
Tx[mm] 0.07 ' 0 0.09 ' 0 0.10 ' 0
Ty[mm] 0.14 ' 0 0.07 ' 0 0.10 0.01
Tz[mm] 0.07 0.01 −1.19 ' 0 −2.42 0.14
Θx[deg] −0.01 0.02 −0.14 0.01 0.22 0.02
Θy[deg] −0.04 0.01 −0.03 0.01 −0.01 0.02
Θz[deg] 0.04 0.01 −0.07 ' 0 −0.17 0.03
2.2.4 Conclusions
The bi-planar method could always provide errors at least one order of magnitude
lower than the mono-planar methods. As confirmed by the sensitivity analysis,
the bi-planar method can avoid the low out-of plane sensitivity of one projection
relying only on the good information provided by the orthogonal one. As com-
pared to the frontal projection, the larger dispersions of the errors obtained in
the lateral can be explained by the larger number of convexity (Figure 2.3) in
the extracted contours that can cause local minima in the cost function. A ro-
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bust minimization algorithm could eventually avoid the minimization problems.
The results confirmed the out-of-plane translation is a critical issue in 3DF, how-
ever error in the order of 1 − 2 mm could still be acceptable depending on the
application.
Reference Contours
Good pose estimation
False pose estimation
Figure 2.3: False pose estimation due to convexities: the alignment of only one
condyle create a local minimum in the cost function.
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2.3 In-silico evaluation of the distortion correc-
tion in 3DF
2.3.1 Introduction
One of the most evident source of error, that makes the step from qualitative
to quantitative analysis complicated, is the presence of geometric distortion in
the fluoroscopic images. Particular attention must be paid to the calibration of
the system and to the correction of any geometric distortions introduced by the
image formation chain (Section 2.3). Solutions were proposed to deal with the
distortion correction and calibration issues [60], and computer aided simulations
may help in investigating whether this technique is effective for our particular
registration method.
The upper limb is particularly interesting for validation purposes. Recently
3DF has been applied to the shoulder [74, 75], and the elbow kinematics has been
recently investigated with stereophotogrammetric protocols [30, 76]. The elbow
plays a fundamental role in activities of daily living such as eating, drinking,
cooking, personal hygiene, etc. Any alteration of its anatomical structures can
compromise its function. An accurate knowledge of the in-vivo kinematics is nec-
essary for the development of effective methods for joint surgical reconstruction
and rehabilitation.
However, the 2D to 3D mono-planar fluoroscopy registration methods for
the estimate of the 6 DOFs pose (3 translations and 3 angles) rely on surface
model of the bone to be aligned and are particularly dependent on its spatial
symmetries. Moreover, the elbow joint is composed by highly overlapping long
cylindrical bones such as radius and humerus, and their alignment can suffer
lack of accuracy and reproducibility. The effects of all the sources of error must
be related to the final kinematic estimate, and the elbow is a joint that best
highlight the problems for the in-vivo application of 3DF. Thus, a thorough
validation study is needed to understand whether the proposed method can deal
with the difficult alignment of the elbow.
The lack of a non-invasive gold-standard, with an accuracy lower than 1 mm
for translations and 1 deg for rotations, on the other hand, can complicate in-
vivo validation tests on humans. In-silico analysis are then needed for validation
purposes. This study represents the first step towards the characterization of
3DF kinematic analysis of long bones such as the ones of the elbow joint with
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computer assisted simulations. Using Computer Tomography (CT) models of the
upper limb bones and constructing DRRs simulating flexion-extension kinematic
we investigated (a) whether the algorithm proposed is suitable for the elbow
kinematics in absence of significant sources of error, and (b) whether the geometric
deformations introduced by X-Ray Image Intensifier (XRII) [60] compromise the
final kinematics data.
X -R ays source
reference
fram e
ulna m odel
extracted
contours
projection rays
im age plane
Figure 2.4: Image generation process: the X-Rays source generates the pro-
jection rays attenuated through the interaction with the bone, determining the
image grey level. The tangency condition between the model and the projection
rays generating the contours is used to estimate the bone pose.
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2.3.2 Methods
High resolution bone models of ulna and radius (in the following analyzed together
and referred as forearm) and humerus were downloaded from the official site of the
European project VAKHUM (contract #IST-1999-10954, [77]). The anatomical
reference frames were associated to the bone models according to International
Society of Biomechanics (ISB) recommendations [78] but placed in the medium
point between the humerus epicondile for both the segments. Distance maps with
smallest octant side equal to 0.5 mm were computed. The same models were used
for the construction of the DRRs
Figure 2.5: Comparison between real elbow fluoroscopic image (left panel) and
the relevant Digitally Reconstructed Radiography (DRR) (right panel).
Other uniform maps with a resolution of 0.5 mm were computed in order to
code the space inside and outside the model with boolean values. DRRs were
represented by 1024x1024 pixel wide DICOM image with pixel spacing equal to
0.37 mm. The X-rays sources was virtually placed in the middle of the image at a
distance of 1300 mm. Initially all the pixels were set to white. Then, the models
were placed in known positions and orientations in the space. For each point
inside the models, a projection ray from the camera was traced and the nearest
9 pixels to point of intersection in the image were attenuated according to the
Lambert-Beer law 1.1. A low pass Gaussian filter was applied to smoothen the
edges. Models of the calibration grid and cage were also created and the relative
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DRRs created. A forearm flexion movement was simulated and 6 different images
generated. The same images were then reprocessed to generate a second dataset
considering also the simulation of geometric pincushion and sigmoidal distortion
according to Fantozzi [61]. The images were then analyzed for the reconstruction
of the two kinematics and the results were compared. Given the fact that the pixel
spacing was estimated together with the correction of the distortion, analyzing
the undistorted dataset, which do not need the correction, the pixel spacing was
manually imposed to 0.37 mm.
Distortion Correction and Calibration
In order to obtain a reliable representation of the fluoroscope with a perspective
projection model, geometric image distortion must be taken in consideration [61]
and the position in the space of the camera must be identified with high accuracy.
The geometric distortion has two main sources: (a) the “pincushion effect” caused
by the projection of the x-ray beam onto the curved input surface of the XRII
and (b) the deflection of the electrons inside the XRII caused by any external
magnetic field producing the typical sigmoidal distortion. For image distortion
correction a global warping techniques proposed by Gronenshild [60] based on a
5th degree polynomial function was used. A 2D model of a rectangular grid of
tin-leaded alloy balls 5 mm apart was developed and the relevant distorted DRR
was generated in order to calculate the parameters necessary for the correction.
Positions of markers on the distorted image were detected. Transformations
between detected and known positions of markers were then used to correct every
generated DRR image. This automatic procedure leaded also to the estimation
of the pixel spacing. Another DRR was generated projecting a model of the
3D calibration cage of plexiglas containing 18 tin-leaded alloy in known position
typically used for the calibration. The position of the camera was then estimated
minimizing the Euclidean distance between the projection of a model of the cage
and the positions of the markers center in the distortion corrected fluoroscopic
image with a Nelder-Mead minimization algorithm [79].
Pose estimation
After the geometric distortion correction, a Canny’s edge detector [70] was applied
to extract the bone contours. However, bones overlapping and pixel-wise noise
caused the extraction of spurious contours which had to be detected and manually
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erased by the operator. The method described in Section 1.3.1 was applied to
the distorted and to the un-distorted datasets. The minimization was carried out
by applying the LMA [73].
2.3.3 Results
Undistorted dataset The DRR of the calibration cage was generated and
analyzed. The principal point position of the camera (projection of the pinhole
camera to the image plane) was estimated with an error minor than 0.1 µm while
the camera distance was estimated as 1299.15 mm. The poses of the forearm
and of the humerus were estimated and the absolute residual deviations from the
imposed kinematic were quantified. In Table 2.2 the mean (m), the standard
deviation (std), the median (med) and the maximum (max) values over the six
frames analyzed are reported.
Distorted dataset The pixel spacing estimated during the correction of the
distortion was equal to 0.3708 mm. Analyzing the cage the camera principal
point was estimated with an error minor than 0.1 µm while the camera distance
was estimated at 1302.62 mm. Results are reported in Table 2.2.
2.3.4 Discussion and conclusions
Even if the number of alignments was limited, results showed that the error
was normally distributed: the information of the mean and the median values
were similar. Both the alignments of the forearm and of the humerus showed
the same errors. Considering the resolution of the distance maps and the error
related to the contour extraction as the only sources of error, an error of about
1 mm is made for the forearm translation in x and y direction. As showed
in previous works [3] the more critical pose component in mono-planar 3DF is
the translation along the projection axis z, because the contour extracted from
the image is not so sensitive to displacement in this direction due to the high
distance of the camera. Probably better results will be achieved placing the X-
ray source closer to image plane, but further investigations are needed. Regarding
the rotation angles, high accuracy was achieved for the flexion-extension angle
due to high sensitivity associated to lateral view, while it is possible to observe
an higher variability for the other two angles that seems to be coupled with
the error made for the translation along the z-axis. Comparing the data of the
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Table 2.2: Forearm and humerus residual pose deviation in terms of translation
and rotation after the alignment for undistorted dataset, and after the correction
of distorted images.
Forearm
No Distortion Geometric Distortion
m std med max m std med max
Tx [mm] 0.34 0.25 0.31 0.68 0.44 0.39 0.39 1.11
Ty [mm] 1.12 0.30 1.03 1.57 1.47 0.30 1.36 1.97
Tz [mm] 2.17 0.68 2.44 2.89 4.05 1.90 3.42 7.31
Θx [deg] 0.97 0.50 0.99 1.45 2.54 0.27 2.56 2.97
Θy [deg] 2.80 0.79 2.64 3.94 0.82 0.63 0.83 1.74
Θz [deg] 0.07 0.06 0.06 0.17 0.12 0.05 0.12 0.16
Humerus
No Distortion Geometric Distortion
m std med max m std med max
Tx [mm] 0.20 0.23 0.16 0.48 0.76 0.65 0.67 1.89
Ty [mm] 0.32 0.14 0.33 0.48 0.26 0.14 0.24 0.49
Tz [mm] 1.38 1.31 1.42 2.53 2.06 0.66 2.19 2.99
Θx [deg] 1.60 0.95 1.91 2.32 2.01 2.50 1.31 6.94
Θy [deg] 1.74 0.96 1.69 2.92 1.79 1.03 2.06 2.96
Θz [deg] 0.14 0.06 0.16 0.21 0.18 0.23 0.12 0.65
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alignments with or without the distortion correction, the Gronenshild algorithm
[60] resulted effective: there was no significant difference between the errors in the
two groups of data. However, the maximum error related to the Θx angle for the
humerus is about 7 degrees. This suggest that relative minima can compromise
the non-linear minimization algorithm. Before characterizing the technique in
in-vitro conditions, further study are needed to investigate how to reduce the
error associated to z-axis translation and to analyze how the proposed method
behave in the analysis of other motor tasks such as intra-extra rotation and at
different degrees of abduction.
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2.4 In-vivo elbow kinematics using fluoroscopy:
a feasibility study
2.4.1 Introduction
Important clinical applications rely on the definition of joint physiological ranges
of motion and on the detection of pathological alterations in motion. A reliable
- accurate and precise - knowledge of the in-vivo kinematics is then necessary to
analyse trauma outcomes, to develop effective methods for joint surgical recon-
struction and to evaluate rehabilitation procedures. The elbow represents a joint
of particular interest, because it plays a fundamental role in activities of daily
living, and because, especially in athletes, it can be easily injured.
An accurate description of the elbow mobility was carried out in cadaver stud-
ies [31]. Veeger et al. [31] pointed out that the elbow can be modelled with two
hinge joints: the humero-ulnar joint acts around the Flexion-extension (FL-EX)
axis, while the proximal and distal radio-ulnar joints contribute together to a
complex Prono-supination (PR-SU) movement. The consistency of this hypoth-
esis was verified through in-vivo tests: Goto et al. [80] analysed sequences of
static elbow positions and relevant contact areas by means of Magnetic Reso-
nance Imaging (MRI). Nevertheless, a reliable knowledge of the in-vivo kine-
matics should refer to physiological conditions with muscles actively contributing
to the motion. Attempts have been made using external marker/video based
stereophotogrammetry [76], but the accuracy of this non-invasive technique is
critically limited by soft tissue artefacts particularly for the upper limbs, with a
loss of rotational motion of 20 − 48% for the upper arm [4, 30]. Schmidt et al.
[76] used a-priori knowledge about the elbow and wrist motion to compensate
for soft tissue artefact and cross-talks. The a-priori knowledge implies the use
of models and hypothesis on the motion to be estimated, but these assumptions
might be inapplicable to pathological joints.
To overcome the accuracy limitations in the quantification of the kinematics
of the knee joint, 3D video-fluoroscopy (3DF) was proposed [12, 43]. This tech-
nique was successfully applied to evaluate the motion in total knee replacements
[15, 44, 45]. The assumed reliability [17, 81] of this technique led to its use also
for the analysis of the kinematics of the intact knee joint [16, 40], and of other
human joints, such as the hip [47], the ankle [46] and, more recently, the shoul-
der [75]. A recent study applied fluoroscopy to quantify how the elbow position
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affects the distal radio-ulnar joint kinematics [82]. An accuracy of the order of
0.1 mm and 0.1 deg was declared, but quantified in a previous study on the knee
[83]. The reliability of 3DF, however, is severely affected by (a) the geometric
characteristics of the bony segments to be analysed, (b) the accuracy of the geo-
metric model used for the alignment of each bony segment [84], (c) the accuracy
and completeness of the contours segmented on the fluoroscopic image [85]. In
particular, as demonstrated in preliminary in-silico evaluation studies [18, 86],
the different morphology of the bones of the elbow, as compared to the knee,
makes the alignment particularly complicated. Thus, due to the characteristics
of the 3DF method, the reliability of the technique quantified for the knee joint
[17] cannot be assumed as valid in general for the other joints. A new assessment
of the fluoroscopic analysis performance must be carried out when investigating
the kinematics of different bones and joints, which can differ from the knee for the
dimensions, for the degree of overlapping areas and, especially, for geometrical
peculiarities and symmetries.
To obtain reliable measurements of joint kinematics, standardized coordinate
systems are necessary. Therefore, the ISB has recently proposed a set of joint co-
ordinate systems to describe elbow kinematics [78]. Stereophotogrammetry, due
to the interposition of soft tissue and to lack of palpable bony landmarks, is con-
strained to analyze the forearm as one segment, and then to decouple the motion
using the double hinge model. 3DF, on the other hand, could allow to analyze
the ulna and radius kinematics separately, although the partial longitudinal sym-
metry of these two bony segments could interfere with the correct alignment of
the bone models with the projections. The use of one single anatomical reference
frame for ulna and radius, considering thus the forearm as one single segment,
may cause errors, when a motor task with a relative movement between the two
bones (like PR-SU) is performed. Nevertheless, the geometry of radius and ulna
makes the definition of two different anatomical reference frames difficult. As
proposed by the ISB [78], this limitation could be overcome using, for the ulna
and radius kinematics, technical reference frames defined using palpable land-
marks of both the forearm bones (radial and ulnar styloids) and of the humerus
(epicondyles). This procedure requires the elbow to be placed in a reference
position, causing the reference frame to become position dependent.
The aims of this study were (a) to verify the applicability of 3DF for the
reconstruction of in-vivo elbow kinematics, (b) to better support the ISB recom-
mendations about the elbow motion description through the investigation of the
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use of a single model for the forearm or of two different models for the ulna and
radius while analysing in-vivo active motor tasks.
2.4.2 Material and methods
An established technique for 3D kinematic analysis of an object of known 3D
geometry from a single view, described in Section 1.3.1, was implemented [11].
A perspective projection model represents the fluoroscope (Figure 2.4). 3D pose
estimation is obtained with an iterative procedure that finds the best alignment
between the bone model and its contour points extracted from 2D fluoroscopic
image. The entity of the alignment is represented by a cost function defined as
the RMSD between projection rays and the object. The best alignment condition
is computed finding the minimum RMSD applying the LMA [73].
For a faster distance quantification between the rays and the model, a distance
map was pre-computed and stored for each bony segment model. To increase the
accuracy, differently from Zuffi et al. [3], the distance map was adaptive [11].
According to the finding of previous in-silico validation studies [86], and given
the image pixel spacing of 0.34 mm/pixel, the resolution of the octree (smallest
octant side) was chosen equal to 0.5 mm (Figure 1.3), which was found to be a
good compromise between accuracy and computational weight.
The known problems of the convergence domain of the minimization algorithm
[3] are enhanced by the symmetry of the bone models and the less contrasted
contours, compared to total knee replacement analysis. Thus, the minimization
process was guided towards the global minimum, trying to avoid local minima,
performing 5 automatic kinematics estimations varying the initial poses for each
frame as follows. Only for the first frame of the sequence, the initial pose was
manually defined, in order to be as close as possible to the convergence point.
For the other frames, the initial guess pose was taken as the final estimated pose
of the previous frame, propagating the minimization forward from the first to
the last frame. In the other four alignments, the starting rotation around the
axis orthogonal to the image plane was acquired from the pose estimated in the
previous alignment for the corresponding frame. The initial conditions of the
other 5 DOFs, were alternately obtained propagating the pose forward (from the
first to the last frame) or backward (from the last to the first frame). The final
pose for each frame was considered the one, among the five estimated, with the
lowest value of RMSD.
Ph.D. Thesis
52 2. Preliminary analysis
Table 2.3: Performed motor tasks.
Acronym
Tasks
FL-EX PR-SP
FEzero moving neutral
FEpr moving pronated
FEsu moving supinated
PS90 90 deg moving
A young Caucasian male living subject (180 cm, 72 kg, and age 30 years)
signed an informed consent and participated to the study. A subject-specific
model of his right elbow was developed from MRI data set (1.5T Gemsow scan-
ner, GE Medical Systems, Milwaukee, Wisconsin). High resolution models were
downloaded from the official site of the European project VAKHUM (contract
#IST-1999-10954, [77]) and scaled to the measurements performed on the sub-
ject specific MRI dataset. The anatomical reference frames were associated to
humerus, ulna, radius, and ulna/radius bone models according to ISB recommen-
dations [78] (Figure 1.3). For the ulna/radius bone model, the radius and the
ulna were considered fixed together in the acquisition pose.
Series of lateral images (1024x1024) were acquired at the frequency of 6 sam-
ples per second with a standard fluoroscope (Sirecon 40hd, Siemens) with the
subject performing specific motor-tasks keeping the elbow within the fluoroscopic
field of view. The subject performed 1 repetition of 4 motor tasks: (a) a pure
active FL-EX at 0 deg PR-SU (FEzero), (b) a pure active FL-EX with pronated
forearm (FEpr), (c) a pure active FL-EX with supinated forearm (FEsu), and
(d) a pure active PR-SU with 90 deg of FL-EX (PS90).
For each frame, the four bone models were aligned with the corresponding
contour: humerus, radius, ulna, and ulna/radius. Images of a 3D cage (Tilly
Medical Products AB, Sweden) of Plexiglas with 18 tantalum balls in known
positions and of a rectangular grid of tin-leaded alloy balls 5 mm apart were also
acquired, in order to calculate, respectively, the position of the camera focus and
the parameters for image distortion correction [63]. Distortion correction was
performed using a global spatial warping technique [60]. A Canny edge detector
[70] was applied to each fluoroscopic image to extract the outer contours of the
bony segments. Spurious contours were manually erased by the operator. The
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pose of the bony segments was estimated using the previously described model
alignment method, using, for the forearm, ulna, radius and ulna/radius models.
Finally, relative motion of the aligned bony segment models was computed
using the Grood and Suntay [87] convention.
Differences in the elbow kinematics, estimated using ulna/radius, ulna, and
radius models, were quantified in terms of RMSD between the beam of projections
rays and the surface of the bone models, being the minimization cost function.
Maximum, median and minimum values of the RMSD were calculated for each
motor task.
2.4.3 Results
Considerable differences were found in the alignments of the different bony seg-
ments. The humerus resulted to be the model with the smallest final RMSD. In
all situations its residual RMSD was lower than 1.0 mm. Both the radius and
the ulna, analysed separately, showed a median RMSD lower than 1.0 mm, the
ulna showing larger maximum, up to 2.2 mm during FL-EX task at 0 deg of
PR-SU (FEzero). Using the ulna/radius model the median RMSD increased up
to 2.1 mm, with maximum up to 3.7 mm.
The RMSD of the humerus, ulna and radius models did not change signif-
icantly in the 4 motor tasks, while the ulna/radius model exhibited relevant
changes in the RMSD depending on the motor task analysed, with the smallest
values during FEzero and PR-SU task with 90 deg of FL-EX (PS90). For each
model and task, the RMSD of the model from the projection rays is reported in
Figure 2.6.
During all the motor tasks the ulna kept a physiological supination (as ac-
quired in the reference position) of 80 deg (74 deg − 86 deg) (Figure 2.7), while
the radius showed physiological PR-SU. The ulna-radius, instead, leaned towards
following alternatively or the pose estimated for the ulna or that of the radius.
The RMSD is high when the ulna/radius bone should be supinated or pronated
but decreased to a minimum comparable to other models when approaching the
model acquisition pose. This effect is particularly evident while analyzing RMSD
vs. PR-SU (Figure 2.8).
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Figure 2.6: Median, maximum and minimum values of the RMSD for the
humerus, radius, ulna, and ulna/radius models, in FEpr, FEsu, FEzero, PS90,
and total motor tasks.
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Figure 2.7: PR-SU estimated for the ulna (circle), radius (diamond) and
ulna/radius (triangle) models during PS90.
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2.4.4 Discussion
3DF was proposed to accurately quantify 3D kinematics of human joints [3, 12,
43]. Initially adopted and evaluated for the analysis of knee prosthetic devices
[15, 44, 45], it could be an accurate method to quantify the 3D kinematics of
intact joints [40, 75]. Nevertheless, due the dependence of the performance of
3DF on the specific geometric and experimental characteristics of the analysis,
the applicability of the method to different joints must be verified. The aim of
the present study was to investigate the use of 3DF for the analysis of elbow
kinematics, evaluating the influence of different bone models.
The quantification of the RMSD of the model surface from the projection rays
(Figure 2.6), pointed out the worse performance of the ulna-radius model with
respect to single ulna and radius models, that showed results comparable to the
humerus. The single bone models showed similar median RMSD values. Only
the maximum RMSD of the ulna during FEzero differed, but this was attributed
to a lower quality of the acquired fluoroscopic images which resulted in a worse
segmentation of the bones. The image low quality was due to the extremely low
X-Ray dose (0.48 µR) used during the acquisition which caused the sleeve to be
visible on the arm projections. The RMSD of the ulna/radius model resulted
much larger than single bone models. The FEzero and PS90 motor tasks showed
the smallest RMSD for the ulna/radius models. This can be explained considering
that during these motor tasks the forearm is in PR-SU condition closer to the
model acquisition pose, while, during FEpr and FEsu, the forearm is pronated
or supinated, respectively, with respect to the ulna/radius definition pose.
The better performance of single bone models was also highlighted by the
more physiological PR-SU quantified for the ulna and radius models, compared
to the ulna/radius model. The PR-SU of the ulna resulted fixed at about 80 deg
supination (model reference condition), with a variability of about 10 deg, proba-
bly due to the non-perfect alignment of the ulna longitudinal axis with the PR-SU
axis. On the other hand, the radius model resulted in an actual PR-SU of the
radius during PS90, a pronated pose of the radius during FEpr, and a supinated
pose of the radius during FEsu. In contrast, the ulna/radius model resulted in a
severe underestimation of the PR-SU motion (Figure 2.7).
Finally, the inadequacy of the ulna/radius model to describe the kinematics
of the forearm resulted particularly evident from the parabolic trend of its RMSD
with respect to the PR-SU angle. This representation pointed out how important
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the correspondence of the model to the actual relative pose of the ulna and radius
is, in order to obtain a proper alignment.
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Figure 2.8: RMSD vs. PR-SU angle of the ulna/radius model during PS90.
2.4.5 Conclusions
In conclusion, 3DF resulted applicable to the analysis of the kinematics of the
elbow due to the physiological results obtained for the analysed motor tasks,
confirming the findings of Fu et al. [82]. The applicability is conditioned by
the use of single bone models for the ulna and radius, rather than an ulna/radius
model for the forearm, particularly when PR-SU movements are analysed. Future
developments require a more precise quantification of the performance of the
method, necessarily involving the comparison with a gold-standard kinematics
computed with the RSA which involve double orthogonal projections and the
implant of tantalum beads. RSA was reported to have an accuracy lower than
0.1 mm [88, 89, 90]. This analysis will investigate in particular the convergence
domain in PR-SU, because the partial longitudinal symmetry of the radius, in
particular, could result in a critical quantification of this DOF.
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2.5 Preliminary conclusions
The preliminary analyses were a valuable tool to identify the problems and the
potentiality of 3DF.
In-silico simulations of the alignment of knee prosthesis components high-
lighted that the mono-planar setup might be enough for the clinical and method-
ological application where no important information is related to the quantifica-
tion of the translation along the projection axis. Moreover, it was pointed out
that the presence of convexities in the investigated model (such as for the lateral
view of the femoral component of a TKR, see figure 2.3) is a critical factor for
the analysis. This result goes in favor of the methods that consider only the
outer contours for the alignments [3, 12]. Adding informations using the internal
contours [13] does not increase the convergence rate but rather introduces local
optima in the objective function.
In-silico tests on long bones confirmed that the distortion correction and the
calibration process are effective. The test allowed the definition of an operative
advice regarding the distance of the X-ray source from the image plane. Keeping
the source far from the image plane makes the projection rays more parallel to
each other, contributing in reducing the sensitivity of the algorithm to transla-
tions along the projection axis. In a real acquisition session, it is then important
to keep the X-ray source as close as possible to the image plane, compatibly with
the dimension of the necessary volume.
Finally, the in-vivo evaluation demonstrated that the correspondence between
the model and the real segment morphology is essential to get reliable kinematics
quantification. Moreover, the attempt to automatically align the models with
the local LMA, starting from the pose estimated on the previous or following
frame, was not completely successful. This meant that the basin of attraction of
the optimal pose was not sufficiently large to include the previous or following
frame pose. This appeared to be the dominant source of error for 3DF, and if the
error related to the symmetries of the investigated models must be quantified for
validation purposes but cannot be eliminated because intrinsic of the method, on
the other hand it is possible to improve the robustness of the optimization algo-
rithm. Chapters 3 and 4 delved deeply into the optimization problem, proposing
improving solutions both from a local and a global points of view.
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CHAPTER
THREE
IN-SILICO CHARACTERIZATION OF THE
ALIGNMENT METHODOLOGY
3.1 Introduction
As highlighted in Chapter 2, the performance of 3D video-fluoroscopy (3DF) is
affected by the geometry of the bone segments analyzed, and its accuracy could
vary considerably because local minima, caused by symmetries of the models
surfaces, or by occlusions, could severely interfere with a correct estimation of
the pose. Therefore, the technique is highly dependent on the initial guess of
the pose for the optimization which is typically specified manually. However,
the extent to which the intervention of the operator can affect the final reliabil-
ity of the pose estimation has not been clarified yet. 3DF might currently still
be operator-dependent [51] and the application of 3DF is still too cumbersome
to be suitable for routine clinical practice. The high potential of the method
cannot be exploited without a concrete automation of the procedure, involving
The content of this chapter was published to:
 L. Tersi, S. Fantozzi, R. Stagni: 3D elbow kinematics with mono-planar fluoroscopy:
in-silico evaluation: EURASIP Journal on Advances in Signal Processing. 2010.
(10.1155/2010/142989).
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an automatic estimation of the initial guess of the pose. Therefore, the conver-
gence domain of the optimization must be characterized in detail, exploring how
different algorithms behave around reference poses.
A part from the preliminary study described in section 2.4, no fluoroscopic
methods have been currently applied to the in-vivo kinematics of the elbow
joint. This joint has, however, been characterized ex-vivo [31], with Roentgen
Stereo-photogrammetric Analysis (RSA) [91, 92], and electromagnetic tracking
systems [93], as well as in-vivo with non-invasive technique such as infrared
stereo-photogrammetry [76], or Magnetic Resonance Imaging (MRI) [80]. In-
frared stereo-photogrammetry, however, suffers accuracy limits due to soft tissue
artifacts (20 − 48% of loss of rotational motion of the upper arm [4, 30]), while
MRI fails to detect the effect of the active contribution of muscles to the mo-
tion. Even though fluoroscopy has not yet been applied to the elbow, this joint
is of particular interest for its validation because it is characterized by (a) a
high degree of bone superimposition, (b) being composed by thin long bones (in
contrast with the typical morphology of knee prosthesis), and (c) marked longitu-
dinal cylindrical symmetries (especially for the radius) . These aspects make the
fluoroscopic analysis of the intact elbow considerably difficult, thus particularly
suitable for a validation study.
The present study continues the analytical approach begun in Chapter 2. We
hereby analyzed, by means of computer simulation, the convergence properties
of a modified version of the pose estimation algorithm proposed by Lavalle´e and
Szelinsky [11] and based on Adaptive Distance Maps (ADMs), in order to better
understand the influence of local minima and to optimize the pose estimation in
terms of accuracy and precision.
In this evaluation study we considered (a) the geometric characteristic of
the bone models, (b) the resolution of the fluoroscopic projections, and (c) the
resolution of ADM as the only sources of errors. Confounding effects caused by
the geometric distortions, by errors in the calibration of the fluoroscopic models,
or by the incompleteness of the bone contours were disregarded in the present
study. The aim of the present study was to investigate the suitability of 3DF
for the analysis of long bones kinematics, through a detailed exploration of the
convergence domain of the minimization algorithm, in order to quantify and
optimize measurement accuracy in terms of bias and precision.
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3.2.1 Pose estimation algorithm
An established technique was implemented to estimate the 3D pose of an object
of known 3D geometry given its mono-planar fluoroscopic projection [3]. The
algorithm was originally proposed by Lavalle´e and Szeliski [11] for bi-planar pro-
jection, and is based on 3D ADMs. The modified version is described in 1.3.1.
In brief, the (a) fluoroscope is virtually modeled with a perspective projection
model; (b) the 3D pose estimation is obtained with an iterative procedure that
finds the best alignment between a bone surface model and its 2D fluoroscopic
projection (typically a 1024x1024 DICOM image).
In the present study, the bone surface was modeled with triangles meshes,
however different representation can be used (i.e. cloud of points, Non Uniform
Rational B-Splines (NURBS)). The resolution of the meshes was not relevant,
because the images for the alignment were generated in-silico projecting exactly
the same models. There was, thus, a perfect correspondence between the 3D
model and the projection independently from the meshes properties. The quality
of the alignment is represented by a cost function defined in 1.3.
The best alignment condition is identified finding the values of the pose p
that minimize the Root Mean Square Distance (RMSD) with the Levenberg-
Marquardt minimization Algorithm (LMA) [73]. The VXL [94] implementation
of LMA was used in the present work.
A global reference frame was defined with the x and y axis parallel and z-axis
perpendicular to the image plane, with the origin in the center of the image plane.
The Euler zxy convention was used for rotations. The Field Of View (FOV) was
represented with a diameter of 400 mm. The X-ray source was virtually placed
in F = (0, 0, 1000) mm, representing a typical distance of a standard fluoroscope,
and pixel spacing was fixed at 0.34 mm. The effects on the final accuracy of the
errors associated to the identification of the principal point (xy-coordinates of
the X-ray source) and principal distance (z-coordinate of the X-ray source) were
disregarded in the present study as already quantified elsewhere [63]. The X-rays
were represented by a beam of straight lines and the effect of the geometrical
image distortions, caused by the electronics of the image formation chain of real
fluoroscopes [62], was not considered in the present study because, dealing with
real images, the geometrical distortion can be efficiently corrected using a global
spatial warping techniques [60, 61] (see Section 2.3). In the implementation of
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the LMA, 3 parameters must be specified: (a) the convergence tolerance on the
RMSD (ftol), (b) the convergence tolerance on the 6 Degree Of Freedom (DOF)
of the pose p (xtol), and (c) the step length for forward Jacobian computation
(eps).
3.2.2 Algorithm convergence properties
High resolution models of humerus, ulna, and radius were downloaded from the
official site of the European project VAKHUM (contract #IST-1999-10954 [77])
and used in the performed simulations. For each model two ADMs were calculated
and stored with Distance Map Resolution (DMR) equal to 0.5 and 1 mm. An
anatomical reference frame was associated to each bone model according to the
International Society of Biomechanics (ISB) recommendations [78]. Each model
was then placed in a reference pose (parallel to xy-plane, lateral view, out of
plane translation Tz = 200 mm) simulating a typical fluoroscopic frame. Flat
shaded projections were generated and the complete contour was extracted and
then used for the alignment (Figure 3.1).
The sensitivity (S) of the cost function to each DOF of p was analysed. The
RMSD function was evaluated keeping 5 DOFs constant and varying a single
DOF at a time, with a step of 0.1 mm/deg, around the reference pose, from
−30 to 30 mm/deg for translations and rotations, respectively. The analysis was
repeated for humerus, ulna and radius. This permitted to evaluate how the shape
and the symmetry of the different bone models influence the minimization. The
RMSD with respect to each DOF analysed, can be represented as a cusp. The
S of RMSD to the variation of the pose parameters, was defined as the average
absolute slope between the left and the right tangents of the curve around its
minimum (Figure 3.2).
Sp =
1
2
(∣∣∣∣RMSD(pm)−RMSD(pm + ∆p)∆p
∣∣∣∣+
+
∣∣∣∣RMSD(pm)−RMSD(pm −∆p)∆p
∣∣∣∣) (3.1)
Where pm is the value of the generic pose parameter p correspondent to the
minimum of RMSD. A detailed convergence domain analysis was carried out for
different sets of simulation parameters. The minimization was started from 1000
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X-Rays source
reference
frame
bone
model
extracted
contour
projectionrays
image
plane
y
x
z
flat shaded
projection
Figure 3.1: Perspective projection model. The bone model is placed in a refer-
ence position and a flat shaded projection is generated. The contour points are
extracted and the projection lines are back projected towards the X-rays source.
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randomly-chosen initial-condition poses among 117649 permutations obtained
varying the translations (∆Tx,∆Ty,∆Tz) and rotations (∆Θx,∆Θy,∆Θz) among
the values −10, −7, −3, 0, 3, 7, 10 mm/deg, respectively, around the reference
pose. The simulations parameters were initially varied using different values for
DMR (0.5 − 1 mm), and eps (10−1 − 10−4 mm/deg) while xtol and ftol were
both kept fixed at 10−3 mm/deg.
3.2.3 Algorithm conditioning
Different authors stressed that the minimization of RMSD is affected by local
minima and by the large differences in the sensitivity to the various DOFs [13, 17].
If the minimization starts from initial conditions inside a local minima basin, the
pose estimation will be incorrect. Two different solutions were implemented and
compared in order to better deal with the problem of local minima. The first,
proposed by Fregly et al. [17], involved the sequential (seq) minimization of the
DOF in order of sensitivity. For this purpose, three groups of DOFs were formed:
(a) in-plane pose parameters (Tx, Ty, Θz); (b) out-of-plane rotations (Θx, Θy);
(c) out-of-plane translation (Tz). After this three sequential minimization, the
RMSD was finally further minimized with respect to the 6 DOFs simultaneously.
The second solution (feat) involved the use of features extracted from the image
to get closer to the real pose before starting the minimization. Two features were
calculated on the bone-contour points: (a) the direction of maximum variance of
the distribution, and (b) the farthest point from the field of view border among the
projections of the bone-contour point along the maximum variance axis. The
first feature was used to evaluate a first guess for the bone model orientation
around the projection axis (Θz) , while the in-plane translation components (Tx,
Ty) were estimated using the second feature. The three DOFs were modified
iteratively until convergence, and then the minimization was started as previously
described. The analysis was repeated for each bone model, using seq, feat and
seq − feat together, with 2 values of eps (10−1 − 10−4 mm/deg) and DMR =
0.5 mm.
3.2.4 Data analysis
For each set of parameters, the final deviations between estimated and reference
poses, and the relevant residual RMSD were quantified. Bias and precision of
the final estimates of the pose were quantified calculating for each DOF the
Luca Tersi
3.3 Results 65
median (m) and the interquartile range (iqr). For bias results, a Student’s t-test
(P < 0.05) was performed to determine if the values were statistically different
from zero, indicating the presence of a systematic error. Moreover, to measure
how outlier-prone the distributions were, the kurtosis (k) was also calculated. To
investigate the effects of the different minimization parameters (DMR, eps, seq,
feat, bone models and initial deviations) on the final estimates and RMSD, an
n-way analysis of variance (ANOVA) was performed considering a significance
level α = 0.05 (with Bonferroni adjustment for multiple comparisons).
3.3 Results
3.3.1 Sensitivity analysis
The cusp shape of RMSD with respect to each DOF, except Tz, was verified,
while with respect to Tz, RMSD showed a rounder trend. In particular the trend
of the cost function for the humerus is shown in Figure 3.2. Similar trends were
obtained also for the ulna and the radius models.
For all the bone models analysed, the sensitivity analysis highlighted the
presence of an evident global minimum in correspondence of the reference pose
(∆Ti = 0 and ∆Θi = 0, i = x, y, z). This was true for all the 6 DOF but with
higher sensitivity for the in-plane DOF, see Table 3.1. In particular, the highest
sensitivity was obtained for Θz (mean value 8.5 × 10−1mm · deg−1) while the
smallest was obtained for Tz (mean value 1.2× 10−3 mm ·mm−1). A clear local
minimum, however, is shown for the humerus at approximately ∆Θx = 15 deg
(Figure 3.2), but was not found for the other bone models. All the sensitivity
values of the radius, excepted STx and SΘz , were approximately one order of
magnitude smaller than those of ulna and humerus. The RMSD versus ∆Ty was
asymmetric: since the analysed bone models were defined with the epicondyles
in the middle of the imaging field, the RMSD grew faster when the model is
moved further out of the imaging field (∆Ty > 0 mm), slower in the opposite
direction. The same behaviour was found also for ulna and radius, but, since the
bone models were defined in the opposite part of the imaging field, the RMSD
grew faster in the opposite direction, thus for ∆Ty < 0 mm.
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Figure 3.2: The Root Mean Square Distance (RMSD) plotted against the per-
turbation on the translations (A) and rotations (B) for the humerus bone. The
RMSD forms a cusp around its minimum.
Table 3.1: Sensitivity of the RMSD to the variation of each of the 6 DOFs.
DOF humerus radius ulna
STx [mm ·mm−1] 5.5×10−1 5.7×10−1 5.3×10−1
STy [mm ·mm−1] 9.6×10−2 7.6×10−2 1.6×10−1
STz [mm ·mm−1] 1.5×10−3 0.5×10−3 1.5×10−3
SΘx [mm · deg−1] 8.2×10−3 1.0×10−3 5.0×10−3
SΘy [mm · deg−1] 1.6×10−2 0.3×10−2 2.0×10−2
SΘz [mm · deg−1] 8.0×10−1 9.2×10−1 8.4×10−1
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3.3.2 Distance map resolution
Results of the convergence domain analysis without conditioning (DMR = 1 mm
and 0.5 mm; eps = 10−4 mm/deg) showed that a median error lower than
1 mm/deg was produced for each bone model and each DOF. The distributions,
however, had large dispersions especially for Tz and Θx (iqr > 5 mm/deg).
Nevertheless, also for the other DOF we found numerous outliers: k ranged from a
minimum of 8 (Ty of the radius, DMR = 0.5 mm) to a maximum of 866 (Θz of the
radius, DMR = 1 mm). For all three bone models, with eps = 10 −1 mm/deg,
the iqr was larger than 1 mm/deg for in plane DOF and Θy, and larger than
10 mm/deg for Θx and Tz. Generally, for all three models and both values of
eps, the interquartile ranges were always smaller when using a DMR = 0.5 mm
rather than 1 mm (P < 0.05). We report in Table 3.2 the results obtained for
the radius, representing the most problematic case.
Table 3.2: Effects of the distance map resolution on the pose parameters esti-
mates for the radius model.
DOF
DMR = 1 mm DMR = 0.5 mm
m iqr k m iqr k
Tx [mm] -0.03 0.01 20.2 -0.02 0.01 50.7
Ty [mm] 0.26 0.75 8.4 0.21 0.48 9.7
Tz [mm] 0.79 7.15 16.6 -0.2 4.41 47.3
Θx [deg] -0.05 8.5 76.8 -0.11 5.5 74.1
Θy [deg] -0.22 0.12 140.2 -0.19 0.1 293.7
Θz [deg] 0.02 0.02 307.8 0.01 0.02 866.2
3.3.3 Sequential alignment
The sequential alignment with DMR = 0.5 mm slightly decreased the number of
local minima and outliers identified by the LMA(Figure 3.3): k ranged from a
minimum of 1.4 (Tx of the ulna, eps = 10
−4 mm) to a maximum of 265 (Tz of
the humerus, eps = 10−4 mm). The mean value of k between the models and the
DOFs was equal to 31 for eps = 10−4 mm, and equal to 25 for eps = 10−1 mm.
Using eps = 10−4 mm/deg, the optimization of Tx, Θz and Θy resulted in median
< 0.04 mm/deg, iqr < 0.10 mm/deg even if Θy had a large number of outliers.
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Ty had a median < 0.1 mm/deg, with iqr < 0.50 mm/deg: Figure 3.3 shows
the outliers gathered together only for positive values of Ty. Especially for the
radius, the minimization process of Θx and Tz tended to prematurely stop during
its descent towards the global minimum, resulting in large dispersions (median
< 0.05 mm/deg, iqr = 5.10 deg and iqr = 4.10 mm, respectively). Increasing
the step eps to 10 −1 mm/deg, for all the three models, the median values for Θx
and Tz were smaller than 0.08 m/deg, with a dispersion lower than 0.45 mm/deg.
3.3.4 Features
A further reduction of the number of outliers was introduced by the use of fea-
tures to estimate an initial guess for the in-plane DOF, (Figure 3.4). As for
the sequential alignment, the use of a big step (eps = 10−1) for the forward
Jacobian computation, increased the precision of the estimations of Θx and Tz
(for the radius iqr = 0.31 deg and iqr = 0.24 mm respectively). The estima-
tion of Tz was biased for the humerus and radius with medians approximately
equal to −0.7 mm, as was Θy of the radius (median equal to 0.2 deg), while
for the other DOFs and for the ulna the median values were always lower than
0.01 mm/deg. Considering the humerus and both the values of eps, the LMA
sometimes converged to the local minimum shown in Figure 3.4 (Tz w −18 mm,
Θx w +18 mm), keeping the value of k high (medium values: 62 for the humerus,
2.8 for the ulna, 3.3 for the radius).
3.3.5 Features and sequential alignment
The simultaneous use of feat and seq had no significant effect on the final RMSD,
nor on the errors of the single DOF estimates (P > 0.05). The final results ob-
tained for humerus, ulna and radius with eps = 10−1 mm/deg, and DMR=0.5 mm
are reported in Table 3.3. The t-test showed that the final estimates were always
statistically different from 0, thus biased.
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Figure 3.3: Box and whisker plots of the seq alignment with DMR = 0.5 mm, (panels A, B, C) eps =
10−4 mm/deg, or eps = 10−1 mm/deg (panels D, E, F).
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Figure 3.4: Box and whisker plots of the feat alignment with DMR = 0.5 mm, (panels A, B, C) eps =
10−4 mm/deg, or eps = 10−1 mm/deg (panels D, E, F).
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Table 3.3: Final accuracy in terms of median (m), interquartile range (iqr) and
kurtosis (k) of the pose estimations, for the three bone models with the seq−feat
alignment.
DOF
Humerus Ulna Radius
m iqr k m iqr k m iqr k
Tx [mm] 0.003 0.004 14.0 0.005 0.008 3.0 -0.021 0.006 4.8
Ty [mm] -0.087 0.005 73.7 -0.018 0.025 2.2 0.051 0.025 3.1
Tz [mm] -0.766 0.153 5.0 0.132 0.155 3.3 -0.692 0.260 3.1
Θx [deg] -0.766 0.153 5.0 0.132 0.155 3.3 -0.692 0.260 3.1
Θy [deg] 0.011 0.032 5.6 -0.044 0.086 3.2 -0.195 0.073 4.2
Θz [deg] 0.001 0.011 26.8 0.007 0.019 2.9 0.007 0.003 4.9
3.4 Discussion
In this work, a sensitivity analysis and a convergence domain analysis of the
minimization algorithm for the pose estimation in 3DF were addressed. The sen-
sitivity analysis showed that the cost function (RMSD) varies differently with
each DOF: the in-plane pose parameters have a sensitivity at least one order
of magnitude larger than the out-of-plane pose parameters. Moreover, the per-
formed simulation showed that the cost function could have different behaviours
depending on the analysed segment (Figure 3.2): considering Θx, we found a clear
local minimum for the humerus but not for ulna and radius. For all three models,
the RMSD with respect to Ty showed an asymmetric trend. That is due to the
fact that only a partial part of the bone is included in the imaging field (Figure
3.1), thus, given the long diaphysis of the bone, two different scenarios occur
while moving the model along the y-axis: if the models moves further into the
imaging field, the projection lines coming from the bone contour points intersect
or pass near to the model surface, continuing to give only a little contribution to
the increment of the cost function. On the other hand, if the model moves further
out of the imaging field, there is no model surface for part of the projection lines
to intersect with, increasing their contribution to the cost function.
The findings about the RMSD explained the behavior of the unconditioned
LMA, which was found to be noticeably sensitive to the local minima of the
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RMSD. Given the longitudinal cylindrical symmetry, the estimations of the pose
of long bones were affected by large dispersions not only for Tz, as previously
thoroughly reported for the knee prostheses, but also for Θx (see Table 3.2).
Moreover, for the DOFs with relative small iqr such as the in-plane pose param-
eters, the values of k were high (> 8), that is the distributions were affected by
large number of outliers. The ANOVA confirmed the hypothesis that the higher
is the Distance Map Resolution (DMR) the more the accuracy and the precision
of the technique increase (P < 0.05). However, given the limits of the resolution
of the fluoroscopic image and of the surface model mesh, a further increasing of
DMR would be unnecessary. For the unconditioned minimization, varying the
step for the forward Jacobian computation (eps) from 10−4 to 10−1 mm/deg
induced a further instability.
To solve the convergence problems of the LMA, the effect of the seq alignment
on the minimization process was evaluated. When the initial conditions are too
far from the reference pose, if not conditioned, the pure algorithm tries to explore
the value of the cost function varying all the 6 DOFs simultaneously, risking
to move the less sensitive DOF away from the global solution. With the seq
alignments, instead, the DOFs with larger convergence domain are aligned in a
first step, while the more critical (out-of-plane) DOFs are minimized only when
closed to the reference pose. Although this technique leads to an improvement of
the precision of the estimate (Figure 3.3), the algorithm is still sensitive to local
minima, or to local low-sensitivity areas of the cost function that can occur also
for the in-plane pose parameters, such as for Ty (Figure 3.2). This could be the
cause for the still high number of outliers (mean of k > 25) obtained with the
seq alignment. Varying eps from 10−4 to 10−1 mm/deg permitted to improve
the performance of the optimization avoiding the early convergence for the less
sensitive DOF (Tz and Θx, Figure 3.3). However the problems of convergence
are not completely solved, probably because two different DOFs could have a
correlated effect on the RMSD, thus, a sequential minimization could interfere
with a proper descending to the global minimum.
The use of features completely avoided the problems of the seq alignment,
because, differently from seq, the feat alignment is completely independent from
the RMSD and, thus, from its local minima. For our simulations, we used two
simple features: [(a)] (a) the direction of maximum variance of the distribution
of bone-contour points to extrapolate Θz, and (b) a characteristic point such as
the farthest from the Field Of View (FOV) border for Tx and Ty. These features
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are particularly suitable for long bones, which cannot be completely included in
the FOV; for short bones or prosthesis, however, the mean of the coordinates of
the contour points can equally be used. These minimization settings, together
with a forward Jacobian step eps = 10−1 (bigger enough to filter small noisy
fluctuation of the RMSD), permitted to significantly reduce m, iqr, and k.
Even if the combined effects of feat and seq did not introduced further im-
provements (P > 0.05), with a fine tuning of the minimization parameters, a
high level of precision can be achieved (iqr < 0.025 mm/deg for in-plane pose
parameters, iqr < 0.5 mm/deg for out-of-plane pose parameters) but with a high
variability between the models (i.e. considering Θx, iqr equal to 0.09 deg for
the humerus, and equal to 0.47 deg for the ulna), confirming the hypothesis that
the performances of the method should be assessed for each bone model to be
analysed.
The results also showed that the final estimate is biased. This is due to the
intrinsic limitations of the technique given by the resolution of the fluoroscopic
projections and of the distance maps. Moreover, in spite of the fine tuning of the
optimization parameters, the local minima showed in Figure 3.2 of the RMSD
versus Θx for the humerus, seldom caused the LMA to detect false poses. These
false poses can generally be easily identified by an operator with a visual feedback
of the alignment and, in such cases, the minimization can be repeated starting
from a different initial condition.
The results of this study confirm that the accuracy and the precision that
can be achieved, especially with the feat alignment, allow the technique to be
suitable for the kinematic study of the elbow, but without excluding the complete
independence by the operator.
3.5 Conclusions
In the present work, an analytical process was proposed to evaluate the perfor-
mance of 3DF for its application to the analysis of kinematics of long bones, by
means of in-silico simulations. The effects of the dominant sources of error such
as bone symmetries, distance map resolution and image spacing, were investi-
gated. Solutions were proposed to improve the accuracy and the precision of the
method. Given the high variability of the morphology of the bones or prosthe-
ses that could be analysed with 3DF, different performance assessment studies
should be carried out before undertaking any new application of the technique,
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especially for clinical purpose. We focused on the elbow because it allowed to
investigate different characteristics of 3DF applied to long bones. Compared to
knee prosthesis, which have been widely studied during the past years with 3DF
[15, 44, 45], the marked cylindrical longitudinal symmetries of long bones consti-
tute a dominant disturbing factor that could interfere with the final accuracy of
the technique.
The robustness of the alignment algorithm applied to the elbow joint was
completely characterized. Even if the convergences to local minima was not com-
pletely avoided, with a proper conditioning and a fine tuning of the minimization
algorithm parameters, excellent results can be achieved in term of low bias and
high precision. Moreover, the methods and the findings addressed in this work
focusing on mono-planar projections, can easily be extended also to bi-planar
3DF.
In order to achieve a complete automation of the pose estimation algorithm,
the problem of local minima should be completely solved. Robust optimization
algorithms based on simulated annealing [13] or on Unscented Kalman Filtering
[95] have been proposed. These techniques will be implemented and evaluated
in future works in combination with the conditioning of minimization based on
feat and seq which was proven to effectively improve the performance of LMA.
However, the bias errors committed will not be avoided with either of these
robust techniques, because the errors are due to characteristics intrinsic to the
mono-planar fluoroscopic analysis. Furthermore, when considering other sources
of error typical of real fluoroscopic sessions such as the geometric distortions,
surface model inaccuracies, errors in the calibration of the fluoroscopic models,
and incompleteness of the bone contours, the accuracy would certainly worsen.
Again, all these considerations are to confirm that for application to the kine-
matics of any particular joint, a detailed validation study should be carried out,
especially for clinical studies.
The accuracy and the precision achieved with the feat alignment, allow the
technique to be suitable for the kinematic study of the elbow, and most likely
even of other long bones, however further in-vitro validation must be carried out
(see Chapter 5).
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CHAPTER
FOUR
MEMETIC ALGORITHMS FOR LIMITATION OF
MISALIGNMENTS RESULTING FROM LOCAL
MINIMA
4.1 Introduction
Notwithstanding the major improvements introduced in Chapter 3 on the local
search algorithm for the pose estimation, there is still room for ameliorations
on the optimization algorithm from a global point of view. The use of a robust
global optimization algorithm will contribute to a significant reduction of the
user interaction during the laborious manual alignment procedure, provided that
it is characterized by acceptable computational performance. Costs reduction
and reliability improvements may also be foreseen.
To estimate the 6 Degrees Of Freedom (DOFs) of a bone segment in a frame
The material described in this chapter was submitted to:
 L. Tersi, S. Fantozzi, R. Stagni: A Memetic Algorithm for Joint Kinematic Estimation
with 3D Fluoroscopy, submitted to IEEE Transaction on Biomedical Engineering.
 L. Tersi, R. Stagni, S. Fantozzi, A. Cappello: Genetic Algorithm as a robust method
for the joint kinematics estimation with mono-planar 3D fluoroscopy. In: Proceedings
XVII ESB Conference 2010. Edinburgh, Scotland UK, 5-8 July 2010.
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acquired by 3D video-fluoroscopy (3DF), a 3D model of the bone is virtually
moved until it is best aligned to the relevant 2D image. This automatic procedure
is typically carried out by means of local iterative optimization algorithms [11, 12].
Different metrics have been used to quantify a cost or a fitness function for the
optimization such as: (a) the euclidean distance between the contour of the
virtual projection of the model and the contour extracted from the fluoroscopic
image [43, 51], (b) the root mean square distance between the projection lines
and the model surface [3], and (c) similarity measures between the fluoroscopic
image and digitally reconstructed radiographies [52, 53, 54, 55, 56, 96].
Lavalle´e and Szelinsky [11] proposed for this kind of application the Levenberg-
Marquardt minimization Algorithm (LMA), which is a maximum neighborhood
method performing an optimum interpolation between the Gauss-Newton and
the Steepest-Descent methods [73]. However, the performance of the minimiza-
tion is affected by the geometry of the bone segments analyzed, and its accuracy
could vary considerably because local-minima, caused by occlusions, symmetries
or concavities of the models surfaces, could severely interfere with a correct es-
timation of the pose [18]. Therefore, if gradient-based method such as LMA
are used, the technique is highly dependent on the initial guess of the pose for
the optimization which is typically specified manually [18]. Consequently, 3DF
might currently still be operator-dependent [51] and the application of 3DF is
too cumbersome to be suitable for routine clinical practice.
To exploit its potential, a concrete automation of the procedure is then nec-
essary. Different workarounds have been proposed such as: (a) the automatic
estimation of the initial guess of the pose using geometrical features [18] (Chap-
ter 3), (b) multi-scale coarse-to-fine alignments [97], (c) collision detection be-
tween prostheses components [98], (d) approximate evaluation curve to optimize
independently the depth position of the other variables [99], or (e) the use of
metaheuristic global optimization methods such as Genetic Algorithms (GAs)
[100] or simulated annealing [13]. Among these, the use of GAs is the most
robust and generalizable approach [101]. It could be applied to every kind of
joint or pose estimation algorithm and, depending on the contest, it could also
be used together with others of the proposed approaches.
First introduced by Holland [102], GAs are population-based search and meta-
heuristic optimization method belonging to the larger class of evolutionary algo-
rithms. GAs became popular due to their ability to find optimal solution to highly
non-linear problems mimicking techniques inspired by natural evolution and ge-
Luca Tersi
4.1 Introduction 77
netic dynamics [103], such as inheritance, mutation, selection, and crossover.
Following this metaphor, the population is a group of individuals that constitute
a set of possible solutions to the problem (chromosomes). Each chromosome is
characterized by its own genetic makeup and a fitness (f), i.e. the value of the
function to be optimize. f determines also the rate a certain chromosome can
reproduce and then its possibility to transmit its gene pool to the future gen-
erations through inheritance. In this way, the population will eventually evolve
towards best solutions and then to the global optimum of the problem.
The performance of any optimization algorithm depends on the mechanism
for balancing the two conflicting objectives, which are (a) exploiting the best
solutions found so far and, at the same time, (b) exploring the search space for new
promising solutions. The power of GA comes from their ability to theoretically
combine both exploration and exploitation in an optimal way [102]. However,
there are problems in practice which arise from the finite population size, which
influences the sampling ability of a GA and as a result affects its performance.
Nonetheless, a GA is able to incorporate other techniques within its framework
to produce a hybrid that reaps the best from the combination. Hybrid GAs, also
referred as Memetic Algorithms (MAs) [104], have received significant interest in
recent years because, incorporating a local search method (metaphor of learning)
within a GA can help to accelerate the search towards the global optimum [103].
In nature, only information in an organism’s genotype can be transmitted to the
next generation. However, the discredited Lamarckian notion that offspring can
inherit acquired changes can be implemented in MAs. An intermediate idea is
due to Baldwin: chromosomes can encode a predisposition for learning beneficial
behaviors. A Baldwinian mechanism for MAs carries out local search and assigns
any improved fitness as the fitness of the chromosome, but does not modify the
chromosome; this fitness represents the chromosome’s inherent fitness and the
organism’s capacity to improve.
Being MA scarcely influenced by local minima, its use in the 3DF context
could considerably reduce the user interaction preserving the overall computa-
tional time to clinically suitable level. In the present work, we propose a MA for
the operator independent pose estimation in 3DF. By means of computer simu-
lation, we analyzed the convergence property of the modified version of the pose
estimation algorithm proposed by Lavalle´e and Szelinsky [11] described in 1.3.1.
Even for this evaluation study we focused on the elbow, because, as highlighted
in [18], it is particularly suitable to evaluate the performance of the method (see
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Chapter 3). To the same aim, even this Chapter focused on mono-planar fluo-
roscopy because, in contrast with bi-planar fluoroscopy which is more robust, it
can best highlight the eventual limitations of the technique. Moreover, foresee-
ing clinical application of the method, mono-planar fluoroscopy can investigate
bigger volume with smaller X-ray dose for the patient, and with simpler instru-
mentation.
In this evaluation study we considered (a) the geometric characteristic of the
bone models, (b) the resolution of the fluoroscopic projection images, (c) the
resolution of Adaptive Distance Map (ADM), and (d) the convergence properties
of the new MA as the only sources of errors. Confounding effects caused by the
geometric distortions, by errors in the calibration of the fluoroscopic models, or
by the incompleteness of the bone contours were disregarded in the present study
but treated elsewhere (Section 2.3, Chapter 6).
The aim of the present study was to investigate the suitability of MA applied
to the 3D fluoroscopic analysis of elbow bones kinematics, through a detailed
exploration of the convergence domain of the minimization algorithm, in order to
quantify and optimize measurement reliability in terms of accuracy and precision.
4.2 Methods
An established technique, described in section 1.3.1, was implemented to estimate
the 3D pose of an object of known 3D geometry given its mono-planar fluoroscopic
projection [3].
A global reference frame was defined with the x and y axis parallel and z-
axis perpendicular to the image plane, and with the origin at the center of the
image. The Euler zxy convention was used for rotations. The X-rays source
was virtually placed in F = (0, 0, 1000) mm, representing a typical distance of
a standard fluoroscope, and pixel spacing was fixed at 0.3 mm for 1024x1024
pixel images. The effects on the final accuracy of the errors associated to the
identification of the principal point (xy-coordinates of the X-ray source) and
principal distance (z-coordinate of the X-ray source) were disregarded in the
present study as already quantified elsewhere [63]. The X-rays were represented
by a beam of straight lines and the effect of the geometrical image distortions,
caused by the electronics of the image formation chain of real fluoroscopes [62],
was not considered in the present study because, dealing with real images, the
geometrical distortion can be efficiently corrected using global spatial warping
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techniques [60, 61].
A new global optimization algorithm for the pose estimation based on MA
was developed and will be illustrated in the following sections.
4.2.1 Memetic algorithm
Houck et al. [105] compared Baldwinian, and Lamarckian strategies in MA for
several non-linear function optimization, obtaining the best results with a par-
tially Lamarckian strategy that was applied to only 20% to 40% of the chromo-
somes. However, there is no evidence of the primacy of the Lamarckian approach
in all the situations [103], thus in the present work we have evaluated the perfor-
mance of both the strategies. The algorithm flowchart is depicted in figure (4.1);
details of the implementation will be given below and typical parameters values
are reported in table 4.1.
Initialization
The first fundamental MA design operation is to find a proper representation of
the searching space domain for the optimization. This means to define a coding
system for the 6 DOFs (chromosome) representing the pose. A range of value
for each variable was defined considering the exploitation-exploration trade-off
(Trange, Θrange). Each variable was represented by a binary code. In order to
guarantee a better stability in the algorithm evolution, the Gray code [106] was
chosen in the way that two adjacent values in the variable space are represented
with a small number of different bits. Moreover it is best suited to code the
periodic rotation domain. The number of bit (Nbit) was chosen in order to assure
a resolution of the order of 10−3 mm/deg. The genoma of each individual is then
a string of 6 ·Nbit bits. The range is centered on an initial guess, which in a real
session could be the alignment of the previous frame. The number of individuals
(Nind) of the population is designed considering the trade off between exploration
and computational time. The algorithm is initialized generating a first set of Nind
random individuals uniformly distributed in the chosen domain.
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initialization
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reproduction
fittingpopulation
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elitism
stop
criteria
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crossover
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Figure 4.1: Genetic Algorithm flowchart. Given a suitable coding, an initial
random population is generated. For each individual, f is calculated as the in-
verse of Root Mean Square Distance (RMSD). The best individuals are selected
to generate an offspring through reproduction. Each new chromosome will prob-
abilistically go through a learning process. The new generation is then formed
by the best individuals among the aged previous generation and the offspring.
The process is then iterated untill the convergence of the algorithm, detected
evaluating stop criteria.
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Fitting
For each individual, the fitness function f is calculated as the inverse of RMSD
(see equation 1.3).
f(p) =
1
RMSD(p)
=
1√
1
n
n∑
i=1
[d(Sm(p), li)]2
(4.1)
where Sm(p) is the surface of the model m positioned in the pose
p = (Tx, Ty, Tz, Θx, Θy, Θz) (4.2)
and li are the n projection lines (see section 1.3.1 for details).
Selection
Nind couples will be formed and each couple will generate one child. The selection
criteria of the parents for the reproduction is based on the fitness values. For
every couple, the first approximation of the probability that the individual j is
chosen to be a parent is equal to:
P (j) = 2fj ·
[
Nind∑
i=1
fi
]−1
− λ (4.3)
Thus, the individuals with a larger f are most likely to become parents and they
can reproduce even more than once per generation. The λ coefficient is subtracted
to consider that an individual cannot reproduce with itself. Being the number
of couples equal to the number of individuals, Nind will be preserved during the
generations.
Reproduction
The operator that generates a child given the gene pools of the parents is called
crossover. In the present work we implemented a full multi-point crossover. This
means that each bit of the child is chosen between the ones of its two parents
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with a probability dependent on f :
P (bchildk = b
father
k ) =
ffather
ffather + fmather
, ∀ k = 1, . . . , 6 ·Nbit (4.4)
where bk is the k-th bit of the genoma, considering the 6 DOFs. To increase
the exploration capability of the algorithm, a mutation operator was also imple-
mented that commutes a bit of the genoma with a probability equal to Pmut.
Learning
The local search was implemented as few iterations (maximum 10, correspondent
to 60 evaluations of f , or less in case of early convergence) of a features-enanched
LMA as proposed in chapter 3 [18]. Briefly, the features permitted to give a
first estimation of the in-plane pose parameters (Tx, Ty, and Θz) improving the
convergence rate of the LMA. The VXL implementation of the LMA was used
[94]. As suggested in [105], a partial learning scheme was applied. The LMA was
applied (a) probabilistically to randomly chosen chromosomes (with a probablity
PLMA), (b) and deterministically to every new candidate to be optimum, thus
every time a new fittest chromosome was found. In the Lamarckian approach,
the chromosome was effectively modified, while for the Baldwinian approach, only
the value of f was modified without modifying the chromosome bit-string.
Ageing and elitism
After the offspring is generated, it is merged to the previous generation and
the best Nind chromosomes between the two are selected as a new generation.
This process goes with the name of elitism, and increases the convergence rate.
Nevertheless, a risk of getting stuck in local minima is introduced. Thus, to
increase the exploration capability of the MA, the fitness of the chromosomes of
the previous generation is multiplied by a certain coefficient a < 1 simulating
the ageing process, and thus decreasing the chances to reproduce of the old
chromosomes already exploited in previous generations.
Stop criteria
Two different stopping criteria were considered to terminate the algorithm: (a) a
maximum number of generations (Ngen) without any new candidate to be opti-
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Table 4.1: Standard MA parameters setting.
Parameter Value
Nind 100
Nbit 18
Pmut 0.04
PLMA 10%
LMAit < 10
a 0.9
Ngen 10
σmin 2 mm/deg
mum, and (b) the convergence was detected when the maximum dispersion among
the population DOFs in the current generation was below a certain threshold
(σmin). The dispersion was quantified computing the standard deviation (σ) of
the distribution of each DOF.
4.2.2 Performance evaluation
The same high resolution models of humerus, ulna, and radius downloaded from
the official site of the European project VAKHUM (contract #IST-1999-10954
[77]) for the previous tests, were used in the performed analysis. For each model
an ADM was calculated and stored with DMR equal to 0.5 mm. An anatomical
reference frame was associated to each bone model according to the International
Society of Biomechanics (ISB) recommendations [78]. The RMSD cost function,
and its inverse f , are non-linear functions of the 6 DOFs. To give a qualitative
description of the cost function, the bone model was virtually placed in a refer-
ence position and the RMSD was evaluated varying Ty and Θx with a step of
0.1 mm/deg, keeping the other DOFs constant at the correct values. The sub-
sequent tests were carried out placing each model in a set of random reference
poses
pref = (T refx , T
ref
y , T
ref
z , Θ
ref
x , Θ
ref
y , Θ
ref
z ) (4.5)
simulating typical fluoroscopic frames. The extent of the domain for the reference
pose was referred as ∆T and ∆Θ for translations and rotations respectively.
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Table 4.2: Ranges of the reference poses (∆T ,∆Θ), and of the MA initial popula-
tion (Trange, Θrange). All the reference poses are centered in p = (0, 0, 300, 0, 0, 0).
Trange and Θrange is centered in p for trials 1 and 2, and in T
in
xyz = T
ref
xyz ±25 mm
and Θinxyz = Θ
ref
xyz ± 25 deg for trial 3.
Trials Learning ∆T [mm] ∆Θ [deg] Trange [mm] Θrange [deg]
1 Lamarckian ±50 ±90 ±60 ±180
Baldwinian ” ” ” ”
2 Lamarckian ±10 ±10 ±60 ±180
” ±25 ±25 ” ”
” ±50 ±50 ” ”
” ±50 ±90 ” ”
” ±50 ±180 ” ”
3 Lamarckian ±50 ±180 T inxyz ± 50 Θinxyz ± 50
For every reference pose pref , a flat shaded projection was generated and the
complete contour was extracted and then used for the alignment. Different tests
were carried out varying the MA parameters in order to test the effects of the
different bone models, the best learning method between the Lamarckian and the
Baldwinian, and the accuracy and precision of the pose estimation algorithm.
1. Learning strategies: for each model, two sets of pose estimations were
carried out with ∆T = 50 mm and ∆Θ = 90 deg using the two different
learning strategies. The reference poses domains and Trange and Θrange
were centered in p = (0, 0, 300, 0, 0, 0).
2. Accuracy test: the accuracy of the pose estimation was evaluated for
different sets of ∆T and ∆Θ according to table 4.2. The domain extent
were centered in p.
3. Precision test: the precision of the algorithm was evaluated analyzing the
convergence properties of the alignments with 15 different reference poses in
the domain ∆T = 50 mm and ∆Θ = 180 deg centered in p (see Table 4.3).
For every reference pose, the alignment was repeated with Trange = 50 mm
and Θrange = 50 deg but with different centers of the domain around the
reference pose: the domain was centered in all the 64 possible permutations
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Table 4.3: Reference poses for precision test. The relative flat shaded projec-
tions are depicted in Figure 4.4.
Pose T refx T
ref
y T
ref
z Θ
ref
x Θ
ref
y Θ
ref
z
a) 0.0 0.0 300.0 0.0 0.0 0.0
b) -32.1 -17.8 260.7 -25.0 -38.5 141.4
c) 46.4 32.1 325.0 65.0 -141.4 38.5
d) -46.4 46.4 289.2 -55.0 64.2 167.1
e) 25.0 17.8 282.1 15.0 -115.7 12.8
f) -25.0 -32.1 332.1 55.0 -167.1 90.0
g) -17.8 25.0 317.8 25.0 38.5 115.7
h) -10.7 -39.2 346.4 -45.0 -64.2 -64.2
i) -39.2 -10.7 267.8 5.0 12.8 -115.7
j) 3.5 -3.5 253.5 -65.0 90.0 -167.1
k) 39.2 3.5 275.0 35.0 115.7 -38.5
l) -3.5 -25.0 303.5 -15.0 -12.8 64.2
m) 10.7 10.7 310.7 -35.0 167.1 -90.0
n) 17.8 39.2 339.2 45.0 141.4 -12.8
o) 32.1 -46.4 296.4 -5.0 -90.0 -141.4
obtained varying each DOF between the values ±25 mm/deg.
T inxyz = T
ref
xyz ± 25 mm (4.6)
Θinxyz = Θ
ref
xyz ± 25 deg (4.7)
The maximum value of ∆T was set to 50 mm in order to assure that a
significant part of the fluoroscopic projection felt inside the Field Of View (FOV).
Moreover, to avoid reference poses redundancy, the maximum ∆Θx was equal to
90 deg. In order to optimally explore the whole pose domain, a Latin Hypercube
Square design [107] was used with 100 (for trials 1 and 2) and 15 (trial 3) different
levels for each of the 6 DOFs.
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It is important to stress that, differently from previous approaches [3, 18],
these in-silico tests were carried out in a completely unsupervised way. This
means that the algorithm investigate the entire domain of the possible poses,
without any a-priori knowledge that could be specified by the user in a real
fluoroscopic session.
4.2.3 Data analysis
For each set of parameters, the final deviations between estimated and reference
poses, and the relevant residual RMSD were quantified.
The Kolmogorov-Smirnov test was used to investigate whether the error dis-
tribution of each DOF was normal. Differences between the two learning strate-
gies were tested with a Mann-Whitney U-test. Bias and precision of the final
estimates of the pose were quantified calculating for each DOF the median (m)
and the interquartile range (iqr). For bias results, a Wilcoxon test (P < 0.05)
was performed to determine if the values were statistically different from zero,
indicating the presence of a systematic error. Moreover, to measure how outlier-
prone the distributions were, the kurtosis (k) was also calculated. All statistical
analyses were performed with NCSS (NCSS, Kaysville, USA).
4.3 Results
A simplified representation of the cost function RMSD was obtained varying only
Ty and Θx. As an example, figure 4.2 shows the resulting surface for the humerus
in side view (left panel), and top view (right panel). The global minimum basin
(deep blue) is small and surrounded by local minima, moreover, for positive Θx,
there is a wide flat area that may interfere with a proper identification of the
global minimum.
Nonetheless, the MA was robust enough to find the global minimum in an
acceptable amount of time (∼ 1 − 2 min). Figure 4.3 shows a typical evolution
of the initial population through the generations. The humerus bone model was
placed in a reference pose pref = (0, 0, 300, 0, 0, 0). The in-plane-pose parameters
are the first to converge, and the last one is Tz. When its standard deviation is
smaller than σmin the stop criterion stops the evolution. Looking at the second
generation of Θz it is possible to note that the symmetric pose at ±180 deg was
also explored but easily excluded from the evolution.
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Figure 4.2: Cost function RMSD as a function of the only Ty and Θx. The
global minimum attraction basin is limited and surrounded by many local minima
basins.
The Kolmogorov-Smirnov test performed on every DOF error demonstrated
that the distributions were not normal. Non-parametric statistical tests were
used to analyze the results.
4.3.1 Learning strategies
The Mann-Whitney U-test did not highlighted any statistically significant dif-
ference comparing the error distributions between the pose estimated using the
Lamarckian or the Baldwinian learning strategy (p > 0.05). The computational
weight, however, was higher for the Baldwinian learning as testified by comparing
the number of evaluations to convergence of the two methods with the Mann-
Whitney U-test (p < 0.01). Table 4.4 shows m, iqr, k and the average number
of evaluations of f . Similar results were obtained for the three bone models, and
thus the Lamarckian approach was used in the next experiments.
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Figure 4.3: Box and whiskers plot of the distribution of the DOFs of the entire
population during the MA evolution.
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Table 4.4: Effects of the learning strategies.
DOF
Lamarckian Baldwinian
m iqr k m iqr k
Tx [mm] -0.04 0.54 41.39 -0.05 0.51 26.65
Ty [mm] 0.03 0.63 26.06 0.01 0.61 21.94
Tz [mm] 3.40 3.47 16.35 2.97 4.64 12.18
Θx [deg] 0.10 0.53 12.15 0.12 0.61 9.98
Θy [deg] -0.03 0.52 21.84 -0.11 0.88 15.57
Θz [deg] -0.01 0.18 18.43 -0.01 0.24 16.32
Neval 13560 9051 5.83 27382 21084 13.34
4.3.2 Accuracy
The extent of the reference pose domain had an effect on the accuracy of the
estimations. Table 4.5 resumes the parameters of the error distributions related
to every DOF for the humerus. If the reference poses were close to the center of
Trange and Θrange (∆T = ±10 mm,∆Θ = ±10 mm), the convergence of the MA
was fast (approximately 8000 evaluations of the fitness function). The number
of generations to converge got larger when the reference poses to be estimated
were spread in the whole fluoroscopic domain: approximately 15000 evaluations
for ∆T = ±50 mm, ∆Θ = ±180 mm.
The bias and the dispersion of the error, as quantified by m and iqr increased
in the same way. Similar results were obtained for the three bone models.
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Table 4.5: Effects of the domain extent of the reference poses for the accuracy tests on humerus model. Median
(m), interquartile range (iqr) and kurtosis (k) of the error distributions and of the number of evaluations of the
fitness function (f).
DOF
∆T = ±10 [mm] ∆T = ±25 [mm] ∆T = ±50 [mm] ∆T = ±50 [mm] ∆T = ±50 [mm]
∆Θ = ±10 [deg] ∆Θ = ±25 [deg] ∆Θ = ±50 [deg] ∆Θ = ±90 [deg] ∆Θ = ±180 [deg]
m iqr k m iqr k m iqr k m iqr k m iqr k
Tx [mm] -0.02 0.06 4.5 -0.06 0.26 34.2 0.01 0.61 9.5 -0.00 0.58 15.6 -0.01 0.54 7.9
Ty [mm] 0.05 0.09 4.2 0.06 0.25 16.9 0.03 0.65 14.2 0.05 0.60 62.3 0.04 0.57 5.4
Tz [mm] 1.82 3.16 2.7 5.38 3.19 19.3 5.02 4.03 8.3 4.30 5.53 5.4 4.64 22.64 6.2
Θx [deg] 0.07 0.25 3.6 0.16 0.39 43.0 0.08 0.56 17.5 0.07 0.75 10.5 0.27 17.97 5.4
Θy [deg] 0.08 0.19 4.3 0.04 0.54 30.9 -0.00 0.60 23.4 -0.02 0.54 12.9 -0.00 1.07 6.9
Θz [deg] -0.05 0.08 3.6 -0.11 0.10 42.6 -0.06 0.13 50.3 -0.04 0.16 32.3 0.01 0.24 30.8
Neval 8377 2908 5.3 12111 6830 6.5 15140 8323 4.8 13639 11933 6.0 15233 9228 3.2
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4.3.3 Precision
The alignment was repeated starting from different domains around the reference
poses and keeping the ranges of the initial MA population to Trange = 50 mm
and Θrange = 50 deg. As depicted in Table 4.6, the different bone models were
analyzed with approximately the same number of fitness function evaluations
(Neval ' 8500), but led to variable errors especially for the out-of-plane pose
parameters. The distributions of the errors showed increasing bias and dispersion
with the symmetries of the models, being the humerus the less (for Tz m =
3.26 mm, iqr = 1.52 mm), and the radius the most symmetric (for Tz m =
8.23 mm, iqr = 3.64 mm).
However, a large variability of the error dispersions with respect to the relevant
reference poses was found. Figure 4.4 shows how for each DOF the iqr varies
with the reference pose. In particular, Figure 4.4a indicates that, for the humerus,
the iqr is unrelated to all the DOFs reference poses except to Θrefx . The iqr is
lower than 1, if
∣∣Θrefx ∣∣ < 40 deg, but increases when approaching a pose closer
to gimbal lock. Given the Euler zxy convention, in fact, the gimbal lock occurs
at Θx = ±90 deg.
The same effect was found both for the ulna (Figure 4.4b) and the radius
(Figure 4.4c), however the graphs indicate also that, for ulna and radius, Θrefy
introduce an error related to the model symmetry. The alignment is easier keeping
the model closer to the image plane (low T refz ), but the error is dominated by
Θrefx . The reference pose j, in fact, has a low T
ref
z but, being close to the gimbal
lock pose (Θrefx = −65 deg), iqr is large.
4.4 Discussion
The simplified bi-varied surface of the cost function for the pose estimation,
RMSD, is characterized by a limited global minimum basin, surrounded by many
local minima, and wide flat areas that may not provide enough informations for
a proper convergence of local optimization algorithms (Figure 4.2). Furthermore,
the interference of local optima on the global convergence increases when consid-
ering all the 6 DOFs. To obtain reliable results it is then needed an extensive
exploration of the whole domain that the local optimization algorithms cannot
provide.
The developed MA proved to be a robust and accurate tool to deal with this
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(a) Humerus
Figure 4.4: Variability of the iqr with respect to the reference poses (see Table
4.3). For every models, the iqr is correlated to the Θrefx , but also to Θ
ref
y for ulna
and radius . The alignment is easier keeping the model closer to the image plane
(small T refz ), but the error is dominated by Θ
ref
x as testified by the reference
pose j. The horizontal black line corresponds to iqr = 1 mm/deg
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Table 4.6: Precision tests on humerus, ulna, and radius models. Median (m),
interquartile range (iqr) and kurtosis (k) of the error distributions and of the
number of evaluations of the fitness function (f).
DOF
Humerus Ulna Radius
m iqr k m iqr k m iqr k
Tx [mm] -0.01 0.34 34.8 0.04 0.56 43.9 0.04 0.85 79.6
Ty [mm] 0.01 0.49 17.0 0.11 0.62 22.7 0.02 0.80 50.6
Tz [mm] 3.26 1.52 11.4 5.12 2.31 9.9 8.23 3.64 14.3
Θx [deg] 0.05 0.50 41.6 -0.41 1.39 26.5 -0.07 2.13 42.8
Θy [deg] 0.04 0.33 14.8 0.04 0.62 15.0 0.10 1.27 15.6
Θz [deg] -0.04 0.20 36.4 0.02 0.16 45.2 0.04 0.20 186.0
Neval 8414 5512 9.1 7868 4827 8.2 9678 6576 10.1
ill conditioned optimization problem. The accuracy and precision tests allowed
to quantify the performance of the algorithm, investigating the effects of the
various algorithm parameters. The accuracy test indicated that it is easier to
estimate poses that are approximately at the center of the investigating domain.
This finding allowed the formulation an operative advice: with the previous op-
timization algorithm the user had to provide manual initial guess for the poses
of every frame. With the new MA, instead, it is possible to obtain reliable re-
sults starting the alignment for the first frame using large Trange and Θrange.
In a second step, it is advisable to repeat the alignment with a reduced domain
and to propagate the estimated pose as the center of the search for the following
frames. This procedure is much more robust than the current analysis protocol
which propagate the pose as the initial guess for the local optimization, which
may not be inside the global optimum attraction basin for fast movements. With
Trange = ±25 mm and Θrange = ±25 deg an iqr of the order of the lower bound
determined by the pixel dimension (∼ 0.3 mm) can be obtained, however the
accuracy of the out-of-plane translation still remain a crucial issue.
The simulations to test the precision of the algorithm were carried out re-
peating the alignments starting from different poses around the reference pref
and keeping the ranges of the initial MA population to Trange = 50 mm and
Θrange = 50 deg. These values were smaller as compared to the ones of the
accuracy test, but still large enough to assure a good exploration. Investigating
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the trend of the iqr with respect to the reference absolute poses, it was possible
to understand that the reliability of the procedure depends on the absolute poses
of the segments. The iqr, which quantified the repeatability of the technique,
was lower than 1 mm/deg if the absolute orientation of the segments avoided
poses nearly parallel to the image plane (i.e. see poses a), i), l) in Figure 4.4 and
Table 4.3), but the iqr became larger for poses approaching the gimbal lock or
which generated symmetric silhouettes (i.e. poses c), d), f), j), h)). Two possible
explanations stem from these results:
 given the defined anatomical reference frame, the gimbal lock occurs when
the segments are nearly orthogonal to the image plane; in this situation, the
modifications of the contours following any rotations do not carry significant
information for the pose estimation;
 the Euler angles are not a robust representation of the rotations for a proper
evolution of the MA.
To deal with the first limitation, when designing a joint kinematics investi-
gation protocol, it is important to consider that, for long bones, the gimbal lock
may interfere with the reliability of the estimation. The main movement must
occur in the in-plane direction, and the task must avoid the occurrence of poses
that will be projected as symmetric silhouettes. Moreover, a different representa-
tion of the rotations (i.e. based on quaternions) may improve the stability of the
algorithm even for critical poses, but further investigation are needed to confirm
this hypothesis.
As compared to the local search methods, the GA introduces an increased
computational weight for the analysis. However, this is largely overcome by
the elimination of the manual user interaction for the alignment. The manual
alignment may last from 10 seconds to a couple of minutes per frame depending
on the skills of the user, which may become hours for long acquisitions and high
frame rates. Moreover, the MA can improve the computational performances of
the pose estimation algorithm especially if the Lamarckian learning strategy is
adopted.
4.5 Conclusions
The aim of the present Chapter was to investigate the suitability of Memetic Al-
gorithm (MA) applied to 3DF for the analysis of long bones kinematics, through
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a) b)
c) d)
e) f)
g) h)
i) j)
k) l)
m) n)
o)
Figure 4.4: Silhouettes of humerus, ulna and radius reference poses for precision
test.
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a detailed exploration of the convergence domain of the minimization algorithm
around different reference poses, in order to quantify and optimize measurement
accuracy in terms of bias and precision. In this evaluation study we considered
(a) the geometric characteristic of the bone models, (b) the resolution of the flu-
oroscopic projection images, (c) the resolution of ADM, and (d) the convergence
properties of the new MA as the only sources of errors.
The MA proved to be extremely robust if compared to the local search algo-
rithm typically used for the pose estimation (see Chapters 2 and 3). With the
only exception of the out-of-plane translation, the accuracy of the measurements
was in the order of the mm/deg even if the algorithm evolution was completely
unsupervised. As testified by the accuracy test, to increase the performance of
the method it is better if the searched pose is in the middle of the search domain.
This factor will improve the convergence rate and reduce the chance of false pose
estimation. In a real acquisition session, it is advisable then to repeat the align-
ment for the first frame with a large search domain, in order to obtain a good
starting point. Then it is possible to propagate the estimated pose as the center
of the search domain for the following frame. For these estimations, it is possible
to reduce the search domain to increase the performance of the algorithm.
The issue related to the estimation of the translation along the projection axis,
remain unsolved because intrinsic to the mono-planar method. The alignment of
the radius is characterized by a larger error in the estimation also of the out-of-
plane orientations, due to its marked longitudinal cylindrical symmetry.
The work presented here constitute a major advance in the development of the
fluoroscopic method. For the first time, the reliability of the new technique will
introduce a real reduction of the user interaction. Moreover, the presented results
can easily be extended to other 3D fluoroscopic method because it is independent
by the metric used for the alignment and by the number of projections.
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CHAPTER
FIVE
IN-VITRO QUANTIFICATION OF THE
PERFORMANCE OF THE IMPROVED
PROCEDURE
5.1 Introduction
The present Chapter describes an in-vitro validation of mono- and bi- planar 3D
video-fluoroscopy (3DF) for the reconstruction of the joint kinematics through
the estimation of joint poses from video-frames sequences.
To validate the proposed methodology, a gold-standard measurement is needed.
Roentgen Stereo-photogrammetric Analysis (RSA) is an accurate technique for
measuring the three-dimensional position of an object in space using roentgen
rays [10]. RSA is currently considered as a radiologic gold-standard, but it cannot
be extensively used for clinical evaluations on non-pathological subjects because
Part of the content of this chapter was submitted to:
 L. Tersi, A. Barre´, S. Fantozzi, R. Stagni,: In-vitro validation of monoplanar 3D fluo-
roscopy with RSA, submitted to Journal of Biomechanics.
 L. Tersi, A. Barre´, S. Fantozzi, K. Aminian, R. Stagni: Quantification of the perfor-
mance of mono- and bi-planar 3D fluoroscopy compared to marker-based RSA. Submitted
to XXIII congress of ISB 2011, Brussels, Belgium, July 3-7, 2011.
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of its invasiveness.
Although the history of RSA dates back to the invention of X-rays, the
broad application of modern RSA started after the development of the roent-
gen stereophotogrammetry system by Go¨ran Selvik in 1972 in Lund, Sweden
[108]. The technique was validated both with static phantom studies and with
in-vivo test re-test repeatability studies. Bragdon et al. [88] declared for the hip
arthroplasty an accuracy of 22−86 µm and a precision of 8−14 µm, and similar
results were declared by O¨nsten et al. [89] and Bo¨rlin et al. [109]. The technique
was applied to spine pathologies [110], growth [111], joint stability and fractures
[112, 113], but mainly to study prosthesis migration in total joint arthroplasty
[34, 114, 115].
Spherical tantalum markers are used almost exclusively to serve as well-
defined landmarks. They are inserted into bone and may be attached to implants
to form a cluster. The position and the orientation of the cluster could be de-
fined given 2 radiographic projections in a calibrated system and triangulating
the positions of the labeled markers. Standard markers have diameters of 0.5,
0.8 and 1.0 mm, affecting the precision of measurements. Larger markers result
in a larger X-ray image; this larger projection in turn holds more information,
which results in higher precision. But they also have a less well defined contour
and a less well defined profile, because the marker image is the result of a central
projection with an X-ray source of a definite size [35]. At least 3 non-collinear
markers should be used to mark each rigid body under study. However, because
of the fact that markers can be obscured by metal objects, and a redundancy of
markers will increase the precision of the measurements, Valstar et al. [35] advise
to use about 6-9 well-scattered bone markers for each bony structure. Nonethe-
less, due to manufacturing issues, the number of prosthesis markers is kept to
a minimum: in most instances 3 markers are attached. Markers should not be
obscured by the metal of the prosthesis, and in order to avoid galvanic corrosion
the markers should not be in contact with the prosthesis.
In addition to static analysis, RSA has also been used to assess joint kine-
matics dynamically. The first study on knee joint kinematics was initiated as
early as 1979, but was performed on cadaver specimens [116]. The technique was
then applied to the study of anterior cruciate ligament reconstruction [117] and
to the comparison of Total Knee Replacement (TKR) kinematics with normal
knee patterns [15, 36].
Nevertheless, the errors committed in static analysis worsen when propagated
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to dynamically estimation of joint kinematics [118]. The validity of the RSA
applied to joints in motion was tested by De Lange et al. in 1990 [119], finding
out that the accuracy strictly depends on the number and the distribution of the
markers on the bone or prosthesis surface.
One of the major disadvantages of RSA is that implants manufactured with
special markers drastically increases cost and extends study planning. The mod-
ified implant is essentially a different implant from the device that will be widely
distributed. Marking the implant may also jeopardize its strength and cause lo-
cal stress raisers in the bone cement. This can result in cement cracks, which
compromise fixation strength. Because the markers are attached to the implant
they are often over-projected by the implant. Moreover, being based on markers
implant, for obvious ethical reasons, RSA cannot be applied to the study of the
intact joints kinematics. Another invasiveness issue is determined by the high X-
ray dose for the analyzed subject. The small size of the tantalum beads implies
the acquisition of double projections using traditional high dose radiography, and
this may become a limiting factor of the allowable duration of dynamic analysis.
To circumvent these problems, since the middle of the nineties, different
model-based protocols were proposed in contrast to the marker-based RSA [11,
72]. An invasiveness reduction was introduced by the use of mono-planar meth-
ods [12]. The accuracy of mono-planar 3DF was previously investigated. For
total knee replacement kinematics, an accuracy level of the order of mm/deg
was reported [3, 12, 13, 99], but major problems were encountered to estimate
the translation along the projection axis (accuracy approximately one order of
magnitude lower). More recently Acker et al. [19, 120] reported the accuracy
of a fluoroscopic approach specifically in determining the relative pose between
the femoral and tibial prosthesis components along knee motion axes, while the
components were in motion relative to one another. The registration algorithm
proposed by Mahfouz et al. [13] was used for the optimized pose of the prosthesis
components during dynamic trials. The limits of agreement, between which 95%
of differences can be expected to fall, were −2.9 to 4.5 deg in flexion, −0.9 to
1.5 deg in abduction, −2.4 to 2.1 deg in external rotation, −2.0 to 3.9 mm in
anterior-posterior translation, −2.2 to 0.4 mm in distal-proximal translation and
−7.2 to 8.6 mm in medial-lateral translation.
A part than applications on joint prostheses, 3DF has been also applied to
intact joints. The accuracy estimated for TKR kinematics cannot be a-priori
be considered valid in general for intact joints, due to the low quality of images
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and joint models. Fregly et al. [17] proposed an in-silico evaluation of 3DF for
the analysis of natural knee absolute pose, declaring a slightly worse accuracy
(' 2 mm,' 3 deg) even if in computer simulations, many fluoroscopic errors
were disregarded. The less contrasted nature of the fluoroscopic projections and
the marked morphologic symmetries interfered with a proper alignment.
Especially for intact joint analyses, the reduction of information introduced
by the mono-planar fluoroscopy can affect the accuracy and reliability of the tech-
nique. On the other hand, these validation studies were carried out considering
different setups, softwares, 2D-3D registration algorithms, and testing different
prostheses or joints models. The provided results may then not be comparable
to each other. It is necessary to provide a comparison of the kinematics estima-
tions performed on the same datasets with mono- and bi- planar 3DF and with
a gold-standard. In Section 2.2, a preliminary in-silico comparison of mono- and
bi-planar techniques applied to prosthesis models was proposed. Investigating
only a small domain (±4 mm/deg) around a reference pose, both mono- and
bi-planar achieved excellent results in the pose estimation (' 0.1 mm/deg), but
' 2 mm for the mono-planar out-of-plane translation. Many sources of error
typical of real fluoroscopic sessions were disregarded and further investigations
were needed.
Moreover, due to the discussed limitation of the optimization algorithms
(Chapter 4), the automatic 2D-3D registration were only used to refine previ-
ous time consuming manual alignments [19]. Without quantifying the intra- and
inter-rater reliability, it was not clarified how the user experience may affect the
results. In this Chapter a novel in-vitro study will then be presented to eval-
uate the robust registration algorithm based on Memetic Algorithm (MA) and
described in Chapter 4. Being robust and non-dependent by the user, it is not
necessary to evaluate the intra- and inter-rater reliability of this novel method,
and the provided results will be more generalizable than those of previous studies.
The objectives of the current work are the validation of 3DF for the quantifi-
cation of intact knee kinematics, and the concomitant comparison of mono-planar
and bi-planar techniques. Mono- and bi-planar 3DF were then applied to knee
phantom kinematics, considering marker based RSA as a gold-standard.
Luca Tersi
5.2 Material and methods 103
5.2 Material and methods
5.2.1 Data acquisition
A Sawbones[121] composite bone model of the knee joint (composed by tibia
and femur) was used for the validation study. Images of five repetitions of 10 s
simulated walking tasks were acquired with two synchronized fluoroscopes BV
Pulsera (Philips Medical Systems) at a frame rate of 30 fps. An home made
synchronization device was developed and used for the acquisitions. The projec-
tion axis of the two fluoroscopes were coplanar with an angle of approximately
50 deg [122] (Figure 5.2). Images of calibration devices were acquired and used
for the distortion correction, and foci and spacing calibration [60], but also to
accurately determine the pose of each fluoroscope in the global reference frame.
Four tantalum beads with a diameter of 1mm were implanted on each segment
for the RSA analysis. Surface mesh models of the Sawbonesknee segments were
generated from Computer Tomography (CT) scans (Lightspeed VCT, GE Med-
ical Systems). Due to the absence of soft tissue, a simple thresholding was used
for the segmentation purpose (Figure 5.1). Using virtual palpation, anatomical
landmarks were identified and used to define anatomical reference frames accord-
ing to International Society of Biomechanics (ISB) [123], but due to absence of
the fibula in the model, the reference frame definition of Conti et al. [124] was
used for the tibia. The relevant relative positions of the tantalum beads clusters
were also reconstructed from the CT scan. For each mesh model an Adaptive
Distance Map (ADM) with a resolution of 0.5 mm was computed and stored.
5.2.2 Pose estimation algorithms
The alignment algorithm implemented was described in chapters 1 and 4, but
adapted to bi-planar analysis. The fluoroscopes were represented by two per-
spective projection models. A global system of reference was defined with the x
and y axis in the image plane of the one fluoroscope (F1), and the z axis per-
pendicular to the image pointing towards the X-ray source, forming a right-hand
reference frame. The position and the orientation of the second fluoroscope (F2)
was estimated with the acquisition of calibration devices.
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Figure 5.1: Frontal and back views of the CT segmentations of the Saw-
bonesphantom models of tibia and femur with the relative cluster of markers
for the RSA.
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Figure 5.2: Virtual representation of the system, the femur model is tangent to
the projection rays connecting the contours in the image and the X-rays source.
The markers in the image are used for the RSA elaborations.
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3D video-fluoroscopy
Each task repetition was analyzed using both (bi-planar) or only one of the fluoro-
scopic projections (F1 or F2). The pose was estimated minimizing the Euclidean
Root Mean Square Distance (RMSD) between each surface model and the beams
of lines connecting the X-ray sources and the edges of the bone extracted in the
projected images. Differently from what described in section 1.3.1, for the bi-
planar setup, the RMSD was computed considering both the beams of projecting
lines of the two fluoroscopes. The optimization algorithm was a completely un-
supervised MA (chapter 4). Briefly, each Degree Of Freedom (DOF) was coded
with an 18 bit Gray code [106], an initial population of 100 chromosomes (poses)
evolved to convergence using multipoint crossover, ageing, mutation and Lamar-
ckian learning operators. For the first frame, as suggested in Chapter 4, the
initial population was made of 100 chromosomes uniformly distributed spanning
the entire Field Of View (FOV) domain (±100 mm for translation, and ±180 deg
for rotations). In order to increase the computational performance and the relia-
bility of the estimates, for the following frames, the search domain was centered
in the optimal pose estimated for the previous frame and the domain extent was
reduced to ±50 mm for translation, and ±50 deg for rotations. Moreover, if the
RMSD of the estimated optimal pose was at least 3 times larger than the residual
of the previous pose, the alignment was automatically repeated.
The contours for the alignments were semi-automatically generated using a
hybrid region growing and Malladi-Sethian level-set method [125] (see Chapter 6),
which was designed for prosthesis segmentation but was feasible for this phantom
study due to the absence of soft tissues that, in in-vivo condition, do not allow
automatic contours extraction.
Roentgen Stereo-photogrammetric Analysis
The coordinates of each marker in the image planes were obtained with a Hough
transform [126] and manually labeled in the first frame. The labeling was then
automatically propagated to the nearest neighbors on the following frames for
the whole dataset. The RSA 3D kinematics was computed using the method
described by Valstar et al. in [127]. The reconstruction of the 3D reference
position of each marker is the linear algebra problem of computing the closest
point in the space between two skewed projection lines connecting the X-ray
sources and the labeled points in the fluoroscopic images.
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Having n markers on a rigid segment, let a1, . . . , an be the coordinates of
the markers in the anatomical reference frame, and g
1
, . . . , g
n
be the reference
markers coordinates in the global reference frame. To estimate the pose of the
segment, the rotation matrix M and the translation vector d must be assessed
solving the following equation:
min
M,d
n∑
i=1
∥∥∥Mai + d− gi∥∥∥2 (5.1)
so that M is an orthogonal matrix.
This problem can be solved using the matrix singular value decomposition
[128, 129]. The translation vector d can be expressed as:
d =
1
n
n∑
i=1
(
g
i
−Mai
)
= g −Ma (5.2)
Substituting this expression in 5.1, the only unknown remains M :
min
M
n∑
i=1
∥∥∥M(ai − a)− (gi − g)∥∥∥2 (5.3)
When we define A = [a1−a, . . . , an−a] and G = [g1−g, . . . , gn−g], the problem
may be written as:
min
M
‖MA−G‖ (5.4)
so that M is an orthogonal matrix. The solution of the rotation matrix is:
M = UV t (5.5)
in which
GAt = UΣV t (5.6)
is the singular value decomposition. The problem can be ill conditioned for small
number of markers, and the reflection matrix (det(M) = −1) can be erroneously
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estimated. To solve this problem, Equation 5.5 is modified as follow [130]:
M = U
1 0 00 1 0
0 0 det (UV t)
V t (5.7)
The solution of d is found when M is substituted in Equation 5.2.
The frames with less than three couple of visible markers were excluded from
the analysis because the problem would degenerate.
5.2.3 Data reduction
For each data frame (∼ 1500 frames), the deviation from the gold-standard kine-
matics of each estimated DOF was quantified as:
diff i = pi
f
− pi
gs
(5.8)
where pi = [T ix, T
i
y, T
i
z , Θ
i
x, Θ
i
y, Θ
i
z] is the pose vector for the i-th frame estimated
with the fluoroscopic methods (f) and the gold-standard RSA (gs).
The Kolmogorov-Smirnov test was used to investigate whether the error dis-
tributions were normal. The trial and the bone model effects were evaluated with
a Kruskal-Wallis test (α = 0.05). The accuracy and precision of the estimate were
expressed as the median (m) and interquartile range (iqr) of the distributions.
The agreement between the RSA and fluoroscopic results was also described by
the Bland-Altman “limits of agreement” approach [131], and adapted to non-
normal distributions [132]. This method defines the upper and lower limits,
between which 95% differences between the two methods can be expected to fall,
and plots the differences (diff ) between the gold-standard and estimated mea-
surements (Equation 5.8) against the means of the two measurements (Equation
5.9).
meani =
1
2
(pi
f
+ pi
gs
) (5.9)
All statistical analyses were performed with NCSS (NCSS, Kaysville, USA).
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Table 5.1: Pose estimation error relative to the comparison of the kinematic
quantifications carried out considering the mono-planar projection of the fluoro-
scope 1, of the fluoroscope 2, and the bi-planar projection with the RSA gold-
standard. Median m and interquartile range iqr of the error distributions are
reported.
DOF
mono F1 mono F2 bi-planar
m iqr m iqr m iqr
Tx [mm] 0.1 0.3 -1.4 1.2 0.1 0.3
Ty [mm] ∼ 0 0.4 -0.6 0.4 ∼ 0 0.1
Tz [mm] 3.1 4.9 1.5 1.0 0.2 0.2
Θx [deg] 1.2 1.3 0.4 0.4 0.1 0.2
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Figure 5.3: Bland-Altman plots for the evaluation of the agreement between
RSA and bi-planar 3DF.
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Figure 5.4: Bland-Altman plots for the evaluation of the agreement between
RSA and F1 and F2 mono-planar 3DF.
Luca Tersi
5.3 Results 111
5.3 Results
About 20% of the frames were excluded from the analysis because not all the
tantalum markers necessary for the RSA pose reconstruction were visible inside
the FOV. The differences in the alignments of the mono-planar and the bi-planar
analysis compared to the RSA gold-standard were quantified. Similar results were
obtained both for the femur and for the tibia, moreover no significant differences
were obtained among the repetitions (Kruskal-Wallis, P > 0.05). All the data
were then analyzed together and the results are reported in Table 5.1.
5.3.1 Bi-planar
The Bland-Altman plot shows the median and the upper and lower limits of
agreement (upper and lower dotted lines) are the bounds between which 95%
of the differences between the two methods can be expected to fall. For the bi-
planar alignment (Figure 5.3), the translation error was in the order of magnitude
of the lower bound determined by the fluoroscopic image pixel spacing (equal
to 0.3 mm as quantified with the calibration process) with the worst iqr for
the translation in the x direction (0.3 mm). A positive bias was found for Tz
(m = 0.21 mm, lower and upper bounds 0.06/0.52 deg). Unbiased results were
obtained for rotations, with the worst case for the estimation of the rotation
around the bones longitudinal y axis (m = −0.19 deg, lower and upper bounds
−1.56/0.45 deg). No linear trends was highlighted.
5.3.2 Mono-planar
Two different mono-planar alignments were carried out considering each of the
two fluoroscopes. No linear trends was highlighted by the Bland-Altman analy-
ses. For F1 (Figure 5.4a), unbiased results were obtained for the in plane pose
parameters (Tx, Ty, Θz). In this configuration, the out of plane translation (Tz)
is the most critical with iqr ' 5 mm; the out-of-plane rotation (Θx) is biased and
with a relatively large dispersion (iqr = 1.3 deg). For the fluoroscope F2 (Figure
5.4b) the error was spread among the DOFs with the largest dispersion for Tx
with iqr = 1.2 deg. The Tz positive bias was found also for both the mono-planar
alignments.
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5.4 Discussion
Due to the small dimension of the bi-planar setup investigation volume, about
20% of the frames were excluded from the validation analysis, because not all
the tantalum markers necessary for the RSA pose reconstruction were visible
inside the FOV. The model-based bi-planar method, however, provided accurate
analyses of these frames, because it managed to combine the lacking information
on one fluoroscope, with the second projection, proving to be more robust than
the mono-planar techniques. On the other hand, in order to be analyzed at the
same time both with bi-planar and mono-planar methods, the acquired volume
for the task was designed considering the limited intersection between the two
X-rays beams of the two fluoroscopes (see Figure 1.1). In a merely mono-planar
setup, the motion task could exploit a bigger acquisition volume, and then reduce
the chances of exiting from the FOV.
For the bi-planar alignment, excellent results were obtained: the translation
error was in the order of magnitude of the lower bound determined by the fluoro-
scopic image pixel spacing with the worst iqr for the translation in the x direction
(0.3 mm). The most problematic DOF was the rotation around the bones lon-
gitudinal y axis, but this result was expected due to the longitudinal cylindrical
symmetries of the long bones analyzed.
The orientation of the global reference frame with respect to the direction of
the projection of the two fluoroscopes, had an effect on the results. The 50 deg
angle on the xz plane, was chosen in order to maximize the investigable volume
in one direction, to be aligned with the sagittal direction of the walking task
[122]. In this configuration, F1 is aligned to the reference frame, and the out
of plane translation (Tz) is the most critical with iqr ' 5 mm, and, differently
from the bi-planar alignment, the error related to the out-of-plane rotation (Θx)
is dominant over the inter-intra rotation error (Θy). The fluoroscope F2 was
not aligned with global reference frame, thus the error was not condensed in the
estimation of Tz but spread among the DOFs. In particular, the uncertainty of
the translation along the projection axis, was projected and split along the x and
z direction.
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5.5 Conclusions
The objectives of the current work was the in-vitro validation of 3DF for the quan-
tification of intact knee kinematics, and the concomitant comparison of mono-
planar and bi-planar techniques. Mono- and bi-planar 3DF were then applied to
knee phantom kinematics, considering marker based RSA as a gold-standard.
The bi-planar alignment proved to be extremely accurate and precise, but it
is limited by the significant reduction of the investigable volume. The present
setup, with an angle between the two fluoroscopes of 50 deg, was optimized for a
treadmill walking task, because differently from an orthogonal setup, the investi-
gable volume has a dominant direction which is aligned to the walking direction.
When a bone is projected at the border of the FOV, the mono-planar reliabil-
ity is limited, while the bi-planar manages to obtain accurate results exploiting
the information of the second fluoroscope. The bi-planar reliability is then best
suited for research purposes, that usually need excellent accuracy and for which
the analysis costs and the elaboration time are not major issues. Nonetheless,
the mono-planar setup has halved costs, halved analysis time and halved ionizing
radiation dose for the patient. In a clinical environment, the trade-off between
analysis costs and quality becomes a major constraint. Notwithstanding its ac-
curacy limitations, we can finally conclude that the reliability of the mono-planar
alignment can be sufficient for clinical analysis. To this aim, the acquired motion
tasks must be designed in a way that the clinically significant information are
not gathered in the out-of-plane direction.
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SIX
AUTOMATION OF THE SEGMENTATION
PROCEDURE: APPLICATION TO PROSTHETIC
COMPONENTS
This study was carried out in collaboration with
MEng. Giacomo Tarroni, Ph.D. Student in Bioengineering, XXIV cycle
6.1 Introduction
3D video-fluoroscopy (3DF) was proven to be a reliable and accurate method to
study in-vivo joint kinematics (see chapters 4 and 5). However, the data analy-
sis is cumbersome and time consuming and major concerns are raised regarding
its possible use in a clinical environment. There are mainly two bottlenecks in
the elaboration process for fluoroscopic data investigation: (a) the information
Part of the material described in this chapter will be submitted to:
 G. Tarroni, L. Tersi, C. Corsi, R. Stagni: A Fast and Automated Method for the
Segmentation of Prosthetic Components in 3D Fluoroscopy, to be submitted to IEEE
Transaction on Biomedical Engineering.
and was submitted to:
 L. Tersi, G. Tarroni, C. Corsi, R. Stagni: Automatic prosthesis segmentation in 3D
fluoroscopy. In: proceedings International Computer Vision Summer School, ICVSS
2010, Sicily, Italy, July 12-18, 2010
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retrieval in fluoroscopic images to be exploited for the 2D-3D registration, and
(b) the manual alignment of the 3D model in order to provide the optimization al-
gorithm with a proper initial guess. Solutions for the latter issue were discussed
in chapter 4, and consisted in the design of a robust Memetic Algorithm (MA)
independent from the initial guess for the pose optimization. On the other hand,
the information retrieval still remains a challenging problem. Many fluoroscopic
methods, such as the one investigated in the present study [3, 11] or the methods
proposed by Banks et. al [12] and by Kaptein et al. [14, 133], rely on the accu-
rate contour extraction in the fluoroscopic frames. The contour must be an exact
segmentation of the structure of interest, and must avoid perturbation caused
by soft tissue, bones, prosthesis or contralateral limb overlapping. To get this
contour, a Canny edge detector [70] is typically applied to the whole image or to
a smaller region of interest, but a time consuming manual procedure is needed
to delete the undesired contours belonging to other anatomical structures. Com-
mercial softwares, such as MBRSA of Medis Special (Leiden, The Netherlands),
provide this solution.
To avoid this manual operation, Mahfouz et al. [13] proposed a contour
matching method that does not need manual contour suppression. Informations
related to spurious contours, however, interfere with a proper alignment. Bey et
al. [74] proposed a method based on Digitally Reconstructed Radiography (DRR)
to quantify the entity of the alignment in term of similarity between the real
and the reconstructed fluoroscopic images. The DRR method uses not only the
information about the silhouette of the segment but also information about the
internal image gray levels. However, this technique can only be applied to intact
joints and not to prosthetic components. Moreover, for both the approaches, it is
still not clear whether the increase of information will improve the quality of the
alignment or, on the other hand, will interfere with the optimization algorithm
introducing local optima in the process.
Another possible solution to reduce the user interaction is the automation of
the contour extraction. The automatic contour extraction is not feasible for intact
joints, because the gray levels of the bones and of the surrounding anatomical
structures are similar, and more importantly, it is not possible to discriminate
between the necessary external and the spurious internal contours. On the other
hand, it is possible to automate the contour extraction for prostheses, because
their radiographic projections are highly contrasted. Oprea et al. [134] investi-
gated the use of several classical adaptive region segmentation techniques, using
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either the initial pixel luminance space (adaptive histogram thresholding), or
an extended feature space (Fuzzy C-Means). The methods were applied to tra-
ditional radiographies of hip prostheses of static limbs, thus to better quality
images as compared to the fluoroscopic ones. Moreover, even the best method
(Fuzzy C-Means) provided a false positive pixels classification rate of 2 − 11%
which may be propagated as large errors to the pose estimation. Domokos et
al. [135] proposed a template matching method for radiographic hip prosthesis
segmentation. However the quality of the method was affected by illumination
variations which is quite common in fluoroscopic images. Moreover, being based
on template matching, the technique models the projective transformation of the
prosthesis, which depends on the pose of the implant in 3D space, with a 2D
affine transformation. The affine assumption, however, is valid only if the X-ray
images are taken in a well defined standard position of the limb [135]. On the
other hand, template matching methods cannot be used in kinematics estimation
algorithm because these methods use a-priori knowledge about the shape of the
prosthesis to be segmented which, in the 3DF context, is the unknown quantity
to be estimated.
The quality of fluoroscopic images of prostheses is frequently affected (a) by
image blurring, (b) by the presence of dark cemented region closed to prosthesis
border, and (c) by the cluttering of other prosthetic components or of the con-
tralateral limb. These, together with the fact that the prostheses projection
shapes are mixture of round and sharp contours, constitute interfering factors
that must be taken in consideration to design the segmentation methods, and
prevent traditional techniques such as active contours, level-set or region grow-
ing to be effective. On the other hand, combining the strong points of these
methods can be enough to develop a robust segmentation algorithm to be ap-
plied in the dynamic context of 3DF and to reduce the user interaction in the
contour selection. Varshney et al. [136] followed this approach, developing a
multi-view segmentation method where an active contours 3D surface evolution
with level-set implementation is used to recover the shape of bones and prostheses
in postoperative joints, getting promising results in a 3D shape recovering task.
The aim of the present work is then to speed up the prostheses contour extrac-
tion and to reduce the human interaction in the fluoroscopic analysis, through
the development of a fast and robust semi-automated prostheses segmentation
method, combining region growing and level-set methods.
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6.2 Material and Methods
Well-known segmentation algorithms were combined together in order to develop
a novel methodology with tuned characteristics specific for the application to the
prostheses segmentation in fluoroscopic images. Design criteria included:
 velocity : reduced user interaction time;
 flexibility : in order to be applied to different prosthetic models;
 accuracy : few accurate contour points are better than many but wrong;
 robustness: ability to deal with blurred images, low contrast, and presence
of illumination gradient;
 specificity : the algorithm should be able to discriminate prosthesis edge
from cemented parts or high density bony tissue.
The fluoroscopic dataset is typically a series of 1024x1024 pixels images follow-
ing the DICOM standard, acquired at 5− 50 fps. In a normal setup a 512x512
side square is enough to contain the prosthesis projection. Depending on the
technology, 10 or 12 bits per pixel are reserved to code the gray tone, resulting in
1024 or 4096 levels. The Field Of View (FOV) may correspond to a circle with
a diameter of about 20− 40 cm, thus it could easily happen that the prosthesis
overlaps with the FOV border. If not acquired with modern flat-panels, fluoro-
scopic images are geometrically distorted. In this work we analyzed undistorted
images, because, as discussed in section 2.3, effective procedures to compensate
for the distortion were implemented [60]. To improve the quality of the image,
also the vignetting compensation can be applied (section 1.2.1).
6.2.1 Segmentation algorithm
The algorithm is applied to each prosthesis component, and is briefly implemented
as follow:
1. seeding and cropping;
2. level-set edge preserving anisotropic diffusion filter [137];
3. binary mask based on thresholding and morphology-based operations on an
edge indicator g (Equation 6.3);
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4. region growing [138];
5. contour refining with Malladi-Sethian [125];
6. automatic inaccurate contour suppression.
1. Seeding Giving the fact that the prosthesis dimension is limited as com-
pared to the full extent of the image, the first operation is to identify a region of
interest containing the whole prosthesis projection. This is done with a manual
seeding operation, on an internal point approximately at the center of the pros-
thesis component. The image is then cropped to a square, the side of which is a
power of 2 pixels wide (usually 512). This is necessary for the following region
growing operation.
2. Diffusion filter To reduce the effect of the Poisson noise [139] typical of
fluoroscopic images, and to make the prosthesis gray level as uniform as possible
throughout the whole prosthesis extent, without losing information about its
edges, a level-set edge preserving anisotropic diffusion filter was designed and
applied to the image I:
It = gK|∇I|+∇g· ∇I in Ω×]0, inf[
∂I
∂n = 0 in ∂Ω×]0, inf[
I(0) = I0 in Ω
(6.1)
where I is the image, Ω is the image domain, K is the curvature
K = ∇ · ∇I|∇I| (6.2)
and g is an edge indicator controlled by the parameter β and defined as follow:
g =
1
1 + |∇I/β| (6.3)
The diffusion of the level-set is weighted by the edge indicator, it is then fast
in the low gradient area, but it slows down and stops in correspondence of the
edges. Equation 6.1 is approximated with a finite-difference scheme and solved
iteratively (100 iteration per image).
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3. Binary mask A binary mask is then computed thresholding the edge in-
dicator g applied to the filtered image. This operation is carried out in order to
obtain a uniform and closed white region inside the prosthesis area. To assure
that the area is closed, a manual check of the threshold T is needed:
gmax = max
i,j
(gi,j) with i, j ∈ Ω (6.4)
gmaski,j =
{
0, if gi,j < Tgmax
1, if gi,j > Tgmax
with T ∈ [0, 1] (6.5)
To clean the spurious contours inside the prosthesis area a fill holes procedure
is finally applied to gmask. A hole is a set of background pixels that cannot be
reached by filling in the background from the edge of the image. The result is a
binary image, white in the uniform gray level area, and black in proximity of the
edges (see Figure 6.2).
4. Region growing The resulting image is then elaborated with a region grow-
ing algorithm [138]. Region growing is a simple region-based image segmentation
method. It is also classified as a pixel-based image segmentation method since it
involves the selection of initial seed points. This approach examines neighboring
pixels of initial seed points and determines whether the pixel neighbors should
be added to the region. In the present implementation, the process started from
the seed point specified in step 1, which was also used for cropping purpose. To
avoid eventual overflow outside the prosthesis region, an 8-connected neighbor-
hood criteria was used for the classification. The result is a binary image, white
inside the seeded prosthesis, and black outside. It is now possible to extrapolate
a contour as an iso-curve between the black and white pixels.
5. Malladi-Sethian The contour obtained with the region growing is closed
and a shrunk version of the actual prosthesis contour. The previous thresholding
operation are meant to get a first guess contour as close as possible to the prosthe-
sis edge, but the thresholding of the edge detector g tends to widen the prosthesis
border, both towards the inside and the outside of the prosthesis. Starting from
an inside seed, the region growing detects the internal side of this border, which
is certainly shrunk.
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A final refining operation is then needed to evolve the extracted contour to
the actual one. This is carried out with a Malladi-Sethian level-set algorithm
[125], based on Equation 6.1, but in which the implicit surface to be evolved is a
distance function of the contours point. The metric of the evolution is weighted
by the edge indicator g applied to the original image I (Equation 6.3).
The procedure is iterated, and automatically stopped when the area inside the
contours does not change of more than 4 pixels between two following iterations.
6. Contour suppression (CS) Image blurring is one of the major source of
error (see chapter 5). The blurring is typically due to a motion of the analyzed
limb, and is thus directional. This means that only the contours that are or-
thogonal to the motion vector of the limb will be affected by blurring. In 3DF it
is then better to rely on few accurate contours than on many blurred contours.
An automated procedure was then developed to find out whether the extracted
points belong to a blurred or to an un-blurred contour. The gradient (grad) of
the image is computed and convolved with a smoothing Gaussian function ob-
taining grads. The point of the contour at coordinates (i, j) is suppressed if the
value of the correspondent pixel in the smoothed gradient is lower than a certain
threshold (gradsi,j < th).
6.2.2 Performances evaluation
The performances of the algorithm were analyzed both with in-silico simulations
and with the analysis of in-vivo real data.
In-silico
CAD models of the femur and tibial knee prosthesis components, and of the stem
of a hip prosthesis [140], were virtually aligned over real fluoroscopic images of
intact knees and hips. Considering the Lambert-Beer law (Equation 1.1), DRRs
were generated and fused with the real images simulating different conditions
of blurring and light gradient. The fusion was carried out using the following
procedure:
1. The model was positioned in 10 physiological positions aligned to the un-
derlying images.
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2. Flat shaded binary projections were generated. The iso-lines at the edge
between black and white pixels were extracted and used as gold-standard
contours.
3. The binary images were then blurred in a random direction of blur =
0, 5, 10 pixels.
4. A Poisson noise was added to the image according to [139].
5. A radial light gradient was added to the image simulating the vignetting
effect (see section 1.2.1); the intensity of the gradient was varied in three
levels vig = 0, 5, 10 % of the real image gray level range.
6. The resulting image was finally merged to the real fluoroscopic image to
simulate the texture caused by soft tissues.
The algorithm was then applied to the to the resulting 270 perturbed image.
The accuracy of the segmentation was evaluated computing the Hausdorff dis-
tance [141] between the extracted contours and the relevant gold-standards. Two
sets are close in the Hausdorff distance if every point of either set is close to some
point of the other set. The Hausdorff distance is the longest distance you can be
forced to travel by an adversary who chooses a point in one of the two sets, from
where you then must travel to the other set. In other words, it is the furthest
point of a set that you can be to the closest point of a different set. Let R be the
set of points r of the reference gold-standard contour, and E the set of points e
of the estimated contour, we define:
Hre(R,E) = max
r∈R
d(r, E) (6.6)
Her(R,E) = max
e∈E
d(e,R) (6.7)
where
d(u, V ) = min
v∈V
√
(ux − vx)2 + (uy − vy)2 (6.8)
is the minimum Euclidean distance between the single point u and the set of
points V . Thus, the Hausdorff distance is:
H(R,E) = max {Hre, Her} (6.9)
Luca Tersi
6.2 Material and Methods 123
The Hausdorff distance is defined for closed curves, however, when the contour
suppression is applied (CS = 1), the procedure ends up with open curves. We
need then to compare a reference closed curve (in red in Figure 6.1b), with an
estimated opened contour. In these cases, only Her (Equation 6.6) will be use to
compare the results, because Hre may overestimate the actual contour distance.
Hre
Her
R
E
(a) Closed curves
Hre
Her
R
E
(b) Opened curves
Figure 6.1: Outline of the Hausdorff distance for closed (6.1a), and opened
(6.1b) curves. Hre is not a suitable measure of the distance between the opened
curves because it overestimates the actual distance.
The Hausdorff distance quantifies the maximum discrepancy among the con-
tours and constitutes then an upper limit of the error. To quantify the average
error the Mean Absolute Deviation (MAD) [142] was also estimated according to
the following equation:
MAD(R,E) =
1
2
(
1
Nr
∑
r∈R
d(r, E) +
1
Ne
∑
e∈E
d(e,R)
)
(6.10)
where Nr and Ne are the number of points of the contours. Also MAD is not
a suitable measure of the discrepancy between opened curves, thus the following
quantity was used to evaluate the effects of CS:
MADre(R,E) =
1
Ne
∑
e∈E
d(e,R) (6.11)
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Both H and MAD do not give information about bias. The areas of the closed
contours were quantified to compute the ratio among the areas:
Ar(R,E) =
ΓE
ΓR
(6.12)
where ΓR is the area circumscribed by the set of point of the reference contour,
and ΓE by the estimated contour.
The Kolmogorov-Smirnov test was used to investigate whether the parameters
distributions were normal. To evaluate the effects on the estimated parameters of
the prosthesis models, blur and vig, different sets of Kolmogorov-Smirnov tests
were performed (P < 0.05). The post hoc Bonferroni correction was then used
for multiple comparison. The effect of the contour suppression was analyzed with
the Mann-Whitney U-test (P < 0.05). All statistical analyses were performed
with NCSS (NCSS, Kaysville, USA).
In-vivo
In order to evaluate its performance, the algorithm was applied to a dataset of 100
images of a knee prosthesis kinematics acquired with the bi-planar fluoroscopic
acquisition system described in chapter 5. The same dataset was also segmented
manually with the commercial software MBRSA of Medis Special (Leiden, The
Netherlands). The same software, which implements the alignment algorithm
described in [72], was used to quantify the kinematics considering either the
automatic or the manual contours, in order to test whether the final accuracy
of the pose estimation is affected by the new automatic segmentation algorithm.
The differences between the results from the two methods were calculated for each
frame of data and resumed in terms of median (m), interquartile range (iqr) and
kurtosis (k). The limits of agreement of the alignments were determined using the
methods described by Altman and Bland [131]. These methods were specifically
developed in order to describe agreement between measurement methods. This
“limits of agreement” approach calculates an upper and lower limit, between
which 95% of the differences between the two methods can be expected to fall.
Being the distribution of the variable non-gaussian, the non parametric Bland-
Altman plot was used [132].
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6.3 Results
The new semi-automatic algorithm requires the user to provide only one seed
and the choice of one threshold level per image, per segment. The computational
time is ∼1 min per segment (AMD Turion64 X2 2.00 GHz, RAM 2.00 GB
laptop), ∼ 5−10 s of which of user interaction only. The algorithm can efficiently
avoid cemented part (Figure 6.2, a5), but is negatively affected by image blurring
(Figure 6.2, b5).
a) Steps 1,2a) a) Steps 3,4 a) Step 5
b) Steps 1,2b) b) Steps 3,4 b) Step 5
Figure 6.2: Intermediate steps of the image elaboration for the automatic pros-
thesis segmentation. The stars represent the seed points.
6.3.1 In-silico
The Kolmogorov-Smirnov test performed on the extracted parameters demon-
strated that the distributions were not normal (P > 0.1). Non-parametric
statistical tests were used to analyze the results. The Kruskal-Wallis test was
performed on every combination of the factor levels. It highlighted that the pro-
cedure was not sensitive to the vignetting vig (no significant difference on any
parameter). The prosthetic model significantly influenced (P < 0.01) the quality
of the segmentation, being the hip model the most problematic with a median
H ' 5 px. However, the average error, quantified by MAD, was not significantly
different among the models, ranging from 0.1 px for blur = 0 px to a maximum
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of ' 2 px for blur = 10 px.
As expected, the level of blurring (blur) had major effects on all the parame-
ters (see Figure 6.4). Both H and MAD increased with the blurring. Moreover,
if Ar was approximately equal to 1 with blur = 0 px, it became significantly
lower than 1 with larger blur. This result implies a ΓR larger than ΓE and a bias
in the contour extraction (Figure 6.3).
(a) blur = 0 px, vig = 0 (b) blur = 10 px, vig = 0.10
Figure 6.3: Examples of the results of the in-silico evaluations. The blue
contour is the gold-standard reference, the green is the extracted one and the red
points are the one automatically suppressed (CS = 1). Without blurring (Figure
6.3a) the two contours are overlapping, while with high level of blurring the
extracted contour is shrunk (Figure 6.3b). The CS contributed to automatically
eliminate the less accurate points.
The automatic contour suppression (CS) contributed to the reduction of both
the Hausdorff distance and Mean Absolute Deviation. Figures 6.5 and 6.6 show
the effect of CS on Hre and MADre respectively. The reduction was statistically
significant (Mann-Whitney U-test, P < 0.01) and larger for the hip model.
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Figure 6.4: Hausdorff distance (H), Mean Absolute Deviation (MAD), and area
rate (Ar) with respect to different level of blur and different prosthesis models.
The Kolmogorov-Smirnov test highlighted a significant statistical effect of both
the model and blur. All the values but Ar are expressed in pixel.
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Figure 6.5: Hausdorff distance (Hre) with respect to different level of blur,
different prosthesis models and with (CS = 1) or without (CS = 0) the contour
suppression. The Mann-Whitney U-test highlighted a statistically significant
reduction of Hre with the contour suppression. All the values are expressed in
pixel.
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Figure 6.6: Mean absolute deviation (MADre) with respect to different level
of blur, different prosthesis models and with (CS = 1) or without (CS = 0)
the contour suppression. The Mann-Whitney U-test highlighted a statistically
significant reduction of MADre with the contour suppression. All the values are
expressed in pixel.
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Table 6.1: Median m, interquartile range iqr and kurtosis k of the discrepan-
cies between the alignment quantified with automatic and manually extracted
contours in the in-vivo evaluation.
DOF
femur tibia
m iqr k m iqr k
Tx [mm] 0.31 0.12 7.41 0.27 0.20 32.31
Ty [mm] ∼ 0 0.07 5.68 0.03 0.17 40.87
Tz [mm] 0.11 0.32 12.62 0.01 0.59 13.34
Θx [deg] 0.05 0.21 5.66 -0.01 0.12 8.36
Θy [deg] -0.04 0.27 3.47 -0.15 1.45 6.47
Θz [deg] 0.06 0.18 3.31 0.01 0.32 8.26
6.3.2 In-vivo
No qualitative macroscopic differences were found comparing the visual appear-
ances of the automatic and the manual extracted contours on the in-vivo evalua-
tion of the algorithm. The comparison of the absolute kinematics estimations
made on the two different contours (see Figure 6.7a for the femoral compo-
nent), highlighted that the curves are overlapping for all the Degrees Of Free-
dom (DOFs).
Table 6.1 resumes the distributions of the differences in the pose estimation
for every DOFs and for the prosthetic models. The iqr were always lower than 1
excepts for the tibial Θy. Figure 6.7b represents the same data for the femur in
the form of a Bland-Altman plot. It is confirmed that the agreement between the
two alignments is in the order of magnitude of the accuracy of the fluoroscopic
technique, but a small bias of 0.3 mm is highlighted only for Tx.
6.4 Discussion
A promising method for the semi-automatic prosthesis segmentation in 3DF was
implemented. While the traditional methods need ∼ 1− 2 min completely born
by the user, the computational time of the new method is ∼ 1 min per segment
(AMD Turion64 X2 2.00 GHz, RAM 2.00 GB laptop). Only ∼ 5 − 10 s of
user interaction were needed to specify a seed point and a threshold on the edge
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Figure 6.7: Comparison of the absolute kinematics of the femur (6.7a) quan-
tified with automatic and manually extracted contours. Figure 6.7b shows the
Bland-Altman comparison plot with the relevant 95% upper and lower limit of
agreement.
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indicator (Equation 6.3). Even if a short manual procedure is still useful to
eliminate wrong contours in case of components overlapping, the manual time
can be further reduced implementing a batch processing to propagate the seed
from the first frame to the following.
The prosthesis shape had no effect on the average error MAD, but influenced
the maximum error quantified by H. This might be explained by the fact that the
hip prosthesis shape is longer than the femoral and tibial knee components, and
then it went across parts of the image with different gray levels, which became as
dark as the prosthesis closed to the proximal thigh due to the massive presence of
soft tissues. On the other hand, even without using any a priori knowledge about
the prosthesis shape, the algorithm can efficiently avoid eventual cemented parts
(Figure 6.2, a5) and the results are then generalizable to other prosthetic models.
Even if not eliminated with the procedure described in Section 1.2.1, the presence
of vignetting does not interfere with a proper segmentation of the prosthesis. The
light invariance is an improvement step if compared to the segmentation method
proposed by Domokos et al. [135] which was affected by illumination variations
typical of fluoroscopic images.
The major limitation of the technique is that image blurring can negatively
affect the accuracy of the segmentation (Figure 6.2, b5). If a prosthesis move in
one direction, this will create two opposite front of blurred contour on the sides
orthogonal to the movement (Figure 6.3). Being based on an internal region
growing method, the technique can only detect the inner contours, as confirmed
by the area ratio parameter which is always lower than 1 for blurred images (Fig-
ure 6.4). The contour suppression can reduce the presence of outliers (decreasing
Hre), but a residual error, of approximately halved magnitude with respect of
blur, is present (Figure 6.5). The mean absolute deviation was however always
lower than 1 pixel even with a medium level of blurring (blur = 5 px)
On the other hand, the in-vivo evaluation of the method highlighted that
the agreement between the alignments carried out on the manual and automatic
extracted contours is in the order of magnitude of the accuracy of the technique
(Figure 6.7). Only the iqr of agreement in the estimation of the tibial Θy was
slightly larger than one (Table 6.1), but this is probably due to a prosthesis
model intrinsic symmetry and not related to the segmentation. Thus, the effect
of blurring affected in the same way both the manual and the automatic extracted
contours. On top of that, the increasing use of flat panels, that are substituting
the X-Ray Image Intensifier (XRII), will certainly introduce technical improve-
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ments in the fluoroscopic image acquisition chain, that will reduce the occurrence
of blurred images.
The implemented method is then a major improvement of the fluoroscopic
analysis of prostheses, the analysis time has been halved and delegated to the
computer, without losing in accuracy and robustness.
6.5 Conclusions
The present work represents a first evaluation study of the application of well-
known segmentation algorithms in the specific context of 3D fluoroscopy. Promis-
ing results were obtained allowing the improvement of the analysis of prosthesis
kinematics in term of automation and reduction of the user interaction. A batch
processing will also allow to automate the seeding step.
Ph.D. Thesis

CHAPTER
SEVEN
3D VIDEO-FLUOROSCOPY FOR THE
QUANTIFICATION OF 3D FOOT KINEMATICS: A
PRELIMINARY STUDY
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7.1 Introduction
To explore the potentialities of the new validated method, its first preliminary
application will be presented in the following Chapter. This methodological study
aimed at the definition of a fluoroscopic gold-standard based on a functional-
anatomical model for the assessment of marker-based foot protocols.
The evaluation of the foot segmental kinematics is a clinical information ex-
tremely relevant for several pathologies such as clubfoot, flatfoot, cerebral palsy
and in particular diabetes. Standard protocols of gait analysis [143, 144, 145, 146]
model the foot as a single rigid segment, thus are not suitable for performing this
type of evaluation.
For this reason, in the last years, several multi-segmental foot models were
proposed [25, 147], they differ for several characteristics such as (a) the number
of segments into which the foot is divided from 2 to 9, (b) the type of angular
convention adopted, (c) the technology used for kinematics quantification. Ap-
plying these models different pathologies were investigated: rheumatoid arthritis
[148], hallux rigidus [149], posterior tibial tendon dysfunction [150]. Despite the
number of models proposed, two questions, clinically and methodologically rele-
vant, are still open: the definition of the neutral reference position, compatible
with the deformities associated to foot pathologies, and the influence of Soft Tis-
sue Artefact (STA) in the kinematics estimation, which is strictly related to the
definition of foot sub-segments that are not rigid.
Foot protocols evaluate segmental specific kinematics applying skin sensors,
mainly using stereophotogrammetry while in few cases using electromagnetic sen-
sors. Thus, the kinematics assessment is subjected to STA, that leads to errors
in joint translations and rotations of some centimeters and several degrees, re-
spectively [29]. Moreover, foot sub-segments are intrinsically deformable. The
majority of proposed protocols were validated in terms of measure repeatability
[23, 24, 25, 151], but only few studies estimated accuracy [26, 27, 28, 152] and
thus the significance for the clinical decision process of the quantified variables.
Cadaver studies evaluated the rigidity hypothesis of the foot sub-segments [27]
and the choice of anatomical landmarks for the definition of a reference systems
appropriate for the relevant kinematics description [152]. All these evaluations
were performed on cadavers, thus they can hardly represent the clinically op-
erative in-vivo conditions: furthermore, it is difficult to expand the approach
for the evaluation of new protocols. When bone kinematics reconstructed us-
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ing markers applied on the skin and on rigid plates was compared in-vivo with
the one obtained from intra-cortical pins [26], it was not possible to acquire all
the measurements simultaneously due to the limited dimension of the Field Of
View (FOV). Thus, the results can be considered valid under a strict hypothesis
of motor task repeatability, and even a simultaneous acquisition would have un-
derestimated STA, because pins limit skin motion. Less recently, using radiologic
techniques that do not limit skin motion, STA was evaluated in-vivo in the foot,
but the performed analysis was only 2D [28].
In order to validate stereophotogrammetric protocols, it is essential to have a
gold-standard for the accurate in-vivo quantification of the 3D multi-segmental
foot kinematics during activities of daily living, that could be applied for sev-
eral models and protocols. Several techniques allow to estimate, with accuracy
sufficient for validation purpose, in-vivo joint kinematics, i.e. the six Degrees Of
Freedom (DOFs) that define position and orientation in 3D space. Although the
use of intra-cortical pins allows one of the best accuracy, it cannot be adopted
for human tests [26, 32, 33] for obvious ethical reasons, skin movement limitation
and possible kinematics alteration. Roentgen Stereo-photogrammetric Analy-
sis (RSA), designed for the quantification of prostheses components fixation, was
also used for in-vivo joint kinematics [36], but is highly invasive as it is based on
traditional X-rays and requires surgical intervention for radiopaque markers im-
plantation. Finally, techniques based on computer axial tomography or magnetic
resonance [37, 39] have a small FOV, and a frame rate not sufficient for dynamic
tests without combining data from a sequence of cyclic repetitions.
The best compromise among low invasiveness, high accuracy of dynamic anal-
yses and flexibility was found by Banks et al. using a mono-planar fluoroscopic
technique [12]. 3D video-fluoroscopy (3DF), has not been applied to quantify
in-vivo kinematics of foot segments yet, but it was used for kinematic evaluation
of ankle joint [46]. For the accuracy level and the possibility to acquire rela-
tively fast dynamics (up to 50fps with modern fluoroscopes), 3DF was used as a
gold-standard for the validation and the evaluation of error associated with non
invasive techniques for the quantification of motion [4, 49] and to compare the
performance of different STA compensation methods [50], and markers configu-
ration [153, 154]. Up to now, 2D radiological techniques were used to quantify
STA at the foot [28], estimating a motion of 4.3 mm of skin markers with respect
to the underlying bony segments or cadaver studies were performed [27].
In order to apply 3DF to the foot and to obtain data for the validation of foot
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protocols, the kinematics of the foot bony segments quantified using 3DF must
be related to the kinematics of the deformable foot segments quantified using
stereophotogrammetry. Due to the number and dimension of foot bony segments
[155], to the impossibility of estimating the kinematics using skin markers, to the
low correlation between internal dimension and external measures [4], and to the
deformability of the biomechanical model segments, typically functional axes are
adopted [155, 156, 157]. Thus, in contrast with other joints analyzed using 3DF,
where the 6 DOFs of the two bony segments in the joint (for the knee, femur and
tibia) are estimated, in this case the technique must give the estimation of the
functional rather than the anatomical axes. In this way, the estimated reference
kinematics can be compared with kinematic data from stereophotogrammetry.
This Chapter describes the preliminary tests performed following this ap-
proach, starting from the definition of the fluoroscopic gold-standard based on
foot functional models to assess the performance of the multiple calibration [5].
This method is expected also to deal with the anatomical deformation of foot
segments.
(a) Setup (b) Virtual
Figure 7.1: Synchronous stereophotogrammetric and fluoroscopic acquisition
systems (7.1a), and relative virtual representation (7.1b).
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7.2 Material and methods
7.2.1 Data acquisition
One subject (female, 26 years, 174 cm, 61 kg) signed an informed consent and
participated to the study. The kinematics of foot and ankle was synchronously
acquired using stereophotogrammetry (SMART-D, BTS, Italy) and fluoroscopy
(Sirecon 40hd, Siemens), see Figure 7.1a. A 3D multisegment foot protocol pro-
posed by Sawacha et al. [25] was applied on the same subject first by means
of anatomical landmarks direct skin marker placement method, and second in a
modified version which entails calibrating each anatomical landmark with respect
to a local cluster of marker. Flexion-extension and inversion-eversion cycles were
acquired, together with neutral and maximal flexion, extension, inversion and ev-
ersion static postures. Simplified movements were used to analyze the specificity
of the modeling approach.
AP
ML
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5thRAY
Figure 7.2: Definition of the functional model for the forefoot.
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7.2.2 Functional models definition
Bone models of the foot were reconstructed from MRI scan using Simpleware
[158], and used for the reconstruction of bony segments kinematics based on the
anatomical-models. A function-based model was then adopted for the reconstruc-
tion of the kinematics of the 3 foot segments. Functional axes of each segment
were associated to specific anatomical features of the relevant bony segments.
For the forefoot, the antero-posterior axis was associated to the long-axis of the
first ray and the vertical one to the plane containing the first and the fifth ray
(7.2).
(a) Hind-foot (b) Fore-foot
Figure 7.3: Flexion-extension of the hind-foot (7.3a), and of the fore-foot (7.3b)
reconstructed using stereophotogrammetry (blue), fluoroscopy on solid model
(red), and fluoroscopy on compound deformable model (yellow). For the hind-
foot, two stereophotogrammetric protocols were compared.
The hind-foot reference frame was defined using anatomical landmarks on the
multiple segments. In particular the medio-lateral direction was defined parallel
to the substentaculum talii and the fibular tuberosity. The vertical direction was
defined orthogonal to the plane defined by medio-lateral axis and the line con-
necting the upper ridge of the calcaneus posterior surface to the substentaculum
talii, and the antero-posterior axis was orthogonal to the previous. Given this
reference frame, the alignment was repetead considering the single calcaneus, and
considering the compound segment composed by calcaneus and talus.
7.3 Results
The preliminary results show that, for the hind-foot, angles quantified using
stereophotogrammetry overestimated the motion quantified using 3D fluoroscopy,
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particularly for large motion ranges. On the other hand, during unloaded motion
no significant difference could be observed between the motion of the calcaneus
and the motion of the whole hind-foot (talus-calcaneus), reconstructed using
3D fluoroscopy. For the forefoot, instead, significant difference can be observed
between the kinematics reconstructed considering the whole fore-foot geometric
model using 3D fluoroscopy and the one reconstructed from the 3D kinematics
of the I, II and V metatarsal separately.
7.4 Discussion
The preliminary results show that the function-based model constrained to bony
segment kinematics provides a good specificity in describing the relative kine-
matics of foot sub-segments, while the kinematics of the different bony segments
within the sub-segments can hardly be generalized, without the proposed func-
tional approach. The two different stereophotogrammetric protocols could not be
compared because the motion tasks were not standardized, however the anatom-
ical protocol seems to overestimate the flexion-extension angle for the fore-foot.
For this in-vivo acquisition, the fluoroscopic system Sirecon 40hd (Siemens)
declared a dose of 4.8 µR per image. A total number 600 frames were acquired at
6 fps, corresponding to 3000 µR which are equivalent to 0.36mSv, approximately
one third of the annual limit of 1 mSv(Section 1.2.1). Moreover, this value
correspond to the emitted dose while the skin absorbed dose would certainly be
lower. To obtain a reliable measurement of the skin absorbed dose, dosimeters
will be used in future evaluations.
The present methodology is ongoing further evaluation, resulting a promising
tool for the evaluation of marker-based foot protocols.
7.5 Conclusions
Once validated, the improved 3DF method was applied for the first time to
a preliminary methodological study on the in-vivo foot and ankle kinematics.
Synchronous stereophotogrammetric and fluoroscopic data of the foot kinematics
were acquired. The fluoroscopic data were used as a gold-standard to validate
a stereophotogrammetric foot protocol. Like any marker-based protocol, even
the ones for the foot are prone to accuracy limitations due to STA and to the
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deformability of the foot throughout the gait cycle. 3DF can accurately quantify
the necessary gold-standard foot kinematics, but, due to the small size and the
symmetries of the involved bones, the hind-, mid- and fore-foot had to be analyzed
as compound segments. These segments, however, are intrinsically deformable,
and the proposed gold-standard had to be based on functional-anatomical models.
Preliminary results showed that the function-based model constrained to bony
segment kinematics provides a good specificity in describing the relative kinemat-
ics of the foot sub-segments, while the kinematics of the different bony segments
within the sub-segments can hardly be generalized, without the proposed func-
tional approach. The present methodology is ongoing further evaluations, result-
ing a promising tool for the evaluation of marker-based foot protocols. Among
these, the use of image based features seems to be promising for the estimation of
the projections of the heads and the bases of metatarsal bones, which can assist
the pose estimation process and to provide higher accuracy and robustness of the
results.
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The goal of the current Ph.D. project is to introduce methodological improve-
ments in the 3D fluoroscopic analysis to make it more robust and reliable. To this
aim, an analytical identification of the various sources of error was carried out,
investigating solutions to improve the reliability of the results and to automate
and speed up the data analysis, reducing user and computational errors on the
human joint kinematics estimation. The objectives were fully achieved leading
to a more mature and user friendly technique, in which the user interaction was
reduced and the cumbersome data analysis delegated to the machine. The re-
duction of the manual interaction contributed not only at decreasing the “cost”
of the analysis, but it also went in favor of the robustness and the reliability of
3D video-fluoroscopy (3DF).
The fluoroscopic methods are mainly divided into two categories: the mono-
planar methods, which investigate a big volume with a low X-ray dose, and
the bi-planar methods, more accurate but invasive and expensive. A number of
alignment algorithms are proposed in the literature such as the contour matching,
the one based on Digitally Reconstructed Radiographies, or the model based
Roentgen Stereo-photogrammetric Analysis. The analyzed 2D-3D registration
algorithm was based on tangency condition between the 3D model of an object
and the relevant projection rays, due to its light computational weight and to the
ability of dealing with opened contours.
To consider the worst case scenario, the less reliable mono-planar setup was
characterized in depth. The main result concerns with the improvements on the
optimization algorithm for the pose estimation, which is a common step of every
alignment algorithms. The introduced ameliorations, thus, lie outside the speci-
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ficity of the presented mono-planar method and can be easily generalized to the
other alignment algorithms (both mono-planar and bi-planar). The achievements
constitute a general improvement of 3DF favoring its introduction in the clinical
practice.
To achieve this general results it was necessary to identify the points of
strength and the potentially improvable limitations of the 3D fluoroscopic anal-
ysis. This analytical process was carried out starting from in-silico preliminary
analyses which contributed to isolate the effects of different sources of errors.
The image distortion correction and the calibration procedures were found to be
effective. It was pointed out that the errors related to the bone morphology and
symmetries cannot be avoided because intrinsic to the analyzed segment. The
accuracy of the technique is then joint-dependent, and different validation studies
must be accomplished any time a new joint is analyzed, characterizing precision
and accuracy of 3DF in the specific context.
The in-silico evaluations highlighted that the major source of error was related
to the poor global performance of the local optimization algorithm typically used
to detect the bone or prosthesis pose. An extensive sensitivity analysis was
carried out in order to describe the convergence properties of the algorithm,
and to develop local and global solutions to enlarge the global optimum basin
of attraction. A sequential optimization algorithm combined to a geometrical
feature-based estimation of the initial guess for the pose optimization contributed
to improve the local search algorithm. From a global point of view, a further
improvement was introduced by a memetic algorithm designed merging together
the improved local search and a global genetic algorithm. The performed in-silico
evaluations quantified the accuracy and precision of the new robust method, and
it was demonstrated that the memetic algorithm can provide excellent results
even without the supervision of the user. Tuning the optimization parameters, it
was possible to estimate the most problematic out-of-plane pose parameters with
limited bias and dispersion (in the order of few millimeters and degrees depending
on the considered bone model) also with a mono-planar setup.
Due to the absence of non-invasive gold-standards, the in-vivo validation of
3DF applied to intact joints was not viable. The new robust method was then val-
idated considering the accurate marker based Roentgen Stereo-photogrammetric
Analysis (RSA) as an in-vitro gold-standard for the quantification of the kine-
matic of a phantom knee joint. The RSA was based on the implantation of
a cluster of markers on the bone model surfaces and on the acquisition of two
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synchronized fluoroscopic projections. This allowed the comparison of the per-
formances of the mono-planar and bi-planar setups considering all the sources of
error that could be found in an in-vivo session. The bi-planar alignment proved
to be extremely accurate and precise, but it was limited by the significant re-
duction of the investigable volume. The performances of the mono-planar setup
were comparable to the bi-planar when considering the in-plane pose parameters,
and the error is condensed in the out-of-plane direction. Nonetheless, the mono-
planar setup has halved costs, halved analysis time and halved ionizing radiation
dose for the patient. It was concluded that the high accuracy of the bi-planar
method is better suited for research activities, but the reliability of the mono-
planar alignment can be sufficient for clinical analysis. Given the mono-planar
specific limitations, however, the acquired motion tasks must be designed in a
way that the important informations are gathered in the in-plane directions.
A further improvement towards the automation of 3DF concerning the image
segmentation was proposed. Many fluoroscopic methods rely on the contours ex-
traction of the segment of interest in the fluoroscopic images. The procedure was
typically accomplished with a time consuming manual elaboration. Little can
be done for the segmentation of intact joint bones, due to the bones overlapping
and to the low constrasted images. On the other hand, the segmentation process
can be automated for prosthesis analysis. A new semi-automated method for
prosthesis segmentation was designed as a combination of well-known algorithms
such as level-set and region growing, in the specific context of 3DF. With the
new algorithm the analysis time was halved and, more importantly, only few
and fast manual steps were needed. Promising accuracy and repeatability re-
sults were quantified with an controlled in-silico evaluation. An in-vivo analysis
highlighted that no differences can be seen on the final pose estimation accuracy
comparing the manual and the automatic segmentations. The analysis of pros-
thesis kinematics was then improved in term of automation and reduction of the
user interaction.
Once validated, the improved method was applied for the first time to a
methodological study on the in-vivo foot and ankle kinematics. Synchronous
stereophotogrammetric and fluoroscopic data of the foot kinematics were ac-
quired. The fluoroscopic data were used as a gold-standard to validate a stereopho-
togrammetric foot protocol. Like any marker-based protocol, even the ones for
the foot are prone to accuracy limitations due to soft tissue artefact and to the de-
formability of the foot throughout the gait cycle. 3DF can accurately quantify the
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necessary gold-standard foot kinematics, but, due to the small size and the sym-
metries of the involved bones, the hind-, mid- and fore-foot had to be analyzed as
compound segments. These segments, however, are intrinsically deformable, and
the proposed gold-standard had to be based on functional-anatomical models.
A fluoroscopic gold-standard was proposed and the preliminary results showed
that the function-based model constrained to bony segment kinematics provides
a good specificity in describing the relative kinematics of the foot sub-segments,
while the kinematics of the different bony segments within the sub-segments can
hardly be generalized, without the proposed functional approach. The present
methodology is ongoing further evaluation, resulting a promising tool for the
evaluation of marker-based foot protocols
Concluding, this Ph.D. delved deeply into the problems concerning the 3DF
analysis. The limitations were identified, described and, when possible, overcome.
In the improved methodology, the user interaction was reduced in favor of the ro-
bustness of the technique. The introduced improvements made the mono-planar
method more reliable. As compared to the more accurate bi-planar method, the
mono-planar halves the radiation dose for the patient and the costs associated
with the examination. Its use in the clinical practice is then more suitable than
that of the bi-planar method. Still, the mono-planar has some accuracy limita-
tion in the out-of-plane direction, and this aspect must be taken in consideration
during the design of the motor task to be analyzed.
Further improvement may be introduced analyzing and comparing the differ-
ent alignment algorithm proposed in the literature in relation to the specificity of
the investigated joint. On the other hand, now that 3DF has been improved and
validated, future applications might be foreseen. From a methodological point
of view, further validation study will be undertaken along the path indicated by
the first foot study. Certain advances will be made in the soft tissue artefact
quantification and modeling and, finally, the technique will eventually be intro-
duced in the clinical field thanks to contacts with industrial and clinical partners
established during the Ph.D. activities.
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A
THE FLUOROTRACK SOFTWARE: USER GUIDE
Figure A.1: FluoroTrack snapshot
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A.1 Introduction
The software FluoroTrack was developed in order to provide a comprehensive
framework for the 3D fluoroscopic analysis for the kinematics estimation of nat-
ural and prosthetic joints. FluoroTrack was used both for the analysis of real
fluoroscopic data, and to generate in-silico datasets used for testing previous and
newly developed algorithms. It was coded in C++ language, based on algorithms
and tools provided by open source libraries:
 Fast Light Toolkit - FLTK, for the development of the graphical user inter-
faces [159],
 Insight Segmentation and Registration Toolkit - ITK, for 2D and 3D image
processing [160],
 Visualization Toolkit - VTK, for the 3D computer graphics, image process-
ing and visualization [161].
The software provides a virtual scene in which it is possible to manually or
automatically interact with the fluoroscopes (image planes and X-ray sources)
and the 3D models representing the segments to be aligned.
In the following sections, the main steps of the various data analysis will be
presented.
A.2 Typical analysis workflow
A.2.1 Distortion correction
The first operation, before the estimation of the 3D kinematics with any ra-
diographic technique, is the geometrical distortion correction of the fluoroscopic
images. The Calibration window can be found in Pre-Elaboration → Calibration
menu, and it provide the functionality necessary to this aim (Figure A.2). The
steps for the elaboration will hereby be described:
1. Open Light: button to open an image of the empty Field Of View (FOV)
in order to correct for vignetting (Section 1.2.1).
2. Open Grid: button to open the acquired image of the calibration grid.
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Figure A.2: FluoroTrack: Calibration window (tab Distortion, and tab Foci
Calibration). The calibration grid before and after thresholding is displayed.
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3. Smoothing: parameters to be set for the curvature anisotropic diffusion
image filter which is an edge preserving smoothing filter.
4. Threshold: parameters to be set for an brightness-invariant adaptive
threshold filter aimed at the calibration grid beads detection. For each
pixel, two automatic thresholds t are chosen as follow:
t1 = md(IM − Im); (A.1)
t2 =
2WM +Wm
3
; (A.2)
pi,j =

0, if WM −Wm < t1
0, if WM −Wm > t1, Ii,j < t2
1, if WM −Wm > t1, Ii,j > t2
(A.3)
where Im and IM are the minimum and maximum gray levels in the entire
image I; Wm and WM are the minimum and maximum gray levels in a
window centered in the pixel i, j the side of which is specified in Threshold
Window. The pixel is set to 0 if uniform areas and if it is darker than t2,
it is white otherwise. The beads will appear as white blobs (Figure A.2).
5. Marker identification: the beads centers are identified as the center of
mass of the original image gray levels correspondent to each connected
component, with a dimension included in Minimum Size and Maximum
Size, and included inside the FOV specified by Radius, Center X, andCenter
Y.
6. Linking: Find Links starts an iterative procedure to associate the each
marker with real grid. The grid spacing is specified by Distance [mm], and
the other parameters control the iterative procedure.
7. Correction: finally a polynomial correction is applied to a single image or
to the whole fluoroscopic series in batch. Grade specify the grade of the
polynomial [60]. This procedure estimates also the pixel spacing.
A.2.2 Foci calibration
Once corrected for distortions, the image of a calibration cage is analyzed with
the tools provided by the Foci calibration tab.
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1. Open Cage: to open the calibration cage image (already corrected for
distortions).
2. Threshold and Find Markers: to identify the calibration cage beads
with the same procedures described for the distortion correction.
3. Labeling: a manual labeling is necessary to associate the coordinates of
a beads the real tantalum bead of the calibration cage. The labeling is
carried out choosing a bead ID in Big Rectangle and Small Rectangle, and
clicking on the correspondent bead center in the image with the middle
mouse button.
4. Local Calibration: to estimate the position of the fluoroscope focus with
respect to the center of the image (Principal Point X, Principal Point
Y,Focus).
5. Global Calibration: to estimate the relative position of the two fluoro-
scopes in case of bi-planar 3D video-fluoroscopy (3DF).
6. Saving: it is possible to save the calibration settings in a .cal file, from the
Pre-Elaboration → Save Calibration menu.
A.2.3 Setting the scene
The perspective projection calibration file can be imported through Pre-Elaboration
→ Load Calibration. The opening box in the main window provides the func-
tionalities to open the image series (.dcm files), and the mesh models (.stl, .vtk,
.txt file formats) of the bone or the prosthesis. Moreover, it is possible to display
the absolute kinematics of a model, and to play a video of the acquisition. It is
also possible to load a scene file (file .scn) using the File → Open Scene menu to
open all the actors and calibration files at once. On the top right corner of the
main window, a counter lets the user navigate to the opened frames.
The four tabs accessible in the main window (Figure A.3) provide the main
functionalities to interact with the scene.
 Mesh: the user can change the opacity of the selected surface model (picked
with the “p” keyboard key), and manually specify its position and orien-
tation in the current frame. It is also possible to interact with the model
using the mouse (left button to rotate, and right to translate, ctrl button
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Figure A.3: FluoroTrack: Tools accessible from the main windows tabs.
must be pressed to act in the third dimension). The button Edge Projection
Create can be used to project on the image plane the contour of the mesh
in the current pose. The Copy Pose box is used to copy the pose from the
previous or from the following frames. The Save and Load button are used
to save and load the pose for the picked mesh (file .pose).
 Image: this tab provides the image processing tools useful for the contour
extraction. The Equalization box is used to equalize the image in the gray
level range specified by Lower Threshold and Upper Threshold. The values
outside that range are forced to black or white respectively. The Sigmoid
Filter applies a sigmoid to tune contrast and brightness of the image. The
Segmentation box lets the user specify the parameters for the Canny edge
detection. In particular Expand Projection is the dimension of a band,
along the projection of the mesh, in which the Canny filter is applied.
The rubber button changes the interactor in order to manually erase the
undesired contours after the Canny edge detection. The contour are saved
in .vtk file format. Append is used to append the contours of the single
parts of a compound segment.
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 Camera: is used to specify the position and the orientation of the camera
on the scene. It is possible to use the sliders or to change the interactor
from actor to camera to use the mouse. The Reset Camera put the camera
exactly in the calibrated position of the X-ray sources. In this particular
condition, if the mesh pose is correctly estimated, it is rendered aligned to
the correspondent fluoroscopic image.
 Snapshot: is used to visualize and to change the color of the background,
the X-ray cone of light, the X-ray source widget, the projection lines and
the global reference frame. Snapshots of the scene can be saved in .tif
format, the processed DICOM image can be saved as .dcm, and videos of
the kinematics reconstruction can be saved in .avi or .mpg formats.
Figure A.4: FluoroTrack: Alignment functionalities.
A.2.4 Alignment
The functionalities for the automatic alignment are gathered in the Alignment
Window (Alignment → Alignment Window menu, Figure A.4). Two main kinds
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of alignemnt are currently implemented: the model-based 3DF based on Adaptive
Distance Map (ADM) and tangency condition, and the marker-based Roentgen
Stereo-photogrammetric Analysis (RSA).
The Minimization panel, at the bottom of the window, determines the type
of alignment to be used:
 N°Proj: determines whether to use mono-planar or bi-planar projections
– Fluoroscope #1, mono-planar with the fluoroscope number 1,
– Fluoroscope #2, mono-planar with the fluoroscope number 2,
– Both, for bi-planar alignments.
 Order: four options can be chosen:
– Single frame: to optimize the current frame,
– Forward : to propagate the estimated pose of the current frame as the
initial guess for the following,
– Backward : to propagate the estimated pose of the current frame as
the initial guess for the previous,
– No Propagation: to use the user defined initial guess for every frame
For multi frame alignments the value of Start and Stop determine the ID of the
frames to be analyzed.
Distance Maps
The Distance Maps tab is used for the mono- and bi-planar 3DF alignments.
1. Distance map: the buttons at the top are used to compute or to load
an ADM. The map resolution is specified in MinSide [mm] and the K
Factor determines how bigger the first octant must be with respect to the
maximum dimension of the picked mesh.
2. Pose Minimization: this box lets the user choose the reference contour
to be used for the alignment between the Canny and the projection of the
picked mesh (used for validation studies). Three optimization methods are
implemented: (a) Nelder-Mead, (b) Levenberg-Marquardt, and (c) Genetic
Algorithms. For the first two, the Minimization Order group specifies
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the Degree Of Freedom (DOF) priority for the alignment (for sequential
optimization, see Chapter 3), and the following parameters determine the
tolerances to be used as stop criteria. Subsampling determines whether
to use all the points of the contour or only a subset. A different set of
parameters can be set for the Genetic Algorithm such as: the extent of the
investigated domain, the number of bit use to code the chromosomes, the
population number, stopping criteria, aging and mutation weights, and the
type and probability of learning strategies.
Roentgen Stereo-photogrammetric Analysis
The Load Cluster button associates to the picked mesh the coordinates of a cluster
of landmarks (file .ctr). Two methods can be used to estimate the position of the
beads on the images: the Hough Transform, or the Threshold method described
for the distortion correction. The tools provided by the Labeling box are used
to label and propagate backward or forward the association between the 3D
coordinates of the beads and their projections in the fluoroscopic images.
A.3 Other Tools
In addition to the described functionalities, FluoroTrack provides also tools to:
 generate Digitally Reconstructed Radiography (DRR),
 to align two 3D datasets using the Iterative Closest Point method (ICP),
 to simulate dataset and to organize deep in-silico explorations of the con-
vergence domain of the alignment algorithms,
 to transform the mesh model and associate different local anatomical frames,
 to extract 2D .dcm images from a DICOM series.
These functionalities can be accessed through the toolbar menu.
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