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Abstract—We propose an on-line supervisory control scheme
for discrete event systems (DESs), where a control specification is
described by a fragment of linear temporal logic. On the product
automaton of the DES and an acceptor for the specification, we
define a ranking function that returns the minimum number of
steps required to reach an accepting state from each state. In
addition, we introduce a permissiveness function that indicates
a time-varying permissive level. At each step during the on-
line control scheme, the supervisor refers to the permissiveness
function as well as the ranking function in order to guarantee
the control specification while handling the tradeoff between its
permissiveness and acceptance of the specification. The proposed
scheme is demonstrated in a surveillance problem for a mobile
robot.
Index Terms—On-line supervisory control, discrete event sys-
tems, syntactically co-safe linear temporal logic, ranking function.
I. INTRODUCTION
THE main idea underlying supervisory control of discreteevent systems (DESs) [1], initiated by Ramadge and
Wohnam [2], is to restrict behavior of the system by appropri-
ately enabling some controllable events. A supervisor issues
its control action so that the sequences generated hereafter
will be kept within a predefined specification language. One
difficulty in this framework is that control requirements are
typically given by formal languages, i.e., subsets of event
sequences generated by the system. Practically, we need to
translate desired behavior of the system into formal languages,
which is a hard task. For this reason, linear temporal logic
(LTL) [3] is paid much attention to as a formal specification
language for control problems, thanks to its rich expres-
siveness. Controller synthesis problems with temporal logic
specifications are widely studied for many types of system
models [4]–[8]. It is practically acceptable to restrict the
specification language to a subclass of LTL like syntactically
co-safe LTL (scLTL), for which synthesis problems can be
solved in much less complexity than for the case of the general
LTL [9]. We consider a supervisory control problem of a
DES under an scLTL constraint, which describes more general
characterization of system properties than the conventional
marking-based modeling.
Synthesis of supervisors turns out to be computationally
hard when the controlled system is large or has much complex
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aspects. Some researchers have overcome the difficulty by de-
signing supervisors on-line [10]–[16]. Chung et al. proposed a
method to generate limited lookahead trees on-the-fly instead
of constructing a complete supervisor [10]. Heymann and Lin
took another approach for on-line supervisory control under
partial observation, where the on-line supervisor modifies
appropriate control actions precomputed in the case of full
observation [14].
We propose an on-line control scheme leveraging a ranking
function that enables us to find desirable behavior with respect
to the scLTL specification. The concept of ranking functions
is like that of Lyapunov functions, which play a great role
in determining control strategies. The key idea is that, if
the rank decreases along a trajectory, we regard it as good.
Ranking functions are useful in solving games played on a
graph and reachability analysis of automata, which sometimes
give solutions to LTL-related problems. The function proposed
in [5] for receding horizon control under LTL constraints is
based on a similar idea and captures distances to accepting
states with respect to a given LTL specification. However, their
approach is not directly applicable to our problem because they
do not consider uncontrollable events.
In our approach, the ranking function is defined on the
product automaton of the DES and the specification automa-
ton. The rank decreases if an accepting state of the product
automaton is being approached, i.e., the scLTL specification is
more likely to be satisfied than the previous time step. From
a view point of supervisory control theory, on the other hand,
it is desirable for the supervisor to enable as many events
as possible. Thus, we additionally introduce a permissiveness
function that indicates a time-varying permissiveness level. At
each step of the on-line control process, the supervisor checks
the current permissiveness level. If the permissive level is
high, the supervisor may enable events that do not necessarily
lead to achievement of the specification. By referring to
the ranking function and the permissiveness function, which
quantify distances to acceptance and the permissiveness level,
respectively, the supervisor explicitly handles the tradeoff
between the acceptance of the scLTL specification and its
permissiveness.
II. PRELIMINARIES
For a set T , we denote by |T | its cardinality. For an element
t ∈ T and a subset T ′ ⊆ T , we define an indicator function
IT ′ : T → {0, 1} as IT ′(t) = 1 if t ∈ T ′ and IT ′(t) = 0
otherwise.
T ∗ (resp., Tω) is a set of finite (resp., infinite) sequences
over T . For a finite or infinite sequence τ over T , i.e., τ ∈ T ∗
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or τ ∈ Tω , let τ [j] be the (j + 1)-th element of τ . For any
j, k ∈ N with j ≤ k, we denote by τ [j . . . k] the sequence
τ [j]τ [j + 1] . . . τ [k]. We write τ ′  τ if τ ′ is a prefix of τ .
‖τ‖ stands for the length of a finite sequence τ ∈ T ∗.
A. System Model
1) Transition Systems: A (deterministic) transition system
is a 4-tuple T = (X,Σ, δ, x0), where X is the set of states,
Σ is the set of events, a partial function δ : X × Σ → X
is the transition function, and x0 ∈ X is the initial state. We
write δ(x, σ)! if a transition from x with σ is defined. For each
x ∈ X , let Σ(x) = {σ ∈ Σ : δ(x, σ)!} [13] and sucT (x) =
{x′ ∈ X : ∃σ ∈ Σ(x), x′ = δ(x, σ)}. We denote by a triple
(x, σ, x′) a transition from x ∈ X to x′ = δ(x, σ) for some
σ ∈ Σ(x). Moreover, the transition function is extended to a
sequence of inputs: for σ ∈ Σ and s ∈ Σ∗, δ(x, ε) = x and
δ(x, sσ) = δ(δ(x, s), σ).
Let L(T ) = {s ∈ Σ∗ : δ(x0, s)!} be the set of all finite
event sequences generated by T . An infinite sequence ρ ∈
X(ΣX)ω is called a run if, for any j ∈ N, ρ[2(j + 1)] =
δ(ρ[2j], ρ[2j + 1]). A finite sequence h ∈ X(ΣX)∗ is called
a history if h ∈ X or, for h with ‖h‖ ≥ 3, h[2(j + 1)] =
δ(h[2j], h[2j + 1]) for any j ∈ {0, 1, . . . , ‖h‖−32 }. The set of
all runs (resp., histories) starting from the initial state x0 is
defined as Runs(T ) (resp., His(T )).
2) Discrete Event Systems: We model a discrete event
system (DES) by a labeled transition system [7] G = ((X,
Σ, δ, x0), AP, L), where the first tuple (X,Σ, δ, x0) =: TG
is a deterministic transition system, AP is the set of atomic
propositions, namely, the set of simple known statements that
are either true or false [3], and L : X → 2AP is the labeling
function. The event set is partitioned into disjoint subsets
Σ = Σc ∪ Σu, where Σc (resp., Σu) is the set of controllable
(resp., uncontrollable) events. We define Σc(x) = Σ(x) ∩ Σc
and Σu(x) = Σ(x)∩Σu for each x ∈ X . p ∈ L(x) means that
an atomic proposition p ∈ AP holds at a state x ∈ X , i.e.,
p is true at x. G is said to be finite if X , Σ, and AP are all
finite. We define L(G) = L(TG), Runs(G) = Runs(TG), and
His(G) = His(TG). For simplicity, we write sucG for sucTG .
For the set AP , a word is a finite or infinite sequence of a
subset ν ∈ 2AP of atomic propositions, called a letter. Each
run in Runs(G) generates an infinite word over 2AP , obtained
by the labeling function. We extend the labeling function as
follows: for run ρ, L(ρ) = L(ρ[0])L(ρ[2]) . . .. The extension
for histories is defined similarly.
B. Syntactically Co-Safe Linear Temporal Logic
Linear temporal logic (LTL) is useful to describe qualitative
control specifications. We focus on syntactically co-safe LTL
(scLTL), a subclass of LTL. Formally, an scLTL formula ϕ
over the set AP of atomic propositions is defined as
ϕ ::=true | a | ¬a | ϕ1 ∧ ϕ2 | ϕ1 ∨ ϕ2 | © ϕ | ϕ1Uϕ2,
where a ∈ AP , ϕ,ϕ1, ϕ2 are scLTL formulas. In addition, we
use a temporal operator ♦ defined as ♦ϕ := trueUϕ.
The semantics of scLTL is defined over an infinite word
[3]. Intuitively, ©ϕ is true if ϕ holds on the word from the
next step and ϕ1Uϕ2 if ϕ1 keeps to be satisfied until ϕ2 turns
true at some step. For an scLTL formula ϕ over AP and an
infinite word w ∈ (2AP )ω , we write w |= ϕ if w satisfies ϕ.
For a DES G and an scLTL formula ϕ, we say G satisfies ϕ,
denoted by G |= ϕ, if L(ρ) |= ϕ for all ρ ∈ Runs(G).
Although scLTL formulas are evaluated over infinite words,
it is known that we only need to check whether an input word
has a good prefix of the formula. Any scLTL formula can be
translated into a corresponding deterministic finite automaton
(DFA), which is an acceptor for the good prefixes [9]. For
an scLTL formula ϕ, let Aϕ = ((XA,ΣA, δA, xA,0), FA)
be its corresponding DFA, where (XA,ΣA, δA, xA,0) is a
deterministic transition system with ΣA = 2AP and FA ⊆ XA
is the set of accepting states. For any w ∈ (2AP )ω , we have
w |=ϕ⇐⇒ ∃w′∈(2AP )∗, w′  w ∧ δA(xA,0, w′)∈FA. (1)
III. FORMULATION
We formulate a supervisory control problem with an scLTL
specification. A controller, called a supervisor, enables some
controllable events at each state [2]. For each state x ∈ X ,
we define Γ(x) = {γ ⊆ Σ(x) : Σu(x) ⊆ γ}, where γ ∈ Γ(x)
is called a control pattern at x. Let Γ =
⋃
x∈X Γ(x) be the
set of all control patterns. The supervisor observes the history
from the initial state to the current state and determines a
control pattern. Formally, we define a path-based supervisor
as a mapping S : L(G) → Γ such that, for each s ∈ L(G),
S(s) ∈ Γ(δ(x0, s)).
Definition 1 (Supervised behavior): Let S be a path-based
supervisor for a DES G = ((X,Σ, δ, x0), AP, L). The closed-
loop behavior of the DES G under the control by S, denoted
by S/G, is given by
ε ∈ L(S/G), and
∀s ∈ L(S/G), sσ ∈ L(S/G) ⇐⇒ sσ ∈ L(G) ∧ σ ∈ S(s).
Runs(S/G) = {x0σ1x1 . . . ∈ Runs(G) : σ1 ∈ S(ε)
∧ ∀j ≥ 1, σj+1 ∈ S(σ1σ2 . . . σj)}.
Definition 2 (Finite-state supervisor): A finite-state su-
pervisor for a DES G = ((X,Σ, δ, x0), AP, L) is a tuple
S = ((M,Σ, µM ,m0), µC), where (M,Σ, µM ,m0) is a
deterministic transition system with the finite state set M and
a feedback function µC : M × N→ Γ.
If the supervisor is in state m ∈ M at step k ∈ N, the
supervisor assigns µC(m, k) as a control pattern to the DES.
Definition 3 (Supervisor realization): Let S be a path-based
supervisor for a DES G = ((X,Σ, δ, x0), AP, L). A finite-
state supervisor S = ((M,Σ, µM ,m0), µC) realizes S if, for
all s ∈ L(G), S(s) = µC
(
µM (m0, s), ‖s‖
)
.
Problem 1: Given a finite DES G = ((X,Σ, δ, x0), AP,L)
and an scLTL formula ϕ over AP , synthesize a supervisor S
such that S/G |= ϕ.
IV. RANKING FUNCTION FOR PRODUCT AUTOMATON
To solve Problem 1, we design an on-line supervisor, which
dynamically computes a control pattern at each time step. In
our control scheme, we first execute the preprocessing off-
line and then move on to the on-line control stage, where the
supervisor stops control after detecting a history corresponding
to a good prefix of the scLTL specification. In this section, we
explain the off-line computation shown in Algorithm 1, which
outputs a ranking function.
The specification scLTL formula ϕ is converted into an
equivalent DFA Aϕ. Then, we compute the product automaton
P of the DES G = ((X,Σ, δ, x0), AP, L) and the DFA
Aϕ = ((XA, 2
AP , δA, xA,0), FA), defined as follows.
P = G⊗Aϕ = ((XP ,ΣP , δP , xP,0), FP ),
where (XP ,ΣP , δP , xP,0) is a deterministic transition system
with XP = X × XA, ΣP = Σ, δP : XP × ΣP → XP ,
xP,0 = (x0, δA(xA,0, L(x0))), and FP = X × FA. For
each x = (xG, xA) ∈ XP and σ ∈ ΣP , δP (x, σ) =(
δ(xG, σ), δA(xA, L(δ(xG, σ))
)
and we define JG(x) = xG
and JA(x) = xA. Note that L(P ) = L(G).
Since the product automaton captures the behavior of the
DES and the DFA at the same time, our goal turns out to reach
an accepting state of the product automaton. For that purpose,
we introduce a ranking function that measures a distance to
accepting states. Intuitively, the rank of a state x represents the
minimum number of steps required to reach an accepting state
from x under some control. We define α = |XP |−|FP |+1 as
the upper bound of the ranking for the product automaton P .
If x is ranked as α, then it is impossible to force the product
automaton to reach an accepting state from x, i.e., either 1)
x is among a strongly connected component from which no
accepting state is reachable, or 2) it is inevitable to go to such
a nonaccepting sink from x because of uncontrollable events.
Formally, a ranking function is defined as follows.
Definition 4: Let P = ((XP ,ΣP , δP , xP,0), FP ) be a
product automaton and α = |XP | − |FP | + 1. A function
ξ : XP → N is a ranking function for P if both of the
following conditions hold for any x ∈ XP .
1) ξ(x) = 0 ⇐⇒ x ∈ FP ;
2) ξ(x) =

α if ΣP (x) = ∅,
min
{
min
σ∈ΣP,c(x)
ξ(δP (x, σ))+IXP \FP (x), α
}
if ΣP,u(x) = ∅,
min
{
max
σ∈ΣP,u(x)
ξ(δP (x, σ))+IXP \FP (x), α
}
otherwise.
The ranking function is obtained by Algorithm 1, the
correctness of which can be proved similarly to [17]. As
initialization, we set ξ(x) = 0 for each x ∈ XP and
α = |XP | − |FP |+ 1. Then, we go on to update the values of
ξ by using functions ξˆ : XP → N and upα : N ×XP → N,
defined as follows. For each x ∈ XP ,
ξˆ(x) =

α if ΣP (x) = ∅,
min
σ∈ΣP,c(x)
ξ(δP (x, σ)) if ΣP,u(x) = ∅,
max
σ∈ΣP,u(x)
ξ(δP (x, σ)) otherwise.
For any r ∈ N and x ∈ XP ,
upα(r, x) =
{
r + 1 if x /∈ FP ∧ r < α,
r otherwise.
Algorithm 1 Off-line computation
Input: A DES G = ((X,Σ, δ, x0), L,AP ) and an scLTL
formula ϕ over AP .
Output: A product automaton P = ((XP ,ΣP , δP , xP,0),
FP ) and a ranking function ξ : XP → N.
1: Construct a DFA Aϕ from the scLTL formula ϕ.
2: Compose the DES G and the DFA Aϕ into the product
automaton P .
3: Compute a ranking function ξ for P :
4: α← |XP | − |FP |+ 1
5: for all x ∈ XP do
6: ξ(x)← 0
7: end for
8: while ∃x ∈ XP s.t. ξ(x) < upα(ξˆ(x), x) do
9: ξ(x)← upα(ξˆ(x), x)
10: end while
To sum up, the current rank is incremented if the current state
is not accepting with at least one uncontrollable event defined
and the rank has not hit the upper bound; otherwise the rank
does not change.
Proposition 1: For any x ∈ XP , if 0 < ξ(x) < α then
sucP (x) ∩ {x′ ∈ XP : ξ(x) > ξ(x′)} 6= ∅.
Proof: Let x ∈ XP be an arbitrary state such that 0 <
ξ(x) < α. Since ξ(x) > 0, x is an nonaccepting state, i.e.,
x /∈ FP and thus IXP \FP (x) = 1. Suppose that, for all x′ ∈
sucP (x), ξ(x) ≤ ξ(x′). By the second condition of Definition
4, if ΣP,u(x) = ∅, then we have
ξ(x)= min
σ∈ΣP,c(x)
ξ(δP (x, σ))+IXP \FP (x) ≥ ξ(x)+1 > ξ(x).
By contradiction, we conclude that there exists x′ ∈ sucP (x)
satisfying ξ(x) > ξ(x′). For the case of ΣP,u(x) 6= ∅, we
follow a similar discussion.
Proposition 1 ensures that a lower-ranked successor always
exists. Then, by taking such a successor at each step, the
product automaton eventually reaches an accepting state.
Proposition 2: For any x ∈ XP , it holds that
ξ(x) < α =⇒ ∃s ∈ Σ∗P , δP (x, s) ∈ FP .
Proof: Let x ∈ XP such that ξ(x) < α. From Proposition
1, there exists s ∈ Σ∗P along which the rank decreases,
i.e., ξ(x) > ξ(δP (x, s[0])) > ξ(δP (x, s[0]s[1])) > . . . >
ξ(δP (x, s)) = 0. By the first condition of Definition 4,
δP (x, s) ∈ FP .
Proposition 3: For any x ∈ XP \ FP , if ξ(x) < α then
ΣP,u(x) ⊆ {σ ∈ ΣP (x) : ξ(x) > ξ(δP (x, σ))}.
Proof: Let x ∈ XP \ FP such that ξ(x) < α and
ΣP,u(x) 6= ∅. By the second condition of Definition 4,
∀σ ∈ ΣP,u(x), ξ(x) ≥ min
{
ξ(δP (x, σ)) + IXP \FP (x), α
}
.
Thus, we have ξ(x) ≥ ξ(δP (x, σ)) + 1 > ξ(δP (x, σ)) for any
σ ∈ ΣP,u(x), which completes the proof.
Proposition 3 says that the rank always decreases along a
transition triggered by an uncontrollable event. By Proposition
3, we obtain the following proposition.
Proposition 4: For any x ∈ XP with ξ(x) < α,
∀u ∈ Σ∗P,u, δP (x, u)! =⇒ ξ(δP (x, u)) < α.
By Propositions 2 and 4, from any state x with ξ(x) < α,
it is possible for the product automaton to eventually reach
an accepting state regardless of the occurrences of uncon-
trollable events hereafter. We characterize transitions of the
product automaton with respect to the ranking function. Let
(x, σ, x′) ∈ XP × ΣP × XP be a transition defined in the
product automaton.
• (x, σ, x′) is legal with respect to ξ if ξ(x) > ξ(x′).
• (x, σ, x′) is neutral with respect to ξ if ξ(x)≤ξ(x′)<α.
• (x, σ, x′) is illegal with respect to ξ if ξ(x′) = α.
It is possible to lead the product automaton to reach an
accepting state if we always choose legal transitions. On the
other hand, visiting higher-ranked states is also acceptable
to some extent if their ranks do not hit the upper bound α.
Indeed, we are likely to obtain more permissive supervisors if
we allow not only legal transitions but also neutral ones to be
enabled. Permissiveness is one of the most important concepts
in supervisory control theory, where we often aim to design a
supervisor that enables as many events as possible.
It should be noticed that, however, the number of occur-
rences of neutral transitions must be limited. Since otherwise,
livelock may occur, i.e., the product automaton may stay
within states x with 0 < ξ(x) < α while it always holds the
possibility of reaching an accepting state but actually suspends
going there. That is, we have a tradeoff between permissive-
ness of the supervisor and achievement of the specification. To
take the tradeoff into consideration, we introduce a criterion
for how many neutral transitions we allow to be enabled,
which plays a key role in the on-line control scheme explained
in the next section.
V. ON-LINE PERMISSIVE SUPERVISORY CONTROL
Our goal is to design a supervisor that determines its control
action on-line, being aware of a time-varying permissiveness
level. We start from introducing a function that quantifies the
permissiveness level.
Definition 5: A permissiveness function is a function η :
N→ R that satisfies the following three conditions.
1) η(0) ≤ α;
2) η(k) ≥ η(k + 1) for any k ∈ N;
3) η(k¯) = 0 for some k¯ ∈ N.
That is, the permissiveness level decreases as time goes by
and will eventually hit the lower bound 0.
The on-line supervisor, denoted by Sˆ, is realized by a finite-
state supervisor Sˆ = (TP , online), where for each x ∈ XP and
k ∈ N,
online(x, k)=
{
σ∈ΣP :ξ(δP (x, σ))<max{ξ(x), η(k)}
}
.
(2)
The on-line supervisor refers to the current rank ξ(x) and
the current permissiveness level η(k) to take into consideration
the tradeoff between permissiveness and acceptance of the
specification. More precisely, the higher permissiveness level
we have, the more neutral transitions we allow to be enabled.
Since the permissiveness level decreases with the elapse of
time, the function online returns less events as time goes by.
In the following, we show properties of online.
Lemma 1: For any x ∈ XP and k ∈ N, online(x, k) ∈
Γ(JG(x)).
Proof: Let x ∈ XP and k ∈ N be an arbitrary state and
a nonnegative number, respectively. We prove that Σu(xG) ⊆
online(x, k), where xG = JG(x). Note that ΣP (x) = Σ(xG)
and ΣP,u(x) = Σu(xG). From Eq. (2), σ ∈ online(x, k) means
that ξ(δP (x, σ)) < ξ(x) or ξ(δP (x, σ)) < η(k). Thus, from
Proposition 3, we conclude that Σu(xG) = ΣP,u(x) ⊆ {σ ∈
ΣP : ξ(δP (x, σ)) < ξ(x)} ⊆ online(x, k).
Lemma 2: For any state x ∈ XP and step k ∈ N, if 0 <
ξ(x) < α, then online(x, k) 6= ∅.
Proof: For any x ∈ XP and k ∈ N, we have
online(x, k) ⊇ {σ ∈ ΣP : ξ(x) > ξ(δP (x, σ))} 6= ∅,
where the nonemptiness is guaranteed by Proposition 1.
Proposition 5: For any x ∈ XP with 0 < ξ(x) < α, there
exists k ∈ N such that, for any l ≥ k,
{σ ∈ ΣP : ξ(δP (x, σ)) < η(l)} = ∅.
Proof: By the second and third conditions of Definition
5, there exists k¯ ∈ N such that, for all l¯ ≥ k¯, η(l¯) = 0. Since
the ranking function ξ returns nonnegative values, {σ ∈ ΣP :
ξ(δP (x, σ)) < 0} = ∅ for any x ∈ XP .
Lemma 3: The on-line supervisor Sˆ is a path-based super-
visor for G.
Proof: It holds by Definition 3 that, for any s ∈ L(G),
Sˆ(s) = online(δP (xP,0, s), ‖s‖). By Lemma 1, we have
Sˆ(s) ∈ Γ(JG(δP (xP,0, s))) = Γ(δ(x0, s)).
On-Line Control Scheme: If ξ(xP,0) < α, the on-line
control scheme starts under initialization with m = xP,0 and
k = 0. At each step k after the event string s ∈ L(G) with
‖s‖ = k, the on-line supervisor Sˆ computes a control pattern
by the function online if ξ(m) > 0. Then, the supervisor
observes the event σk+1 that the DES G has executed after
given the control pattern online(δP (xP,0, s), k). According to
the observation, the supervisor updates its state and time step
to m = δP (xP,0, sσk+1) and k+1, respectively, and then goes
on to determine the next control action. If ξ(m) = 0, then the
supervisor stops the control process.
Lemma 4: Assume that ξ(xP,0) < α. Under the control
by the on-line supervisor Sˆ, neutral transitions of the product
automaton occur only finitely often.
Proof: Suppose that neutral transitions occur infinitely
often. That is, there exists s ∈ Σω such that
∀k ∈ N,∃l ≥ k,
ξ(δP (xP,0, s[0 . . . l])) ≤ ξ(δP (xP,0, s[0 . . . l + 1])). (3)
Let σl+1 := s[l + 1] for some l ∈ N that satisfies the
above inequality and xl := δP (xP,0, s[0 . . . l]). Since σl+1 ∈
Sˆ(s[0 . . . l]) = online(xl, l), we have ξ(δP (xl, σl+1))< η(l).
Eq. (3) says that there exist infinitely many l ∈ N such that
ξ(δP (xl, σl+1))<η(l), which contradicts Proposition 5.
Lemma 5: Assume that ξ(xP,0) < α. An accepting state of
the product automaton is eventually reached under the control
by the on-line supervisor Sˆ.
Proof: Recall that η(0) ≤ α and that η is nonincreasing,
as mentioned in Definition 5. Since the on-line supervisor Sˆ
never allows illegal transitions, we have, for any s ∈ L(Sˆ/G),
ξ(δP (xP,0, s)) < α. By Proposition 2, then, it is always possi-
ble to lead the product automaton to an accepting state by some
appropriate event sequence. From Lemma 4, while the on-
line computation is running, the supervisor Sˆ observes neutral
transitions only finitely often. Let k¯ ∈ N be the step index of
the last occurrence of a neutral transition. Then, for any l¯ ≥ k¯
and x ∈ XP , online(x, ¯`) = {σ ∈ ΣP : ξ(δP (x, σ)) < ξ(x)}.
In other words, the supervisor Sˆ chooses only legal transitions
after time step k¯. Since the rank always decreases during each
legal transition, eventually a state ranked as 0, namely, an
accepting state is reached.
Theorem 1: Sˆ/G |= ϕ if ξ(xP,0) < α.
Proof: From Lemma 5, the on-line supervisor forces the
DES G to generate event sequences with which the product
automaton eventually reaches an accepting state. Note that,
when an accepting state of the product automaton is reached,
the corresponding word is accepted by the DFA Aϕ. By
Eq. (1), any run that has the corresponding history as a prefix
satisfies the scLTL formula ϕ.
Remark 1: Our control problem is based on ω-languages, for
which there does not exist a maximally permissive finite-state
supervisor [18]. This is why we do not apply the traditional
method [1] but take a different approach, considering a time-
varying permissiveness level. One may synthesize a maximally
permissive supervisor computed by regarding the DFA Aϕ
as an acceptor for a ∗-language specification. However, the
resulting supervisor does not always satisfy the scLTL specifi-
cation in the supervised DES due to the existence of livelock
situations, which must be avoided in our setting. When our
method is applied to supervisory control problems discussed
in a language-based manner, on the other hand, the proposed
on-line supervisor is not maximally permissive. Despite the
difference, the proposed on-line supervisor may determine a
maximally permissive control pattern that includes not only all
legal transitions but also all neutral ones if the permissiveness
level is sufficiently close to α.
VI. ILLUSTRATIVE EXAMPLE
1) Scenario: In this section, we apply the proposed on-line
supervisory control scheme to a surveillance problem, where a
single mobile robot moves around the environment consisting
of six rooms and collects data by attached sensors.
The DES G is given by the synchronous product [1] of two
DESs Gpos and Gtask, which correspond to the location of the
robot and the sensing task module, respectively. The graph
structures of their transition system are depicted in Fig. 1.
Gpos has the state set Xpos = {x0, x1, . . . , x5} and the event
set Σmove = {σ0, σ1, . . . , σ5}, where by σi the robot goes to
or stays at Room i. We assume that all events in Σmove are
controllable. The robot is initially located in Room 0 and thus
we set state x0 as the initial state of Gpos. On the other hand,
Gtask has the state set Xtask = {y0, y1, y2} and the event set
Σtask ∪ Σmove, where Σtask = {σstart, σstop, σcomp, σidle}
with σcomp and σidle being uncontrollable. The robot moves
from room to room by events in Σmove, which are shared with
Gpos. It starts collecting data by σstart and Gtask moves to
the state y2 by σcomp if the sensing task has been completed.
From state y2, the uncontrollable event σidle lets the robot
return back to the initial state y0, where another command
is acceptable. Sensing can be interrupted by the controllable
event σstop even before its completion. The composite DES
G has 18 states and 40 transitions.
Let AP = APpos ∪APtask be the set of atomic propositions
for G, where APpos = {p0, p1, . . . , p5} and APtask = {qs}.
Each atomic proposition in APpos represents the current
location of the robot, while the atomic proposition qs specifies
the situation where the robot finishes collecting data. The
labeling function L of the whole model G is given by the
following rules. Let (x, y) ∈ Xpos × Xtask be an arbitrary
state of the composite DES.
• pi ∈ L(x, y) ⇐⇒ x = xi for each i = 0, 1, . . . , 5;
• qs ∈ L(x, y) ⇐⇒ y = y2.
It is required that the robot should complete collecting data
at Room 4 and then go to Room 3 to do so, before returning
back to Room 0. The control specification is formally given
by an scLTL formula
ϕ = ©(¬p0U(p3 ∧ qs)) ∧©(¬p0U(p4 ∧ qs))
∧© (¬(p3 ∧ qs)U(p4 ∧ qs)) ∧©♦(p0 ∧ ¬qs). (4)
2) Results: In the off-line computation, we use Spot1 to
convert the scLTL formula into a corresponding DFA. From
the control specification formula ϕ given by Eq. (4), we obtain
a DFA shown in Fig. 2. The accessible part of the product
automaton has 79 states and 182 transitions. Since the rank of
the initial state ξ(xP,0) is 14, which is smaller than α = 912,
we move on to the on-line control scheme.
In the on-line computation, we use a permissiveness func-
tion of the form η(k) = max{ak+b, 0} with a < 0 and b ≤ α.
At each step of the simulation, an event that the DES executes
is selected randomly from the control pattern given by the on-
line supervisor. Shown in Fig. 3 are the traces of the rank of
states in a trajectory generated by Sˆ/G, where the parameters
of the permissiveness function are set to (i) (a, b) = (−0.5, 20)
and (ii) (a, b) = (−0.5, 30). In both cases, the supervisor
finally reaches an accepting state, with the rank of zero, which
means that a good prefix of the scLTL specification is detected.
We can also see that neutral transitions are enabled until the
permissiveness level declines to be lower than the rank of the
current state.
We additionally examine the difference among controlled
behavior derived from different permissiveness functions.
More precisely, we change the value of the parameter a of
the permissiveness function while the parameter b is fixed as
30 and compare the results. We execute the on-line control
scheme 1000 times for each configuration of the permissive-
ness function and then calculate (i) the average number of
1https://spot.lrde.epita.fr/
2We compute α = |XP | − |FP | + 1 from the size of the whole product
automaton, including the unreachable part.
x0 x1 x2 x3
x4 x5
σ1
σ0
σ0
σ1
σ2
σ4
σ5
σ3
σ1
σ2 σ3
σ2
σ1
σ4
σ1
σ5
y0 y1
y2
σstart
σ ∈ Σmove
σidle
σstop
σcomp
Fig. 1. The graph structures of Gpos (left) and Gtask (right). Solid and
dashed arrows represent transitions triggered by controllable and uncontrol-
lable events, respectively.
z0 z1 z2 z3
z4 z5
true
p0 qs + p0 p3 p4
p0 p3p4qs
p0qs + p3qs + p0p3
p3qs
p0qs + p0p3
p0 qs + p0 p3 p0 + qs
p0qs
true true
Fig. 2. The DFA Aϕ that accepts good prefixes for ϕ, where FA = {z5}.
Transitions labeled with true are triggered by any letter ν ∈ 2AP . For
p, q ∈ AP , transition labels of the form p, pq, and p + q represent letters
ν ∈ 2AP satisfying p /∈ ν, p ∈ ν ∧ q ∈ ν, and p ∈ ν ∨ q ∈ ν, respectively.
We only show transitions triggered by ν ∈ {ν′ ∈ 2AP : |ν′ ∩APpos| = 1}
because no state in Xpos is associated with more than two position labels.
steps taken to reach an accepting state and (ii) the average
size of control patterns given by the on-line supervisor. The
summary of the simulation results is shown in Fig. 4. Notice
that, the larger the absolute value of a is, the sooner the
supervisor reaches an accepting state and the smaller control
patterns it computes.
VII. CONCLUSIONS
We propose an on-line supervisory control scheme for DESs
to achieve a control specification given by scLTL formulas. A
ranking function computed off-line helps the supervisor find
good successors in light of the scLTL specification. In the
on-line computation, the supervisor refers to a permissiveness
function, which indicates a time-varying permissiveness level,
together with the ranking function and improves its permis-
siveness if possible. Our approach is also practically applicable
to, e.g., surveillance problems where the system must surely
complete the mission but it is not required to terminate very
soon. It is future work to extend the proposed scheme to
supervisory control under partial observation or under general
LTL constraints.
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