We present theoretical and experimental second-order Raman spectra for NaF, KF, RbF, and CsF. The theoretical calculation follows the formalism of Born and Bradburn. For the lattice-dynamic calculation we use the deformation-dipole model and present comparisons with measured dispersion curves. For the polarizability calculation, we retain all eight first-neighbor and all thirty second-neighbor polarizability codficients. We find that, in addition to all of the first-neighbor coefficients, only three of the second-neighbor coefficients are needed to obtain good agreement between the calculated and observed spectra both as regards peak positions and over-all shape. Comparison with other types of calculations are made.
I. INTRODUCTION
The basic treatment for calculating the secondorder Raman scattering was worked out in 1947 by Born and ~r a d b u r n ' and applied to NaC1. Shortly thereafter, smith2 applied the theory to diamond. Because the theory requires rather complete knowledge of the phonons, further work was delayed until the development of the computer. Then Cowley3 in 1964 and Hardy and Karo in a series of papers in collaboration with others, 4'5 from 1965-1969 performed calculations for various alkali halides. During this period, the calculations were compared with spectra that were recorded by photographic plate. This had the disadvantage that the intensity scale was highly nonlinear and thus comparisons between experiment and calculation could only be made on a qualitative basis.
With the introduction of the laser a s a tool for studying Raman spectra and with the use of photoncounting techniques for obtaining linear intensity measurements, it became possible after 1970 to attempt to get quantitative agreement between calculations and experiment. Thus, we find recent work by Cunningham, Hardy, and Hass, ' Bruce and Cowley, ' Pasternak, Cohen, and Gilat, Krauzman, Jaswal, Wolfram, and Sharma, lo and Sharma, Kirby, and Jaswal" in which a concentrated effort is made to obtain quantitative agreement between calculation and experiment. This paper reports the comparison between theory and experiment for four of the alkali fluorides, namely, NaF, KF, RbF, and CsF.
In Sec. I1 we present the results of Born and ~r a d b u r n ' and show how the theoretical calculation naturally splits into two parts: One is the determination of the phonon frequencies and eigenvectors and the other i s the determination of the effect of each pair of phonons on the polarizability of the lattice. In Sec. III we briefly describe the lattice dynamic calculation. In Sec. IV we discuss the polarizability phase of the problem. It i s this part of the calculation that distinguishes the various types of calculations in Refs. 6-10, and it i s this part of the calculation upon which future work should concentrate. In Sec. V we discuss the r elation between the calculated spectra and the experimentally measured spectra, and in Sec. VI we present the results.
SCATTERING INTENSITY
The intensity of light inelastically scattered from a system of phonons into a solid angle dS1 i s given by1 where w = wi -wf, with w, and wf being the frequencies of the incident and scattered photons, respectively, and c is the speed of light in vacuum. In this expression, G1 and z2 a r e two mutually perpendicular unit vectors that are also perpendicular to the direction of propagation of the scattered light; they a r e used to specify the polarization of the scattered radiation. The terms E ; and E a r e components of the incident electric field. The greek subscripts a , 0, y , and 6 range over the three Cartesian components x, y, and z.
For second-order Raman scattering, the term i,,,,(o) can be written xP, e(G ljj '~,,(; 1jj1) 6(w * w(6j) * ~( c j ' ) ) , (2) where w(<j) is the frequency of the phonon having wave vector and belonging to the phonon branch j. Since w is positive for the Stokes-shifted component, the + and -signs in the 6 function correspond to the destruction and creation of a phonon, respectively. The prefactor (wi -w)'/w: is due to the fact that W: rather than w: was used as the prefactor in Eq. (1). Usually, this prefactor i s a s -
sumed to be 1, but we retain it in this work because w/wi-0. 06 for the alkali fluorides and thus this term represents a correction which may change by a s much a s 20% over the range of frequency in the spectrum.
The temperature-dependent terms ~( w ( q ' j) ) r esult from the thermal averaging process and a r e given by depending upon whether the (if j) phonon is created (upper) o r destroyed (lower) in the scattering process; here
is the usual Bose factor. The term ~,,(<l jj') i s called the phonon polarizability. It represents the change in the afl component of the crystal polarizability tensor (which r elates the polarization field to the external electric field) due to the presence of two phonons; one which has wave vector q' and belongs to branch j and the other which has wave vector -6 and belongs to branch j'. As we will see in Sec. IV, this phonon polarizability depends upon the phonon eigenvector. The problem of calculating the second-order Raman spectra using this approach, then, reduces to two basic parts. The first part is the calculation of the set of phonon frequencies w(cj) and the associated eigenvectors O,(K l i j ) appropriate for the crystal of interest for all values of the wave vector within the first Brillouin zone. The second part is the determination of the phonon-dependent polarizability coefficients P, jj') . These parts a r e the subject of Secs. III: and IV, respectively.
LATTICE DYNAMIC CALCULATION
The phonon frequencies and eigenvectors were determined using a form of the deformation-dipole model of Hardy. l2 The model employed contains the following parameters: (i) A, B: the firstneighbor, central, short-range force constants; (ii) A+, BT A', B' : the central short-range force constants for ++ and --second neighbors, respectively; (ii) C+, C' : the angle-bending force constants; (iv) y,, y: = Ay,/B; the deformation-dipole parameters of ~a r d y " which represent the dipole moment and i t s first derivative, respectively, associated with the deformation of the electron cloud around the positive and negative ions, and (v) a+, a'; the ionic polarizabilities of the positive and negative ions, respectively.
These model parameters are related to experimental quantities in the following way1=:
c4* = c12 + ( e 2 / 2 4 ( c ++ C'),
B = -$a,-2(B++B'),
where Here, {c,~) a r e the elastic constants, a, is the Madelung constant, r, is the nearest-neighbor separation distance, e is the magnitude of the electron charge, p is the reduced mass, wT0 is the transverse-optic frequency at the zone center, v , is the volume of the unit cell, s is the Szigeti effective charge ratio, and E, and c, a r e the static and high-frequency dielectric constants, respectively. Equation (8) Table I we present the experimental data used in obtaining the dispersion curves and in Table II we show the corresponding constants.
IV. PHONON POLARIZABILITY
Following the theory of Born and Bradburn, ' the phonon polarizability P,~(: 1 j j ' ) can be written i n t e r m s of real-space quantities a s Here, m, is the m a s s of the K-type ion, and -. a(ll KK') is the vector distance between the K-type ion i n the origin unit cell and the ~ ' -t~~e 2, 273 (1964) . 'G. Raunio and S. Rolandson, Phys. Rev. B , 2098 (1970) . 
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figuration. The polarizability coefficient P a B y 6 ( l~~' ) is assumed to be symmetric in the first two indices; an assumption which is valid as long a s the frequency shifts a r e not too large compared to the frequency of the incident light." Thus, for a single choice of two atoms (OK) and (IK'), there are 6x 9 = 54 possible subscript combinations for the polarizability coefficients. This large number is reduced somewhat by the symmetry of the crystal and the following assumption. We assume that the size of the coefficients decreases a s the distance between the two atoms under consideration increases. In particular, if the two atoms are farther apart than second neighbors, the polarizability coefficients are assumed to be zero.
In Fig. 5 , we show the configuration of first and second neighbors in the rocksalt structure. If the polarizability coefficients are known for a single first-neighbor bond and for a single second-neighbor bond of both the ++ and --type, then the polarizability coefficients for all other first-and second-neighbor bonds can be determined from symmetry. For the case of first-neighbor bonds, the three permutations of the coordinate axes together with the inversion operation interrelate the coefficients for all six first neighbors. For the case of second-neighbor bonds, the above operations coupled with reflection in the x-y, y-z, and z-x planes interrelate the polarizability coefficients for all twelve second neighbors. The coefficients for a given first-neighbor bond, second-neighbor ++ bond, and second-neighbor --bond, however, are not related.
The 54 possible coefficients for specific firstand second-neighbor bonds are not all independent. From group-theoretic arguments, the number of independent coefficients for a given bond i s equal to the number of times the totally symmetric i r r educible representation occurs in the reducible representation of the transformation matrix of the 54 polarizability coefficients.
This can be determined by the equation where m, is the number of times the A, (totally symmetric) irreducible representation occurs, g is the order of the group, hj is the order of the jth class, the sum is over all the classes of the group, and xj(R) is the character (trace) of the reducible representation for the symmetry operation R which must be a member of the class j. This character is given byi3 where 8 is the angle of rotation associated with the symmetry operation R and the + o r -sign is chosen depending upon whether R is a pure rotation o r a rotation -reflection. Equation (15) results from the fact that the polarizability coefficient tensor relates a symmetric tensor of second-rank PaB to an unsymmetric tensor of second-rank u p , . Thus its character is equal to the product of the charact e r of a symmetric tensor and the character of an unsymmetric tensor.
For the first-neighbor bond in the [loo] direction, the relevant group is C4,(4mm). This group has 8 symmetry operations divided into the following five classes: (i) E, identity; (ii) C2, rotation by n around x axis; (iii) 2C,, rotation by *in around x axis; (iv) 20,,, reflection in the two planes containing the x axis and tilted at *in with respect to the y axis. The use of Eqs. (14) and (15) leads to the result that there are only eight independent polarizability coefficients for first-neighbor bonds.
For the second-neighbor bond in the [I101 direction, the relevant group is Ci(mm2). This group has 4 symmetry operations each in a separate class as follows: (i) E, identity; (ii) Cz, rotation by n about the bond; (iii) a , , , reflection about the plane FIG. 5. First-neighbor (large circles) and secondneighbor (small circles) ionic configuration for the rocksalt structure.
containing the z axis and the bond; (iv)ud, reflection about the x-y plane. Again using Eqs. (14) and (1 5)) we find that there a r e 15 independent polarizability coefficients for each type (u o r --)of secondneighbor bond.
The explicit coefficients that are allowed by group theory can be determined by the method of Fumi," In this method, the symmetry operations associated with each bond are applied to the subscripts of the polarizability coefficient tensor. The eight (15) sets of subscripts that a r e invariant under the symmetry operations for the first-(second-) neighbor bond are the independent elements.
The fact that 38 independent coefficients are allowed by group theory for the first-and secondneighbor bonds is unfortunate. At present there is no existing microscopic theory which can be used to predict the relative sizes of these terms. Consequently, all of these coefficients must be considered as adjustable parameters in the calculation unless limited by some additional assumptions.
In the previous calculations of the second-order Raman intensity, a wide range of different assumptions have been used to reduce the number of parameters. Born and ~r a d b u r n ' used a form of the phonon eigenvector which they assumed to be good for all phonons in the Brillouin zone. This form led to the fact that the eight first-neighbor coefficients occurred in only three different linear combinations in the expressions for the phonon polarizability. Hence, their calculation only required three adjustable parameters. smith2 used a simil a r procedure for diamond.
Cowley3 introduced a different and very interesting point of view. He introduced anharmonic force constants into a shell model lattice dynamic calculation and related the phonon polarizability to these anharmonic constants. In this way he was able to reduce the number of parameters to two. However, the calculations were performed before detailed Raman data were available, and the comparison with experiment has since been shown to be poor. More recent calculations by Bruce and Cowley7 extending the earlier approach employ the anharmonicity in the interatomic forces. This approach was applied to KBr and predicts reasonably well the positions of the main spectral peaks but does not reproduce the over-all shape of the spectrum.
A third approach has been used by Hardy, Karo, Morrison, Sennett, and Russell. They follow the Born-Bradburn approach and obtain expressions containing the eight first-neighbor parameters. Then they assume that the polarizability is affected only by central displacements of the nearest neighbors (i. e. , changes in bond length). This reduces the number of parameters to three and results in the spectrum with T,, symmetry being identically zero. Their calculations were compared with a microdensitometer trace for NaF. More recently, Cunningham, Hardy, and ass' attempted to improve the calculation for NaF by introducing second-neighbor parameters and a slight variation of the central displacement assumption. Their a ssumption reduced the 38 first-and second-neighbor parameters to 11 which were further reduced to seven by neglecting the second-neighbor coefficients for ++ bonds. Their results, however, are incorrect due to a computer programming e r r o r .
~r a u z m a n ' has performed a calculation for KBr using only first-neighbor polarizability coefficients. In his calculation, the eight coefficients a r e reduced to two by assuming that the five coefficients for the A,, and E, spectra are all equal (this results in the calculated E, spectrum vanishing), and that only one of the three coefficients for the T2, spectrum is nonzero (this second assumption i s unclear from the paper). The assumptions made by Krauzman are ones of convenience and are not based on any microscopic model. The calculation reproduces some of the experimental peaks, but not the over-all shape of the spectra.
Finally, Pasternak, Cohen, and Gilat8 have performed a calculation for MgO using both first-and second-neighbor coefficients. They reduce the number of coefficients by introducing two assumptions: First, they assume that the polarizability derivative only depends on the projection of the ionic displacement on the direction of the light polarization. For the term P,,,,(Z I KK') this makes a = y a n d p = d o r a = 6 a n d p = y a n d r n a k e s t h e s e t w o types of terms equal for a given choice of ct and p.
This assumption reduces the number of coefficients from 38 to 12, four for each type of neighbor bond. Second, they assume that the coefficients are independent of I which reduces the number to six, three for the i,,,, ( w ) spectrum and three for the i,,,,(w) spectrum. In comparing the calculation with experiment, only one coefficient for each spectrum was used.
With the possible exception of Cowley's work, each assumption introduced in the above-mentioned work has no microscopic basis and is at best only plausible. In a recent paper, Jaswal, Wolfram, and sharmalo have shownbthat there is no a priori reason for most of the assumptions mentioned above. They determine the various parameters by making detailed comparisons between calculated and experimental spectra. In this way they obtained very good agreement between experimental and theoretical spectra for both LiH and LiD. In the present paper, we will use the same approach as that in Ref. 10 . A discussion of the calculations and results follows the section on the experimental spectra. b~h e designation of the numerical prefactor f o r the E, spectral component may vary with the author.
V. EXPERIMENTAL SPECTRA
The terms iaB,,(w) in Eq. (2) have the same symmetry properties a s the elastic constants. Thus, for the rocksalt structure there are only three independent terms which we will label i,,,,(w), ill,,(w), and i,,,,(w). Any measured spectrum will be some linear combination of only these three spectral components.
Similarly, it can be shown that if the polarizability tensor Pa, i s assumed to be symmetric, there are only three group-theoretic irreducible representations appropriate for the terms iaB,,(w). These a r e the A,,, E,, and T,, irreducible representations. Thus, any measured spectrum can also be expressed as a linear combination of the three group-theoretic spectra.
Unfortunately, all three of the independent spectral components in either of the above two schemes cannot be measured separately. In the first scheme, ill,, cannot be measured separately, and in the second scheme, the spectra with A , symmetry cannot be measured separately. The other two spectral components in each scheme can be measured separately but, due to the fact that each measured spectrum has an unknown background, (--) 0.8 0.455 0.571 0.0 extracting the third component can introduce undetermined error. Thus, in this paper, we will calculate the measured spectra rather than reduce the measured spectra to the three independent spectral components. In Table III we show the relation between the three measured spectra and the three spectral components in each scheme. The three different spectra indicated in Table I11  were chromator coupled t o a photon-counting photomultiplier.
The samples w e r e of varying optical quality, ranging f r o m excellent f o r NaF t o poor f o r RbF and C s F . These last two crystals a r e hygroscopic which caused the faces t o appear somewhat cloudy since the experiments were performed i n a i r (the scattering volume being sampled w a s well within the bulk of the crystals). In addition, the crystals a r e soft which makes polishing difficult. observed s p e c t r a to remove, a s f a r a s possible, the tail of the Rayleigh line. This procedure was not used f o r RbF due t o the uncertainties in the raw data, which were largest for this crystal.
VI. NUMERICAL CALCULATIONS AND RESULTS
We t r e a t the 38 polarizability coefficients a s variables in least-squares fits to each of the measured spectra. This gives u s a t r i a l s e t of pa-
The smooth curve i s the experimental spectrum and histogram I i s the calculated spectrum i n the nearestneighbor polarizability approximation. 
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200 400 600 800 STOKES SHIFT (cm-1) FIG. 9. Room-temperature experimental Raman spect r a (smooth lines) and the temperature-weighted twophonon density-of-states histogram for NaF. The scales for the Tz, and +E, spectra have been amplified ten times and 9 times, respectively. rameters for each spectrum of a particular crystal. These a r e then further refined by examining in detail the contributions of individual parameters to each spectrum and making adjustments to improve the fit to specific features. The values of the nonzero polarizability coefficients which r e -
The smooth curve i s the experimental spectrum and histograms I and I1 a r e the calculated spectra in the nearest-neighbor and next-nearest-neighbor polarizability approximations, respectively. sult from this fitting procedure a r e given in Tables  IV and V. Fortunately we can obtain adequate agreement in all cases i f we retain only the first-neighbor coef- The smooth curve i s the experimental spectrum and grams I and I1 a r e the calculated spectra in the nearesthistograms I and I1 a r e the calculated spectra in the neighbor and next-nearest-neighbor polarizability apnearest-neighbor and next-nearest-neighbor polarizability proximations, respectively. approximations, respectively.
ficients together with only one o r two secondneighbor coefficients, the last being adjusted in a specific manner in any given case. Thus in our initial fits we have only four disposable parameters to fit the A,, and E, spectra and only two for the T,, spectra. This is so because we are not calculating absolute intensities but only relative magnitudes. On this basis we feel that the numerical values of the parameters have a definite physical meaning; specifically one can argue that the truncation of the sum in Eq. (12) at the second-neighbor sites is valid. As a consequence, it should be possible to demonstrate by a detailed quantum-mechanical calculation that the polarizability of a given ion is mainly influenced by first-neighbor and to a lesser extent by second-neighbor displacements. We shall now proceed to discuss each crystal in the sequence separately.
A. Sodium fluoride
In Figs. 6-8, we show the three spectral components (c. f. Table Dl) fop NaF, the smooth curves being the experimental results and the histograms representing the computed spectra. Here, and elsewhere, the histograms labeled I have been computed using only first-neighbor coefficients shown in Tables IV and V, while The smooth curve is the experimental spectrum and histograms I and I1 are the calculated spectra in the nearestneighbor and next-nearest-neighbor polarizability approximations, respectively.
For the T,, spectrum (Fig. 6) , second-neighbor parameters a r e necessary to produce the peaks between 320 and 400 cm". For the other two spectra, the first-neighbor coefficients alone provide an adequate reproduction of the measured spectra. It should be remarked that the $(A,, t E,) spectrum (Fig. 7) shows two peaks between 300 and 385 cm" while data taken by Evans and itche en" show only one peak in this region.
In Table VI we show the computed phonon f r equencies for various symmetry points for all four crystals and in Table W we show all possible combinations of these same symmetry-point phonons and indicate which a r e allowed o r forbidden by group theory. While in no case is it possible to make detailed assignments of the peaks in the observed spectra, one can sometimes observe that peaks a r e present which caiznot be assigned to symmetry combinations. Such a case i s the 300-cm" peak in the *(A,,+ E,) spectrum of NaF (Fig. 7) . The theoretical spectrum shows a single peak at 325 cm" and fails to reproduce the second peak at 385 cm", but a combination of TA and TO phonons from near the L point could give a peak in this region of the spectrum.
In the case of the $E, spectrum (Fig. 8) we obtain a good fit except that once again, the theoretical and experimental peaks between 300 and 400 cm-' do not coincide.
Finally, in Fig. 9 we show all three experimental spectra compared with the histogram computed assuming that the Fourier transformed polarizability coefficients [Eq. (12)] a r e constant and equal (this i s the temperature weighted two-phonon density of states). One can see that there is little correlation -between this and any of the observed spectra both a s regards peak positions and relative intensities. Thus, it is very important to include the phonon polarizability in any calculation that i s to be compared with experiment.
B. Potassium fluoride In Figs. 10-13 we show the same results for KF a s those presented for NaF. This compound was the most difficult of the four in t e r m s of obtaining agreement between theory and experiment. It was essential t o include second-neighbor polarizability coefficients when calculating all three spectra. Specifically, the second-neighbor coefficients for the negative ions were used to supress the peak at 344 cm-' and enhance that at 425 cm" in the T,, spectrum (Fig. 10) . In the other two spectra, they were needed to lower the relative intensity of the main peak while enhacing the intensity of the sub- The over-all agreement between theory and experiment is satisfactory except that the observed +E, spectrum (Fig. 12 ) appears to have a high-frequency shoulder which the theory fails to reproduce.
In Fig. 13 we compare all three observed spect r a with the calculated spectrum obtained assuming constant coupling to all phonon pairs. As was the case for NaF, there i s little correlation with the experimental spectra.
C. Rubidium fluoride and cesium fluoride
For these crystals the experimental data a r e worse than those for the other two fluorides, owing to the poor optical quality of the samples. The observed spectra a r e superposed on a broad and ill-
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FIG. 20. Room-temperature $ E , spectra of CsF. The smooth curve is the experimental spectrum and histogram I is the calculated spectrum in the nearestneighbor polarizability approximations. determined Rayleigh background and it is impossible to study the low-frequency region where the difference bands should lie.
The spectra a r e presented in the same way a s before; Figs. 14-17 show theoretical and experimental data for show the corresponding data for CsF. In the absence of room temperature dispersion curves, we have felt it best to use the eigendata calculated using 80°K input parameters.
Except for the T,, spectrum of RbF (Fig. 14) , all the spectra can be reproduced adequately if we employ only first-neighbor polarizability coefficients. However, the observed *E, spectrum of RbF (Fig.  16) shows only a shoulder where the computed spectrum shows a double peak.
It i s fair to say that we have a better fit for C s F than for RbF, a contention which i s supported by the presence of a difference band at 90 cm" in the computed C s F spectra which has been observed by Evans and Fitchen.
Undoubtedly we could refine our calculations further given more clearly r esolved experimental spectra. After this work was completed, experimental Raman data for RbF by Hayes and Ftieder2' appeared. Our spectra agree quite well with their room-temperature measurements.
VII. CONCLUSION
In this paper we have presented theoretical and experimental second-order Raman spectra for NaF, KF, RbF, and CsF. The experimental spect r a reveal that for the first two materials the T,, spectrum is relatively weak, but that for the last two i t s strength is comparable with that of the other spectral components. Moreover, the shapes of the spectra for the first two fluorides a r e qualitatively different from those for the last two. The main reason for this is presumably the increased splitting between the optic and acoustic branches of the spectra for the heavier fluorides. This results in (acoustic + acoustic) and (acoustic + optic) combinations being significantly shifted in frequency with respect to (optic + optic) combinations whereas, for the lighter fluorides, the combinations of all types strongly overlap.
As regards the theory, one can make the following general remarks:
(a) It is essential to allow for the dependence of the transformed polarizabilities on the phonon wave vectors and eigenvectors. Without this there is little resemblance between the theoretical and experimental spectra. This point was made previously for the cases of NaF and KF and is equally true for the other two fluorides.
(b) We can fit all spectra reasonably well using relatively few parameters. Moreover, there is a marked similarity between the relative magnitudes of the polarizability parameters for all four crys -tals. These two facts are good evidence for the belief that the parameter values a r e physically meaningful and that the use of the technique of Born and ~r a d b u r n ' is successful.
(c) Our lattice dynamical model appears to give a good account of the measured dispersion curves. There is, however, a curious anomaly. Normally we locate the deformation dipoles at the centers of the negative ions. But in the case of CsF, it was found that a better fit could be obtained by locating them at the centers of the positive ions without altering their sign (see Table 11 ). A possible explanation is that increasing overlap tends to transfer charge from the positive to the negative ion. However, there is no sign of any such tendancy for RbF.
Evidently our calculations a r e capable of further refinement, particularly for RbF and CsF, but this is not worthwhile in the absence of more precise experimental data. In particular, this data should be taken at low temperatures where we expect more structure to become apparent since we suspect that strong anharmonic effects a r e present for the heavier fluorides at 300 OK and that these have obscured such structure.
