In this paper, we present an algorithm that quickly and effectively estimates orthogonal vanishing points in equirectangular images of urban environment. Our algorithm is based on the RANSAC (RANdom SAmple Consensus) algorithm and on the characteristics of the line segment in the spherical panorama image of the 360°longitude and 180°latitude field of view. These characteristics can be used to reduce the geometric ambiguity in the line segment classification as well as to improve the robustness of vanishing point estimation. The proposed algorithm is validated experimentally on a wide set of images.
INTRODUCTION
Vanishing point estimation in an image is a major topic in the computer vision since some decades. It has numerous applications ranging from camera calibration, pose estimation, single-view reconstruction, autonomous navigation and rectangular structure estimation and so on [1, 2] . The usefulness of vanishing point estimation in camera calibration and pose estimation has been well understood in the early 90's. For that reason, there have been many attempts that automatically extracting the vanishing point.
Recently, the advancement of optics and computational photography technology have made it easy to create a spherical panorama image by stitching and composing. And online photo-sharing services such as Flickr popularized these types of images.
In addition, many map services such as Google Street View provide a 360-degree street-level panorama view, which lets we explore places around the world. Consequently, many conventional image processing techniques on planar image should be adopted into the panoramic image.
In this context, vanishing point estimation is also one of the classical image processing work.
In this work, we consider the problem of estimating three orthogonal vanishing point from the equirectangular image of man-made environments.
It has not been much studied to estimating the vanishing point from the equirectangular images.
It is due to the difficulty in the acquisition of the Finally, we describe the conclusion and future work.
RELATED WORKS
This section reviews the existing works that estimate the VPs. There is a significant amount of excellent work on estimating vanishing point in different contexts and for different applications.
Existing methods for planar image can be divided into four categories.
The first category is based on the Hough transform (HT) [3] [4] [5] . Since Barnard [6] , detection was performed on a quantized Gaussian sphere using a HT. The intersection of a line pair is computed and accumulated in the Hough parameter space.
These approaches, however, are not reliable in the presence of noise and outliers. And it is sensitive to quantization level of the parameter space.
The second category is Expectation-Maximization (EM)-based methods [7] [8] [9] [10] . Given an initial VP, EM alternates between performing an expectation (E) step and a maximization (M) step. The expectation of the line clustering is evaluated for the current VP in the E step. And in the M step, the VPs are computed by the clusters found in the E step. These approaches are sensitive to initialization.
The third category relies on exhaustive search [11] . This method can obtain very satisfying results. However, it is suffered from its computational complexity and large search space.
The fourth category is RANSAC-based algorithms [12] [13] [14] . It is simple but efficient general method to distinguish inliers and outliers and also estimates the underlying dominant mode. To detect three orthogonal VPs, RANSAC can be sequentially applied on the remaining outliers [15] . J-linkage algorithm [16] can also be applied, but it is too much computationally expensive.
We now review the panorama case. Most of the studies dealing with the omni-directional images are focused on catadioptric view. Kang and Jo [17] proposed the method to acquire the 3D geometric 
VANISHING POINT ESTIMATION
In this section, we explain the algorithm to estimate the three orthogonal vanishing points in equirectangular images. Prior to the explanation our approach, let us fix some notation. Throughout this paper,  denotes the number of detected line segments and   is the normal vector of the great circle associated with the th line segment   . We denote   as the th vanishing point,   , then
We assume a set of the straight-line segment is derived from some image-processing tool. Then, we project the line segments into the unit sphere and compute its corresponding great circle normals.
In our experiments, we obtain a set of lines from the equirectangular images using the great circle arc detector [21] . Since the GCA representation gives line as well as its corresponding great circle normal, we can skip this stage. Final step is to test all other lines against the model, and count the number of the inliers. We define that the line   is an inlier if its geometric distance is lower than a threshold   , i.e.    ⋅   ≤   .
The threshold   is defined as    sin   where   is an angular tolerance. We fix    for all of the experiments shown in this paper.
However, there is an ambiguity in this approach.
There exist the points which are considered as belong to the both of two vanishing points. These misclassified points lead us towards an error of the vanishing points. To avoid this ambiguity, we examine the line segments in the equirectangular image again. As Fig. 1 left) . For a better visualization, the curves have been enlarged and the supporting curve pixels are not displayed.
The normals of the great circles    and    which are orthogonal to   ′ and passing through   , and   is determined as
where   and   are the endpoint of the arc within   . Then,   ′ and   ′ can be computed as
Finally, we obtain the average distance of the endpoints between   ′ and   ′ in image space by projecting them onto the equirectangular image.
However,   ′ and   ′ can be their antipodal points on the unit sphere. Therefore, we negate   ′ in order to correct the direction when   ⋅  ′  , and it is same as   ′. We choose the vanishing point which is close to the endpoint of the line. This distance function can be used to improve the accuracy of the vanishing point estimation. We performed nonlinear optimization, which minimizes above distance function to obtain more accurate vanishing points.
EXPERIMENTAL RESULTS
In this section, we present experimental results using proposed algorithm. We implement our algorithm using RANSAC toolbox for MATLAB [22] and fminsearch function for nonlinear optimization.
To illustrate and verify the method, we tested our algorithm on a wide set of images from Flickr. Finally, we demonstrate the performance of our algorithm compared to the sequential RANSAC with a heuristic ambiguity avoidance algorithm [19] (denoted as Seq.RANSAC) in Fig. 11 and Fig.   12 . In order to measure the performance of algorithms, we manually labeled each of the line segments in images. The accuracy of the algorithm is defined as the proportion of the correctly classified line segments (both of supporting the vanishing point and does not support anything) in the total line segments.
As shown in Fig. 11 , the proposed algorithm is more accurate compared to the sequential heuristic approach. Fig. 12 illustrates the comparison of two types of average errors for the two algorithms.
Both types of average errors for proposed algorithm are lower than the sequential heuristic approach.
CONCLUSIONS
In this paper, we have presented an algorithm for the vanishing point estimation in the equi- Although our algorithm effectively classifies and estimates vanishing points, our current implementation may not be applicable to real time environment. Thus, we are currently considering to extend this method into highly parallelized environment such as GPU. And the ambiguity relieving algorithm still has to be improved.
This ongoing attempt is first step towards the reconstruction of the scenes from the panoramic sequences available in online map services.
Therefore, we plan to estimate the rotation from a series of panoramic images in the future work.
