An large number of different caching mechanisms have been previously proposed [1] , [3] , exploring different insertion and eviction policies, and the performance of networks of them have been analyzed in different ways. We review stationary Markovian models of caching networks with independent incident (data) object demand processes and independent storing decisions (object insertion) and forwarding decisions (owing to cache misses) by the caches. We obtain a novel closed-form stationary invariant distribution for LRU and MRU caching nodes, and numerically compare with a simple "Incremental Rank Progress" caching mechanism where cache hits result in slower progress through the ranks than LRU.
I. INTRODUCTION
A useful approximation of the performance of the widely deployed Least Recently Used (LRU) eviction mechanism for a caching node is due to Che et al. [7] . This approximation was clarified in [9] and studied in [10] for networks of different types of caching mechanisms. In [11] , LRU caching was studied for dependent (semi-Markov) object demand processes. Also, we assume that the object is Reverse-Path Forwarded (RPF) to the caches handling the query, though the caches may independently opt not to store the object, cf., Section II-D. 
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The role of a caching network is to reduce the load on the origin servers, reduce the required network bandwidth, and reduce the response times to the queries [1] . Suppose each query node q has an independent Poisson-process intensity λ q,n modeling demand for object n. Let h n (λ q , B q ) be the stationary hit probability of object n of the local cache of capacity B q objects. A local cache miss is forwarded to the Internet cache i of capacity b i objects. The demand on the Internet cache i for object n is modeled as a thinned Poisson process with intensity Λ i,n = q∈i λ q,n (1 − h n (λ q , B q )).
So, the demand on the origin server for object n is modeled as Poisson with intensity
i.e., reduced from q∈i λ q,n by the caching network. Such benefits can be weighed against the additional operational costs (op-ex including object/content transmission (RPF) and storage costs) and the amortized capital expenditures (cap-ex including purchasing and deployment costs) of the caching system. Indeed, given the spatial distribution of querying clients with respect to the origin servers and the popularity of the objects, one can formulate a centralized optimization problem to maximize net benefit by selecting the size/capacities and locations of the caches. Also in this setting, one can formulate related non-cooperative games, e.g., [8] .
The approximation (1) would be exact if the caching network's stationary invariant distribution was product-form [12] , [5] . For example, in [4] , product-form invariants are studied for time-to-live (TTL) caching networks. In turn, a product-form invariant would be implied by the or time-reversibility or quasi-reversibility properties (though these are not necessary conditions [6] ).
Note that (1) can be generalized to variations of the caching network in Figure 1 wherein the Internet caches forward to the origin servers only with some positive probability φ < 1, and with probability 1 − φ forward to another Internet cache 1 , e.g., see Figure 2 . Here, the query rate of object n to the origin servers is
where the query load of Internet cache i now satisfies the following equations: ∀i, n,
and s(i) is the index of the Internet cache feeding Internet cache i. One can iteratively solve (3) as a fixed-point approximation. This paper is organized as follows. In Section II, we give the stationary invariant distribution of a Markov model for LRU -the main contribution of this paper. In Section III, we do the same for an "Incremental Rank Progress" caching mechanism, which is somewhat related to the insertion scheme based on tandem virtual caches of "k-LRU" [10] . The invariant of MRU is given in Section IV. The cache-hit probabilities of these mechanisms are then numerically compared in Section V.
II. LRU

A. Stationary LRU model
The stationary state-space R is the set of B-permutations of {1, 2, ..., N } where N B > 0. For r ∈ R, define r(k) as the element of r in the k th position. The entries of r are ranked in order of their position in r. Under LRU, r ∈ R indicates the current state of the cache whose capacity is B identically-sized objects from among N possible, with • the oldest object in the cache being r(B), and • uncached objects n are denoted n ∈ r. Note that in a transient regime, the cache may be in a state ∈ R with fewer than B objects cached.
For a single node, we assume that demand process for object n ∈ {1, 2, ..., N } is Poisson with intensity λ n . The Poisson demands are assumed independent. Let the total demand intensity be
A commonly used model for popularity is the Zipf law,
and ρ(n) is the popularity rank of object n, i.e., ρ(n ) = 1 if n = argmax n λ n is unique and ρ(n ) = N if n = argmin n λ n is unique. One can take ρ(n) ≡ n without loss of generality. For example, values 0.64 ≤ α ≤ 0.83 were given for different datasets in Table 1 of [2] . Given such a popularity distribution and the size of the most popular (hot) objects, the cache capacity may need to be sized to be able to contain them. For LRU, a cache miss of object r(1) at state M −1 n (r) resulting in a transition to state r ∈ R occurs at rate λ r(1) , where n ∈ r and
i.e., n ∈ r is the oldest object in the cache in state M −1 n (r). For LRU, a cache hit of object r(1) at state H −1 k (r) resulting in a transition to state r occurs at rate λ r(1) where 1 ≤ k ≤ B and
i.e., r(1) is the k th youngest object in the cache in state H
So, in a network of such LRU caches, a query for object n results in every cache that handles the query storing object n, i.e., "leave copy everywhere."
B. LRU stationary invariant distribution
The following invariant distribution of LRU is intuitive and has the obviously desirable property that the more popular content (n with larger λ n ) is more likely cached.
Theorem 2.1:
The unique invariant distribution π of the LRU Markov chain is the "order-statistic" probability of r ∈ R,
where ∀k,
The full balance equations are: ∀r ∈ R,
n ∈r
It's easily directly verified that (5) satisfies (6) for the case B = 2 and arbitrary N ≥ 2, i.e.,
Under (5), for all n ∈ r,
Substituting into (6) and after some term cancellation, we see that (5) satisfies (6) if and only if
To interpret (7), consider the following sequence of independent random experiments to fill the cache. Suppose we're given initially that the first cache entry is r(2). Now sequentially, according to the "order statistic" distribution (5), object r(1) attempts to enter the cache after r(2). If it fails to enter in the k th attempt, then r(k + 2) is placed in the cache instead and r(1) tries again. The summand of (7) with j = 2 is the probability that r(1) enters in the second position right after r(2): λ r(1) /(Λ − λ r(2) ). Generally, the summand for j ∈ {2, 3, ..., B} is the probability r(1) enters in the j th position (after having failed to enter in one of the more highly ranked ones). The first term of the right-hand-side of (7) is the probability r(1) fails to enter the cache. So, (7) must generally hold by the law of total probability.
Finally, since the stationary LRU Markov chain is irreducible on R, there is a unique invariant.
Note that the LRU invariant distribution is uniform in the special case that all the mean querying rates λ n are the same. Also note that, generally, the LRU Markov chain is neither time-reversible nor quasi-reversible, the latter because the miss rates ("departures"),
depend on the state r, see (7) . Finally, by PASTA, the stationary hit probability of object n in a LRU cache is
where the approximations of [7] , [9] are substantially simpler to compute than h n directly.
C. Considering objects with different lengths
Consider the following variation, complete-rankings LRU, where the ranking of all objects is maintained whether the objects are cached or not. That is, the state-space R is now the set of all permutations of N objects {1, 2, ..., N } (not just B-permutations of N objects).
Corollary 2.1:
The unique stationary invariant of complete-rankings LRU is
Now consider the different sizes n bytes of objects n, where the cache capacity B is in bytes. The number of objects in the cache is given by
So, the hit probability of object n is now
See the byte-hit performance metric of [1] .
D. LRU cache updates with probability
In practice, updating a cache requires overhead and a busy cache may skip some update opportunities. Define ε-LRU as the caching mechanism like LRU except that a query results in a cache update only with probability ε. That is, the transitions M −1 n (r) → r and H −1 k (r) → r occur at rate ελ r(1) .
Corollary 2.2: ε-LRU's unique stationary invariant is (5).
III. INCREMENTAL RANK PROGRESS (IRP) UPON QUERY
Under LRU, a query for any object n results in it being ranked first in the cache. One can also consider slowing the "progress through the ranks" of objects as they are queried, leading to some obvious trade-offs with LRU: slowing progress would mean less popular content does not enter the cache at first rank, but also more popular content will take longer to reach the cache. Such issues are important when there are dynamic changes/churn in objects cached and their popularity. In this paper, we don't address how rapidly the cache reflects changes to the hot/popular set of objects, rather we're interested in the stationary cache-hit probabilities (based on the stationary invariants) for fixed object popularities.
Consider the following simple caching mechanism where, again, the ranking of all objects (whether cached or not) is maintained, i.e., R is now the set of all permutations of N objects {1, 2, ..., N } (not just B-permutations of N objects). Under an Incremental Rank Progress (IRP) caching mechanism, a query for object n results in its rank improved by just one (or zero if the object is already ranked first), i.e., for
where the transition T −1 k (r) → r with rate λ r(k) . Note that initially some objects will be unranked because they have yet to be queried, but all such states are transient. Also, a queried-for object of rank > B + 1 is not cached. In numerical results of the next section, we show how IRP has a greater variance of stationary hit probabilities than LRU. Obviously, IRP has some implementation challenges particularly when N is very large, so that a large state r needs to be consistently maintained (together with estimates of popularity λ) at all caches. 
Simply by substitution, (10) satisfies (11) . Also, the stationary IRP Markov chain is irreducible on R.
So by time-reversibility, a stationary network of IRP caches would be product form and (1) and (2) holds. Note that for IRP, the cache-miss (departure) rate
depends on state r, i.e., IRP is not quasi-reversible. Corollary 2.2 also holds for IRP. Finally, by PASTA, the stationary hit probability of object n in a IRP cache is
Considering different sizes n bytes of objects n, where the cache capacity B is in bytes, the hit probability of object n is (9) using (10).
IV. MOST RECENTLY USED (MRU) EVICTION
Again define the state-space R as the set of B-permutations of {1, 2, ..., N }. For MRU [1] , [3] , a cache hit of object r(1) at state H −1 k (r) resulting in a transition to state r occurs at rate λ r(1) where 1 ≤ k ≤ B and (H −1 k (r))( ) is given by (5) as LRU. But for MRU, a cache miss of object r(1) at state M −1 n (r) resulting in a transition to state r ∈ R occurs at rate λ r(1) , where n ∈ r and
i.e., n ∈ r is the youngest object in the cache in state M −1 n (r).
Theorem 4.1:
The unique invariant distribution π of the MRU Markov chain is, for r ∈ R,
Proof: The full balance equations are as for LRU but with a different definition for H −1
k . It's easily directly verified that (12) satisfies (6) for the cases B = 2 and B = 3, e.g., for B = 3 and N = 4,
Let Λ −r = Λ − n ∈r λ n . By substituting (12) into the full balance equations (and moving the cache-miss terms to the left-hand side), we get that (12) satisfies the full balance equations if and only if
To interpret (13) , consider the following sequence of independent random experiments to determine the position of object λ r(1) to fill the cache, given that only objects ∈ r will be chosen and that λ r(2) has already been chosen. λ r (1) is chosen on the first try with probability λ r(1) /(Λ −r − λ r(2) ), otherwise λ r(3) enters the cache -this is the summand of (13) with j = 2. Similarly, the j th summand is the probability that λ r(1) enters the cache on the j th try, otherwise object λ r(j+1) is placed in the cache. The final term (13) is the probability r(1) fails to enter the cache before the last (B th ) position, because in the penultimate choice only objects r(B) and r(1) remain, i.e., λ r(B) = Λ −r − B−1 k=1 λ r(k) . So, (7) must generally hold by the law of total probability. Finally, since the stationary LRU Markov chain is irreducible on R, there is a unique invariant. To interpret (12) : λ r(1) is chosen with probability λ r(1) /Λ; then the remaining B − 1 objects in r are chosen from the remaining N = 1 objects, this choice done uniformly at random with probability N −1 B−1 −1 ; finally, the order of the remaining items λ r(2) , λ r(3) are determined as the "order statistic" distribution (5) .
Note that the MRU invariant distribution also is uniform in the special case that all the mean querying rates λ n are the same, the MRU Markov chain is generally neither time-reversible nor quasi-reversible, and Corollary 2.2 also holds for MRU.
V. NUMERICAL RESULTS FOR SMALL N, B
Consider a Zipf popularity law (4) with parameter α = 0.75 [2] and normalized rate of the most popular object, λ 1 = 1, i.e., λ n = n −0.75 . We also present the case α = 2 with a broader range of popularities.
In this numerical study, we directly computed the invariants π (generating all possible object permutations representing cache state by the Steinhaus-Johnson-Trotter algorithm). So, we considered only small values for the number of objects and the cache size. Figures 3 and 4 are representative of our numerical study 2 . One can see that the range of hit probabilities for LRU is smaller than that of IRP but larger than that of MRU. That is, more popular content is much more likely cached in steady-state under IRP and less popular content is much less likely cached. Under MRU, a queried-for unpopular item may displace a popular item followed by a cache hit for another popular item; thereafter the unpopular item (now not in the first-rank position) lingers longer in the cache. 
VI. VARIATIONS OF LRU AND MRU
g Recently Used (gRU) is a simple generalization of LRU and MRU wherein object r(g), for some fixed g ∈ {1, 2, ..., B}, is evicted upon cache miss, otherwise cache insertion (at r(1)) upon misses and promotion (to r(1)) and demotion (by 1) upon hits are the same as both MRU and LRU. That is, BRU is LRU and 1RU is MRU. We postulate that the invariant distribution of gRU is π(r) = Finally, fix two integers g, k ∈ {1, 2, ..., B} such that k < g. Consider a caching mechanism with the following insertion/eviction and promotion/demotion policies upon query for object n:
• If n ∈ r, then n enters the cache at rank k (r(k) → n) and r(g) is evicted.
• If 1 < r(n) ≤ B, then n's rank improves to f (r(n)) < r(n), for some promotion function f . 2 Note that in both presented cases, N n=1 hn = B which is generally true. If we couple queries to this cache with those of gRU, we see that r(g) is always the same for both caches. (Moreover, r(i) is always the same for all i > k.) So, the same object is evicted upon every cache miss, and the entries r of this cache will always be a permutation of those of gRU. Thus, the stationary cache-hit probabilites of these two caches will always be the same.
