Define (X n ) on Z/qZ by X n+1 = 2X n + b n , where the steps b n are chosen independently at random from −1, 0, +1. The mixing time of this random walk is known to be at most 1.02 log 2 q for almost all odd q (Chung-Diaconis-Graham, 1987), and at least 1.004 log 2 q (Hildebrand, 2008). We identify a constant c = 1.01136 . . . such that the mixing time is (c + o(1)) log 2 q for almost all odd q.
Introduction
Let a > 1 be a positive integer and let µ be a finitely supported measure on Z. Assume that gcd(supp µ − supp µ) = 1, i.e., that µ is not supported on a coset of a proper subgroup. Define a random process (X n ) n 0 on Z by X 0 = 0 and X n+1 = aX n + b n , where b 1 , b 2 , . . . are independent and distributed according to µ. Let µ n be the law of X n . In other words, µ n is defined by the recursion µ 0 = δ 0 , µ n = µ * (m a ) * µ n−1 (n 1),
where m a (x) = ax is the multiplication-by-a map. Now for any positive integer q consider the reduction X n mod q. The mixing time of this random process, loosely speaking the smallest n such that µ n mod q − u q = o(1),
where u q is the uniform measure on Z/qZ and · denotes l 1 norm, was first studied in detail by Chung, Diaconis, and Graham [CDG87] (motivated by pseudorandom number generation). In the prototypical case a = 2, µ = u {−1,0,1} (uniform on {−1, 0, 1}), the following bounds have been proved.
• If n (c 1 + ε) log 2 q, where c 1 = 1 − log 2 5 + √ 17 9 −1 ≈ 1.02, then 1 2 µ n mod q − u q ε for almost all odd q (Chung-Diaconis-Graham [CDG87] ). • If n c 2 log 2 q, where c 2 = 1 − 1 2 − 4 18 log 2 ( 4 36 ) − 5 18 log 2 ( 5 36 ) ≈ 1.004, then 1 2 µ n mod q − u q → 1 as q → ∞ (Hildebrand [Hil09] ). For further work in this direction, see [Hil19], [Nev11] and the references therein. Thus the mixing time of X n mod q is a slight constant multiple larger than log 2 q, for typical q. (Chung, Diaconis, and Graham also show that there are infinitely many odd q for which the mixing time exceeds c log q log log q.)
We advance the following explanation of this phenomenon. Defining the entropy of any measure µ by
the asymptotic entropy (or entropy rate) of (X n ) n 0 is defined by H(a, µ) = lim n→∞ 1 n H(µ n ).
It is well known that the limit exists, and that 0 < H(a, µ) min(log a, H(µ)).
In the case of µ = u {−1,0,1} , a computation shows that the entropy H(2, µ) is slightly less than log 2. On the other hand, X n mod q cannot equidistribute before the entropy of µ n reaches (1 − o(1)) log q. Hence it takes slightly more than (log q)/(log 2) steps for X n mod q to mix.
In general, the entropy H(a, µ) and the mixing time of X n mod q are related by our main theorem, provided that H > 1 2 log a. Theorem 1.1. Let a and µ be given. Let H = H(a, µ). The following hold for all δ > 0.
(i) If Hn (1 − δ) log q then 1 2 µ n mod q − u q = 1 − o(1).
(ii) Assume H > 1 2 log a. Then for a proportion 1 − o(1) of primes q such that log q (1 − δ)Hn, we have µ n mod q − u q = o(1).
The same holds for a proportion 1−o(1) of the composite q such that (q, a) = 1.
We have already sketched the proof of the first part. The proof of the second part consists of the following ideas:
(1) By a version of the Shannon-McMillan-Breiman theorem (a.k.a. asymptotic equipartition), there is a set S of µ n -measure 1−o(1) such that µ n ({x}) = exp(−(H + o(1))n)
for all x ∈ S. In particular, there is a measure ν n (the conditional measure on S) such that µ n − ν n = o(1) and log ν n −2 2 = (H + o(1))n.
(2) By the large sieve, for most primes q ∼ |S|, the l 2 norm of ν n mod q is not much larger than the l 2 norm of ν n . Here we use the hypothesis that H > 1 2 log a.
(3) Therefore for most primes q ∼ |S| = exp((H+o(1))n), µ n mod q is close to uniform, so the mixing time modulo q is at most n. The proof in the composite case also uses the large sieve, but in a more involved way.
We believe that the hypothesis H > 1 2 log a is unnecessary. It might be possible to relax this to H 1 2 log a by a suitable modification of our proof. We briefly sketch some ideas towards this in Section 8, but we do not pursue this in detail. The problem of removing the hypothesis entirely is related to some open questions about the large sieve: it is believed that the only examples for which the large sieve is sharp are somehow quadratic ), but the support of µ n cannot be anything like quadratic. Although we have not succeeded in removing this hypothesis, we can adapt Gallagher's larger sieve to prove the following bound which is weaker by a factor of 2, and holds only for a looser sense of "almost all". Theorem 1.2. Let ε > 0, and let P n be the set of primes p such that log p (1/2 − ε)Hn and µ n mod p − u p ε.
Then p∈Pn log p p ε n 1/2 .
By contrast, Mertens' first theorem states
log p X log p p = X + O(1).
Thus the theorem asserts P n has asymptotically zero density among primes p such that log p (1/2 − ε)Hn when the primes are weighted by (log p)/p. Equivalently, the mixing time of X n mod p is at most (2 + o(1))H −1 log p for almost all primes in almost all dyadic intervals. The entropy H(a, µ) is equivalent, by reversal and rescaling, to the entropy of the self-similar Cantor-like measure λ on R defined by
where m 1/a (x) = x/a. This general class of measures includes the case of Bernoulli convolutions, which were studied extensively by Erdős, Garsia, and others. In the particular case a = 2, µ = u {−1,0,1} , Hare, Hare, Morris, and Shen [HHMS19, Theorem 3.1] prove that
where L is the analytic function in the unit disk defined by
where e(i, j) is the number of subtractions made by the Euclidean algorithm applied to (i, j) (the singularity z = 1/3 is removable). They deduce H log 2 = 0.9887658714 . . . .
Since in particular this is greater than 0.5, Theorem 1.1 applies, so the mixing time of X n mod q is almost always (and never less than)
(1.01136176816 . . . ) log 2 q.
1.1. Notation. We write µ for the standard norm for a complex measure µ, so that the maximum distance between two probability measures µ and ν is 2 (many authors divide this norm by 2). When we write µ 2 or H(µ) we are implicitly identifying µ as the function µ({x}), its density with respect to the discrete measure, so that
Likewise we normalize the Fourier transform with the discrete measure on the physical side Z and the uniform measure on the frequency side R/Z; thus
where as usual e(x) = e(i2πx). We keep this normalization when we reduce modulo q, so the Fourier transform of µ mod q is just µ(r/q) (0 r < q). The inversion formula modulo q is (µ mod q)({x}) = µ(x + qZ) = 1−1 r=0 µ(r/q)e(rx/q).
We use standard asymptotic notation from analytic number theory where expedient: X Y or equivalently X = O(Y ) means X CY for some constant C > 0; X Y means X Y and Y X. Constants C, c, etc, are usually allowed to depend on µ and a.
1.2. Organization of the paper. We discuss the Shannon-McMillan-Breiman theorem for random walks (and the rate of convergence) in Section 2. The lower bound in Theorem 1.1 is proved in Section 3. In Section 4, we revisit an argument in [CDG87] to prove a crude upper bound on the mixing time which is valid for all moduli. This will be used in later sections in the proof of the upper bound on the mixing time in Theorem 1.1 to treat small divisors of composite moduli. In Sections 5 and 6, we give two different proofs of the upper bound in Theorem 1.1. We give the proof of Theorem 1.2 in Section 7. We conclude the paper with some open problems in Section 8.
SMB via Efron-Stein
We need a version of the Shannon-McMillan-Breiman theorem which states that µ n ({x}) = exp(−H(µ n ) + o(n)) for asymptotically µ n -almost-all x.
Theorem 2.1. There is a constant C depending only on µ such that
C α 2 n for all n 1 and α > 0.
The Shannon-McMillan-Breiman theorem for a random walk on a group is due to Derriennic [Der80, Section IV], and Kaimanovich and Vershik [KV83, Theorem 2.1]. For our application, we need an estimate for the rate of convergence, and for this reason we give a proof. Our proof exploits special features of the walk and is based on the Efron-Stein inequality.
Fix some n 1, and let b 1 , . . . , b n ∼ µ be independent. For m ∈ Z and j ∈ {1, . . . , n}, let
Our aim is show that the random variable
is concentrated around its mean
We will apply the Efron-Stein inequality (in the asymmetric case due to Steele [Ste86] ). For j ∈ {1, . . . , n}, let
where b j is an independent copy of b j . The Efron-Stein inequality states
(1)
where C is a constant depending only on µ. In particular,
Proof. The equality in the claim holds because f j does not depend on the jth variable and b j is an independent copy of b j (so in fact
The last statement will follow by
Hence it suffices to prove the main claim that
Let m ∈ Z and x ∈ supp b j . First,
where c > 0 is a constant depending only on µ, namely,
Second,
Thus, for (x 1 , . . . , x n ) ∈ (supp µ) n ,
We show that
(2)
We consider the set
Summing over x ∈ supp(b 1 − b 2 ), we get the claim (2). Combining our estimates we have
for each t > C, where C is a constant depending only on µ. Thus indeed
This completes the proof of the lemma.
We can now prove Theorem 2.1. By Lemma 2.2 and the Efron-Stein inequality (1), we have Var [Z] 2Cn. Hence by Chebyshev's inequality
We have Z ∼ log µ n ({X n }) and E[Z] = −H(µ n ). This proves the theorem.
There is a probability measure ν n such that (1) µ n − ν n 1/(α 2 n),
The corollary follows by defining
By Theorem 2.1,
Remark 2.4. The key estimate (3) is a decent tail bound, so it may be possible to get something much stronger with more sophisticated concentration inequalities. See for example the book of Boucheron, Lugosi, and Massart [BLM13, Section 6.9]. Persuing this could lead to an improved estimate for the size of the cut-off window in the mixing of X n mod q.
The lower bound
In this section we prove Theorem 1.1(i), which states that the mixing time of X n mod q is at least H −1 log q for all sufficiently large q. More precisely, if Hn (1 − δ) log q for some constant δ > 0 then
By Corollary 2.3, there is a measure ν n such that
From the bound on | supp ν n |,
Now H(µ n ) = Hn + o(n), and log q − Hn δ log q δHn. Hence, if α is a constant sufficiently smaller than δH,
Remark 3.1. To prove just that µ n mod q−u q does not tend to zero, we do not need the SMB theorem. Suppose H(µ n ) (1 − δ) log q. By Markov's inequality,
Therefore µ n ({x}) e 10 /q on a set S of µ n -measure at least δ + o(1),
Small moduli
In the next section we will need to know that µ n mod q ≈ u q for any modulus q such that (q, a) = 1 and q = o(log n/ log log n). In other words, the mixing time of X n mod q is at most O(log q log log q) for all q. This was proved in [CDG87, Section 4] in the model case a = 2, µ = u {−1,0,1} , which was later generalized by Hildebrand in [Hil90, Chapter 3] and [Hil93, Theorem 2]. We state the result in the form we will use it. While all the ideas required for the proof are already in [CDG87, Hil90, Hil93], we include the proof for the reader's convenience.
Proof. Since by assumption µ is not supported on a coset of a proper subgroup, µ(ξ) = 1 only if ξ = 0 (for ξ ∈ R/Z). Moreover, for X ∼ µ,
where |ξ| denote the distance from ξ to 0 in R/Z.
In general, for n 1 we have
Let
be the base-a expansion of ξ. Then
where A n (ξ) is the number of indices i ∈ {1, . . . , n − 1} such that we do not have
as in all other cases we have |a i−1 ξ| 1/a 2 . Let n 0 = log a q and n = kn 0 for some k ∈ Z >0 . By Hölder's inequality,
Note |r/q−r /q| 1/q a −n 0 for r = r , and in particular |r/q| a −n 0 for r = 0. Thus every r/q is identified by its first n 0 digits ξ 1 , . . . , ξ n 0 , and unless r = 0 we cannot have ξ 1 = · · · = ξ n 0 ∈ {0, a − 1}. The number of ξ = 0.ξ 1 · · · ξ n 0 with A n 0 (ξ) = A is bounded by
as unless i counted by A n 0 (ξ) then ξ i+1 = ξ i . Hence
Provided that k > C log log q for a sufficiently large constant C, this is bounded by O(a 2 e −c k n 0 ) e −c n/ log q , as claimed.
The large sieve argument
The purpose of this section is to prove Theorem 1.1(ii). For any group G, let M(G) be the space of complex measures on G. For q 1 | q, we consider M(Z/q 1 Z) to be the subspace of M(Z/qZ) or M(Z) consisting of measures which are uniform on fibres mod q 1 . For integers q 0 | q, we define two projection operators
The easiest way to give their definition is in terms of Fourier multipliers: for (r, s) = 1, s | q,
Notice that
where µ is the Möbius function. From these identities, we deduce that π q = 1 and P (q 0 ) q d(q/q 0 ), where · stands for the operator norm with respect to the l 1 norm, and d(·) stands for the divisor function.
Lemma 5.1. Assume 2H > (1 + ε) log a. Let Q be large, and let n be large enough that H(µ n ) > (1 + ε) log Q. Then for all but at most Q 1−ε/3 many q ∈ [Q/2, Q], and for all q 0 < q ε/3 , q 0 | q, we have
Note that if q is prime then P
(1) q = π q − π 1 , and P (1) q µ n = µ n mod q − u q . Thus the prime case of Theorem 1.1(ii) follows immediately. The composite case will require more work, which we explain at the end of this section.
The proof of the lemma relies on the large sieve inequality, which we recall now. Letting q be an integer, we write R(q) for the residues modulo q that are coprime to q. 
We record the following corollary. Proof. By definition, we have
where the summation on the right extends over all fractions r/s such that s | q, [s, q 0 ] = q and r ∈ R(s). We sum this up for q ∼ Q and q 0 | q, and note that each fraction r/s will appear at most once on the right hand side. Therefore, we can invoke Theorem 5.2, which yields the desired inequality.
Proof of Lemma 5.1. Note that P (q 0 ) q µ n is monotonic in n, as P (q 0 ) q commutes with convolution:
Hence, by reducing n if necessary, and by assuming Q is large enough, we may assume that
In particular, since 2H > (1 + ε) log a, we have Q 2 > a n . By Corollary 2.3, there is a measure ν n such that µ n −ν n α −2 /n and log ν n (a n + Q 2 ) ν n 2 2 Q 1−ε .
Hence with at most Q 1−2ε/3 exceptions we have
Since there are at most Q 1−2ε/3 exceptions for each q 0 < Q ε/3 , there are at most Q 1−ε/3 exceptions in all.
For unexceptional q we have, for any q 0 < Q ε/3 , q 0 | q,
If α is a sufficiently small constant we deduce
as claimed.
For the proof of the composite case of Theorem 1.1(ii), we need one more ingredient, a result about the prime factorization of a typical integer.
Lemma 5.4. All but o(Q) integers q ∈ [1, Q] can be written as q = p 1 p 2 · · · p k q 0 , where p 1 > · · · > p k are primes and k log log log Q,
(The exponents 2 and 3 are not special: we could replace the interval for log q 0 with any logarithmically long interval, adjusting k as necessary.)
This follows easily from well-known results on the "anatomy of integers". For the sake of completeness we give the proof.
Proof. We first apply [HT88, Theorem 07] with x = Q, log y = log Q/(log log Q) 2.5 ,
The conclusion is that for all but o(Q) integers q ∈ [1, Q] we have q = p 1 p 2 · · · p k q 0 , where p 1 · · · p k are all the prime factors p of q such that log p > log Q/(log log Q) 2.5 , and log q 0 log Q (log log Q) 2 . The number of integers q ∈ [1, Q] that are divisible by p 2 for some prime p > exp(log Q/(log log Q) 3 ) can be estimated by
Therefore we have p 1 > · · · > p k almost surely.
Next, for any set of primes T , with harmonic sum
if Ω(q, T ) is the number of prime factors of q in T , counted with multiplicity, then for all but o(Q) integers q Q we have
(and log can be replaced by any function tending to infinity). Indeed for any k 0 we have a Poisson-type bound of the form Similarly, by (5) with
we find that q 0 is almost surely divisible by some p ∈ T 2 (in fact some c log log log Q many p), so in particular
This completes the proof.
Let E 1 be the set of all q which are exceptional in the sense of Lemma 5.1. Let E 2 be the set of all q Q which have some divisor d ∈ E 1 with d > log Q. Then, by Lemma 5.1 we have
Hence E 2 is almost empty.
A typical integer q can be written q = p 1 p 2 · · · p k q 0 as in Lemma 5.4. Note that d(q/q 0 ) = 2 k log log q.
We have a decomposition µ n mod q = s:q 0 |s|q
Hence
If q / ∈ E 2 then each of the divisors s with q 0 | s | q is unexceptional in the sense of Lemma 5.1. There are two cases. If q 0 < s ε/3 then Lemma 5.1 applies, so
If on the other hand q 0 s ε/3 , q 0 = s, then
so, by Lemma 4.1,
Note log s ε −1 log q 0 . Similarly,
Putting the above estimates together, we have
This completes the proof of Theorem 1.1(ii).
Alternative argument based on sophisticated pruning
In this section, we present an alternative argument to prove Theorem 1.1(ii) that is closer to that in [CDG87, Section 6]. This also relies on the large sieve inequality, but it avoids the use of the projection operators introduced in the previous section.
For each n, let ν n be a measure as in Corollary 2.3 with α = 1/ log n. Thus µ n − ν n = n −1+o(1) , log ν n −2 2 = Hn + o(n). Let π n be the following measure:
where w 0 = n/ log n , C is a suitably large integer depending on a and µ such that supp ν w−C ⊂ [−a w /2, a w /2], and w 1 , . . . , w k are chosen as in the following lemma. Lemma 6.1. We can choose w 1 , . . . , w k n 0.1 such that (1) k ∼ (log n) 2 , (2) w 1 + · · · + w k = n − w 0 , and (3) for every w ∈ [n 0.2 , n] there is some i such that
Proof. Let k ∼ (log n) 2 , and let a be such that exp((1 + a) log(n − w 0 )/(k + a)) ∼ n 0.15 .
Choose w 1 , . . . , w k so that w 1 + · · · + w i = exp((i + a) log(n − w 0 )/(k + a)) .
Then
w 1 + · · · + w i+1 w 1 + · · · + w i ∼ e 1/ log n = 1 + O(1/ log n), so every w ∈ {1, . . . , n} can be approximated as claimed.
It follows that
and we also have the following property.
Lemma 6.2. For every w ∈ [n 0.2 , n], we have a factorization π n = µ w 0 * (m a w 0 ) * π * π for some probability measures π, π such that supp π ⊂ supp µ w and log π −2 2 = Hw + o(w). Proof. We take π =ν w 1 −C * (m a w 1 ) * ν w 2 −C * · · · * (m a w 1 +···+w i−1 ) * ν w i −C π =(m a w 0 +w 1 +···+w i ) * ν w i+1 −C * · · · * (m a w 0 +w 1 +···+w k−1 ) * ν w k −C * (m a w 0 +w 1 −C ) * µ C * · · · * (m a w 0 +···+w k −C ) * µ C for a suitable choice of i so that
It follows by construction that supp π ⊂ supp µ w .
By the choice of C in the definition of π, it follows that the map supp ν w 1 −C × · · · × supp(m a w 1 +···+w i−1 ) * ν w i −C →Z (x 1 , . . . , The exponent 0.49 can actually be improved to 0.5. To do this, instead of w 0 = n/ log n , take w 0 to be a sufficiently small (depending on ε) constant multiple of n. We omit the details.
We split this sum into two parts depending on the size of w: either w n 1/2 / log n or w > n 1/2 / log n.
Consider first the lower range w n 1/2 / log n. Since µ is not supported on a coset of a subgroup, µ(ξ) = 1 only if ξ = 0. Find c > 0 such that | µ(ξ)| 2 e −c (ξ / ∈ (−1/a, 1/a)).
For any r ∈ R(s), s ∈ (a w−1 , a w ), r/s / ∈ (−a −w , a −w ), so for some j w − 1 we have a j r/s / ∈ (−1/a, 1/a), so
Hence | µ n w (r/s)| 2 max r ∈R(s)
for any n ∈ Z >0 . Therefore
Now because µ w 0 is a factor of π n we also have
provided that n w w 0 ∼ n/ log n. Take n ∼ w −1 n/ log n. Then a w e −cn is negligible for w < c (n/ log n) 1/2 for a sufficiently small constant c . Now consider the upper range w > n 1/2 / log n. Let w = min(2w, n). By construction, π n has a factor (m a w 0 ) * π such that supp π ⊂ supp µ w ⊂ [−O(a 2w ), O(a 2w )] and log π −2 2 = Hw + o(w) by Lemma 6.2. Therefore | π n (r/s)| 2 | π(a w 0 r/s)| 2 , and by the large sieve (Theorem 5.2), s∈(a w−1 ,a w ) 1 s r∈R(s) | π(r/s)| 2 a w π 2 2 = a w e −Hw +o(w) .
By hypothesis
2H (1 + ε) log a,
Hn (1 + ε)t log a, so Hw (1 + ε)w log a. Hence a w e −Hw +o(w) is bounded by e −cw for some c > 0. Thus the contribution from this case is negligible too.
We have proved that q Q q π n mod q − u q 
This proves Theorem 1.1(ii) (both prime and composite cases).
The larger sieve argument
The purpose of this section is to prove Theorem 1.2. The following argument is based on Gallagher's larger sieve as described in [FI10, Chapter 9.7]. By Corollary 2.3, there is a measure ν n such that Summing over primes p X with weight log p, we have p X ν n mod p 2 2 log p
The first sum is O(X). Since ν n is supported on [−O(a n ), O(a n )], for x, y ∈ supp ν n we have p|(x−y) log p log |x − y| n.
Thus p X ν n mod p 2 2 log p X Q + n.
Let B 1 be the set of primes p Q such that p ν n mod p 2 2 > δn 1/2 .
(Later we will take δ to be a sufficiently small constant.) Then it follows that p∈B 1 log p p δ −1 n 1/2 .
In the rest of the argument we assume p Q and p / ∈ B 1 , i.e., p ν n mod p 2 2 δn 1/2 .
Now we use a Fourier multiplicity argument, as in [BV19, Section 3]. Define
Hence, provided a has order at least m + 1 in F × p ,
Applying this with m = δn, we get Thus we may assume p / ∈ B 2 , so (6) holds. Finally, observe that µ 2n+m − ν n * (m a n ) * ν (m) n 2 µ n − ν n = o(1), and q ν n * (m a n ) * ν (m)
In other words, for every p / ∈ B 1 ∪ B 2 there is some
. Taking δ smaller than ε, we deduce Theorem 1.2.
Open problems
It would be very interesting to understand the mixing time of the random walk if we drop the condition H > 1 2 log a in Theorem 1.1(ii). We do not think this condition is necessary, but it is required in our proof so that we can apply the large sieve. More specifically, we formulate the following open problem.
Open Problem 8.1. Let µ = 1 2 (δ 0 + δ 1 ) and let a 2 be an integer. Is the mixing time of X n mod q equal to (1 + o(1)) log 2 q for almost all q such that (q, a) = 1?
For a = 2, the answer is yes trivially, because X n is uniformly distributed in the interval [0, 2 n − 1] ∩ Z. The a = 3 case is covered by our Theorem 1.1, and the answer is yes. The a = 4 case is not covered by our Theorem 1.1, but the answer is still yes, as can be seen by a modification of our argument, which we sketch bellow. The a 5 case appears to be beyond the reach of the large sieve and we only have the bounds from Theorem 1.2.
For the a = 4 case of the above problem we modify the proof of Theorem 1.1(ii) as follows. For simplicity, we only discuss the case of prime moduli. Fix some n ∈ Z >0 and also some ε = ε(n) > 0 to be specified below. Write η 1 =µ εn , η 2 =(m 4 εn ) * µ (1−ε)n η 3 =(m 4 n ) * µ εn .
We choose ε in such a way that εn is an integer, ε slowly goes to 0 as n grows. Observe that η 1 * η 1 * η 2 2 2 <2 −(1+cε 1 )n , supp(η 1 * η 1 * η 2 ) <[−C4 n , C4 n ] with some absolute constants c, C. Now we can apply the large sieve for the measure η 1 * η 1 * η 2 and conclude that r∈R(p) | η 1 (r/p)| 2 · | η 1 (r/p)| 2 · | η 2 (r/p)| 2 2 n · 2 −(1+cε 1 )n = 2 −cε 1 n for most primes p in the range [2 n−1 , 2 n ]. Now the claimed mixing time bound follows from µ (1+ε)n mod p − u p 2 2 = r∈R(p) | η 1 (r/p)| 2 · | η 2 (r/p)| 2 · | η 3 (r/p)| 2 r∈R(p) | η 1 (r/p)| 4 · | η 2 (r/p)| 2 1/2 × r∈R(p) | η 3 (r/p)| 4 · | η 2 (r/p)| 2 1/2 2 −cε 1 n .
The second factor in the second to last line can be estimated similarly to the first one as we did above. It would be also interesting to obtain a better understanding of the exceptional moduli in Theorem 1.1. We suggest the following two problems in this direction.
Open Problem 8.2. Fix some µ and a ∈ Z 2 . Suppose that the base a expansion of some q is generic in a suitable sense. Is the mixing time of X n mod q equal to (1 + o(1))H −1 log q?
This question is somewhat vague. It is motivated by the counterexample of q = a n − 1, for which the mixing time is O(log q log log q) as was demonstrated in [CDG87] .
Open Problem 8.3. Fix some µ, and write {X (a) n } n∈Z >0 for the random walk defined in the introduction with the parameter a. Is it true that for each q with 2, 3 q at least one of the following holds:
• the mixing time of X (2) n mod q equals (1 + o(1))H(µ, 2) −1 log q, • the mixing time of X (3) n mod q equals (1 + o(1))H(µ, 3) −1 log q? This question is motivated by a series of problems posed by Furstenberg on the joint action of x → 2x and x → 3x on R/Z.
