Gibbsian properties:examples of failures and an application by Ermolaev, Victor Nikolaevich
  
 University of Groningen
Gibbsian properties
Ermolaev, Victor Nikolaevich
IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.
Document Version
Publisher's PDF, also known as Version of record
Publication date:
2011
Link to publication in University of Groningen/UMCG research database
Citation for published version (APA):
Ermolaev, V. N. (2011). Gibbsian properties: examples of failures and an application. s.n.
Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).
Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the




In this chapter we collect notation and some known facts about Gibbs meas-
ures for a general class of models which will be used further on in this thesis.
Among the things we discuss are scenarios when the Gibbsian character of a
measure fails.
2.1 Preliminaries
Let S denote the single-site space. The space S is sometimes also called a
state space. This choice of the space S is governed both by physics (what do
we want to model?) and by a wish for simpliﬁcations to be made. We can
for example think of {0, 1} for lattice-gas models, {−1,+1} for a ferromagnet
or an antiferromagnet. In Chapter 3 and Chapter 4 we will consider S to be
the space of Ising spins {−1,+1}. Let this single-site space be equipped with
an a priori measure α. Let G = (V , E) be a generic graph having countably
many vertices. Each random variable from a family σ = {σi}i∈V is called a
spin and takes values in the space S. We shall call a region a ﬁnite subset of
V . The ﬁniteness property will be indicated by the symbol b, i.e. for region
Λ, Λ b V . We set Λc := V \ Λ for any subset Λ of V and whenever Λ = {i}
we write ic for V \{i}. Furthermore a conﬁguration space, in which the family
{σi}i∈V takes values, is denoted by Ω := SV , which is endowed with a product
σ-algebra A. Each element σ ∈ Ω is called a conﬁguration, a ﬁnite-volume
conﬁguration σΛ is a projection of σ, σΛ = {σi}i∈Λ. A conﬁguration σΛ takes
values in a projection space ΩΛ of Ω. The set of probability measures on Ω is
denoted by P(Ω,A).






|f(σ)− f(η)| = 0 (2.1)
For discrete spins quasilocality implies that a function is continuous in the
product topology. Stated in words, it means that a function of a ﬁnite-volume
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circle σΛ provided that a conﬁguration in a ring σΛ′\Λ (Λ ⊂ Λ′) is ﬁxed and
thick enough, hardly depends on the outside of Λ′.
By C(Ω) we will mean the set of all continuous functions on Ω.
2.2 Finite-volume Gibbs measures
In statistical mechanics, systems in equilibrium are described via ﬁnite-volume
densities γΛ, which are deﬁned through the Boltzmann-Gibbs prescription
γΛ ∝ e−HΛ , where the function HΛ  a Hamiltonian  is the interaction
energy of the region Λ. To attach a mathematical sense to the notion of
energy we give the following deﬁnitions.
Deﬁnition 2.2.1. An interaction or interaction potential or potential is a
family Φ = {φΛ : Λ b V} of functions φΛ : Ω 7→ R, such that φΛ ∈ AΛ, that
is, φΛ depends only on the spins in the ﬁnite set Λ, for every Λ b V.
We would like to deﬁne the Hamiltonian of a region as the sum of in-
teraction terms over all possible subsets of that region, but the meaningful
deﬁnition will require something more, this is the convergence of relevant
series. This gives rise to the following deﬁnition:
Deﬁnition 2.2.2. Let Φ be an interaction.
 The Hamiltonian for a region Λ b V with frozen external condition ω is





for σ, ω ∈ Ω such that the sum exists.
 Φ is summable at ω ∈ Ω if HΦΛ (σΛ|ωΛc) exists for all Λ b V and σΛ ∈ AΛ
Deﬁnition 2.2.3. The Boltzmann weights for interaction Φ are the functions








where ZΦΛ (ω) is called the partition function.
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Given boundary conditions ω and an a priori measure α we deﬁne a ﬁnite-
volume Boltzmann-Gibbs measure γΦΛ,ω as follows
γΦΛ,ω = γ
Φ



















2.3 Inﬁnite-volume Gibbs measures
As stated before, the Boltzmann-Gibbs distribution does not admit a direct
extension to inﬁnite systems. However, when dealing with inﬁnite systems
we can still look at ﬁnite subsystems provided the outside is held ﬁxed. In-
deed, for any ﬁnite Λ b V the Boltzmann-Gibbs distribution, satisfying some
requirements, might be viewed as a map mapping each environment to the
corresponding equilibrium distribution of subsystem Λ. Before exploring when
a family of ﬁnite-volume Boltzmann-Gibbs measures indexed with boundary
conditions could be interpreted as a family of conditional probabilities coming
from an inﬁnite-volume Gibbs measure, we cover two relevant notions.
A probability kernel from the probability space (Ω,A) to itself is a function
pi(·|·) having two slots such that: (1) pi(·|ω) is a probability measure on (Ω,A)
for each ω ∈ A, (2) pi(σ|·) is A-measurable for each A ∈ A.
Remark 2.3.1. Generally, probability kernels can be deﬁned between two dif-
ferent spaces. We simpliﬁed this more general deﬁnition here to avoid unne-
cessary (for the present thesis) generality. For more details we refer the reader
to e.g. [26, Chapter 1] or [19, Chapter 3].
Deﬁnition 2.3.2. A speciﬁcation on (Ω,A) is a family Π = {piΛ, Λ b V} of
probability kernels from (Ω,A) to itself and each piΛ in the family is
(i) proper, piΛ(A) = 1A, if A is measurable w.r.t. AΛc,




′|ω)piΛ(A|ω′) = pi∆(A|ω), if Λ ⊂ ∆
The above deﬁned speciﬁcation is called Gibbsian if it is quasilocal and
uniformly non-null. A speciﬁcation is said to be uniformly non-null if each
of its members with ﬁxed second slot to ω ∈ AΛc weighs any event A ∈
AΛ with at least some positive value. Quasilocality requires that for any
quasilocal function f the expectation piΛ(f |ω) is quasilocal as a function of ω,
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for all Λ b V . Although we used a general form of the probability kernels in
Deﬁnition 2.3.2, we are guaranteed that a family Γ = {γΦΛ,ω,Λ b V} (where
the γΦΛ,ω are as deﬁned in (2.4)) is indeed a Gibbsian speciﬁcation, [26, see
Proposition 2.24 (b)].
Deﬁnition 2.3.3. A measure µ is called is a Gibbs measure with interaction
Φ and a priori measure α, if for all ﬁnite Λ b V and continuous test functions






where Γ = {γΦΛ,ω : Λ b V} is a Gibbsian speciﬁcation.
The equations (2.5) in shorthand are written
µ γΛ = µ (2.6)
and are called DLR-equations.
The measure µ is called consistent with the speciﬁcation Γ.
The equations (2.5) mean that a measure µ is consistent with a quasilocal
and uniformly non-null speciﬁcation and that γΦΛ,ω(dσΛ) is a version or a
realization of conditional probability µΛ(dσΛ|σΛc = ω) =: µωΛ(dσΛ).
Let G(Γ) be the set of Gibbs measures consistent with Γ. Clearly, G(Γ) ⊂
P(Ω,A). If |G(Γ)| > 1, then the statistical mechanics system on G = (V , E)
is said to have a phase transition. If the inverse temperature β is inﬁnite or
suﬃciently high then the Boltzmann weights for any conﬁguration in a ﬁxed
Λ b V are either equal to 1 (the corresponding inﬁnite-volume Gibbs measure
is just a product measure) or close to 1 (the corresponding inﬁnite-volume
Gibbs measure is a small perturbation of a product measure). Both cases
imply that |G(Γ)| = 1, this means that the high-temperature regime is part of
the uniqueness regime.
Hitherto we included the thermal constant (inverse temperature) β separ-
ately, from now on we reserve the right to absorb it into the Hamiltonian.
As was pointed out, consistency of a measure µ with a quasilocal and
uniformly non-null speciﬁcation is a necessary condition for Gibbsianness. We
would like to identify suﬃcient conditions for a measure to be Gibbs. This
question was answered in a simple and informative way by [29] for Markovian
ﬁelds. That argument was later generalized by Sullivan [54] and Kozlov [35].
The Kozlov theorem has a constructive character, it answers the Gibbsianness
question by reconstructing a (lattice gas or vacuum) potential from a given
speciﬁcation of general form.
Theorem 2.3.4. A speciﬁcation is Gibbs if and only if it is uniformly non-null
and quasilocal.
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2.4 Block transformations, loss of
Gibbsianness, and proving tools
Many examples of non-Gibbsianness refer to transformations of initially Gibbs
measures according to some rule. One important category of these transform-
ations is block transformations. For a moment consider two diﬀerent prob-
ability spaces Ω = (SV ,A) and Ω′ = (S ′V ′ ,A′) . A block transformation is
a rule (which may be either deterministic or stochastic) such that for every
i′ ∈ V ′ there exists a block Bi′ b V such that the value of σ′i′(∈ S ′) is a
function on ABi′ . Spins in σBi′ are called original spins, a conﬁguration σ′
generated according to this rule consists of block spins. Hereafter we discuss
transformations on the same space Ω = Ω′.
The stochastic dynamics studied in Chapter 3 of the present thesis is a
special case of a block transformation with a single-site block. In the mean-
ﬁeld setup of Chapter 4, where their stochastic evolution is treated, blocks
will overlap1.
2.4.1 Bad points for transformed measures
Mathematically, a block transformation is expressed by a probability (or trans-
ition) kernel K(σ, σ′) from (Ω,A) to itself. Such a map deﬁnes a probability
distribution µ′(σ′) of block spins from any given probability distribution µ(σ)
of original (or internal) spins, i.e.




In other words, the dynamics is deﬁned as a map from measures to measures.
On the other hand, such a map may be expressed in terms of Hamiltoni-
ans H and H ′ for the ﬁnite-volume versions of µ and µ′, respectively, and a
renormalization map R, i.e.
H ′(σ′) = (RH)(σ) = − ln
(∑
σ
exp{−H(σ) + lnK(σ, σ′)}
)
(2.8)
This formula is invalid in inﬁnite volume, because in this case both H and
H ′ are ill-deﬁned. Both K and R have advantages and disadvantages: T is
linear, but acts on a space of large dimensions, R involves logarithms, but it is
1This fact causes no problem in the sense that if a starting measure was a Gibbs measure,
the time-evolved measure is non-null, because all transformed conﬁgurations are reached
with a positive probability. This is not always the case for deterministic rules. For an
example of a problematic deterministic block-spin transformation, see e.g. [46]
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always single-valued (if well-deﬁned), [11, see Theorem 3.4(First Fundamental
theorem), pp. 971].
To examine whether the Gibbsianness for the transformed measure is pre-
served, it is worthwhile to look at Theorem 2.3.4. This theorem points out
intrinsic properties of Gibbs measures and provides a rather simple sympto-
matology of non-Gibbsianness: lack of uniform non-nullness and/or lack of
quasilocality.
In the case when densities of a speciﬁcation have the form of a Boltzmann-
Gibbs weights, the absence of the non-nullness property means that inﬁnite
energies are allowed for ﬁnite regions. In the sequel of this thesis we exclude
models dealing with inﬁnite energies, e.g. systems of unbounded spins or
hard-core-interaction systems.
Having excluded the possibility of inﬁnite energies for ﬁnite regions, we
are left with one property to investigate  quasilocality. In many instances,
image measures may fail to be quasilocal and, consequently, to be Gibbsian.
The non-Gibbsianness arises from the fact that internal spins σ may undergo
a phase transition for a ﬁxed conﬁguration of block spins σ′spec. Moreover,
diﬀerent phases of internal spins may be preselected by an appropriate choice
of block-spins. In this way, the information can be broadcast from far-away
block spins to a chosen block spin (in the presence of translation-invariance, to
the block-spins near the origin) via an intermediate region of internal spins.
Importantly, this transmission is possible even when the block spins in the
intermediate region are ﬁxed. Hence, the transformed measure µ′ do not obey
a quasilocality condition and, therefore, fail to be Gibbs. In this case, the
renormalization map R between Hamiltonians is ill-deﬁned, because there
exists no reasonable interaction for µ′.
Puzzlingly, an existence of a single σ′spec (which happens with zero probab-
ility) can cause the failure of Gibbsianess for the image measure. Indeed, this
fact alone is not suﬃcient, but common non-zero probability weight of those
block-spins conﬁgurations which agree with σ′spec in a large volume and diﬀer
outside easily triggers loss of Gibbsianness for the image measure µ′.
From the mathematical point of view, the transformed measure µ′ is not
quasilocal if it is consistent with no quasilocal speciﬁcation. To prove this
it is enough to ﬁnd a single, non-removable, point of discontinuity (in the
product topology) for a single µ′Λ for a single (quasi)local functions f , [11, 19].
Essentially non-quasilocality means that ﬁnite-volume realizations µ′Λ(f |·) of
inﬁnite-volume measure µ′ as functions of the conditionings behave as no
quasilocal functions, see (2.1). The relevant deﬁnitions read as follows:
Deﬁnition 2.4.1. The measure µ′ is not quasilocal at η¯ ∈ Ω if there exists
Λ0 b V and f local (given that the single-site space is ﬁnite it suﬃces to look
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for f local, with support Λ0) such that no realization of µ
′
Λ0
(f |·) is quasilocal
at η¯.
In other words, any realization of µ′Λ0(f |·) must exhibit an essential dis-
continuity at η¯; one that survives zero-measure modiﬁcations. (Remember
that conditional probabilities are only deﬁned up to measure-zero sets)
Deﬁnition 2.4.2. For a local function f as above, µ′Λ0(f |·) is µ′-essentially







|µ′Λ0(f |η¯Λ\Λ0ξ1Λ′\Λ)− µ′Λ0(f |η¯Λ\Λ0ξ2Λ′\Λ)| > ε (2.9)
If µ′Λ0(f |·) is µ′-essentially discontinuous at η¯, informally it means that
there exists an ε > 0 such that for every Λ b V there exists Λ′ ⊃ Λ and
conﬁgurations ξ1, ξ2, such that∣∣µ′Λ0(f |η¯Λ\Λ0ξ1Λ′\Λη)− µ′Λ0(f |η¯Λ\Λ0ξ2Λ′\Λη)∣∣ > ε (2.10)
for η ∈ A, where A ∈ A(Λ′)c is of positive µ′-measure.
Deﬁnition 2.4.3. µ′Λ0(f |·) is strongly discontinuous at η¯, if and only if there











|µ′Λ0(f |η¯Λ\Λ0ξ1Λ′\Λη1Λ′′\Λ′)− µ′Λ0(f |η¯Λ\Λ0ξ2Λ′\Λη2Λ′′\Λ′)| > ε
(2.11)
Remark 2.4.4. Intuitively the diﬀerence is that whereas for µ′-essential dis-
continuity one needs to estimate a diﬀerence on two measurable sets of positive
measure, for a strong discontinuity one needs an estimate of a diﬀerence on
open sets; however, because of the impossibility of conditioning on individual
conﬁgurations, we get the somewhat unwieldy deﬁnitions above.
Such η¯ ∈ Ω are called bad conﬁgurations.
In practice, the lack of quasilocality has been detected by proving (2.10) for
functions of the form f(σΛ) = σΛ. Furthermore, only single-site regions need
to be checked due to the Theorem 2.3.4. If the graphG is translation invariant,
then, non-quasilocality proofs typically refer to (2.10) for Λ = {origin} and
f(σ{origin}) = σ{origin}. In what follows we substitute σ{origin} by σ0.
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2.4.2 Two-layered models
A useful tool to study whether Gibbsianness is preserved or lost for a model on
a graph G = (V , E) under a transformation is joint or two-layered model living
on G∪G. A joint model is obtained by coupling the initial model to a trans-
formed model through transition kernel K(σΛ, ηΛ), where Λ is a ﬁnite volume.
Thinking of site-wise independent spin-ﬂips, K(σΛ, ηΛ) =
∏
i∈Λ k(σi, ηi), then
the two-layered system produced in this way is given by prescribing a formal
Hamiltonian
HΛ(σΛ, ηΛ) = HΛ(σΛσΛc)−
∑
i∈Λ
ln k(σi, ηi), (2.12)
where HΛ(σΛσΛc) is the Hamiltonian of the original model. As explained, in
Chapter 1 this prescription works only in a ﬁnite volume. Naturally, two-
layered model results in the original model, when the η-spins are integrated
out.
If two-layered inﬁnite-volume measure exhibits a phase transition when
η¯Λ0a conﬁguration suspected to be bad for the transformed measureis ﬁxed,
this suggests a possibility to vary initial conﬁgurations σ1 and σ2 in a such
way as to create a discontinuous behaviour for the transformed measure and
to make (2.10) with a choice ξ1 = σ1 and ξ2 = σ2 hold. Nevertheless, in
some situations the conﬁguration ηΛ,Λ0 ⊂ Λ created during evolution may
stop the inﬂuence of survived σ-spins. This discussion connects the presence
of hidden phase transitions and the possibility to select phases by choosing
correct boundary conditions via a choice σ1 and σ2 for two-layered models
together with loss of quasilocality for the transformed measure. This approach
to study the evolved measure via the marginal of a two-layers Gibbs measure
was introduced in [12], and has been applied repeatedly since. We will be
more speciﬁc in the following chapters identifying the properties of two-layered
models for a tree in Chapter 3 and in the mean-ﬁeld context in Chapter 4.
2.5 Ising spins and spin-ﬂip evolution
In Chapter 4 and Chapter 3 we consider S to be the space {−1,+1}. These
variables are called Ising spins and correspond to physical spins in ferromag-
nets pointing downwards and upwards. This simpliﬁcation was introduced by
Ising and his Ph.D. advisor Lenz in [32]. The relevant deﬁnitions involving the
single-site space formally stay the same, but have to be thought in connection
with the present S.
We will consider single-site spin-ﬂip or, equivalently, Glauber time evolu-
tion. We attach a Poissonian clock to each site i of V with mean-time 1
c(i,σ)
for site i of staying in the +- or −-state, when the current conﬁguration
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is σ, for every σ ∈ Ω. The dynamics of the whole system is governed by a
collection of spin-ﬂip rates {c(i, σ)}, i ∈ V , σ ∈ Ω satisfying the following
conditions:
(i) ci : σ 7→ c(i, σ) is a local function of σ. In our setup ci alters just the
spin at site i;
(ii) ci's are translation-invariant for all i;
(iii) c(i, σ) > 0 for all i ∈ V and σ ∈ Ω.
Condition (i) allows to treat only rates of ﬂipping from + to - and vice
versa  {c(±, σ)}, which are dependent of other sites for each σ ∈ Ω. This
means that we have a ﬁnite-temperature dynamics, an inﬁnite-temperature
dynamics lacks such a dependence.
Diﬀerently to usual notation we shall refer to s as time variable, when t
will mean a ﬁxed moment of time.
We consider a site-wise independent spin-ﬂip dynamics. Hence, the spin-
ﬂip process of σL is nothing but a product of |Λ| independent Markov chains.
Consequently, given the rates {c(i, σ)} the single site linear generator acting
on local functions f mapping {−1,+1} to itself reads
(Lif)(σi) = c(i, σ)(f(−σi)− f(σi)), (2.13)
then the linear generator L for spins in Ω is deﬁned for local functions F¯ :






F¯ (σi)− F¯ (σ)] , (2.14)






{ − (σi)i , j = i
(σi)j , j 6= i (2.15)
Spin-ﬂip evolution transforms an intial conﬁguration σ at s = 0 to a time-
evolved conﬁguration η at time s = t.
It is proved that the closure of L on C(Ω) is the generator of a unique Feller
process {σs : s ≥ 0}, [45, see Theorem 3.9]. We denote by S(s) = esL the
corresponding semigroup governing the time evolution. The semigroup deﬁnes
a continuous-time transformation of a probability measure κ ∈ P(Ω,A) via
the following rule:
Eκ(S(s)f)(σ) = EκS(s)f(σ) (2.16)
The former suggests that κS(t) is the distribution of the conﬁguration η at
time s = t if at time s = 0 the initial distribution of σ was κ.
∗ ∗ ∗
