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Abstract
Text messages are essential these days; however, spam texts have contributed negatively
to the success of this communication mode. The compromised authenticity of such messages has
given rise to several security breaches. Using spam messages, malicious links have been sent to
either harm the system or obtain information detrimental to the user. Spam SMS messages as well
as emails have been used as media for attacks such as masquerading and smishing (a phishing
attack through text messaging), and this has threatened both the user and service providers.
Therefore, given the waves of attacks, the need to identify and remove these spam messages is
important.
This dissertation explores the process of text classification from data input to embedded
representation of the words in vector form and finally the classification process. Therefore, we
have applied different embedding methods to capture both the linguistic and semantic meanings
of words. Static embedding methods that are used include Word to Vector (Word2Vec) and Global
Vectors (GloVe), while for dynamic embedding the transfer learning of the Bidirectional Encoder
Representations from Transformers (BERT) was employed. For classification, both machine
learning and deep learning techniques were used to build an efficient and sensitive classification
model with good accuracy and low false positive rate. Our result established that the combination
of BERT for embedding and machine learning for classification produced better classification
results than other combinations.
With these results, we developed models that combined the self-feature extraction
advantage of deep learning and the effective classification of machine learning. These models were
tested on four different datasets, namely: SMS Spam dataset, Ling dataset, Spam Assassin dataset

xi

and Enron dataset. BERT+SVC (hybrid model) produced the result with highest accuracy and
lowest false positive rate.

xii

Chapter 1. Introduction
1.1. Basic Concept
Communication has grown over the years providing more methods for people to exchange
thoughts and ideas. From the days of only face-to-face conversation, writing of letters, phone calls,
text messaging to the present-day online presence, communication has evolved and has become
cheaper. The extensive use of mobile phones has drawn attention of cyber-criminals, who take
advantage of their functionality for malicious intentions. A popular tactic is using unsolicited
electronic messages, also known as spam. These messages can be used by attackers to lure
recipients into visiting a malicious page or send a reply message that could result into being
charged extra rates, or even for advertising offers and commodities. Generally, spam messages are
in different forms of texts, images and different multimedia formats that are sent over mobile phone
text messages, email, and even social media platforms. Our focus in the research work is focused
on spam texts and emails.
Texting on mobile devices has offered a fast, cheap, convenient, and accessible method of
communication. The influx of unsolicited text, however, has threatened its efficiency, authenticity,
and security. An unsolicited message, also known as spam, is any message sent without an
agreement from the consumer. The large volume of spam has adverse effects on communication
bandwidth, memory storage space, time, as well as power. Receiving unsolicited messages may
cost more than time and storage, it could be used as a means for spreading of viruses, masquerading
and social engineering, which plays on the intelligence or negligence of the end user.
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Figure 1.1. 2022 United States spam text insight (Robokiller, 2022).
According to Robokiller, there were 11.66 billion spam texts in the US in March of 2022
alone, creating an average of 35 spam texts for every person in the country. Figure 1.1 above shows
the number of spam texts that users received from April 2021 to March 2022. Phishers over the
past year have taken advantage of the COVID-19 pandemic situation with false vaccination spam
texts claiming to come from the National Health Service (NHS) in the UK (Kulikova, 2021). These
texts come with some urgency, requiring victims to either schedule or confirm an appointment by
providing personal information and credit card information. The old technique, which is still
relatively effective, of creating a fake web page using JavaScript, has been revamped by creating
business / corporate themed business texts and emails as this will help them blend into the
workflow of companies, thereby creating a stronger persuasion for the link to be followed. This
usually requires the victim to enter their corporate username and password or corporate account
credentials. These methods have resulted into large financial losses to many who have fallen victim
of these fraudulent practices.
Email is a powerful, quick, and modest means of communication. Therefore, spammers
(i.e., the persons/entities sending these unwanted messages), have targeted this correspondence.
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Email service providers and users have tried to combat this attack by simply using a filter or a set
of rules that separates the good emails (ham) from the spam based on prior knowledge of familiar
spam emails; this is referred to as a rule-based approach. However, spammers consistently seek to
get this email to the receiver by constantly modifying the structure of the message to bypass every
parameter / filter placed in the path. Hence, the need exists to constantly beat the perpetrator at his
game to secure the email box. The danger spam text messages pose has forced phone
manufacturers to develop built-in solutions for fighting spam of all kinds, including unsolicited
short service message (SMS). Technology companies such as Apple and Google have built spam
filters into their phones that allow users to block, filter and report unwanted messages.
This never-ending battle between spammers and spam filters has given rise to several
filtering techniques. Automatic spam filtering using rules has provided a way to filter email by
separating them to spam and ham (legitimate) emails. Filtering spam is achieved by setting up
rules, either created by the user or some other provider or applications of rule-based spam filtering,
that apply to the bulk of messages to imitate how a human would approach it. The main drawback
of this approach is the need to consistently update the rules to meet the changing mode of attack
of the spammer, which could lead to misclassification of ham as spam (false positives). This
unending cycle approach of rule creation is time consuming and rather inconvenient for most users.
A machine learning approach offers a system that can classify and update itself based on the new
gimmick employed by the spammer. This can be done in either a supervised and an unsupervised
manner. Machine learning is the ability of computers to learn to perform a task without the need
to explicitly program it. In this approach, a set of pre-classified training samples is used to train
the model. The algorithm learns from these samples and with the obtained experience from
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performing this task and with a good performance measure, it can classify email messages into
spam and ham.
1.2.

Typical Spam Filter

The figure below (Figure 1.2) of a typical spam filter shows that the filter makes the classification
decision by applying a set of rules to incoming messages. Information such as the phone number
of the sender, email address of the sender, content of the message and checking third party sites
for blacklisted phone number or IP addresses helps a message filter (both SMS and email) in
decision making. To effectively decide between the messages that get to the inbox and those that
get quarantined, an analysis of the content of the text message is necessary. An approach of setting
a trigger word or words to classify a message as ham or spam depending on the rate of occurrence
and assigning probability has a major drawback of sparsity. In addition, it does not capture the
relationship between words. For example, “frog” and “toad” have similar meaning, however, given
the limitation of using just one word, these two words are as different as “frog” and “hospital”. It
shows the need to find a better way to classify spam that captures word relationships. An effective
numerical/vector representation should preferably be meaningful semantically — the vector values
assigned should capture both semantic and linguistic meaning of a word. This vector representation
is referred to as word embedding.
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Figure 1.2. Typical spam filter (Goodman, Cormack, & Heckerman, 2007)
Word embedding means a representation of words for text analysis. These embeddings are
in real-value vector form with meanings of words encoded into them such that words close in
meaning have close representation in vector space. Word embedding has provided a means to
convert words into vectors while maintaining the meaning and semantic properties of the words.
Given this representation, application of machine learning to text has grown over the years. The
study if biological neurons inspired neural network models. This is called a Perceptron. Multilayer
Perceptron (MLP) is perceptron with multiple hidden layers. Deep learning is a neural network
with many nodes in multiple hidden layers. It uses multiple layers of neurons to extract features
from the input data. The method of training can be unsupervised, semi-supervised or supervised
learning.
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1.3.

Aim and Layout of the Work

The aim of this research work is to explore different methods of text classification into spam or
ham and comparing results based on accuracy and precision (false positive rate). Furthermore, a
model that utilizes both machine learning (ML) and its subsection, deep learning (DL), is also
designed. To achieve this purpose, The data is first converted to embeddings. In doing this, word
embedding models are explored for word representation and both machine learning and deep
learning model are used for classification. Machine learning classification methods utilized the
following classifiers: Naïve Bayes, Random Forest, Decision Trees, Support Vector Machine
(SVM), AdaBoost model that employed decision trees and support vector classifiers as weak
classifiers, respectively. This was supervised learning as the dataset entries are labeled ham or
spam. SVM seeks to draw a hyperplane to classify points in a finite-dimensional space between
the vector representation of spam and ham email messages. Random forests achieve classification,
regression, and other tasks using ensemble learning method. AdaBoost on the other hand is a
supervised learning ensemble model that combines several weak classifiers to obtain a strong
classifier. Logistic regression is a statistical model that utilizes event probabilities for
classification. AdaBoost with SVM produced the best result among the rest, while further research
goes into training an autoencoder to generate a latent representation of the data for prediction.
Furthermore, neural networks and deep learning (with hidden layers > 1) were also
employed using autoencoders to obtain a latent representation that is then fed into a machine
learning model for classification. A latent representation is a compressed representation of the
extracted features from the input data. This representation was obtained by training the network
with a large data set while making sure that the reconstruction error is minimum. The latent
representation obtained from the training was then used as an input to a machine learning classifier.

6

This research work is organized as follows. In Chapter 2 embedding is introduced, and
different methodologies analyzed. Chapter 3 describes the data used in this work and its
distribution while Chapter 4 focuses on embedding and classification results obtained from both
machine learning models and deep neural network model and a comparison of both results. In
Chapter 5 hybrid models were designed, trained, and the results discussed. The concluding Chapter
6 discusses analysis of the results, conclusion, and the suggested continuation path of the research.
The contributions of this dissertation are as follows:
•

More emphasis was laid on the quality of embeddings in the development of a spam filter
compared to previous studies.

•

We also explored the advantages of machine learning and deep learning classifiers using
false positive rate as a metric.

•

We developed a hybrid model that uses deep learning to generate embeddings that capture
the polysemous words. This hybrid model uses machine learning for classification.

•

The results obtained showed improved accuracy in classification of spam messages
compared to previously designed spam filter.
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Chapter 2. Review of Prior Work
The figure below shows a process diagram that typifies the stages as well as the possible path
involved from processing the message to classification as either ham or spam. The preprocessed
messages refer to a group of words that have been cleaned up by reducing the words to their root
form and removal of punctuation. These preprocessed words are encoded into vectors while still
retaining the meaning of the word, hence why it is called embedding. These vector representations
of words provide a raw material that can be understood by the machine for further analysis and
classification. Sections 2.1 – 2.3 will focus on explaining the processes from the figure below.
Section 2.4 reviews the results of prior works on spam detection.

Figure 2.1. Flow diagram of spam classification
2.1.

Data Preprocessing and Spam Filters

This section discusses some of the concepts of data preparation and spam filters (refer to Figure
2.2). A text message structurally is made up of the header and the body. The header will contain
information such as the phone number of the sender and timestamp while the body contains the
message to be communicated. The body of the text message is usually the area that the spammer
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uses to meet his purpose. Generally, before a message can be classified, the following preprocessing steps are carried out.
Cleaning up the text. This includes changing all the text to lower-case, removing numbers,
punctuation, white space, and emojis.
Stop-word removal. Words that can be done away with as they do not add much to the meaning
of a sentence are referred to as stop-words. They can be removed without losing the meaning of
the sentence as they do not help in classification of the email. Most common stop words are: the,
is, at, which, and on. Stop word removal is helpful when performing an operation relating to text
classification, e.g., classification, caption generation, sentimental analysis, and spam filtering.
Stemming. Stemming is a process of reducing a word to its root form. This is be done by removing
suffixes from the original word using an algorithm, e.g., going → go. The root word is called a
stem. It is, however, important to avoid under-stemming and over-stemming of the corpus (Willett,
2006).
Lemmatization. This requires understanding the language of the text, as it requires the knowledge
of the vocabulary and morphological analysis of the words. It is similar to stemming; however, it
does not just remove suffixes, it uses the dictionary knowledge to reduce to base form. It aims to
return a word back to its lemma, which is the base of all its inflectional forms (Plisson et al., 2004).
Tokenization. This task involves chopping of the corpus into pieces and sometimes removing
certain characters at the same time (Hardeniya et al. 2016). These small chunks, words in sequence,
are referred to as tokens. Meaningful interpretation of texts can be achieved through tokenization
because it analyses the sequence of words. Some of the libraries that can perform tokenization
include Natural Language Toolkit (NLTK), Gensim, Spacy and Keras (Patel and Arasanipalai,
2021).
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Figure 2.2. An illustration of some of the main steps involved in a spam filter (Guzella &
Caminhas, 2009)
A classifier function f maps input feature vectors x ∈ ↋ to output class labels y ∈ {1, . . . , H}, ↋ is
defined as the feature space. By assumption ↋ = ℝD or ↋ = {0, 1}D. (Guzella & Caminhas, 2009).
The objective is to learn by classification from a labeled training set of N input-output pairs, i.e.,
supervised learning, then predict discrete values of {1,0}, {spam, ham} for new inputs. A simple
illustration is as follows.
Input: x = text messages
Header: From: 000 000 0000 (phone number) and timestamp
Body:
Output: y ∈ {ham, spam}
Hence, the aim is to obtain a function f that maps an input text to output class of ham or spam. In
deep learning, the system does not need feature extraction to be done before feeding in data; it
learns the features directly from the dataset. It has the capacity to handle a higher volume of data
compared to machine learning.
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2.2.

Word Embedding

Generally, in natural language processing (NLP), a text can be analyzed as words, sentences
(topics) and documents. Latent Dirichlet Allocation (LDA) and Latent Semantic Analysis (LSA)
are example of models that have been proposed for estimating continuous representation of words
in topics and documents. These models can be utilized in document classification (Sebastiani,
2002), parsing (Socher et al., 2013) and information retrieval (Schütze et al., 2008).
2.2.1. Principal Component Analysis (PCA)
For word embeddings we use a large corpus or massive dataset and generate a matrix X
which is the word co-occurrence counts (see Table 2.1). This obviously is a very large matrix.
PCA is one of the oldest and most widely used approaches for dimensionality reduction. Its concept
is simple, and it preserves as much variability as possible. The subspace modeled by PCA captures
the maximum variability in the data and can be viewed as modeling the covariance structure of the
data. The projection onto the principal subspace minimizes the squared reconstruction error,
∑𝑖 || 𝑥𝑖 − 𝑥𝑖 ||2 . PCA characterizes only a fixed subspace in the data; for non-linear
characterization it does not work. Kernel PCA is a PCA variant that finds principal components
that are nonlinearly related to the input space by performing PCA in the space produced by the
nonlinear mapping (generated by high dimensional data sets that are nonlinear in nature), where
the low-dimensional latent structure is, optimistically, easier to discover. Other PCA variants
include Laplacian eigenmaps method (LEM), locally linear embedding (LLE), and
multidimensional scaling (MDS) (Ghodsi, 2006).
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2.2.2. Latent Semantic Analysis (LSA)
Latent Semantic Analysis creates a document term matrix that shows the frequency of
terms that occur in a document where the rows and columns represent unique words and documents
respectively. LSA uses the matrix factorization approach to generate a low-dimension vector
representation of words (Deerwester et al., 1990). Latent Semantic Indexing (LSI) reduces the
constructed document-term matrix to an approximate lower rank using singular value
decomposition (SVD) while preserving the similarity and embeddings of the matrix. SVD
decomposes the original matrix into three matrices: a document eigenvector matrix U, an
eigenvalue (singular values) matrix Ʃ, and a term eigenvector matrix V. The SVD of a rectangular
matrix X is given by:
X = UƩVT,
where:
U is a d × r matrix of eigenvectors of the square symmetric matrix of document covariances XXT,
V is a t × r matrix of eigenvectors of the square symmetric matrix of term covariances XTX, and Ʃ
is an r × r diagonal matrix having the square roots of eigenvalues (singular values) of both XXT
and XTX. The rank of matrix X is r and r ≤ min (t, d). The forward (encoder) and backward
(decoder) transformation is shown in Figure 2.3. Here, k ≤ r and X ≈ X̄. Thus, we reduce the
dimension of X by selecting first singular vector.
𝑈𝑘T 𝑋

X
Input
data

𝑈𝑘 X̄

X*
encoder
(compress)

Latent
data

X̄
decoder
(expand)

Figure 2.3. Transformation using dimensionality reduction
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The drawbacks of the LSA model are that the latent vector obtained might be difficult to interpret
in natural language and its inability to fully capture basic linguistic notions such as synonymy and
polysemy. Though the LSA model is sufficient to encode sematic and syntactic (parts of speech)
information and can be easily expanded and embedded in other more complicated models, it
performs poorly as a generative model for prediction based on a new set of data. Furthermore, the
matrix has very high dimension in general (≈ 106 × 106).
2.2.3. Latent Dirichlet Allocation (LDA)
Note that hidden in the data are the unknown themes or topics of a document. LDA assumes
a Dirichlet distribution such that there is distribution of topics in the document and distribution of
words in topics. LDA is a generative statistical model that draws inferences based on the
assumption that words contained in a document help to determine the topic which in turn maps the
document to a list of topics (Blei et al., 2003). The aim of LDA is to find topics to which a
document belongs, based on the words in it, hence it is a topic modeling method that explains a
set of data by latent (unobserved) groups to reveal the similarity in the data. LDA is an improved
model over LSA. LDA decomposes a conditional term by the word document probability
distribution p(w|d) into topic by document distribution p(t|d), and the words by topic distribution
p(w|t). The probability of a word given document is:
𝑝(𝑤|𝑑 ) = ∑ 𝑝(𝑤|𝑡, 𝑑 )𝑝(𝑡|𝑑),
𝑡𝜖𝑇

where T is the total number of topics, W is the total number of words in the dictionary for all
documents, see Figure 2.4. With an assumption of conditional independence, 𝑝(𝑤|𝑡, 𝑑 ) = 𝑝(𝑤|𝑡).
Here, X is a word document matrix. The expression of 𝑝(𝑤|𝑑 ) modifies to:
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𝑇

𝑝(𝑤|𝑑 ) = ∑ 𝑝(𝑤|𝑡)𝑝(𝑡|𝑑).
𝑡=1

The assumption of this model is that each document is generated by a statistical generative process
i.e., documents are a mix of topics, while each topic is also a mix of words. LDA decomposes the
large-dimensional document-term matrix into two lower-dimensional matrices and the matrix
representation for these probabilities is expressed as shown in Figure 2.4, where θ =P(t|d) and Φ
= P(w/t).

(T x D)
(W x D)

(W x T)

Figure 2.4. Breakdown of LDA into matrices
It can be concluded that both LSA and LDA focus on decomposing to produce low-dimensional
representations of terms.
2.2.4. Autoencoder (AE)
An autoencoder is a supervised neural network that learns how to efficiently compress input
data to a latent representation and then decompress / reconstruct from this representation an output
that is as close as possible to the input. The autoencoder architecture consists of an encoder and
decoder as shown in Figure 2.5. Both encoder and decoder may have one or more hidden layers
with or without ‘tied’ weights.
1. Encoder: This is the part of the model that learns to compress / reduce the dimension of the
input data into a latent representation.
14

2. Decoder: This part aims to reconstruct the input from the latent space representation
without any loss, i.e., the output should be a replica of the input.

Figure 2.5. Autoencoder with latent representation.

Figure 2.6. Autoencoder processing handwritten digit (Chollet, 2016).
Figure 2.5 shows the bottleneck operation of the autoencoder to produce latent representation.
Given the reduced number of neurons in the hidden layer, a compressed representation of the input
is generated i.e., latent space representation. Latent space representation, or hidden space
representation, is done for learning features of the data and simplifying data representations for the
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purpose of finding patterns. This concept of feature extraction with dimensionality reduction will
be further discussed as this concept forms the basis of the proposed model. For example, given an
image (Figure 2.6) of a handwritten digit, the autoencoder encodes the image to produce a
compressed representation that it then decodes to a reconstructed version of the original image
while minimizing the reconstruction error. By compressing to a latent representation and
decompressing to reproduce the input, the autoencoder automatically, by extracting some
correlated features and ignoring the noise, learns some useful properties of the input. Like PCA,
an autoencoder does dimensionality reduction, however, it is better because the input can be nongaussian. The architecture can be designed to have an encoder that has the same dimension as the
input, smaller dimension than the input (undercomplete), or larger dimension than the input
(overcomplete). Note that in the later part of this research work, the proposed model involves using
the latent representation as an input to a machine learning model for classification (Chollet, 2016)
(Bengio et al., 2013).
2.2.5. Word Vectors
The representation of words of a language in a vector form that a machine can understand,
and process is word vector. The vector encodes the meaning of the word and represents it in an ndimensional vector space. A vector is mapped to one word. Vector space representation of words
in natural language processing always seeks to capture the semantic properties of the words such
that words with similar meaning should be close in vector space (cosine similarity). Cosine
similarity serves to examine representations by finding words that are closet for a specified word.
The Euclidean distance (or cosine similarity) between word vectors serves as an effective
technique for evaluating the semantic or linguistic similarity of corresponding words. Similarly,
capturing relationships between words of similar meaning is a feature of word embedding. Linear
16

algebra functions such as vector differences between a pair of words can be added to another word
vector to find the analogous word. For example, “man” - “woman” + “queen” ≈ “king” (Mikolov
et al., 2013a). This is also done using “cosine similarity” other distance measures such as Jaccard,
Euclidean, etc. Given two vectors, vi, and vj, that represent two words, the cosine angle or
similarity between them is calculated as follows:
𝑐𝑜𝑠 𝜃 =

<𝑣𝑖 ·𝑣𝑗 >
||𝑣𝑖 || ||𝑣𝑗 ||

,

and 𝜃 1 < 𝜃 2 (or cos 𝜃 1 > cos 𝜃 2) depicts the proximity of a vector with other vectors.
2.2.6. Static Word Embedding
Static word embedding maps each word to a single vector in the entire corpus. An example
is one-hot encoding. The same embedding is generated for the same word regardless of the context.
Hence, it does not capture the relationship among words and also has data sparsity and high
dimensionality problem. To mitigate these problems, context-based embedding or iteration-based
methods were introduced to show the relationship among words. These dense vectors are usually
lower in dimension than the vocabulary size. Despite their efficiency, it does not solve the problem
of polysemy since polysemous words derive their meaning from context of usage. We will discuss
the following two approaches: (a) Word to Vector (Word2Vec) with (i) Continuous Bag of Words
(CBoW) and (ii) Skip-gram, and (b) Global Vectors (GloVe). We will also consider two
optimization techniques for Skip-gram model: SoftMax and its variants and the negative sampling
/ subsampling that help compute probabilities for all the vocabulary.
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A.

Word to Vector (Word2Vec)
The Word2Vec software was developed by Google researcher Tomas Mikolov (Mikolov et

al. 2013b). It provides state-of-the-art word embeddings from its input text corpus. It creates this
embedding by constructing a vocabulary off the training text and then learns a unique vector
representation of the words. Not just a single algorithm, Word2Vec is a group of model
architectures and optimizations that can be utilized to learn word embeddings from large data. Two
models introduced by Mikolov for learning word representations with large amounts of text data
that can be trained efficiently are CBoW and Skip-Gram models. CBoW and Skip-gram do share
similarity in terms of model architecture.
I.

Continuous Bag of Words (CBoW)
In the CBoW model, given a set of words (context), the goal is to predict a single target word
that can occur based on its neighboring set of words. In a nutshell, CBoW attempts to guess a
word based on the surrounding neighboring words (context). The order of words in the context is
of no importance, hence the name continuous bag-of-words (Mikolov et al, 2013c).

Figure 2.7. Continuous Bag of Words with window size 2 (i.e., 2 words behind and two words
ahead of the input word w(t)) (Mikolov, et al. 2013c).
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II. Skip-Gram
The Skip-gram model learns a word representation to predict the context, that is, the words in
the context or sentence. The objective of this model is to maximize prediction probability of the
words in context from the target word as in Figure 2.8. To achieve this objective in a sequence of
words w1, w2, ... wT, it maximizes the average log probability
𝑇

1
∑
𝑇

∑

log 𝑝(𝑤𝑡+𝑗 |𝑤𝑡 ) ,

𝑡=1 −𝑐≤𝑗≤ 𝑐,𝑗≠0

From the equation above, c is the training context size. The higher the value of c, the higher the
accuracy, which conversely increases the training time. “Skip-gram formulation defines p(w(t+j)|wt
) using the SoftMax function” (Mikolov et al, 2013c).
T

p(𝑤𝑜 |𝑤𝑖 ) =

exp 𝑣 ˈ 𝑤𝑜 𝑣𝑤𝐼
T

ˈ
∑𝑊
𝑤=1 exp (𝑣 𝑤 𝑣𝑤𝐼 )

,

where W is vocabulary size and vector vw and vˈw are target and context vector representations of
words. The cost of computing ∇ log p(wo|wI ) is proportional to the quantity of words in the
vocabulary W which easily can be in the order of millions, hence, this SoftMax formulation is
expensive.

Figure 2.8. Skip-gram with a window size of 2 (i.e., 2 words behind and two words ahead of the
input word w(t)) (Mikolov, et al. 2013c).
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For words that are frequent Skip-gram produces higher accuracy than CBoW. However, CBoW
trains faster than Skip-gram. For small size of training data and rare words, Skip-gram is preferred
because it produces better results. To optimize the Skip-gram model, two methods are employed,
namely: SoftMax and variants for multiclass classification and subsampling and/or negative
sampling for binary classification.
a)

SoftMax and Variants
In an effort to improve the computational cost of the Skip-gram model which uses SoftMax,

binary tree for hierarchical SoftMax was introduced as an efficient way of computing in the area
of neural network language models (Morin and Bengio, 2005; Mnih and Hinton, 2008). In the
regular SoftMax, as the size of the vocabulary increases the speed of training rapidly decreases in
models that have SoftMax output layer because it converts the normalized embedding to
probabilities. This shows the linear relationship between computation cost and parameter size. For
an output layer with the W words, hierarchical SoftMax applies a binary tree representation. It
treats each word W as its leaves and, for each node, clearly denotes relative probabilities of its
child nodes. More precisely, it creates a path for each word w to be reached from the root node of
the tree. Hierarchical SoftMax defines p(w|wI ) as follows (Morin and Bengio, 2005):
𝐿(𝑤)−1

𝑝(𝑤 |𝑤𝐼 ) =

ˈ
𝑇
∏ 𝜎([𝑛(𝑤, 𝑗 + 1) = 𝑐ℎ(𝑛(𝑤, 𝑗 ))] · 𝑣𝑛(
𝑤,𝑗) 𝑣𝑤𝐼 ) ,
𝑗=1

where 𝜎(. ) is the sigmoid function, n(w, j) is the j-th node on the path from the root to w, L(w) is
the length of the path from the root to w, ch(n) is an arbitrary fixed child of n, and [x] is a function
defined as
[𝑥 ] = {

1
−1
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; 𝑖𝑓 𝑥 𝑖𝑠 𝑡𝑟𝑢𝑒
; 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

Noise Contrastive Estimation (NCE) was introduced by Gutmann and Hyvarinen (2012)
and applied to language modeling by Mnih and Teh (2012). NCE, an alternative to hierarchical
SoftMax, suggests that a good model is one that has the ability to separate data from noise using
logistic regression.
b)

Negative Sampling
The negative sampling method of optimization is based on the Skip-gram model. Given

that, in neural networks, the architecture is trained by tweaking the weights of the neurons so it
can predict more accurately, negative sampling reduces the number of weight updates by allowing
each training sample to modify only a small fraction of the weights. A set of negative samples (k)
is selected randomly from a noise distribution Pn(w). Generally, according to Mikolov et al.
(2013c), these randomly selected samples can be tuned efficiently when the range of words is [5,
20] for small datasets and [2, 5] for large datasets. The objective of negative sample is to replace
the log p(wo|wI) term in the Skip-gram model:
𝑘

log 𝑝(𝑤𝑜 |𝑤𝐼 ) = log 𝜎 (𝑣

ˈ

𝑇
𝑤𝑜

𝑇

𝑣𝑤𝐼 ) + ∑ 𝔼𝑤𝑖 ~ 𝑝𝑛 [log 𝜎 (−𝑣 ˈ 𝑤𝑜 𝑣𝑤𝐼 )],
𝑖=1

“Where, vwo is the output word vector (relating to wO), vwI is the input vector (relating to wI), and
we are drawing word wn from the negative distribution of words Pn(w).” Mikolov et al. (2013c).
c)

Subsampling
In a large corpus, the distribution of words in it is not uniform. For this reason, some words

occur more frequently than others. Words like “a”, “is”, “in”, “the” etc., occur so frequently that
if omitted in a few instances during training, it will not be detrimental to the final embedding.
These words usually offer less knowledge than rare words. Word embedding usually captures
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words that occur concurrently. For example, the word “Soviet” will not be far from “Union” or
“Russia”. In sub-sampling, we control the number of samples by capping occurrence. It counters
the imbalance of frequent and rare words. For a word wi in the training set, the probability that it
will be discarded is computed by the formula
𝑡
𝑝(𝑤𝑖 ) = 1 − √
,
𝑓(𝑤𝑖 )
where t is a chosen threshold (usually 10 -5) and f(wi) denotes frequency of word w.
B.

Global Vectors (GloVe)
GloVe is a hybrid of count-based and window-based models of obtaining word embedding

(Pennington et al., 2014). It is an unsupervised learning algorithm that obtains vector
representations for words. In GloVe, unlike Word2Vec where the word embeddings are derived
from local information (that is, the surrounding words), training is accomplished on combined
global word-word co-occurrence statistics from a corpus to obtain word vectors. It utilizes both
the word co-occurrence and count based model to obtain vectors that capture both the analogy and
semantics relationships of words. An example of a co-occurrence matrix with a window size of
one is shown below (notice that it is a symmetric matrix).
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Table 2.1. Co-occurrence matrix
the

lazy

dog

jumps

over

the

0

1

0

0

0

lazy

1

0

1

0

0

dog

0

1

0

1

0

jumps

0

0

1

0

1

over

0

0

0

1

0

For smooth studying, let us define the following notations.
X denotes matrix of word-word co-occurrence counts, while Xij tabulate the number of times word
j and word I occurs in the same context.
Let Xi = ∑𝑘 𝑋𝑖𝑘 be the number of times any word appears in the context of word i.
Lastly, let Pi j = P(j|i) =

𝑋𝑖𝑗
⁄𝑋 be the probability that word j appears in the context of word i.
𝑖

Given a probe word, the ratio of co-occurrence probabilities with other words in the context can
be small or large depending on their correlations. For example, if the ratio is large, the probe word
is related to wᵢ but not wⱼ. This ratio gives us hints on the relations among three different words.
Given the concept of thermodynamic phase from the table above, when k = solid, intuitively we
expect the ratio Pik / Pjk will be large for words k related to ice but not steam. Likewise, for words
k related to steam but not ice, the ratio should be small when k = gas. For words that are not related
to either steam or ice, the ratio should be close to one. This implies that to understand vector
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learning, the ratio of co-occurrence probabilities is to be used rather than the probabilities
themselves. The ratio of co-occurrence probabilities is given as (Pennington et al, 2014):
𝐹 (𝑤𝑖 , 𝑤𝑗 , 𝑤
̃𝑘 ) =

𝑝𝑖𝑘
𝑝𝑗𝑘

,

where w ϵ ℝd are word vectors and 𝑤
̃ ϵ ℝd is the probe word. Exploring the linear structure property
of vector spaces, we can have F encode the information obtained from the ratio Pik / Pjk. F can be
reformulated as:
𝐹 (𝑤𝑖 − 𝑤𝑗 , 𝑤
̃𝑘 ) =

𝑝𝑖𝑘
𝑝𝑗𝑘

.

To avoid the issue of obfuscated linear structure, we can first take the dot product of the arguments
which prevents F from mixing the vector dimensions in undesirable ways.
𝐹 ((𝑤𝑖 − 𝑤𝑗 ))𝑇 𝑤
̃𝑘 ) =

𝑝𝑖𝑘
𝑝𝑗𝑘

.

To ensure a symmetrical relationship (i.e., relation (a, b) = relation (b, a)), given the above equation
is not symmetric, we can have:
𝐹 (𝑤𝑖 − 𝑤𝑗 , 𝑤
̃𝑘 ) =

̃𝑘)
𝐹(𝑤𝑖𝑇 𝑤
̃𝑘)
𝐹(𝑤𝑗𝑇 𝑤

.

Hence from the above equation,
𝐹(𝑤𝑖𝑇 𝑤
̃ 𝑘 ) = 𝑝𝑖𝑘 =

𝑋𝑖𝑘
𝑋𝑖

.

Since F = exp(x),
𝑤𝑖𝑇 𝑤
̃𝑘 = log(𝑝𝑖𝑘 ) = log(𝑋𝑖𝑘 ) − log(𝑋𝑖 ) .
Note that the last equation would show the exchange symmetry but for the log(𝑋𝑖 ). However, this
term is independent of k so it can be absorbed into a bias 𝑏𝑖 for 𝑤𝑖 . Lastly, to restore symmetry,
we add an additional bias 𝑏̃𝑘 for 𝑤
̃𝑘 :
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𝑤𝑖𝑇 𝑤
̃𝑘 −𝑏𝑖 + 𝑏̃𝑘 = log(𝑋𝑖𝑘 ) .
A major disadvantage of this model is that it weights all co-occurrences equally, giving the same
priority to those that rarely or never happen. To mitigate this drawback, a weighted least squares
regression model was proposed (Pennington et al., 2014):
∑𝑉𝑖,𝑗=1 𝑓 (𝑋𝑖𝑗 )(𝑤𝑖𝑇 𝑤
̃𝑗 −𝑏𝑖 + 𝑏̃𝑗 – log 𝑋𝑖𝑗 )2
(𝑥⁄
)𝛼 ; 𝑖𝑓 𝑥 < 𝑥𝑚𝑎𝑥
𝑓 (𝑥 ) = { 𝑥𝑚𝑎𝑥
,
1,
; 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
where V is the size of the vocabulary.
GloVe consistently performs better than Word2Vec on general word analogy. It produces faster
and better results. “In conclusion, the GloVe model efficiently leverages global statistical
information by training only on the nonzero elements in the word-word co-occurrence matrix to
produce a vector space with meaningful sub-structure” (Kulshrestha, 2021).
2.2.7. Dynamic Word Embedding
GloVe and Word2Vec model are static word embeddings because they map each word to
a single vector. Static word embeddings fail to capture polysemy because each word is represented
by a single vector that remains constant in all contexts. In the occurrence of a polysemous word,
it assumes the meaning of the word is the same across the entire corpus, hence it cannot
differentiate the exact meaning given its context, which is the fundamental drawback of such static
word embedding models. An insightful way to resolve this problem is to represent a word using
more than one prototype. A few cluster models were developed to produce a multi-prototype
vector-space from groups of similar context vector. Dynamic / contextualized word embeddings
captures word semantics in different contexts to deal with the problem of polysemous words that
are context-dependent in meaning. Simply, the vector representation changes with context.
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Examples of contextual representation of words are Embeddings from Language Models (ELMo),
Generative Pre-trained Transformer (OpenAI GPT), Bidirectional and Encoder Representations
from Transformers (BERT) (Sieg, 2020).
2.2.8. Bidirectional Encoder Representations from Transformers (BERT)
Standard language models generally one directional and this is a major limitation in the
number of pre-training architecture useable. Left-to-right architecture, OpenAI GPT for example,
was used for pre-training, such that every token can attend to prior tokens only in the transformer’s
self-attention layers (Vaswani et al., 2017). BERT is a deep learning language representation
model by Google that was proposed by Devlin et al. (2018) to solve this unidirectional constraint
of pretrained models such as OpenAI GPT (Radford et al., 2018) and ELMo (Peters et al., 2018).
BERT uses two steps, pre-training and fine-tuning as shown in Figure 2.9, to create models for a
wide range of downstream tasks. It has a unified architecture across different tasks. Only the output
layer differs in the pre-training and fine-tuning architectures.

Figure 2.9. Two steps of BERT (Devlin et al. 2019)
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BERT’s model architecture as originally implemented by Vaswani et al. (2017) is an
encoder with multiple layers of bidirectional transformer. This encoder block is initialized with
random weights and requires a lot of data and training time. There are two models of BERT,
BERT

Base:

L=12, H=768, A=12 with total trainable parameters of 110M, and BERT Large: L=24,

H=1024, A=16 with total trainable parameters of 340M. L is the number of transformer layers, H
is hidden size and A is number of self-attention operations. BERT is pre-trained on two
unsupervised steps, Next Sentence Prediction and Masked LM.
Classification token ([CLS]) is always the first token of every sentence or sequence. For
classification task, the aggregate sequence representation generated from the hidden state of this
token is used. A special token ([SEP]) is used to separate sentence pair than are in a single
sequence. Sentence pairs can also be differentiated by adding a learned embedding to every token
to indicate whether it is a member sentence A or B. As shown in Figure 2.9, “E denotes embedding,
the final hidden vector of the special [CLS] token as ℂ ∈ ℝH, and the final hidden vector for the ith
input token as Ti ∈ ℝH. For a given token, its input representation is constructed by summing the
corresponding token, segment, and position embeddings” (Devlin et al. 2019). A visualization of
this construction can be seen in Figure 2.10. Masked LM works by masking some percentage of
the input tokens randomly, and the model attempts to predict these masked tokens, not the entire
input. These predicted tokens are then fed into an output SoftMax over the vocabulary. To mitigate
the mismatch between pre-training and fine-tuning since masked tokens are not predicted in fine
tuning, not all masked words are replaced with the [MASK] token.
Next Sentence Prediction (NSP) helps to train the model to understand the relationship between
sentences. A typical BERT input representation is shown below.
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Figure 2.10. BERT input representation (Devlin et al. 2019)
2.3. Classification Methods – Machine Learning (ML) and Neural Network
Classification has to do with predicting the class of given data points. Sometimes classes refer to
labels, targets, or categories. Classification modeling is the task of approximating a mapping
function (f) from input variables (x) to discrete output variables (y). An example of a classification
problem is spam detection in text messages. In this case there are only two classes, ham or spam,
therefore it is called binary classification. A classifier usually uses some training data to know how
a random given input variable relate to the categories of output. In the case spam detection using
supervised learning, labeled dataset are used as the training data. When the classifier is accurately
trained, it can be used to detect spam in a text not seen previously. For this project a few classifiers
were explored.
2.3.1. Naïve Bayes
A Bayesian classifier is the application of a Bayesian network to the process of
classification. “Naive Bayes is a probabilistic classifier motivated by the Bayes theorem under a
simple assumption which is the attributes are conditionally independent” (Larsen, 2005). The
classification is performed by obtaining the maximum a posteriori probability which is the
maximal P (a1, a2, ……. an | υj). For Naïve Bayes assumption: P(a1, a2, ……. an | υj) = П𝑖 P (ai | υj).
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For the classifier:

𝑃(𝑠𝑝𝑎𝑚|𝑤𝑜𝑟𝑑𝑠) =

𝑃 (𝑤𝑜𝑟𝑑𝑠|𝑠𝑝𝑎𝑚)𝑃(𝑠𝑝𝑎𝑚)
,
𝑃 (𝑤𝑜𝑟𝑑𝑠)

𝑃(𝑤𝑜𝑟𝑑𝑠) = 𝑃(𝑤𝑜𝑟𝑑𝑠|𝑠𝑝𝑎𝑚) × 𝑃(𝑠𝑝𝑎𝑚) + 𝑃(𝑤𝑜𝑟𝑑𝑠|𝑔𝑜𝑜𝑑) × 𝑃(𝑔𝑜𝑜𝑑) .
Assuming independence, that is, probability of each word is independent of others:
𝑃(𝑤𝑜𝑟𝑑𝑠|𝑠𝑝𝑎𝑚) = 𝑃(𝑤𝑜𝑟𝑑1 |𝑠𝑝𝑎𝑚) × 𝑃(𝑤𝑜𝑟𝑑2 |𝑠𝑝𝑎𝑚) ×. . .× 𝑃(𝑤𝑜𝑟𝑑𝑛 |𝑠𝑝𝑎𝑚).
2.3.2. Decision Tree (DT)
Decision tree is a supervised machine learning algorithm. It makes decisions by setting
rules, similar to how humans make decisions. In decision analysis, a decision tree represents
probabilistic decisions and decision making visually and explicitly. The idea behind DT is that
yes/no questions generated from the dataset features helps to continually split the dataset until all
point belonging to each class is isolated. In other words, you are arranging the data in a tree
structure. With every question, a node is added to the tree structure. The root node is the first node
in the tree. The database splits with every question asked based on the value of the features and
that creates nodes (Quinlan, 1986). If the process is stopped after a split, the last nodes that was
created are called leaf nodes. A diagram of a decision tree flow chart is shown below in Figure
2.11.
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Figure 2.11. Decision Tree
2.3.3. Support Vector Machine
The support vector machine (SVM) model seeks to draw a hyperplane to classify points in
a finite dimensional space. SVM function depends on supporting patterns. Support patterns are
training samples closest to the decision boundary and they are usually a small fraction of the whole
training data. SVM requires labeled input and output data for classification and regression analysis.
This optimal margin classifier was introduced by Boser et al., (1992), with the idea that
maximizing the margin minimizes the maximum loss. This classifier also achieves an errorless
classification of the training data if possible. It achieves this by finding a decision function for
pattern vectors x of dimension n belonging to either of two classes A or B (Boser et al., 1992). The
input to the training algorithm is a set of p examples xi with labels yi:
(x1, y1), (x2, y2), (x3, y3), ……, (xp, yp)
𝑦𝑘 = 1 ; 𝑖𝑓 𝑥𝑘 𝜖 𝑐𝑙𝑎𝑠𝑠 𝐴
where

{
𝑦𝑘 = −1 ; 𝑖𝑓 𝑥𝑘 𝜖 𝑐𝑙𝑎𝑠𝑠 𝐵
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The parameters of the decision function D(x) are found for these training examples during a
learning phase. After the training phase, the classification of unknown patterns is predicted
according to the following rule:
X ϵ A if D(x) > 0
X ϵ B otherwise.
SVM is kernelized, i.e., the algorithm through dot product only depends on the data. In this case,
a kernel function is used to replace the dot product. A kernel that computes a dot product in perhaps
high dimensional feature space. This was the kernel is able to generate non-linear decision
boundaries and it also allows the application of a classifier to data that has no obvious fixeddimension vector space representation. For a linear classifier, the dot product between two vectors
is defined as 𝑢𝑇 𝑥 = ∑𝑖 𝑢𝑖 𝑥𝑖 . For classifier with a linear discriminant function

f (x) = 𝑢𝑇 𝑥 + b,
and the decision boundary function is given by:

D(x) = ∑𝑁
𝑖=1 𝑢𝑖 𝜑𝑖 (𝑥 ) + 𝑏,
where vector u is the weight vector, φi are predefined functions of x and b is the bias. The bias
translates the hyperplane away from the origin, meaning when b = 0, all points in the hyperplane
are perpendicular to u and the hyperplane passes through the origin. The hyperplane classifies by
dividing the space into two. The boundary of classification of the regions as positive and negative
is called the decision boundary of the classifier. In the dual space, representation of the decision
boundary function is given as (Ben-Hur and Weston, 2010):

D(x) = ∑𝑝𝑘=1 𝛼𝑘 𝐾(𝑥𝑘 , 𝑥 ) + 𝑏.
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2.3.4. Random Forest
Random forests are an ensemble learning method for regression, classification, and other
tasks. The general random forest was proposed by Tin K. Ho in 1995, while Leo Breiman et al. in
2001 developed an extension of this algorithm. This classification algorithm consists of many
decision trees. It uses feature randomness and bagging when building each individual tree to
generate an uncorrelated forest of trees whose prediction by group is more accurate than that of
any individual tree. The basic premise of the algorithm is that building a small decision-tree with
few features is a computationally cheap process. This algorithm has three main hyperparameters,
namely, node size, the number of trees, and the number of features sampled. The algorithm works
as follows:

Figure 2.12. Random Forest Algorithm (Matthew N. Bernstein, 2012)
“For each tree in the forest, we select a bootstrap sample from S where S(i) denotes the ith bootstrap.
The decision-tree is learned using a modified decision-tree learning algorithm” (Matthew N.
Bernstein, 2012). F is the set of features. At each node of the tree, some subset of the features f ⊆
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F is selected randomly. Splitting happens at the node based on the best feature of the subset f rather
than the entire set of features F. Usually, f is much smaller than F. Oftentimes computational
complexity and expenses of the decision tree arise from picking which feature to split. To speed
up learning, we narrow the set of features.
2.3.5. AdaBoost
The term ‘Boosting’ refers to a group of algorithms that changes weak learners to strong
learners. Boosting approaches creating a high accuracy prediction rule by combining many weaker
rules. Adaptive boosting (AdaBoost) works to re-weight the data rather than random sampling.
This classifier uses the ensemble approach for improvement in performance of weak classifiers.
AdaBoost classifier builds a strong classifier by combining multiple relatively poor performing
classifiers to obtain one with higher accuracy (Freund and Schapire, 1997).

Figure 2.13. AdaBoost algorithm (Freund and Schapire, 1997)
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2.3.6. Recurrent and Deep Neural Networks
An artificial neural network is a set of connected input/output neurons with weights and
bias. The learning phase is achieved by weight adjustments for the network to learn to correctly
predict the class label of the inputs. Better performance is usually achieved by artificial neural
networks (ANN) with continuous-valued inputs and outputs. Convolutional neural networks, feedforward neural network, and recurrent neural network are a few of the many available types of
neural networks. Choosing an appropriate architecture depends on the task that is at hand.
Generally, feed-forward neural networks have produced reasonable results, while convolution
neural networks work better for image processing applications. Recurrent neural networks are
preferred for text processing because they have a memory capability.
Recurrent Neural Networks. For sequential or time series data recurrent neural networks (RNN)
are preferred because they retain past or historic information. Traditional feed-forward networks
do not have the capability to hold knowledge about the past data but are effective for data that are
not dependent on the prior. They have the concept of memory that allows previous outputs to be
used as inputs while having hidden states i.e., they have loops (Figure 2.14). The figure shows a
chunk of neural network, D, with a time input 𝑔𝑡 and outputs a value ℎ𝑡 . Information is handed
over between steps because of the loop. Drawbacks of RNN are that the computation can be very
slow, cannot consider future input for current state and vanishing gradient problem, i.e., the
gradient used to calculate the weight update may get very close to zero inhibiting the network from
learning new weights. RNN models most suitable in the field of speech recognition and NLP.
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Figure 2.14 Recurrent neural networks.
Long Short-Term Memory (LSTM). Introduced by Hochreiter & Schmidhuber (1997), LSTMs
are a special kind of RNN, capable of learning long-term dependencies due to the use of a gradientbased learning algorithm. They are introduced to solve the exploding and vanishing back
propagation error. LSTM controls the amount of information that is passed from previous

Figure 2.15. Long Short-Term Memory (LSTM)
state to the next by the use of gates. The above figure shows the vanilla version of LSTM. It is
composed of a cell, an input gate, forget gate, and an output gate. In the forget gate, information
that should be kept or forgotten is decided. The equation is given below:
𝑓𝑡 = 𝜎(𝑊𝑓 · [ℎ𝑡−1 , 𝑔𝑡 ] + 𝑏𝑓 ).
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It looks at ℎ𝑡−1 and 𝑔𝑡 to output a number between 0 and 1 for each number in the cell state 𝐶𝑡−1 ,
where 1 represents “completely keep this” and a 0 represents “completely get rid of this.” The
input gate quantifies the importance of the new information carried by the input and then updates
the cell state 𝐶𝑡 .
𝑖𝑡 = 𝜎(𝑊𝑖 · [ℎ𝑡−1 , 𝑔𝑡 ] + 𝑏𝑖 ),
The new information, Č𝑡 , is generated by using a tanh funtion of the product of the current cell
weight and the previous output plus the bias of the cell. Since the tanh function produces an output
between -1 and 1, if Č𝑡 is negative, then the information is deducted from the cell state, and if the
value is positive, then the information is added to the cell state at the current timestamp (𝐶𝑡 ). The
new cell state 𝐶𝑡 is updated by multiplying the old state by 𝑓𝑡 , forgetting the things that were
decided to forget earlier, then 𝑖𝑡 × Č𝑡 is added. This is the new information, scaled by how much
we decided to update each state value.
Č𝑡 = tanh(𝑊𝑐 · [ℎ𝑡−1 , 𝑔𝑡 ] + 𝑏𝑐 )
𝐶𝑡 = 𝑓𝑡 × 𝐶𝑡−1 + 𝑖𝑡 × Č𝑡
Finally, in the output gate, a sigmoid layer decides what parts of the cell state goes to the output
by taking into consideration the weight at the output, the previous hidden state and the bias. The
new output value ℎ𝑡 is generated by multiplying the output 𝑜𝑡 by a tanh funcion of the cell current
state.
𝑜𝑡 = 𝜎(𝑊𝑜 · [ℎ𝑡−1 , 𝑔𝑡 ] + 𝑏𝑜 )
ℎ𝑡 = 𝜎(𝑜𝑡 × tanh 𝐶𝑡 ).
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2.3.7. Deep Neural Network
Deep neural network (DNN), shown in Figure 2.16, is an artificial neural network (ANN)
with at least two hidden layers besides the input and output layers. The multiple hidden layers in
the model increase complexity of the model but enable the network to model complex problems
with non-linear characteristics or complex mapping functions. Traditional machine learning is a
supervised learning process, and there is need for the programmer to be particularly precise when
telling the computer what features it should be looking for to effectively assign to a class. This
lengthy process is called feature extraction, and the model’s success rate depends entirely upon the
programmer's ability to accurately extract features. Given the depth of deep learning model,
automatic learning happens at multiple levels allowing these models to learn complex functions
mapping the input to the output directly from data, without complete dependency on humancrafted features (Bengio, 2009). However, multiple hidden layers requires lots of training time and
weight adjustment.
Furthermore, to effectively train a deep neural network, there is the need for larger amount
of quality data. However, the information learned from performing a task by the network can be
used to solve another task in the same domain. This is called transferred learning. Transfer learning
is an approach in both deep and machine learning where knowledge obtained from one model is
transferred another for a different task.
In the design of transfer learning model, a neural network A is trained on a particular
dataset and to achieve a task, then the learned features are repurposed, or transferred, to another
neural network B for training on a target dataset and task. The transfer process tends to be
successful if the features are general, meaning fitting to both A and B models and their tasks,
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instead of particular to the one task. Transferred learning saves time and has better overall
performance.
DNNs have performed remarkably in most real-world applications. This is because the
possess high tolerance to niosy input data can self extract patterns. DNNs have been successful in
classification as well as dimensionality reduction, regression, modeling textures, object
segmentation, modeling motion, information retrieval, robotics, and natural language processing.

Figure 2.16. Deep neural network

2.4. Literature Review
The ever-evolving nature of the presentation of spam messages has beckoned special
attention. Researchers have applied several machine learning and deep learning techniques for
spam classification in an attempt to obtain an accurate classification. It is important to state that
the classification is only as good as the quality of embeddings generated. Little research work,
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however, has focused on exploring different embedding techniques or has combined deep learning
for embedding with machine learning for classification.
Gadde et al. (2021) combined various embedding techniques (count vectorizer, TF-IDF
(term frequency and inverse document frequency) vectorizer and hashing vectorizer) with machine
learning classification models (naïve Bayes, logistic regression, K-nearest neighbor, random
forest, support vector machine, and decision tree) and LSTM, using the UCI SMS spam collection
dataset. LSTM produced the best accuracy of 98.5%.
Gupta et al. (2019) did a comparative study of SMS detection using machine learning
classifiers, artificial neural networks, and convolutional neural networks (CNN). This study
explored two datasets, SMS Spam Collection v.1 and Spam SMS Dataset 2011-12, and obtained
the best accuracy of 99.10% and 98.25%, respectively, using CNN. This comparative study,
however, did not focus on embeddings.
Roy et al. (2020) proposed a deep learning model to classify spam and ham text messages
using the SMS Spam Collection dataset. Specifically, they employed CNN and LSTM models.
These models self-extracted the feature set and classified the obtained vectors. Using three CNN
layers with some dropouts achieved an accuracy of 99.44%. The proposed model did not focus on
the quality of the embedding obtained.
The paper of Jain et al. (2019) proposed a semantic LSTM to detect and classify spam SMS
using the SMS Spam Collection dataset and Twitter dataset. Semantic LSTM (SLSTM) is an
LSTM neural network with a semantic layer on top of it. The semantic layer was achieved by
converting text sentences into word embedding using Google’s Word2Vec. This proposed method
produced results of 99.01% accuracy on the SMS Spam Collection dataset and 95.09% accuracy
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on the Twitter dataset. Wei and Nguyen (2020) proposed a Lightweight Gated Recurrent Unit
(LGRU) for SMS spam detection. This updated the work by Jain et al. (2019). Wei and Nguyen
replaced the LSTM layer in the SLSTM with LGRU for spam classification of the SMS Spam
Collection dataset. The semantics were enhanced using external knowledge (WordNet) to augment
the understanding of SMS text inputs for better classification. This model produced an accuracy
99.04% while requiring smaller number of training parameters and significantly less training time
(Wei and Nguyen, 2020).

Gupta et al. (2019) presented a spam detection model that is based on an ensemble learning
technique, a combination of weak classifiers. The weak classifiers used were Gaussian naive
Bayes, Bernoulli naive Bayes, multinomial naive Bayes, and decision tree. This produced an
ensemble method using a voting classifier. The voting classifier was used to produce higher
prediction accuracy than the individual weaker classifiers. However, the system did not handle
noisy data, nor did it focus on the quality of the embeddings. This model produced an accuracy of
98.29% on the SMS spam collection dataset.
Dada et al. (2019) conducted a review on approaches and open research problems on
machine learning methods used for spam email detection and classification. This study analyzed
different categories of spam filtering techniques, namely, content-based filtering, case-based spam
filtering, rule-based spam filtering, previous likeness-based filtering, and adaptive spam filtering.
The survey concluded that count-based is more successful approach in spam filtering that uses
machine learning to classify emails as either ham or spam depending on the data that made up the
content of the message. They concluded by recommending deep learning and deep adversarial
learning as the techniques for the future that can handle effectively the threat of spam emails.
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Wang et al. (2019) developed a predictive scheme using Bayesian linear regression and
random forest regression for numerical prediction on the spam dataset from the UCI Machine
Learning Repository. The authors attained lower mean square error (MSE) and better accuracy for
the random forest regression algorithm compared to the Bayesian linear regression model. In this
work, there is still the need to extract more relevant attributes (embeddings) for developing a spam
detection model.
Table 2.2 shows other relevant work that has been done in spam classification, listing the
methods and the datasets used.
Table 2.2. Summary of relevant work done on spam classification.
Title

Authors

Datasets

Methods

A Spam Email Detection
Mechanism for English Language
Text Emails Using Deep Learning
Approach (2020).
A Spam Transformer Model for
SMS Spam Detection (2021).

Sanaa Kaddoura,
Omar Alfandi,
Nadia Dahmani

Enron

FFNN, BERT

Xiaoxu Liu, Haoye
Lu, Amiya Nayak

SMS Spam
Collection v.1
dataset and UtkMl's
Twitter Spam
Detection
Competition dataset
Ling spam
information set,
Enron Spam dataset
SMS Spam
Collection v.1

LSTM,
Transformer,
SVM, Random
Forest, Naïve
Bayes, Logistic
Regression
ANN, Naïve
Bayes,
XGboost
Decision Tree,
KNN, Logistic
Regression,
Naïve
Bayes, SVM
KNN, Naïve
Bayes, SVM, RF,
Bagging,
Boosting
SVM, RF, Voting
classifier

Machine Learning based Hybrid
Approach for Email Spam Detection
(2021).
Performance Evaluation of Machine
Learning Algorithms for Email
Spam Detection (2020).

Chirag Bansal,
Brahmaleen Sidhu

Email Spam Detection: An
Empirical Comparative Study of
Different ML and Ensemble
Classifiers (2019).
SMS Spam Detection Using TFIDF
and Voting Classifier (2022).

Shubhangi
Suryawanshi,
Anurag Goswami,
Pramod Patil.
Ganesh Ubale,
Siddharth Gaikwad

Nandhini S. Jeen
Marseline.K.S.

(table cont’d.)
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SMS Spam
Collection v.1

SMS Spam
Collection v.1

Title

Authors

Datasets

Methods

A Comparative Study of Deep
Learning Methods, for Spam
Detection (2019).

Sunil Annareddy,
Srikanth Tammina

SMS Spam
Collection v.1

RNN, CNN

Machine learning methods for
spam e-mail classification
(2011).

W. Awad and S.
ELseuof

Spam assassin of
6000 instances

NB, NN, SVM, KNN

Ham or spam? a comparative
study for some content-based
classification algorithms for
email filtering. (2014).
Spam filtering: A comparison
between different machine
learning classifiers (2018).

S. A. Saab, N.
Mitri, and M.
Awad

Spam base of 4597
instances

SVM, NB, LMSVM,
Decision tree, ANN

N. M. Shajideen
and V. Bindu

3762 spam5172
ham

SVM, NB, J481

Isra’a AbdulNabi,
Qussai Yaseen

Spambase data set
Spam filter data

KNN, NB, BiLSTM,
BERT

Fahima Hossain,
Mohammed Nasir
Uddin, Rajib
Kumar Halder
V. Christina, S.
Karpagavalli, G.
Suganya
Shivam Pandey,
Ashish Taralekar,
Ruchi Yadav,
Shreyas
Deshmukh,
Shubhangi
Suryavanshi
Abdullahi Abba
Abdullahi, Mehmet
Kaya

spam-base dataset

MNB, KNN, RF, GB,
RNN, ANN

Personal email data

NB, Decision Tree

900 spam emails
and ham emails

SVM, LSTM, NB

SMS Spam
Collection v.1

RF, MNB, Logistic
regression,
Decision Tree, DNN

Spam Email Detection Using
Deep Learning Techniques
(2021).
Analysis of Optimized Machine
Learning and Deep Learning
Techniques for Spam Detection
(2021).
Email Spam Filtering using
Supervised Machine Learning
Techniques (2010).
E-Mail Spam Detection using
Machine Learning and Deep
Learning (2020).

A Deep Learning Based
Method to Detect Email and
SMS Spams (2021).
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Chapter 3. Dataset Characterization
This chapter explores the datasets used for this research work describing each dataset and
identifying its source. Given the differences in datasets, we analyze each to characterize it and
show the distribution of ham and spam messages in the total dataset.
3.1.

Dataset #1: SMS Spam Collection Dataset

The SMS spam collection dataset used for this project is available online from the machine
learning repository on the University of California Irvine (UCI) website (Almeida, 2012). The
SMS spam collection is a public set of labeled SMS messages collected for mobile phone spam
research. The collection contains 5,574 total messages of both spam and ham. It comprises four
datasets from different sources. First is a collection of 425 SMS spam messages that were manually
extracted from the Grumbletext Web site, a United Kingdom forum used for making public claims
by cell phone users about SMS spam messages (UCI, 2012). The second is randomly chosen ham
SMS messages of the NUS SMS Corpus (NSC) collected for research at the Department of
Computer Science at the National University of Singapore (UCI, 2012). It is a subset of 3,375 of
about 10,000 legitimate messages A list of 450 SMS ham messages collected from Caroline Tag's
PhD Thesis is another source of data, and finally, the UCI collection incorporates the SMS Spam
Corpus v.0.1 Big. It has 1,002 SMS ham messages and 322 spam messages (UCI, 2012). This
dataset contains one message per line. Each line contains two columns: category contains the label
(ham or spam), and text contains the raw text as Table 3.1 shows.
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Table 3.1. SMS spam dataset – the first ten entries.

Figure 3.1. Comparison of the numbers of ham and spam messages in the SMS Spam dataset
Figure 3.1 shows a graphical distribution of ham and spam messages in the dataset. The pie chart
shows that 87% of the total messages are ham messages. Table 3.2 shows the top ten most frequent
messages in the dataset. "Sorry, call later" tops the ham message list with 30 counts with "I pick
the phone right now. Pls send a message" coming in second with 12 counts. “Please call our
customer service representative on FREEPHONE…” is the most frequent spam message.

44

Table 3.2. The 10 most frequent messages in the UCI SMS spam dataset.

More analysis into both categories (ham and spam) of the dataset shows the words that are frequent
in the text (Figures 3.2 and 3.3) and the length of messages (Figure 3.4).

Figure 3.2. Bar chart of most frequent words
in ham messages

Figure 3.3. Bar chart of most frequent words
in spam messages
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Figure 3.4. Histograms of message length in both ham and spam (measured in words).
3.2.

Dataset #2: Enron Dataset
The CALO project (A Cognitive Assistant that Learns and Organizes) compiled the Enron

email dataset. This dataset contains data from 150 users, with approximately 500,000 emails
generated by mostly senior management of the Enron Corporation. The Federal Energy Regulatory
Commission obtained these emails during its investigation of Enron's collapse. Leslie Kaelbling
at MIT later purchase this email dataset. This data serves as a substantial collection of "real" email
that is public (Enron Corp, 2015).
The version used in this research work contains a total of 5171 emails with 1499 spam
messages and 3672 ham messages. Table 3.3 shows the first 10 emails and their labels, while Table
3.4 gives an insight to the content of the messages.
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Table 3.3. The first 10 emails in the Enron email dataset.

Table 3.4. Samples of text structure in the Enron email dataset.
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Figure 3.5. Counts of ham and spam emails in the Enron dataset
Figure 3.5 shows a graphical distribution of ham and spam messages in the dataset. It contains
71% ham and 29% ham messages.
3.3.

Dataset #3: Spam Assassin Dataset
The Spam assassin dataset is a collection of email spam corpora publicly available to be

used by researchers (Apache SpamAssassin, 2004). Assassin corpus contains 4198 messages
collected from public forums. Of these messages, there are 1398 spam messages which form
33.28% of the total number of messages.

Figure 3.6. Counts of ham and spam emails in the Spam Assassin dataset.
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3.4.

Dataset #4: Ling Dataset
“The Ling-Spam dataset is a collection of 2,893 spam and non-spam messages curated

from the Linguist List, a moderated mailing list about the science and profession of linguistics”
(Sakkis et al., 2001). These messages focus on linguistic interests around job postings, research
opportunities and software discussion. Created by Androutsopoulos et al. (2000), the Ling-Spam
Dataset Corpus contains both legitimate and spam emails in English language. It is made up of
2412 ham and 481 spam messages ("Metatext", 2022).
Table 3.5. The first 10 emails in the Ling dataset.

Figure 3.7. Counts of ham and spam emails in the Ling dataset.
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Chapter 4. Embedding and Classification Modeling
This chapter describes and compiles results obtained from experimental comparison of embedding
models (static and dynamic) and classification models (machine learning and deep learning). The
aim of these experiments is to obtain the best embedding model as well as the best classification
model in order to develop a model that combines both. Generally, the experiments were set up by
running a dataset through an embedding process (either static or dynamic), and the embedded
result was used as an input to either a machine learning or deep learning model for classification
and the results compared. For easier understanding, we briefly discuss the metrics used for
evaluating the models.
4.1.

Embedding Methods

We use an input text with the word “bank” in different contexts to demonstrate the difference in
embedding results of static and dynamic embedding. The models used are Word2Vec (static
embedding) and BERT (dynamic embedding). The input text, word “bank”, has different meanings
given the context.

Figure 4.1. Static and dynamic embedding models
4.1.1. Word2Vec (Static Embedding)
This demonstration employs Word2Vec for static embedding with a window size of 2 and
embedding size of 5. It was observed that the tokenizer assigned a token to the repeated word
(bank). On performing the embedding process, Word2Vec generated a single embedding for the
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word “bank”. The array below is the embedding produced for the input text, with the highlighted
lines representing the embedding for “bank”.
[[-0.09954612
[-0.09582233
[-0.03335475
[-0.03924833
[-0.0984636
[-0.09877581
[ 0.08374374
[-0.0984636
[-0.09877581
[ 0.08248593
[ 0.01895048
[ 0.09409674
[ 0.01273501
[-0.0819504
[-0.0984636
[ 0.02827186
[ 0.0498955
[-0.09877581

-0.03807597 -0.02153794
-0.07927568 -0.06900578
-0.05919004 0.04024447
0.01314966 -0.05506561
0.09929546 0.05509461
0.07770357 -0.02876758
-0.08100677 -0.06304543
0.09929546 0.05509461
0.07770357 -0.02876758
-0.0789906
0.07174692
0.09157807 -0.06631688
-0.0669616 -0.01961272
-0.06125139 0.09458017
0.025484
-0.02968293
0.09929546 0.05509461
-0.02968883 -0.02527563
-0.02094933 0.09648936
0.07770357 -0.02876758

0.09040793 0.06993496]
0.08283396 0.0029263 ]
0.04548332 -0.09912083]
-0.08945461 -0.0627521 ]
0.08645824 0.0477082 ]
0.08009384 -0.01815055]
-0.09146003 0.02406029]
0.08645824 0.0477082 ]
0.08009384 -0.01815055]
-0.07177334 0.03101366]
0.03918762 0.07877611]
-0.06976296 0.03344956]
0.09918507 -0.01929623]
-0.08995066 0.04573241]
0.08645824 0.0477082 ]
-0.01331852 -0.02755527]
-0.08419989 0.00395281]
0.08009384 -0.01815055]]

The fact that it created just one embedding for the word “bank” shows that it did not consider that
the word has different meanings based on the context.
4.1.2. BERT (Dynamic Embedding)
We also ran the BERT model on the same input text. The BERT tokenizer generated different
tokens for each word “bank” in the sentence. BERT generated embedding for the three instances
of the word “bank” as shown below.
1. bank vault
2. bank robber
3. river bank

tensor ([ 3.3216, -2.1305, -1.5125, 0.7095, 2.0258])
tensor ([ 2.7816, -2.5267, -1.3345, 0.6884, 1.6963])
tensor ([ 1.5211, -0.8818, -0.5845, -0.9296, 2.8842])

Finally, we compared all the instances using cosine similarity with the expectation that the first
two are similar while the last one is different. The result below confirms this expectation.
Vector similarity for *similar* meanings: 0.96
Vector similarity for *different* meanings: 0.65
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4.2.

Classification

In this section we compare machine learning and deep learning classification models. This was
achieved using preprocessed datasets (UCI SMS spam collection dataset, Enron dataset, Spam
Assassin dataset, and Ling dataset) as input for both machine learning and deep learning
classification models and comparing the results obtained. In other words, we used three different
combinations of embedding models and classification models, namely: static embedding with
machine learning classifier, static embedding with deep learning classifier, and dynamic
embedding with deep learning classifier. Obtaining a result of correct classification is the main
goal, and multiple metrics assist in deciding the most effective model. We next discuss our metrics
for model performance below.
4.2.1. Metrics
True Positives (TP). These are the correctly predicted positive values which means that the value
in both the actual and predicted class is spam. This means spam messages are correctly predicted
as spam messages.
True Negatives (TN). These are the correctly predicted negative values which means that the
value of actual class is ham and value of predicted class is also ham. This means ham messages
are correctly predicted as ham messages.
False Positives (FP). These are wrongly predicted positive values which means that the value of
the actual class is ham but the value of the predicted class is spam. This is one of the ways that the
actual class can contradict the predicted class.
False Negatives (FN). These are wrongly predicted negative values which means that the value
of the actual class is spam, but the value of the predicted class is ham. This is the other way that
the actual can contradict the predicted class.
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Accuracy. Accuracy is simply a ratio of correctly predicted observations to total observations.
One may think that a model with highest accuracy is the best model but in evaluating classification
models, the distribution of the dataset needs to be considered. Yes, accuracy is a good measure but
only when the dataset is symmetric or slightly skewed. In a severely skewed distribution, however,
accuracy can become misleading. Therefore, there is a need to look at other measures to evaluate
the performance of a model.
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

𝑇𝑃 + 𝑇𝑁
.
𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁

False positive rate (FPR) – FPR is the percentage of negative cases that were wrongly predicted
as positive i.e., false alert. It is the ratio of the wrongly predicted positive observations to the
observation of the actual class.
𝐹𝑃𝑅 =

𝐹𝑃
.
𝐹𝑃 + 𝑇𝑁

Precision. Precision is the ratio of true positive observations to the total predicted positive
observations. It answers the question: out of all emails identified as spam, how many are really
spam? High precision relates to a low false positive rate.
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑇𝑃
.
𝑇𝑃 + 𝐹𝑃

False negative rate (FNR) – FNR is the percentage of positive cases that were wrongly classified
as negative i.e., spam messages that were classified as ham.
𝐹𝑁𝑅 =

𝐹𝑁
.
𝐹𝑁 + 𝑇𝑃

Recall (Sensitivity). Recall is the ratio of correctly predicted positive observations to all
observations in actual class, i.e., sum of the true positives and false negatives. The question recall
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answers is: out of all emails that are actually spam, how many emails have been identified as spam?
High recall relates to false negative rate.
𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑃
.
𝑇𝑃 + 𝐹𝑁

While precision measures the probability that a positive classification is correct, the false positive
rate measures the ratio of false positives within the ham samples. A false positive prediction of a
spam message when it is actually ham may cause the message to be automatically filtered without
the knowledge of the user and eventually deleted. While on the other hand, the false negative
prediction of a message that is spam as ham result in time loss due to user having to read the
message, delete it and maybe report the spam message.
Table 4.1. Classification metrics
Predicted Class
Actual Class

Ham = 0

Spam = 1

Ham = 0

True Negative

False Positive

Spam = 1

False Negative

True Positive

Generally, a good result would be one with high accuracy, precision, and recall. However, we base
our decision of the best model by comparing the false positive rate. This is to ensure that we avoid
false positives as the misclassification cost of this is loss of information, which is higher than the
cost of false negatives. For models that have the same FPR, we used accuracy as the secondary
metric. In the following section, we present the confusion matrix of each model, discuss the result,
then at the end of all the experiments we compared the FPR to decide the best classifier.
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4.2.2. Static Embedding (Word2Vec) with ML as Classifiers
In all the machine learning experiments in this chapter using all four datasets, the split of
the training to the testing dataset was 67% to 33%. Also, we embedded the dataset using
Word2Vec, which operates on the principle of continuous bag of words model. We consider each
classifier and its results.
Naïve Bayes (NB). Laplace smoothing (alpha) is a smoothing technique that handles the problem
of zero probability in Naïve Bayes, i.e., it prevents the probability from going to zero. This
experiment initialized this value as 0.0001 and incremented it by 0.11 at every interval. Figure 4.2
shows the results obtained for th0e SMS Spam dataset.

Figure 4.2. Naïve Bayes results for SMS spam dataset.
It can be seen from Figure 4.2 above that the perfect precision (1.0) was obtained for an
alpha value of 15.73 with a test accuracy of 0.97 and FPR of 0. Figure 4.2 shows this result on the
right side along with the confusion matrix for this alpha. It also has 0 false positives; however, it
has 62 false negatives. We also used Naïve Bayes classifier for the other datasets. Figures 4.3 –
4.5 show the result for the other datasets. The precision reached 1.0 and FPR of 0 with 37 spam
messages classified as ham for the Ling dataset. For Spam Assassin dataset, Naïve Bayes
misclassified 22 ham messages as spam and misclassified 11 spam messages as ham to give an
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FPR of 0.039. Naïve Bayes produced 16 false negatives and 57 false positives at an accuracy of
0.93 and FPR 0.078 for the Enron dataset.

Figure 4.3. Naïve Bayes results for Ling dataset.

Figure 4.4. Naïve Bayes results for Spam Assassin dataset.

Figure 4.5. Naïve Bayes results for Enron dataset.
Decision tree (DT). The decision tree algorithm offers parameters that can be tuned to improve
the result. This experiment used a criterion that measures the quality of the nodal split into
subgroups. Gini or entropy are possible settings of this criterion. Gini Impurity tells us the
probability of misclassifying an observation (Hackeling, 2017). Entropy is a measure of
information that indicates the disorder of the features with the target. We set the criterion to Gini
and set the splitter to choose the best split rather than random. Figure 4.6 below shows the obtained
results for the SMS Spam dataset. The highest precision achieved was 0.919 with a test accuracy
of 0.97. These parameters produced 25 false positives and 37 false negatives with an FPR of 0.016.
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Figure 4.6. Decision tree results for SMS Spam dataset.
Figures 4.7 - 4.9 show the results obtained while applying the same decision tree model to Ling
dataset, Spam Assassin dataset, and Enron email dataset, respectively. Using the Ling dataset as
input data produced 5 false positives and 4 false negatives with an accuracy of 0.969 and FPR of
0.021. For the Spam Assassin dataset, the model produced an accuracy of 0.936 and FPR of 0.063
while misclassifying 35 ham messages as spam and 19 spam messages as ham. For the Enron email
dataset, the model generated 17 false positives and 19 false negatives at a FPR of 0.023.

Figure 4.7. Decision tree results for Ling dataset

Figure 4.8. Decision tree results for Spam Assassin dataset.
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Figure 4.9. Decision tree results for Enron dataset.
Support Vector Machine (SVM). Hyperparameter C is the regularization parameter. It
determines the size of the margin. For large value of C, the hyperplane margin is small to ensure
that all or most of the training points are classified correctly. However, for small value of C, the
optimizer finds a hyperplane with a large margin at the cost of misclassifying some points. Hence,
adjusting the C parameter is a trade-off between obtaining low training error and low testing error.
C was initialized as 1 with an increment of 1 at every interval. From Figure 4.10, SVM obtained a
perfect precision (1.0) for the SMS Spam dataset when C was 1.0. It was noticed that increasing
the C value did not affect the results. SVM, like Naïve Bayes, produced a result that correctly
classifies all the ham messages. SVM wrongly classified 36 spam messages. It achieved a testing
accuracy of 0.98 and FPR of 0.

Figure 4.10. Support Vector Machine results for SMS spam dataset.
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Ling dataset also produced a precision of 1.0. It had an accuracy of 0.989 and FPR of 0 while
misclassifying 3 spam messages as ham. SVM produced a test accuracy of 0.967 as well as 5 false
positives and 23 false negatives on the Spam Assassin dataset to give a FPR of 0.009 as shown in
Figure 4.12. Figure 4.13 shows the result obtained using the SVM classifier for the Enron dataset.
A test accuracy of 0.973 was achieved with 12 false positive and 16 false negatives, giving a FPR
of 0.016.

Figure 4.11. Support Vector Machine results for Ling dataset.

Figure 4.12. Support Vector Machine results for Spam Assassin dataset.

Figure 4.13. Support Vector Machine results for Enron dataset.
Random Forest (RF). We designed the random forest model with criterion set to Gini, 100 base
estimators and the minimum sample split of 2. We ran this 100 times and recorded the best result.
The results obtained for the SMS Spam dataset in Figure 4.14 shows a test accuracy of 0.977 at
the fourth trial. It also recorded 1 false positive and 38 false negatives with a FPR of 0.001.
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Figure 4.14. Random Forest results for SMS spam dataset.
The random forest classifier was applied to the Ling dataset, and it produced an accuracy of 0.979
and a precision of 1.0 in Figure 4.15. It also misclassified 6 spam emails as ham with a FPR of 0.
Figure 4.16 shows 10 false positives and 6 false negatives with a test accuracy of 0.981 and FPR
of 0.018 for the Spam Assassin dataset. For the Enron dataset, the random forest model produced
19 false positives and 26 false negatives with a test accuracy of 0.981 and FPR of 0.016.

Figure 4.15. Random Forest results for Ling dataset.

Figure 4.16. Random Forest results for Spam Assassin dataset.

Figure 4.17. Random Forest results for Enron dataset.
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To compare performance all the machine learning classifiers, we used FPR. FPR is good metric
for comparison of the ML classifiers because the absolute number shown on the confusion matrix
can be misleading given that all four datasets are not the same size. Table 4.2 shows the comparison
of the FPR of all the models across all four datasets. SVM consistently produced the lowest FPR
across all the datasets.
Table 4.2. Comparing FPR of all models across different datasets.
NB
DT
SVM
RF
AdaBoost (SVC)
SMS spam dataset

0.000

0.016

0.000

0.001

0.001

Ling dataset

0.000

0.021

0.000

0.000

0.000

Spam Assassin

0.039

0.063

0.009

0.018

0.018

Enron dataset

0.078

0.023

0.016

0.016

0.011

AdaBoost. We implemented two models of AdaBoost, one with support vector classifier (SVC)
as the base estimator (weak classifier) while the other used decision tree as the base estimator. We
picked SVC & DT because they were the best and worst in the previous comparison and we wanted
to see if combining several SVC or DT as weak classifiers will further improve their results. We
did this using the SMS spam dataset as our input. In AdaBoost with SVC, we varied the number
of weak classifiers between 50, 100 and 150 with learning rates of 1.0, 0.5, 0.3, and 0.25 for the
SMS Spam dataset. The aim is to obtain the optimum number of SVC classifiers and learning rate
that produces the best test accuracy, precision, and recall.
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Table 4.3. AdaBoost with learning rate of 1.0 and SVC as weak learner for the SMS Spam
dataset.
Number of
Base Estimator
Learning rate
Test
Test
Test
weak
Accuracy
Precision
Recall
classifiers
50

SVC

1.0

0.8619

0.0000

0.0000

100

SVC

1.0

0.8671

0.0000

0.0000

150

SVC

1.0

0.8619

0.0000

0.0000

Table 4.4. AdaBoost with learning rate of 0.5 and SVC as weak learner for the SMS Spam
dataset.
Number of
Base Estimator
Learning rate
Test
Test
Test
weak
Accuracy
Precision
Recall
classifiers
50

SVC

0.5

0.9821

0.8690

1.0

100

SVC

0.5

0.9810

0.8611

1.0

150

SVC

0.5

0.9766

0.8532

1.0

Table 4.5. AdaBoost with learning rate of 0.3 and SVC as weak learner for the SMS Spam
dataset.
Number of
Base Estimator
Learning rate
Test
Test
Test
weak
Accuracy
Precision
Recall
classifiers
50

SVC

0.3

0.9864

0.9048

0.9956

100

SVC

0.3

0.9853

0.9008

0.9956

150

SVC

0.3

0.9853

0.9008

0.9956

Table 4.6. AdaBoost with learning rate of 0.25 and SVC as weak learner for the SMS Spam
dataset.
Number of
Base Estimator
Learning rate
Test
Test
Test
weak
Accuracy
Precision
Recall
classifiers
50

SVC

0.25

0.9864

0.9048

0.9870

100

SVC

0.25

0.9864

0.9087

0.9913

150

SVC

0.25

0.9864

0.9048

0.9913
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Figure 4.18. AdaBoost with 50 SVCs and learning rate of 0.3 for SMS Spam dataset.
Tables 4.3 – 4.6 explore varying number of SVC classifiers at different learning rates. The
combination of 50 weak classifiers with learning rate of 0.3 produced the least number of false
positives. It wrongly classifies 1 ham message as spam and 26 spam messages as ham with an
accuracy 0.986 and FPR of 0.001.
In the second model, AdaBoost with decision tree (DT) we used 50, 100 and 150 base
classifiers. Tables 4.7 – 4.10 show the results.
Table 4.7. AdaBoost with learning rate of 1.0 and DT as weak learner for the SMS Spam dataset.
Number of
Base Estimator
Learning rate
Test
Test
Test
weak
Accuracy
Precision
Recall
classifiers
50

DT

1.0

0.9679

0.7937

0.9662

100

DT

1.0

0.9710

0.8770

0.9822

150

DT

1.0

0.9739

0.8730

0.9322
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Table 4.8. AdaBoost with learning rate of 0.5 and DT as weak learner for the SMS Spam dataset.
Number of
Base Estimator
Learning rate
Test
Test
Test
weak
Accuracy
Precision
Recall
classifiers
50

DT

0.5

0.9695

0.7460

0.9792

100

DT

0.5

0.9717

0.8175

0.9717

150

DT

0.5

0.9766

0.8651

0.9604

Table 4.9. AdaBoost with learning rate of 0.3 and DT as weak learner for the SMS Spam dataset.
Number of
Base Estimator
Learning rate
Test
Test
Test
weak
Accuracy
Precision
Recall
classifiers
50

DT

0.3

0.9554

0.6865

0.9830

100

DT

0.3

0.9647

0.7619

0.9746

150

DT

0.3

0.9695

0.8135

0.9579

Table 4.10. AdaBoost with learning rate of 0.25 and DT as weak learner for the SMS Spam
dataset.
Number of
Base Estimator
Learning rate
Test
Test
Test
weak
Accuracy
Precision
Recall
classifiers
50

DT

0.25

0.9521

0.6587

0.9881

100

DT

0.25

0.9619

0.7460

0.9691

150

DT

0.25

0.9695

0.8016

0.9712

From Tables 4.7 – 4.10, 50 classifiers with a learning rate of 0.25 obtained a high precision.
However, the test recall was not good (0.6587), implying that there are high false negatives, i.e.,
high number of spams classified as ham. AdaBoost model with 150 decision trees as weak
classifier and learning rate of 0.5 has the highest accuracy of 0.977. This combination has the
confusion matrix in Figure 4.19 for the SMS Spam dataset.
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Figure 4.19. AdaBoost with 150 DTs and learning rate of 0.5 results for SMS Spam dataset.
After exploring SVC and DT as weak classifier in the AdaBoost model, SVC produced the higher
accuracy, lower false positives, and false negatives. However, there was an improvement with the
results produced by AdaBoost with DT compared to a single DT by itself.
Based on the results obtained from the SMS spam dataset, we applied to the other dataset
the same model of using 50 SVC as the weak classifiers and a learning rate of 0.3. Figure 4.20
shows the results obtained for the Ling dataset: 0 false positives, 3 false negatives, and a test
accuracy of 0.990 and FPR of 0. Figure 4.21 shows a result of 10 false positives and 11 false
negatives, with a test accuracy of 0.975 and FPR of 0.018 for the Spam Assassin dataset. Figure
4.22 shows 8 false positive and 14 false negatives with a test accuracy of 0.979 and FPR of 0.011
for the Enron dataset.

Figure 4.20. AdaBoost with 50 SVCs and learning rate of 0.3 results for Ling dataset.

Figure 4.21. AdaBoost with 50 SVCs and learning rate of 0.3 results for Spam Assassin dataset.

Figure 4.22. AdaBoost with 50 SVCs and learning rate of 0.3 results for Enron dataset.
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4.2.3. Static Embedding with DL as Classifier
This experiment used a pre-trained model, GloVe 6B, to map words to vectors, i.e.,
embeddings. This was employed in an attempt to produce better embedding across all the datasets.
The DL model is an LSTM recurrent network with a dense output layer of two neurons with
SoftMax activation. The model also has a dropout of 0.2. The experiments in this section use a
training – testing split of 75% to 25% because deep learning models require a larger training to
testing ratio to obtain a good result. Figure 4.23 shows the architecture of the model.

Figure 4.23. GloVe embedding with DL classifier model architecture.
In the first layer we used GloVe, a pre-trained model, to map words to a to vector. We set the
embedding size to 100. The second layer is a recurrent neural network with LSTM units. Lastly,
the output layer has two neurons corresponding to "spam" or "ham" with a SoftMax activation
function. We optimized this model using a range of optimizers (Doshi, 2020). An optimizer
function improves the accuracy of a neural network by modifying the network’s attribute such as
learning rate and weights. Thus, it helps in reducing the overall loss and improve the accuracy.
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The results of various optimizers with 25% testing split for the SMS Spam dataset are shown below
in Table 4.11.
Table 4.11. LSTM result with 0.25 testing split for SMS Spam dataset.
Optimizer
Testing accuracy (%)
Recall (%)
Precision (%)
Rmsprop

97.82

86.51

97.32

Adam

97.28

86.33

96.67

sgd

96.63

84.33

97.10

Nadam

97.28

82.67

96.38

Adadelta

97.00

85.18

96.53

Adagrad

97.07

85.42

96.37

Adamax

97.14

86.18

96.69

From the above, Rmsprop produced the best results across board in accuracy, recall and precision.
Figure 4.24 shows the confusion matrix for this result with an accuracy of 97.82% and FPR of
0.004. We also employed cross fold validation in further improve the results, however, we observe
that there was no significant improved in the results.

Figure 4.24. GloVe embedding with DL classifier confusion matrix for SMS spam dataset
We applied the same model with Rmsprop as optimizer to the other datasets. Tables 4.12 – 4.14
show the results obtained and Figures 4.25 – 4.27 show the corresponding confusion matrices.
Table 4.12. LSTM result with 0.25 testing split for Ling dataset.
Optimizer
Testing accuracy (%)
Recall (%)
Precision (%)
Rmsprop

98.95

96.23
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97.45

Table 4.13. LSTM result with 0.25 testing split for Spam Assassin dataset.
Optimizer
Testing accuracy (%)
Recall (%)
Precision (%)
Rmsprop

97.62

96.31

96.52

Table 4.14. LSTM result with 0.25 testing split for Enron dataset.
Optimizer
Testing accuracy (%)
Recall (%)
Precision (%)
Rmsprop

97.25

94.74

94.71

Figure 4.25. GloVe embedding with DL classifier confusion matrix for Ling dataset.

Figure 4.26. GloVe embedding with DL classifier confusion matrix for Spam Assassin dataset.
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Figure 4.27. GloVe embedding with DL classifier confusion matrix for Enron dataset.
From Table 4.12 and Figure 4.25 above, the GloVe embedding model with DL classifier produced
a testing accuracy of 98.95%, FPR of 0.05 with 4 false positives and 6 false negatives for the Ling
dataset. Table 4.13 and Figure 4.26 show the result of applying the same model architecture to the
Spam Assassin dataset obtaining a training accuracy of 97.62%, FPR of 0.017 with 16 false
positives and 17 false negatives. Table 4.14 and Figure 4.27 show the results for the Enron dataset
with 21 false positives, 26 false negatives with a testing accuracy of 97.25% and FPR of 0.017.
4.2.4. Dynamic Embedding (BERT) with DL as Classifier
We now use BERT, a deep learning model, for dynamic embedding. We tokenized each
dataset using the BERT tokenizer and then fed that to the BERT processor with an encoder size of
L-12, H-768 and A-12, where L is the layers, H is hidden size and A is number of self-attention
operations. This created the embedding to be used as an input into a neural network layer. A
dropout layer with RELU activation function layer, and a classifier layer of one dense (fully
connected) neuron with SoftMax activation function was added to the BERT architecture as shown
in Figure 4.28. The model was compiled using ADAM as the optimizer and binary cross-entropy
as the loss function. Figure 4.28 summarizes the model.
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Figure 4.28. BERT model summary.
The model was trained using 75% of the data, the performance was evaluated by testing with the
remaining 25%, as a deep learning model requires higher training data than machine learning.
Figure 4.29 shows the obtained confusion matrix for the SMS Spam dataset.

Figure 4.29. BERT confusion matrix for SMS Spam dataset
Figure 4.29 shows a result of 7 false positives and 19 false negatives with a testing accuracy of
98% and FPR of 0.006. Figure 4.30 shows a result of 1 false positive and 26 false negatives with
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an accuracy of 96% and FPR of 0.002 for the Ling dataset. In Figure 4.31, BERT produced a
testing accuracy of 85% and FPR 0.029 with 16 false positives and 106 false negatives for the
Spam Assassin dataset. For the Enron dataset, BERT achieved a testing accuracy of 92% and FPR
0.039 along with 36 false positives and 66 false negatives (Figure 4.32).

Figure 4.30. BERT confusion matrix for Ling dataset

Figure 4.31. BERT confusion matrix for Spam Assassin dataset

Figure 4.32. BERT confusion matrix for Enron dataset.
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Table 4.15. Comparing FPR of all embedding and classification combination models
Static + ML
Static + DL
Dynamic +DL
(Word2Vec + SVC)
(GloVe + DL)
(BERT + DL)
SMS spam dataset
0.000
0.004
0.006
Ling dataset

0.000

0.005

0.002

Spam Assassin

0.001

0.017

0.029

Enron dataset

0.016

0.017

0.039

The classification experiments examined static embedding with a machine learning
classifier, static embedding with a deep learning classifier and dynamic embedding with a deep
learning classifier. The first of these produced the best results. SVC consistently produced a better
classification result with lowest FPR (see Table 4.15). Therefore, in the next chapter we used SVC
as the classifier for the autoencoder and hybrid model.
We next aim to study a dynamic embedding produced by deep learning combined with a
machine learning classifier. Deep learning is able to self-extract patterns by creating a latent
representation of the input, while machine learning produced better classification results. We also
explore using static embedding with autoencoders to provide latent representation for machine
learning classification. The next chapter discusses this further.
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Chapter 5. Autoencoders and Hybrid Model
5.1.

Introduction

This chapter develops models that employ deep learning for feature extraction and machine
learning for classification based on the results obtained in Chapter 4. Experiments showed that
machine learning classifiers provide better testing accuracy and FPR compared to deep learning
classifiers. We explored two model structures: static embedding with autoencoder to generate
latent represent with machine learning classifier, and dynamic embedding using BERT to generate
latent representation with machine learning classifier (hybrid model). Both models serve as an
automated process by self-extracting the patterns to produce a latent representation of the dataset
(Figure 5.1). This latent representation layer of the neural network is then combined with a
traditional machine learning model for classification (see Figure 5.2). One way to obtain a latent
representation would be to use only the encoder part of an autoencoder or transformer, for example
BERT uses only an encoder. traditional machine learning algorithms are empowered by this
approach for classification using feature extraction ability of deep neural network architectures.

Figure 5.1. Latent representation using autoencoder.
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To achieve the aim of combining both deep learning and machine learning, a good latent
representation is needed. In the next few sections, models used to generate a good latent
representation are explained. The methods are as follows.
1. Autoencoder (AE) to generate latent representation from static embedding and machine
learning for classification. This will be used with regularizers (ridge and Lasso), KullbackLeibler divergence and Wasserstein distance.
2. BERT to create embedding and the BERT encoder to generate latent representation and
machine learning for classification.

Figure 5.2. Hybrid model combining both deep learning and machine learning.
5.2.

AE for Latent Representation and ML for Classification

As discussed in Section 2.2.4, autoencoders are a supervised learning technique in which neural
networks can learn the important features in a dataset. It is also a learning algorithm that applies
both forward and backpropagation, setting the target values to be equal to the inputs. Given the
bottleneck nature of the autoencoder design, it produces a compressed feature representation
(latent representation) of the high dimensional input data. The bottleneck constrains the amount of
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information that can traverse the full network, forcing a learned compression of the input data and
eliminating unimportant features. Applications of autoencoders include dimensionality reduction,
denoising, pretraining and generating data. The autoencoders used in this chapter were designed
to reproduce the input data at the decoder output with minimal error (see Figure 5.1). The minimal
reconstruction error ensures a good representation of the input data which can feed into a classifier
aiming for a good classification. The hybrid models were designed to harness the pattern embedded
in the data to produce a latent representation and fed as an input to a machine learning classifier
(see Figures 5.3). The design involved adjusting the weights of the neurons, optimizers, and
activation functions.

Figure 5.3. Latent representation using encoder from AE of Figure 5.1
5.2.1. Autoencoders Model Design, Experiments, and Results.
In this section we used static embedding with autoencoder to generate latent representation
and SVC as the machine learning classifier. There are different types of autoencoders with each
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offering benefits suitable for various applications. Given the need for a good latent representation
of the data, we selected the autoencoders described below, and we fine-tuned them to further
improve the quality of the latent representation. This research considers three autoencoders:
Variational autoencoder, symmetrical autoencoder, and Symmetric Wasserstein autoencoder. We
also set up two experiments of each type of AE. The first experiment is to train the model to
generate latent representation while the other experiment involves using the latent representation
generated with SVC for classification.
A.

Variational Autoencoder (VAE).
Variational autoencoder was introduced by Kingma and Welling (2013). VAE’s

architecture is composed of both an encoder and a decoder and is trained to minimize the
reconstruction error between the output data and the input data just like a standard autoencoder.
However, VAE’s encoding distribution is regularized during the training by imposing a constraint
in order to ensure that its latent space has good properties that can result into a generative model
(Figure 5.4). With an inference mechanism, VAEs can provide a useful latent representation that
captures salient information about the observed data while minimizing the reconstruction loss
using Kullback-Leibler Divergence.
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Figure 5.4. Variational autoencoder (Anwar, 2021).
Kullback-Leibler Divergence (KL divergence) measures the difference between two probability
distributions over the same variable x (Kullback, 1997). KL divergence of q(x) from p(x) denoted
by DKL(p(x), q(x)), is not the same as the KL divergence of p(x) to q(x). This show that KL
divergence a non-symmetric measure. KL divergence measures the information lost when a
distribution q(x) is used to approximate a distribution p(x). KL divergence is not literally a distance
measure between two distributions. Furthermore, it need not satisfy triangular inequality.
DKL(P||Q) is a non-negative measure.
DKL(P||Q) ≥ 0
and
DKL(P||Q) = 0
if and only if P = Q.
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Training VAE
In the first phase, variational autoencoder was designed in three parts, the embedding,
encoder, and the decoder. The static embedding was done using GloVe with an embedding size of
300. We designed the encoder with bidirectional LSTM layers and the output goes to a linear layer
to produce the mean and log variance of the input. Given the mean and variance, we found the
Gaussian distribution corresponding to the input data. Samples from the generated distribution was
taken by the sampler to create latent vectors that are sent to the decoder (see Figure 5.5). The loss
was computed by finding the KL divergence of the original input from the latent representation.
The decoder network is similar to the encoder setup, except that the architecture is reversed using
LSTM as well. The decoder was designed to effectively scale up the input back to its original
dimension. The sampler generates a low dimension latent variable. The VAE model is shown in
Figure 5.5.

Figure 5.5. VAE model
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Tables 5.1 – 5.4 below show the reconstruction errors from each dataset. Enron produce the most
reconstruction error with a testing reconstruction error of 0.1856. SMS spam had the best testing
reconstruction error of 0.0232.
Table 5.1. SMS spam dataset reconstruction
error using VAE
Training reconstruction error 0.0118
Testing reconstruction error

Table 5.2. Ling dataset reconstruction error
using VAE
Training reconstruction error 0.0385

0.0232

Testing reconstruction error

Table 5.3. Spam Assassin dataset reconstruction
error using VAE
Training reconstruction error 0.0394
Testing reconstruction error

0.0452

0.0464

Table 5.4. Enron dataset reconstruction error
using VAE
Training reconstruction error 0.1778
Testing reconstruction error

0.1856

In the second phase, we fed the obtained latent representations that were generated for all
four datasets to SVC, and the results obtained are shown in Figures 5.6 – 5.9. The SMS spam
dataset had 3 false positives and 5 false negative with highest accuracy of 99.42% and FPR of
0.0025. Ling dataset produced 3 false positive and 4 false negatives with a FPR of 0.005. It was
observed that the lowest reconstruction error produced the highest classification accuracy.

Figure 5.6. VAE + SVC results for SMS spam dataset.

Figure 5.7. VAE + SVC results for Ling dataset.

79

Figure 5.8. VAE + SVC results for Spam Assassin dataset.

Figure 5.9. VAE + SVC results for Enron dataset.
B.

Symmetric Autoencoders
A symmetric autoencoder or tied weights autoencoder has decoder weights that are the

transpose of the encoder weights, which decreases the quantity of parameters for the model. Major
advantages of tied weights autoencoder include increased training speed and reduced risk of
overfitting, while yielding better performance in many cases when compared with an autoencoder
whose weights are not tied (Li and Nguyen, 2019).
Training Symmetric Autoencoder
In the first phase, we built the autoencoder model to be symmetrical and tied the weights
of the encoder to the decoder. The latent representation was achieved by creating a bottleneck.
This was achieved by setting up the model such that the middle layer was smaller than the other
layers (100-75-50-75-100). We then ensure that the weights were tied by creating a dense_tied
layer which ensured that the decoder weights are a transpose of the encoder weights (see Figure
5.11). The loss function was mean squared error (MSE), and the optimizer was Adagrad. Figure
5.10 shows the architecture of the model. The reconstruction error was derived by taking MSE
error of the latent representation and the input data (both training and testing).
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Figure 5.10. Symmetric autoencoder model

Figure 5.11. Symmetric autoencoder tied weights
Tables 5.5. – 5.8. show the reconstruction error that was obtained for all the datasets. Spam
Assassin produced the lowest reconstruction error while the Ling dataset had the highest
reconstruction error.
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Table 5.5. SMS Spam dataset reconstruction
error using Sym AE
Training reconstruction error 0.0067
Testing reconstruction error

Table 5.6. Ling dataset reconstruction error
using Sym AE
Training reconstruction error 0.0289

0.0065

Testing reconstruction error

Table 5.7. Spam Assassin dataset
reconstruction error using Sym AE
Training reconstruction error 0.0061
Testing reconstruction error

0.0302

Table 5.8. Enron dataset reconstruction error
using Sym AE
Training reconstruction error 0.0178

0.0058

Testing reconstruction error

0.0156

In the second phase of this experiment, we fed in the produced latent representation that
were generated for all four datasets as an input to SVC. The results obtained are shown in Figure
5.12 – Figure 5.15. The symmetric autoencoder provided the best result on the Spam Assassin
dataset with an accuracy of 99.52%, FPR of 0.0041 and a precision of 99.61 (see Figure 5.14).
Given that Ling dataset had the highest reconstruction error, it produced 7 false positive and 8 false
negatives with a FPR of 0.0116.

Figure 5.12. Symmetric AE + SVC results for SMS spam dataset.

Figure 5.13. Symmetric AE + SVC results for Ling dataset.
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Figure 5.14. Symmetric AE + SVC results for Spam Assassin dataset.

Figure 5.15. Symmetric AE + SVC results for Enron dataset.

C.

Symmetric Wasserstein Autoencoders (SWAE)
Through symmetric treatment of the data and the latent representation in a Symmetric

Wasserstein Autoencoder, the resulting algorithm completely maintains the local structure of the
data in latent space (Sun and Guo, 2021). To further improve the quality of this latent
representation, reconstruction loss was incorporated into the objective, with the expectation that it
benefits both the generation and reconstruction. SWAE like VAE measures the distance between
distributions, however, it uses Wasserstein distance metric to measure the distance between the
encoder and the decoder distribution. Wasserstein Distance, also called Earth Mover’s distance
(EM) (Kolouri et al., 2017), measures the distance between any two probability distributions. It
can also be loosely interpreted as the minimum energy cost of moving and transforming a pile of
dirt in the shape of one probability distribution to the shape of the other distribution. Unlike the
Kullback-Leibler divergence, the Wasserstein metric is a true probability metric. “Wasserstein
metric (d𝚙) between cumulative distribution functions F, G is defined as:
𝑑𝑝 (𝐹, 𝐺 ) ∶= 𝑖𝑛𝑓𝑈,𝑉 ||𝑈 − 𝑉||𝑝 ,
where the infimum is taken over all pairs of random variables (U, V) with respective cumulative
distributions F and G” (Kolouri et al., 2017).
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Training SWAE Model
The model includes an encoder, decoder, and a Wasserstein function to measure the
distance between encoder and decoder distribution. We used Word2Vec to generate the
embeddings that were fed into the encoder. For the encoder, RNNs were used to generate a
Gaussian distribution. Like in the VAE, the latent representation layer was design as a bottleneck
that houses the encoded distribution. The loss was calculated by taking the Wasserstein distance
of the latent representation and the reconstructed output of the decoder. We introduce batch
normalization for stable and fast training. The SWAE is model is shown in Figure 5.16.

Figure 5.16. SWAE model.
The reconstruction errors computed for all four datasets are shown in Tables 5.9 – 5.12. Spam
Assassin showed the least reconstruction error among all the datasets.
Table 5.9. SMS Spam dataset reconstruction
error using SWAE
Training reconstruction error 10.28
Testing reconstruction error

Table 5.10. Ling dataset reconstruction error
using SWAE
Training reconstruction error 12.87

10.45

Testing reconstruction error
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13.52

Table 5.11. Spam Assassin dataset reconstruction
error using SWAE
Training reconstruction error 10.25
Testing reconstruction error

10.38

Table 5.12. Enron dataset reconstruction error
error using SWAE
Training reconstruction error 18.51
Testing reconstruction error

18.51

In the phase two of this experiment, we fed in the latent representation of all four datasets
as an input to SVC for classification. The results obtained were not as good as those of the VAE.
Figure 5.17 – 5.20 shows the confusion matrices obtained by applying a machine learning classifier
(SVC). The recall and precision obtained for all the datasets were relatively low. SWAE produced
the highest accuracy of 96.13% on the Spam Assassin dataset with 14 False positives and 17 false
negatives with a FPR of 0.0024.

Figure 5.17. SWAE + SVC results for SMS spam dataset.

Figure 5.18. SWAE + SVC results for Ling dataset.

Figure 5.19. SWAE + SVC results for Spam Assassin dataset.
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Figure 5.20. SWAE + SVC results for Enron dataset.
5.2.2. BERT for Latent Representation and ML for Classification
The premise of the model using BERT to generate latent representation and ML for
classification depends on the fact that BERT uses just an encoder to generate its embeddings. This
contrasts with the BERT model used in Chapter 4 that used a deep learning layer of two neurons
and SoftMax activation function for classification. The aim in this section is to add a machine
learning classification layer at the end to the BERT encoder. The BERT structure has a mechanism
called self-attention token that determines the interconnection of tokens in any given input
sequence. The self-attention token converts one token by taking information from other tokens.
This will generate results that are based on dynamic embedding that is able to take into
consideration the context in which a word is used. Given that BERT has produced relatively good
results in classification, adding a machine learning classification layer should produce an
improvement.
Training BERT Model
We designed two model, the first is BERT for both embedding and classification (BERT
model) and the second is the hybrid model, which is BERT for embedding and generation of latent
representation with SVC for classification (BERT+SVC). First, we trained a BERT model to
generate latent representation and then introduced a machine learning classifier. For preprocessing
the text, we used the BERT processor, and a BERT encoder size of L-12, H-768 and A-12 was
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used to generate the latent representation. From this stage we added a number of layers to improve
the overall result. Linear layers were added to create a full connected network. Linear layers use
matrix multiplication to transform their input features into output features using a weight matrix.
We also introduced batch normalization layers for faster training of the model while dropout layers
were introduced to avoid overfitting. The last layer is a neuron with sigmoid activation function
for classification that outputs between 1 and 0. The model was compiled using ADAM as the
optimizer and binary cross-entropy as the loss function. Figure 5.21 summarizes the model.

Figure 5.21. BERT model with DL classifier architecture
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All four datasets were run through this model and the classification results obtained were recorded.

Figure 5.22. Confusion matrix for SMS spam dataset using BERT model.
We then proceeded to setup the hybrid model (BERT+SVC). We fed the latent representation
produced by the BERT encoder as an input to SVC classifier.

Figure 5.23. Confusion matrix for SMS spam dataset using BERT+SVC.
Figure 5.22 illustrates the confusion matrix obtained with the BERT model with DL
classifier for the SMS spam dataset while Figure 5.23 illustrates the confusion matrix and the
metrics for the hybrid model. This shows an improvement in recall from 87% to 98% and in
accuracy from 98% to 99%. Figure 5.24 illustrates the result of the Bert model with DL classifier
for Ling dataset with 14 false negatives and perfect precision to give an accuracy of 98% and recall
of 88.33%.
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Figure 5.24. Confusion matrix for Ling dataset using BERT model.

Figure 5.25. Confusion matrix for Ling dataset using BERT+SVC.
Figure 5.25 shows the result for the hybrid model. Again, there was an improvement in the
accuracy (99.31%) and recall (95.83%).

Figure 5.26. Confusion matrix for Spam Assassin dataset using BERT model.

Figure 5.27. Confusion matrix for Spam Assassin dataset using BERT+SVC.
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Figures 5.26 and 5.27 show the results for the BERT model and BERT+SVC respectively
using Spam Assassin dataset as input. BERT model produced 2 false positives and 10 false
negatives. BERT+SVC produced a slight improvement in accuracy, recall and precision with the
number of false negatives reducing from 10 to 5. Figures 5.28 and 5.29 show the results obtained
for the Enron dataset suing both the BERT model and BERT+SVC respectively. There was a slight
improvement using BERT+SVC with a reduction from 3 false negatives to 2. Overall, BERT+SVC
produced better results than BERT model.

Figure 5.28. Confusion matrix for Enron dataset using BERT model.

Figure 5.29. Confusion matrix for Enron dataset using BERT+SVC.
In conclusion, we developed the two model structures, static embedding with AE and
machine learning classification and dynamic embedding with machine learning classification
(hybrid model). We compared the BERT model with BERT+SVC (hybrid model) and concluded
that the latter produced better results. In chapter 6, we will analyze the results obtain from
VAE+SVC, Sym AE+SVC, SWAE+SVC, and BERT+SVC.
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Chapter 6. Analysis and Conclusion
This chapter focuses on the analysis of the results obtained in Chapter 5 and discusses the
conclusion. We also compared our results to previous studies and suggested future work that can
be done. We analyzed the obtained results to assess performance of the models based on some
popular metrics. Figure 6.1 shows a list of these metrics.

Figure 6.1. Evaluation measures (Saito et al. 2015)
Sensitivity is a statistical measure of the actual positives from a pool of probable positives.
proportion of actual positives that were predicted as positive (true positive), while specificity is
also a statistical measure of actual negatives from a pool of probable negatives. Most machine
learning classification models operate with an assumption that samples numbers are equal from
each data class. For this reason, standard metrics can be unreliable or misleading for a skewed
dataset. In an imbalanced dataset, there are minority and majority classes. In our datasets, ham is
the majority class while spam is the minority class. Imbalanced classification problems usually
rate classification errors with the minority class as more important than those with the majority
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class. Therefore, we introduce some metrics that are used for imbalanced datasets in addition to
using the FPR.
6.1.

Performance Analysis of AE models and Hybrid Model

We consider the FPR of all the models (VAE+SVC, symmetric autoencoder, SWAE+SVC and
BERT+SVC) on all four datasets. We also included the best result obtained in Chapter 4 (see Table
4.15), i.e., Word2Vec+SVC in the FPR comparison to test it against the autoencoders and the
hybrid model. Tables 6.1 - 6.4 shows the FPR result obtained on dataset.
Table 6.1. FPR for SMS Spam dataset
SMS spam dataset
AC %
FNR %
FPR %
VAE + SVC

99.42

2.67

0.25

Sym AE + SVC

99.21

3.21

0.41

SWAE + SVC

95.98

16.58

2.07

BERT + SVC

99.71

2.14

0.00

Word2Vec + SVC

98.04

14.29

0.00

Table 6.2. FPR for Ling dataset
Ling dataset
ACC %
FNR %
VAE + SVC
99.03
3.33

FPR %
0.50

Sym AE + SVC

97.93

5.08

1.16

SWAE + SVC

94.34

19.17

2.98

BERT + SVC

99.31

4.17

0.00

Word2Vec + SVC

98.97

6.25

0.00
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Table 6.3. FPR for Spam Assassin dataset
Spam Assassin dataset
ACC %
FNR %

FPR %

VAE + SVC

98.33

2.69

1.21

Sym AE + SVC

99.52

1.15

0.17

SWAE + SVC

96.31

6.54

2.41

BERT + SVC

99.17

1.92

0.34

Word2Vec + SVC

96.67

8.21

0.89

Table 6.4. FPR for Enron dataset
Enron dataset
ACC %
FNR %

FPR %

VAE + SVC

98.61

2.67

0.87

Sym AE + SVC

98.92

1.60

0.87

SWAE + SVC

91.34

16.00

5.66

BERT + SVC

99.67

0.53

0.22

Word2Vec + SVC

97.29

5.33

1.63

BER+SVC produced higher accuracy and lowest FPR on SMS Spam, Ling, and Enron
dataset. Symmetric AE + SVC produced the best result on Spam Assassin dataset. BERT+SVC
was better than Word2Vec+SVC in all the datasets.
The F1 score takes the harmonic mean of recall and precision. Therefore, this score takes
both false positives and false negatives into account. F1 is great for imbalanced data because it
helps to compare models by combining both metrics (precision and recall) to determine the model
that produces the best result.
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𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 ×

(𝑟𝑒𝑐𝑎𝑙𝑙 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑜𝑛)
(𝑟𝑒𝑐𝑎𝑙𝑙 + 𝑝𝑟𝑒𝑐𝑖𝑠𝑜𝑛)

Tables 6.5 – 6.8 show the F1 score of various models for the four datasets with the highest
F1 score underlined. BERT + SVC produced the highest F1 score on the SMS spam, Ling, and
Enron datasets. However, symmetric AE + SVC produced the highest F1 score for the Spam
Assassin dataset.
Table 6.5. F1 score for SMS spam dataset
SMS spam dataset
Models

Test Accuracy (%)

Recall (%)

Precision (%)

F-1 Score

VAE + SVC

99.42

97.32

98.37

97.84

Symmetric AE + SVC

99.21

96.79

97.31

97.05

SWAE + SVC

95.98

83.42

86.19

84.78

BERT + SVC

99.71

97.86

100

98.92

Table 6.6. F1 score for Ling dataset
Ling dataset
Models

Test Accuracy (%)

Recall (%)

Precision (%)

F-1 Score

VAE + SVC

99.03

96.67

97.48

97.07

Symmetric AE + SVC

97.93

93.33

94.11

93.72

SWAE + SVC

94.34

80.83

84.35

82.55

BERT + SVC

99.31

95.83

100

97.87
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Table 6.7. F1 score for Spam Assassin dataset
Spam Assassin dataset
Models

Test Accuracy (%)

Recall (%)

Precision (%)

F-1 Score

VAE + SVC

98.33

97.31

97.31

97.31

Symmetric AE + SVC

99.52

98.85

99.61

99.23

SWAE + SVC

96.31

93.46

94.55

94.00

BERT + SVC

99.17

98.08

99.22

98.65

Table 6.8. F1 score for Enron dataset
Enron Dataset
Models

Test Accuracy (%)

Recall (%)

Precision (%)

F-1 Score

VAE + SVC

98.61

97.33

97.86

97.59

Symmetric AE + SVC 98.92

98.40

97.87

98.13

SWAE + SVC

91.34

84.00

85.83

84.91

BERT + SVC

99.67

99.47

99.47

99.47

Misclassification cost (MC) is considered a crucial criterion in the evaluation of spam
filtering effectiveness (Jia and Shang, 2014). This takes into consideration the cost of
misclassifying emails. MC combines FPR and FNR (Barushka and Hajek, 2020). Table 6.5 shows
the confusion matrix used to calculate MC.

𝑚𝑐 (𝐼) =

1
𝜆
× 𝐹𝑁𝑅 +
× 𝐹𝑃𝑅.
1 + 𝜆
1 + 𝜆
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where 𝜆 is a misclassification cost ratio comparing the degree of seriousness of false positive rate
(FPR) compared to false negative rate (FNR). We adopted the values of the misclassification cost
ratio 𝜆 considered in previous studies of Jia and Shang (2014) and Zhang et al. (2014), resulting
in three different ratios used, 𝜆 = 1, 𝜆 = 3 and 𝜆 = 7. Note that for 𝜆 = 1 is the average of FNR and
FPR. We consider the MC at 𝜆 = 7 as the deciding ratio because it puts more weight on FPR.
Tables 6.9 – 6.12 show the MC result for all four datasets.
Table 6.9. MC of models for SMS Spam dataset
SMS spam dataset
MC%
MC%
AC %
FNR %
FPR %
(𝜆 =1
(𝜆 =3)
VAE + SVC
Sym AE + SVC
SWAE + SVC
BERT + SVC

VAE + SVC

MC%
(𝜆 =7)

99.42

2.67

0.25

1.46

0.86

0.55

99.21

3.21

0.41

1.81

1.11

0.76

95.98

16.58

2.07

9.33

5.70

3.89

99.71

2.14

0.00

1.07

0.53

0.27

Table 6.10. MC of models for Ling dataset
Ling dataset
ACC %
FNR %
FPR %
MC%
(𝜆 =1
99.03
3.33
0.50
1.92

MC%
(𝜆 =3)
1.21

MC%
(𝜆 =7)
0.85

Sym AE + SVC

97.93

5.08

1.16

3.12

2.14

1.65

SWAE + SVC

94.34

19.17

2.98

11.07

7.03

5.00

BERT + SVC

99.31

4.17

0.00

2.08

1.04

0.52
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VAE + SVC

Table 6.11. MC of models for Spam Assassin dataset
Spam Assassin dataset
ACC %
FNR %
FPR %
MC%
MC%
(𝜆 =1)
(𝜆 =3)
98.33
2.69
1.21
1.95
1.58

MC%
(𝜆 =7)
1.39

Sym AE + SVC

99.52

1.15

0.17

0.66

0.42

0.30

SWAE + SVC

96.31

6.54

2.41

4.48

3.44

2.93

BERT + SVC

99.17

1.92

0.34

1.13

0.74

0.54

VAE + SVC

Table 6.12. MC of models for Enron dataset
Enron dataset
ACC %
FNR %
FPR %
MC%
MC%
(𝜆 =1
(𝜆 =3)
98.61
2.67
0.87
1.77
1.32

MC%
(𝜆 =7)
1.10

Sym AE + SVC

98.92

1.60

0.87

1.24

1.05

0.96

SWAE + SVC

91.34

16.00

5.66

10.83

8.25

6.96

BERT + SVC

99.67

0.53

0.22

0.38

0.30

0.26

We can see that BERT + SVC outperformed all other models on the SMS Spam, Ling, and
Enron dataset under the MC measure with 𝜆 = 7. BERT+SVC also had the lowest FPR and highest
accuracy on the same three datasets. Symmetric AE + SVC performed better on the Spam Assassin
dataset in accuracy, FPR and MC with 𝜆 = 7. It was observed that MC decreased for larger values
of 𝜆. This is because FPR < FNR. Figure 6.2 provides a chart that illustrates the MC of all the
hybrid models on all four datasets.
The Area Under Receiver Operating Characteristic Curve (AUC) is a good metric for an
imbalanced dataset because it is a tradeoff between the specificity and sensitivity of a model. It
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measures the model’s ability to correctly differentiate classes. AUC is 0.5 for random and 1.0 for
perfect classifiers.

SMS spam dataset

Ling dataset

BERT + SVC

BERT + SVC

SWAE + SVC

SWAE + SVC

Sym AE + SVC

Sym AE + SVC

VAE + SVC

VAE + SVC

-3.00%

2.00%

7.00%

12.00%

0.00%

5.00%

MC
λ=7

λ=3

λ=1

λ =7

Spam Assassin dataset

λ=3

λ=1

Enron dataset

BERT + SVC

BERT + SVC

SWAE + SVC

SWAE + SVC

Sym AE + SVC

Sym AE + SVC

VAE + SVC
-3.00%

10.00% 15.00%

MC

VAE + SVC
2.00%

7.00%

12.00%
0.00%

MC

5.00%

10.00%

15.00%

MC
λ=7

λ=3

λ=1

λ=7

λ=3

λ=1

Figure 6.2. MC for AEs and hybrid model for all datasets.
Tables 6.13 - 6.16 show the AUC scores for all the datasets. It was observed from the results that
in all four datasets, BERT + SVC produces the highest result. We conclude from the metrics (FPR,
F1 score, MC, and AUC score) that BERT + SVC consistently produced the best result on 3 of 4
datasets. In the next section, we compare BERT + SVC to models from previous studies.
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Table 6.13. AUC of AEs and hybrid model for SMS spam dataset
SMS spam dataset
ACC %
FNR %
FPR %
AUC
VAE + SVC
Sym AE + SVC
SWAE + SVC
BERT + SVC

99.42

2.67

0.25

0.9857

99.21

3.21

0.41

0.9817

95.98

16.58

2.07

0.9067

99.71

2.14

0.00

0.9912

Table 6.14. AUC of AEs and hybrid model for Ling dataset
Ling dataset
ACC %
FNR %
FPR %
AUC
VAE + SVC
99.03
3.33
0.50
0.9809
Sym AE + SVC

97.93

5.08

1.16

0.9634

SWAE + SVC

94.34

19.17

2.98

0.8892

BERT + SVC

99.31

4.17

0.00

0.9845

Table 6.15. AUC of AEs and hybrid model for Spam Assassin
Spam Assassin dataset
ACC %
FNR %
FPR %
AUC
VAE + SVC
98.33
2.69
1.21
0.9721
Sym AE + SVC

99.52

1.15

0.17

0.9946

SWAE + SVC

96.31

6.54

2.41

0.9468

BERT + SVC

99.17

1.92

0.34

0.9932

Table 6.16. AUC of AEs and hybrid model for Enron dataset
Enron dataset
ACC %
FNR %
FPR %
AUC
VAE + SVC
98.61
2.67
0.87
0.9822
Sym AE + SVC

98.92

1.60

0.87

0.9876

SWAE + SVC

91.34

16.00

5.66

0.8974

BERT + SVC

99.67

0.53

0.22

0.9963
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6.2.

Comparison with Previous Studies

To further demonstrate the efficiency of the BERT + SVC model, the accuracy obtained was
compared with previous research studies with the same dataset. The accuracy metric was used as
the comparison basis because it was the reported metric from the previous studies. Tables 6.17 6.20 show a list of studies with the model employed as well as the accuracy reported.
Table 6.17. Comparison of BERT+SVC accuracy with previous studies on the SMS spam dataset
Study
Model
ACC (%)
Sridevi et al. (2021)
LSTM
98.50
Gupta et al. (2019)
CNN
99.10
Roy et al. (2020)
CNN
99.44
Jain et al. (2019)
Word2Vec + LSTM
99.01
Wei et al. (2020)
WordNet + LGRU
99.04
Gupta et al. (2019)
Voting classifier
98.29
Kaliyar et al. (2018)
SVM
88.00
This study
BERT+SVC
99.71
Table 6.18. Comparison of BERT+SVC accuracy with previous studies on the Ling dataset
Study
Model
ACC (%)
Bansal et al. (2021)
ANN
97.50
Shams et al. (2013)
Bagged RF
98.60
Gashti et al. (2017)
Hamonic search algorithm + DT
99.80
Tida et al. (2022)
BERT
98.00
Jáñez-Martino et al. (2016)
TF-IDF + NB
99.14
Palanisamy et al. (2017)
Negative selection and PSO
93.20
Issac et al. (2009)
Bayesian with multiple keyword
99.02
This study
BERT+SVC
99.31
Table 6.19. Comparison of BERT+SVC accuracy with previous studies on the Spam Assassin
dataset
Study
Model
ACC (%)
Zitar and Hamdan (2013)
Genetic optimized AIS
98.92
Trivedi and Dey (2013)
Enhanced genetic programming
98.60
Trivedi and Dey (2016b)
OneR + NB
96.40
Fang (2016)
Maximum entropy + incremental
97.87
learning
Shams and Mercer (2016)
Natural language stylometry + AdaBoost 95.70
Trivedi and Dey (2016a)
Boosted NB + SVM
98.60
Yu and Xu (2008)
SVM
97.00
This study
BERT+SVC
99.17
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Table 6.20. Comparison of BERT+SVC accuracy with previous studies on the Enron dataset
Study
Model
ACC (%)
Trivedi and Dey (2016b)
Relief + NB
96.30
Hassan (2016)
k-means + SVM
97.35
Chhogyal and Nayak (2016)
Natural language toolkit NB
94.70
Sanghani and Kotecha (2016) Incremental SVM
96.86
Trivedi and Dey (2016a)
Boosted NB + SVM
95.60
Gaurav et al. (2019)
RF
92.30
Gupta et al. (2019)
Ensemble NB and DT
92.40
This study
BERT+SVC
99.67
For SMS spam, Spam Assassin and Enron datasets, our model BERT+SVC produced the highest
accuracy. However, for the Ling dataset, the study by Gashti et al. (2017) attained slightly higher
accuracy than our model.
6.3.

Conclusion

This thesis has explored both static embedding techniques (Word2Vec and GloVe) and dynamic
embedding (BERT). We observed that the static approach fails to produce a meaningful
representation when the text contains a word with different meanings. However, BERT (deep
learning model) has generated a better linguistic and semantic vector representation of the word
by capturing the contextual meaning of word in the data. This is achieved because of the
bidirectional nature of BERT. In machine learning classification, among all the classifiers, SVM
has produced best results in term of accuracy and precision (see Figure 4.4). Deep learning as a
classifier did not produce great classification results relative to machine learning.
In Chapter 5, a hybrid model combining the advantages machine learning and deep learning
techniques was designed. We built these models to harness the deep learning advantage of feature
self-extraction of latent representation from the data and combined it with the efficient
classification of machine learning techniques to produce an automated spam classification model.
We applied this model to the described datasets (UCI SMS spam collection dataset, Ling-spam
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dataset, Spam assassin and Enron dataset). Analysis of the results produced by VAE+SVC,
Symmetric AE+SVC, SWAE+SVC, and BERT+SVC showed BERT+SVC outperformed other
models. BERT+SVC ranked high in comparison to previous studies with higher accuracy.
The contributions of this dissertation are as follows
•

More emphasis was laid on the quality of embeddings in the development of a spam filter.
This dissertation focused more on the limitation of previous research studies in this area.
The results obtained confirm this.

•

This dissertation also explored the individual advantage of classification in both machine
learning and deep learning.

•

We also stressed the importance of information loss due to false positive and based our
design and metric on this metric.

•

An automated and efficient hybrid system was developed by combining the advantage of
dynamic embedding with that of machine learning classifier which had not been explored
before now. This system depended on the quality of the embeddings in terms of capturing
linguistic and semantic meaning of words. It was also able for account for polysemous
words in its embedding and classification.

•

Improved accuracy in the current spam filter techniques. The classification result obtained
and compared with previous studies showed an improvement in the classification accuracy
of the spam filter.
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6.4.

Future Work

This dissertation focused on combining deep learning with machine learning for spam
classification. We achieved this using labeled datasets (supervised learning). Many studies have
utilized unlabeled datasets successfully. Therefore, developing hybrid models using unlabeled
datasets for training is an open problem.
The hybrid model and AE models model follows an approach where the generation of
latent representation and classification are done separately. We suggest a joint model that generates
latent representation and trains the machine learning classifier at the same time. This might help
to fine tune the parameters of the classifier which in turn produces better results.
Furthermore, spam messages are in many languages. All datasets used for benchmarking
were in English. We suggest that datasets in other languages be used to train our models to
investigate whether they show similar performance. We also suggest that data be collected from
other social media platforms and used as input to test the robustness of our model.
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