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Abstract
Fractional diffusion equations are useful for applications in which a cloud of particles spreads faster than predicted by the
classical equation. In a fractional diffusion equation, the second derivative in the spatial variable is replaced by a fractional
derivative of order less than two. The resulting solutions spread faster than the classical solutions and may exhibit asymmetry,
depending on the fractional derivative used. Fractional reaction–diffusion equations combine the fractional diffusion with a classical
reaction term. In this paper, we develop a practical method for numerical solution of fractional reaction–diffusion equations, based
on operator splitting. Then we present results of numerical simulations to illustrate the method, and investigate properties of
numerical solutions. We also discuss applications to biology, where the reaction term models species growth and the diffusion term
accounts for movements.
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1. Introduction
Reaction–diffusion equations are useful in many areas of science and engineering [1–5]. In applications to
population biology, the reaction term models growth, and the diffusion term accounts for migration [6,7]. The classical
diffusion term originates from a model in physics [8,9]. Recent research indicates that the classical diffusion equation
is inadequate to model many real situations, where a particle plume spreads faster than that predicted by the classical
model, and may exhibit significant asymmetry [10]. These situations are called anomalous diffusion [11,12]. One
popular model for anomalous diffusion is the fractional diffusion equation, where the usual second derivative in space
is replaced by a fractional derivative of order 0 < α < 2 [13,14]. Solutions to the fractional diffusion equation spread
at a faster rate than the classical diffusion equation, and may exhibit asymmetry. However, the fundamental solutions
of these equations still exhibit useful scaling properties that make them attractive for applications.
The classical diffusion equation ∂u/∂t = D ∂2u/∂x2 is closely connected to the central limit theorem of statistics,
which states that a normalised sum of independent and identically distributed random variables has a probability
distribution that converges to a normal distribution as the number of summands tends to infinity [15,16]. Here
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“normalised” means we divide the sum by n1/2, where n is the number of summands. Thinking of the random variables
as particle jumps leads to a close connection with the diffusion equation, and forms the basis for the well-known
result that the fundamental solution to the diffusion equation is a family of normal probability densities. A random
walk formed using these particle jumps converges to a stochastic process called Brownian motion. The probability
density of a Brownian motion at time t > 0 is normal with the standard deviation (spread) proportional to t1/2. These
probability densities also give the fundamental solution to the diffusion equation.
The fractional diffusion equation ∂u/∂t = D ∂αu/∂xα relates to another central limit theorem. The usual result
assumes that the individual random jump has a finite standard deviation. If instead we assume that the jumps X have
power-law probability tails P(|X | > r) ≈ r−α for some 0 < α < 2, then the standard deviation is infinite, and
under certain technical assumptions the distribution of the normalised sum converges to another distribution called a
stable distribution [15,17]. In this case, we normalise by n1/α , and the limit Y also has power-law probability tails
P(|Y | > r) ≈ r−α for the same α. A random walk formed using these particle jumps converges to a stochastic
process called a stable Le´vy motion, whose probability densities spread proportional to t1/α , and these densities are
the fundamental solution to the fractional diffusion equation [18,19]. Particle traces are random fractals of dimension
α, even in the classical case α = 2 [20]. Since the parameter α codes the scaling, the order of the derivative, and the
fractal dimension, there are several possibilities for model fitting.
In the multivariable case, classical diffusion equations spread at the same rate t1/2 and represent the probability
densities of multivariable normal random vectors. This normal limit comes from the multivariable central limit
theorem, as the normalised sum of independent particle jumps, each jump represented by a random vector X. If
the vector particle jumps have power-law probability tails P(‖X‖ > r) ≈ r−α for some 0 < α < 2, then another
central limit theorem says that, under certain technical conditions, the limiting distribution of particle jumps is a
multivariable stable law Y that retains the power-law tails P(‖Y‖ > r) ≈ r−α [16,17]. The associated vector random
walk converges to a multivariable stable Le´vy motion, whose probability densities spread proportional to t1/α [16,
Example 11.2.18.], and these densities are the fundamental solution to the vector fractional diffusion equation [19].
If the power-law probability tail index α varies with the spatial coordinate, then the associated diffusion equation
involves fractional derivatives of different order in each coordinate [21,22].
Numerical solutions of fractional diffusion equations have recently been developed by several authors. Constant
coefficient equations can be solved by the Fourier inversion, since these equations have analytic solutions in the
Fourier space [19,21,22]. Variable coefficient equations admit finite difference solutions, based on a finite difference
approximation to the fractional derivative [23–29]. Other approaches include variations on the method of lines [30–
32], a finite element scheme [33–35], and particle tracking [36].
The classical one-dimensional reaction–diffusion equation
∂u(x, t)
∂t
= D ∂
2u(x, t)
∂x2
+ f˜ (u(x, t)), u(x, 0) = u0(x) (1.1)
is used in population biology to model the spread of invasive species [6,7]. Here u(x, t) is the population density
at location x ∈ R and time t > 0. The first term on the right-hand side is the diffusion term; it models migration.
The second term is the reaction term that models population growth; a typical choice is the Kolmogorov–Fisher
equation f˜ (u(x, t)) = ru(x, t)(1 − u(x, t)/K ) where r is the intrinsic growth rate of a species and K is the
environmental carrying capacity, representing the maximum sustainable population density. A more general fractional
reaction–diffusion equation
∂u(x, t)
∂t
= D ∂
αu(x, t)
∂xα
+ f˜ (u(x, t)), u(x, 0) = u0(x) (1.2)
with 0 < α ≤ 2 appears in [37]. Solutions to (1.2) exhibit accelerating fronts with power-law leading edges [38],
behaviour seen in many invasive species [39–44]. Eq. (1.2) is a special case of the reaction–diffusion equation
∂u(x, t)
∂t
= [Au(·, t)](x)+ f˜ (x, u(x, t)), u(x, 0) = u0(x) x ∈ Rd , (1.3)
where A is a pseudo-differential operator of the form (3.5) (see also [45]) and f˜ : Rd ×R→ R. Numerical solutions
of (1.3) are obtained in this paper by the method of sequential operator splitting, focusing in particular on the case
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where A represents a multivariable fractional derivative operator. Our approach is based on the theory of operator
semigroups. We write (1.3) as an ordinary differential equation in t on a suitable Banach space X , and then use abstract
functional analytic results to show the convergence of the operator splitting scheme. Operator splitting methods have
been applied to classical reaction–diffusion equations in biology [46]. Several operator splitting techniques exist in
the literature [47–51]. The sequential splitting used in this paper was chosen because it yields useful error bounds in
some cases of practical interest, see Corollary 4.6. Also, this splitting method leads to discrete-time growth-dispersal
models, which are widely used in applications to population biology, see Remark 4.7. Results of this paper should
prove useful in population biology, and they may also find wide applications in geophysics and finance, where classical
reaction–diffusion equations are commonly used, and where fractional diffusion is often observed.
2. Analytical framework
Let X be a Banach space with associated norm ‖v‖, and consider the abstract reaction–diffusion equation
u˙(t) = Au(t)+ f (u(t)), t > 0, u(0) = u0, (2.1)
where u : [0,∞)→ X and f : X → X . Here A is the generator of a strongly continuous semigroup {T (t)}t≥0 on X ,
a one parameter family of linear operators on T (t) : X → X such that: T (0) = I , the identity operator (I u = u); each
T (t) is bounded, meaning that there exists a real number M > 0 depending on t > 0, such that ‖T (t)u‖ ≤ M‖u‖ for
all u ∈ X ; T (t + s) = T (t)T (s) for t, s ≥ 0; t 7→ T (t)u is continuous in the Banach space norm, for all u ∈ X ; and
the generator Au = limh→0+ h−1(T (h)u − u) exists for at least some nonzero u ∈ X . We call the set D(A) ⊂ X for
which this limit exists the domain of the linear operator A, and we say that the semigroup {T (t)}t≥0 is generated by
A. We say that u : [0, δ) → X is a local classical/strong solution of (2.1) if u is continuous on [0, δ), continuously
differentiable on (0, δ), u(t) ∈ D(A) for t ∈ (0, δ), and u satisfies (2.1) on (0, δ). If δ can be chosen arbitrarily large,
then u is a global classical/strong solution of (2.1). A function u : [0, δ)→ X is a local mild solution of (2.1) if u is
continuous and satisfies the corresponding integral equation
u(t) = T (t)u0 +
∫ t
0
T (t − s) f (u(s)) ds (2.2)
for 0 ≤ t < δ. We note that the integral in (2.2) is a Bochner integral [52–55], an extension of the Lebesgue integral to
the Banach space setting which coincides with a Riemann integral if the integrand is continuous in the Banach space
norm. If δ can be chosen arbitrarily large, then u is a global mild solution of (2.1).
The reaction–diffusion equation (2.1) has two important special cases, the reaction equation
u˙(t) = f (u(t)), t > 0, u(0) = u0 (2.3)
and the diffusion equation
u˙(t) = Au(t), t > 0, u(0) = u0. (2.4)
It is well known that the abstract reaction–diffusion equation (2.1) can be solved via an operator splitting method called
the Trotter Product Formula, as long as solutions to the two component equations (2.3) and (2.4) can be computed.
We summarise these known results in Theorem 2.1 for the convenience of the reader.
We say that f : X → X is globally Lipschitz continuous, if for some K > 0, we have ‖ f (u)− f (v)‖ ≤ K‖u− v‖
for all u, v ∈ X , and is locally Lipschitz continuous, if the latter holds for ‖u‖, ‖v‖ ≤ M with K = K (M) for any
M > 0. If the reaction equation (2.3) has a unique global mild solution u(t) = S(t)u0 for any initial condition u0 ∈ X ,
then the collection of nonlinear operators {S(t)}t≥0 forms a semigroup called the flow of the abstract differential
equation u˙ = f (u). Then we say that the collection {S(t)}t≥0 is generated by f . If the reaction–diffusion equation
(2.1) has a unique global mild solution u(t) = W (t)u0 for any u0 ∈ X , then the collection of nonlinear operators
{W (t)}t≥0 forms a semigroup called the solution operators of the abstract differential equation u˙ = Au + f (u).
Theorem 2.1 asserts that the mild solution to the abstract reaction–diffusion equation (2.1) can be computed as an
approximation using the solution operators {S(t)}t≥0 of the abstract reaction equation u˙ = f (u), and {T (t)}t≥0
of the abstract diffusion equation u˙ = Au. Iterations of the form used here, with un+1 = [T (τ )S(τ )]un or
Un+1 = [S(τ )T (τ )]Un are called sequential splitting, a type of operator splitting.
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Theorem 2.1. Suppose that X is a Banach space and f : X → X is globally Lipschitz continuous in the Banach
space norm. Then the reaction equation (2.3) has a unique global strong solution u(t) = S(t)u0 for any initial
condition u0 ∈ X, and this flow generated by f is given by
u(t) = S(t)u0 = u0 +
∫ t
0
f (u(s)) ds. (2.5)
If A is the generator of a strongly continuous semigroup {T (t)}t≥0 on X, then the diffusion equation (2.4) has a
unique global mild solution u(t) = T (t)u0 for any initial condition u0 ∈ X, and if u0 ∈ D(A), the domain of the
generator, then this is also the unique global strong solution. Then for any u0 ∈ X the abstract reaction–diffusion
equation (2.1) has a unique global mild solution
u(t) = W (t)u0 = T (t)u0 +
∫ t
0
T (t − s) f (u(s)) ds (2.6)
that can be computed by the Trotter Product Formula
W (t)u0 = lim
n→∞
[
T
(
t
n
)
S
(
t
n
)]n
u0 = lim
n→∞
[
S
(
t
n
)
T
(
t
n
)]n
u0. (2.7)
If u0 ∈ D(A) and f : X → X is continuously differentiable, then (2.6) is the unique global strong solution of the
abstract reaction–diffusion equation (2.1) and this strong solution can also be computed via (2.7).
Proof. If f : X → X is globally Lipschitz continuous, then for all u0 ∈ X there is a unique global mild solution
u(t) := W (t)u0 of (2.1) with ‖W (t)u0 − W (t)v0‖ ≤ MT ‖u0 − v0‖, t ∈ [0, T ]. See, for example, [55, Section
6.1]. Since the reaction equation (2.3) is a special case of (2.1) with A = 0, it follows that (2.3) has a unique
mild solution given by (2.2) with T (t)u0 = u0, and hence (2.5) holds for all t > 0. This is also a strong solution,
since if u and f are continuous, then t 7→ f (u(t)) is continuous, and t 7→ ∫ t0 f (u(s)) ds is differentiable with
d
dt
∫ t
0 f (u(s)) ds = f (u(t)). See, for example, [54, p. 67]. Therefore t → u(t) is differentiable, too, in view of (2.5)
and the fact that u˙(t) = f (u(t)). Hence u is a strong solution. Since the diffusion equation (2.4) is a special case
of (2.1) with f (u) = 0, it follows that (2.3) has a unique global mild solution u(t) = T (t)u0, and this is a strong
solution if u0 ∈ D(A), see for example [52, Proposition 3.1.9]. Now, the solution operator W (t)u0 to the abstract
reaction–diffusion (2.1) can be computed by the Trotter Product Formula
W (t)u0 = lim
n→∞
[
T
(
t
n
)
S
(
t
n
)]n
u0 = lim
n→∞
[
S
(
t
n
)
T
(
t
n
)]n
u0, u0 ∈ X, (2.8)
see, for example, [56–58]. If u0 ∈ D(A) and f : X → X is continuously differentiable, then u is also a strong solution
by [55, Chapter 6, Theorem 1.5]. 
3. Fractional derivatives
Fractional derivatives are the generators of strongly continuous semigroups defined via convolution with infinitely
divisible families of probability measures. Suppose that Y is a random variable on Rd with probability distribution
ω, so that P(Y ∈ B) = ω(B) for any Borel set B ⊆ Rd , and define the Fourier transform ωˆ(λ) = ∫ e−i〈λ,x〉 ω(dx).
Let ωn = ω ∗ · · · ∗ ω denote the n-fold convolution of ω with itself. We say that Y (or ω) is infinitely divisible,
if for each n = 1, 2, 3, . . . there exist independent random variables Yn1, . . . , Ynn with the same distribution ωn ,
such that Yn1 + · · · + Ynn is identically distributed with Y . Since the distribution of a sum of independent random
variables is the convolution of their individual distributions, it follows that ωnn = ω. Hence, since the Fourier transform
maps convolutions to products, we also have ωˆn(λ)n = ωˆ(λ). For x := (x1, . . . , xd) ∈ Rd , we denote the standard
Euclidean norm by |x |; that is, |x |2 =∑di=1 x2i . The Le´vy representation (see, e.g., Theorem 3.1.11 in [16]) states that
ω is infinitely divisible if and only if ωˆ(λ) = eψ(λ), where
ψ(λ) = −i〈λ, a〉 − 1
2
〈λ, Qλ〉 +
∫
x 6=0
(
e−i〈λ,x〉 − 1+ i〈λ, x〉
1+ |x |2
)
φ(dx), (3.1)
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where a ∈ R, Q is a symmetric non-negative definite d × d matrix with real entries, and the Le´vy measure φ is a
σ -finite Borel measure on Rd \ {0}, such that∫
x 6=0
min{1, |x |2}φ(dx) <∞. (3.2)
The triple [a, Q, φ] is unique, and we call this the Le´vy representation of the infinitely divisible law ω. It follows that
we can define the convolution power ωt to be the infinitely divisible law with the Le´vy representation [ta, t Q, tφ], so
that ωt has the Fourier transform etψ(k) for any t ≥ 0. Then, we obtain from the uniqueness of the Le´vy representation
that
ωt ∗ ωs = ωt+s (3.3)
for any s, t ≥ 0.
Let C0(Rd) denote the Banach space of continuous functions u : Rd → R, such that u(x) → 0 as |x | → ∞,
endowed with the supremum norm ‖u‖ = sup{|u(x)| : x ∈ Rd}. Let C20(Rd) ⊂ C0(Rd) denote the set of functions
u ∈ C0(Rd) whose first- and second-order partial derivatives exists, are continuous, and vanish as |x | → ∞. It is well
known that every infinitely divisible distribution is associated with a strongly continuous semigroup on C0(Rd) (see,
for example [45], Example 4.1.3.) via
[T (t)u](x) :=
∫
Rd
u(x − y) ωt (dy), u ∈ C0(Rd). (3.4)
Generally, it is not possible to characterise the domain of the generator in terms of function spaces, however we
can identify a reasonably large subset of the domain of the generator, together with a generator formula (see, for
example, [45,59–61]). The following statement, using a slightly different version of the Le´vy representation, can be
found in [62, Theorem 31.5] and it also follows immediately from [63, Theorem 2.12].
Proposition 3.1. Let X := C0(Rd) and (A,D(A)) denote the generator of the semigroup defined in (3.4), where ω is
an infinitely divisible probability measure on Rd . Then, C20(R
d) ⊂ D(A) and
[Au](x) = −a · ∇u(x)+ 1
2
∇ · Q∇u(x)+
∫
y 6=0
(
u(x − y)− u(x)+ y · ∇u(x)
1+ |y|2
)
φ(dy) (3.5)
for any u ∈ C20(R).
Fractional derivatives were introduced by Leibnitz around the same time as their integer-order cousins [64]. The
simplest mathematical description of the fractional derivative dαu/dxα is the function whose Fourier transform is
(iλ)α uˆ(λ), where uˆ(λ) = ∫ e−iλxu(x) dx is the usual Fourier transform. This extends the familiar formula for
the Fourier transform of an integer-order derivative. For representations in a real space, and more information on
fractional derivatives, see for example [64,65]. For 0 < α < 1 the Fourier transform ωˆ(λ)t = e−t (iλ)α yields an
infinitely divisible probability measure called a stable distribution. Heuristically, this indicates a generator formula:
since T (t)u has Fourier transform e−t (iλ)α uˆ(λ) the difference quotient h−1(T (h)u − u) has the Fourier transform
h−1(e−h(iλ)α − 1)uˆ(λ) → −(iλ)α uˆ(λ) as h → 0+, suggesting the generator formula A = −dα/dxα for this
semigroup. For a rigorous proof, see [66]. For 1 < α ≤ 2 a similar formula ωˆ(λ)t = et (iλ)α also yields a stable
distribution, with the special case α = 2 corresponding to a normal or Gaussian distribution. Here the generator of
the associated semigroup is A = dα/dxα without the minus sign (see, also [59]). The negative fractional derivative
dαu/d(−x)α has the Fourier transform (−iλ)α uˆ(λ). The simplest multivariable fractional derivative is the fractional
Laplacian1α/2 for 0 < α ≤ 2, the inverse Fourier transform of−|λ|α uˆ(λ). The fractional Laplacian can be considered
as a fractional power of the Laplacian operator in the classical sense of Balakrishnan [52,54,59,67,68].
Since fractional derivatives are (negative) generators of infinitely divisible semigroups, they can be computed
from the generator formula (3.5). The stable law ω with Fourier transform ωˆ(λ) = e−(iλ)α for 0 < α < 1 has the
Le´vy representation [a, 0, φ], where φ(r,∞) = Cr−α supported on the positive reals, and a,C are chosen to make
ψ(λ) = (iλ)α in (3.1), see [16, Section 7.3] for details. In this context, the exponent −ψ(λ) is called the Fourier
symbol of the operator A. The fractional Laplacian comes from the generator of a non-normal multivariable stable
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law, an infinitely divisible law on Rd with the Le´vy representation [a, 0, φ], where φ{x : ‖x‖ > r} = Cr−α is radially
symmetric. A more general fractional derivative of order α on Rd comes from the family of stable laws with the Le´vy
representation [a, 0, φ], where
φ
{
x : |x | > r, x|x | ∈ B
}
= Cr−αM(B)
for any Borel subset B of the unit sphere Sd−1 ⊂ Rd , and M is a probability distribution on Sd−1 called the mixing
measure. This fractional derivative has the Fourier symbol∫
|θ |=1
(i〈λ, θ〉)αM(dθ)
in the case 1 < α ≤ 2, see [19] for more details.
Stable laws are distributional limits of sums of independent and identically distributed (i.i.d.) random variables, and
in this context the Le´vy measure codes the probability tail for the individual jumps, see [16, Section 3.1]. For example,
the symmetric stable law on Rd is the distributional limit of the normalised sums n−1/α(X1+· · ·+ Xn), where X i are
i.i.d. symmetric random vectors on Rd with P{|X | > r} = Cr−α , for r > 0 sufficiently large. The mixing measure
codes the directions of large jumps, so that in the symmetric case, M(dθ) is a uniform distribution on Sd−1. Fractional
derivatives of different order in each coordinate are (negative) generators of operator stable laws. Operator stable laws
are distributional limits of i.i.d. random vectors normalised by linear operators rather than constants like n−1/α . For
example, in R2 the operator stable law with Fourier symbol (iλ1)α1 + (iλ2)α2 for 1 < αi ≤ 2 has independent stable
components with index αi and the Le´vy measure concentrated on the coordinate axes. The generator of the associated
semigroup is dα1/dxα11 + dα2/dxα22 .
4. Reaction–diffusion equations
Abstract reaction–diffusion equations of the form (2.1) can be solved approximately by the Trotter Product Formula
as stated in Theorem 2.1, as long as the component equations (2.3) and (2.4) can be solved first, and assuming that
the reaction function f is globally Lipschitz. To this end, our goal is to rewrite the partial differential equation (1.3)
in the form of an abstract ordinary differential equation (2.1) on X := C0(Rd), where f : X → X is defined via the
function f˜ : Rd × R→ R as
[ f (u)](x) = f˜ (x, u(x)). (4.1)
Then, it will suffice to consider operator splitting solutions for the abstract reaction–diffusion equation (2.1). For
many problems of practical interest, the function f is not globally Lipschitz on X . For example, in applications to
population biology the most common model is the Kolmogorov–Fisher equation with f (u) = ru(1−u/K ) (discussed
in Section 1), and here f is not globally Lipschitz. In this section, we show how to solve reaction–diffusion equations
of type (1.3) by an operator splitting method, when the abstract function f defined via (4.1) is only locally Lipschitz.
We use the basic idea from [57], essentially we truncate f to make it globally Lipschitz in such a way that the solutions
to the modified reaction–diffusion equation will be equal to the solutions to the original equation, for initial functions
u0, with ‖u0‖ ≤ N for some integer N . Our approach requires that solutions remain uniformly bounded in time and
space, hence we avoid the complications in [57] caused by solutions that blow-up in finite time. The results presented
here are more general than the illustrative examples in [57], because we allow variable coefficients in the reaction
term, i.e., f˜ (u(x), x) rather than just f˜ (u(x)). While our results do follow from the general procedure in [57], we
provide a self-contained proof here, since the arguments can be greatly simplified in the present case.
We call a Banach space X an ordered Banach space if it is a real Banach space endowed with a partial ordering ≤
such that
(1) u ≤ v implies u + w ≤ v + w for all u, v, w ∈ X .
(2) u ≥ 0 implies λu ≥ 0 for all u ∈ X and λ ≥ 0.
(3) 0 ≤ u ≤ v implies ‖u‖ ≤ ‖v‖ for all u, v ∈ X .
(4) The positive cone X+ := {x ∈ X : x ≥ 0} is closed.
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A typical example of an ordered Banach space is C0(Rd) endowed with the partial ordering u ≤ v whenever
u(x) ≤ v(x) for all x ∈ Rd . Another example is L p(Rd)(1 ≤ p ≤ ∞) endowed with the partial ordering u ≤ v
whenever u(x) ≤ v(x) for x ∈ Rd almost everywhere. An operator A on an ordered Banach space is called positive if
0 ≤ u ≤ v implies 0 ≤ Au ≤ Av. We also write B ≤ A if 0 ≤ Bu ≤ Au for any u ≥ 0; see, for example, [69].
In what follows we discuss the reaction–diffusion (1.3), where the dispersion term is given in terms of the pseudo-
differential operator (3.5), assuming non-negative initial data. First we show that, under suitable conditions on f˜ (x, y),
equation (1.3) can be written in the form (2.1) on X := C0(Rd). Assume that the following conditions hold:
(H1) The function f˜ : Rd × R→ R is continuous;
(H2) lim(|x |,y)→(∞,0) f˜ (x, y) = 0; that is, for any ε > 0, there is δ > 0 and C > 0, such that | f˜ (x, y)| < ε whenever
|y| < δ and |x | > C .
(H3) The function y → f˜ (x, y) is locally Lipschitz uniformly in x ; that is, for any M > 0 there is K (M) > 0 such
that ∣∣∣ f˜ (x, y)− f˜ (x, z)∣∣∣ ≤ K (M)|y − z|
for |y|, |z| ≤ M and x ∈ Rd ;
(H4) f˜ (x, y) < 0 for x ∈ Rd and y ≥ y0; and
(H5) f˜ (x, 0) = 0 for all x ∈ Rd .
Note that in view of (H1) and (H5) assumption (H2) is a uniform continuity assumption on f˜ at (x, 0) for |x | large.
Let us introduce the cut-off function
[ fN (u)](x) := f˜N (x, u(x)) :=

0 if u(x) < 0,
f˜ (x, u(x)) if 0 ≤ u(x) ≤ y0N ,
f˜ (x, y0N ) if u(x) > y0N ,
(4.2)
where N ∈ N. We have the following lemma.
Lemma 4.1. Under assumptions (H1)–(H2), the abstract function f defined as [ f (u)](x) := f˜ (x, u(x)) maps
X := C0(Rd) to itself and so does fN provided that (H5) holds, too. If, in addition,(H3) holds, then f : X → X is
locally Lipschitz and fN : X → X is globally Lipschitz.
Proof. If u ∈ X = C0(Rd) then x → f˜ (x, u(x)) is continuous on Rd by (H1) and lim|x |→∞ f˜ (x, u(x)) = 0 by (H2).
This shows that f : X → X . If (H3) holds, then∣∣∣ f˜ (x, u(x))− f˜ (x, v(x))∣∣∣ ≤ K (M) |u(x)− v(x)| , if |u(x)|, |v(x)| ≤ M
and hence, taking supremums on both sides,
‖ f (u)− f (v)‖ ≤ K (M)‖u − v‖, if ‖u‖, ‖v‖ ≤ M;
that is, f : X → X is locally Lipschitz. The statements about fN follow by similar arguments. 
For example, Lemma 4.1 includes the Kolmogorov–Fisher equation where
f˜ (x, u(x)) = r(x)u(x)(1− u(x)/K (x))
with variable coefficients r = r(x) > 0 and K = K (x) > 0 as long as r, K and 1/K are continuous and uniformly
bounded. Or, in general, it includes functions
f˜ (x, u(x)) :=
n∑
i=1
Ki (x)[u(x)]i (4.3)
provided that
Ki are bounded continuous functions on Rd and (H4) holds. (4.4)
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In population biology, Eq. (4.3) can be used to model the Allee-effect, i.e., the fact that for many species there is
a minimum viable population m below which the species dies out. The minimum viable population can depend on
environmental factors, and hence can be space-dependent. One commonly used model for this phenomenon is
f˜ (x, u(x)) := r(x)u(x)
(
u(x)
m(x)
− 1
)(
1− u(x)
K (x)
)
,
see for example [70, p. 185].
Proposition 4.2. Let X := C0(Rd) and let f be given by (4.1) and assume that conditions (H1)–(H5) hold. Then the
abstract differential equation
u˙(t) = f (u(t)), u(0) = u0 ≥ 0 (4.5)
has a unique strong global solution given by u(t) = S(t)u0 for each non-negative u0 ∈ X. For any positive integer
N ≥ 2, the abstract differential equation u˙ = fN (u), u(0) = u0 ≥ 0, where fN is the Lipschitz continuous function
defined in (4.2), also has a unique strong global solution given by u(t) = SN (t)u0 for each u0 ≥ 0 in X. Furthermore,
if N ∈ N is such that 0 ≤ u0(x) ≤ y0N for all x ∈ Rd , then 0 ≤ [S(t)u0](x) = [SN (t)u0](x) ≤ y0N for all x ∈ Rd
and t ≥ 0.
Proof. Consider the abstract initial value problem
u˙(t) = fN (u(t)), u(0) = u0 ≥ 0 ∈ X
which has, by the Lipschitz continuity of fN (see Lemma 4.1), a unique global strong solution u(t) = SN (t)u0 (see
Theorem 2.1), where SN (·) is the nonlinear semigroup generated by fN . Hence, since the operator norm in this space
is the supremum norm, it follows that the function ux (t) := [SN (t)u0](x) is, for each fixed x ∈ Rd , the unique solution
of the ordinary differential equation
d
dt
ux (t) = f˜N (x, ux (t)), ux (0) = u0(x) ≥ 0 ∈ R.
Since f˜N (x, 0) = 0, it follows easily using the uniqueness of solutions that SN (t) is positive for all t ≥ 0; i.e., if
u0(x) ≥ 0 for all x ∈ Rd , then ux (t) = [u(t)](x) = [SN (t)u0](x) ≥ 0 for all x ∈ Rd , and also if u0(x) ≥ v0(x)
for all x ∈ Rd , then ux (t) = [u(t)](x) = [SN (t)u0](x) ≥ vx (t) = [v(t)](x) = [SN (t)v0](x) for all x ∈ Rd . Since
assumption (H4) ensures that f˜N (x, u(x)) < 0 for all u(x) > y0, it also follows from uniqueness of solutions that, if
u0(x) ≤ y0N for all x ∈ Rd , then [SN (t)u0](x) ≤ y0N for all x ∈ Rd . Moreover, since f˜N (x, u(x)) = f˜ (x, u(x))
for 0 ≤ u(x) ≤ y0N , we see that SN (t)u0 also solves
u˙(t) = f (u(t)), u(0) = u0. (4.6)
Since f is locally Lipschitz by Lemma 4.1, [54, Chapter 3, Theorem 3.4.1] also implies that (4.6) has a unique local
strong solution. The function t 7→ SN (t)u0 is defined for all t ≥ 0, and hence SN (t)u0 is the unique strong global
solution S(t)u0 of (4.6). 
Now we come to the main result of this paper. It shows that the sequential splitting approximation of (2.1) is indeed
convergent.
Theorem 4.3. Let ω be infinitely divisible, let A denote the generator of the strongly continuous semigroup defined in
(3.4) on X := C0(Rd), and let f be given by (4.1). Assume that conditions (H1)–(H5) hold. Then (2.1) has a unique
mild solution u(t) = W (t)u0 for all u0 ≥ 0 in X given by the Trotter Product Formula
W (t)u0 = lim
n→∞
[
T
(
t
n
)
S
(
t
n
)]n
u0 = lim
n→∞
[
S
(
t
n
)
T
(
t
n
)]n
u0. (4.7)
Proof. Let N ∈ N be such that u0(x) ≤ y0N for all x ∈ Rd , and consider the abstract reaction–diffusion equation
u˙(t) = Au(t)+ fN (u(t)), u(0) = u0 ≥ 0. (4.8)
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Since fN : X → X is globally Lipschitz continuous by Lemma 4.1 and A is a generator, there is a unique mild
solution uN (t) = WN (t)u0 of (4.8) given by the Trotter Product Formula
uN (t) = WN (t)u0 = lim
n→∞
[
T
(
t
n
)
SN
(
t
n
)]n
u0
= lim
n→∞
[
SN
(
t
n
)
T
(
t
n
)]n
u0, (4.9)
as stated in Theorem 2.1. The semigroup {T (t)}t≥0 satisfies 0 ≤ T (t)u0 ≤ T (t)v0 for 0 ≤ u0 ≤ v0 and t ≥ 0 since
ωt is a positive measure. If 0 ≤ u0(x) ≤ y0N for all x ∈ Rd , then
0 ≤ [T (t)u0](x) ≤ y0N
∫
Rd
ωt (ds) = y0N (4.10)
Therefore, by (4.10) and Proposition 4.2,
0 ≤
[(
T
(
t
n
)
SN
(
t
n
))n
u0
]
(x) =
[(
T
(
t
n
)
S
(
t
n
))n
u0
]
(x) ≤ y0N (4.11)
and
0 ≤
[(
SN
(
t
n
)
T
(
t
n
))n
u0
]
(x) =
[(
S
(
t
n
)
T
(
t
n
))n
u0
]
(x) ≤ y0N . (4.12)
This also shows that 0 ≤ [uN (t)](x) ≤ y0N for all x ∈ Rd in view of (4.9). Therefore uN (t) is also a mild solution
of (2.1), since fN (u) = f (u) if 0 ≤ u(x) ≤ y0N for all x ∈ Rd . Since f is locally Lipschitz continuous by
Lemma 4.1, [55, Chapter 6, Theorem 1.4] implies that (2.1) has a unique local mild solution and since uN (t) is
defined for all t > 0, it follows that uN (t) is the unique global mild solution of (2.1) given by the Trotter Product
Formula (4.7) in view of (4.9), (4.11) and (4.12). 
Under certain conditions, we also obtain a unique classical solution to the reaction–diffusion equation (2.1).
Corollary 4.4. Let A be given by (3.5) and f˜ by (4.3), and assume that (4.4) holds. If u0 ∈ C20(Rd) ≥ 0, then (2.1)
has a unique classical solution u on X = C0(Rd) given by the Trotter Product formula (4.7).
Proof. It follows from (4.4) that f˜ satisfies conditions (H1)–(H5). Then, it follows from Theorem 4.3 that (2.1) has a
unique mild solution u given by the Trotter Product Formula (4.7). Since u0 ∈ D(A) by Proposition 3.1, and since f :
X → X is continuously differentiable, u is also the unique strong solution of (2.1) by [55, Chapter 6, Theorem 1.5].
Remark 4.5. Corollary 4.4 yields the existence and uniqueness of strong solutions u(t) := W (t)u0 to the abstract
differential equation (2.1) on the function space X = C0(Rd) with the supremum norm. Then, it follows easily that
u(x, t) := [W (t)u0](x) solves the original partial differential equation (1.3) pointwise. Furthermore, the sequential
splitting (4.7) converges pointwise to u(x, t), uniformly for x ∈ Rd .
Next we present a useful result on operator splitting in the special case where the function f (u) = ru(1 − u/K ),
the Kolmogorov–Fisher equation with constant coefficients. In this case, it can easily be shown that the flow of the
abstract differential equation u˙ = f (u) is given by [S(t)u0](x) = [S˜(t)](u0(x)), where
[S˜(t)](y) = K
(
1− K − y
K + y(er t − 1)
)
(4.13)
using integration by parts. The following result is similar to [57, Lemma 16].
Corollary 4.6. Under the assumptions of Theorem 4.3, if f (u) = ru(1 − u/K ), where r and K are constants for
x ∈ Rd , then for all n ∈ N,[
T
(
t
n
)
S
(
t
n
)]n
u0 ≤
[
T
(
t
2n
)
S
(
t
2n
)]2n
u0 ≤ W (t)u0
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≤
[
S
(
t
2n
)
T
(
t
2n
)]2n
u0 ≤
[
S
(
t
n
)
T
(
t
n
)]n
u0, (4.14)
where {T (t)}t≥0 is given by (3.4) and {S(t)}t≥0 is defined in (4.13).
Proof. The proof is essentially identical to (33) in [37]. 
Remark 4.7. The sequential splitting scheme (4.7) used in Theorem 4.3 for solving the reaction–diffusion equation
(1.3) is motivated by applications to population biology. There the operator S(τ ) represents the growth process, the
operator T (τ ) is the migration process, and the sequential operator splitting has the interpretation of first growing
and then migrating, or vice versa. Suppose that T (t) is the convolution semigroup (3.4) associated with an infinitely
divisible probability distribution ωt , and that ft (x) is the probability density of this infinitely divisible law. Then the
iteration formula
un+1(x) = [T (τ )S(τ )un](x) =
∫
Rd
[S(τ )(un)](x − y) fτ (y) dy (4.15)
corresponds to a commonly used discrete-time model in population biology [6,7,37]. In this context, the probability
density fτ (x) is called a dispersal kernel, since it represents the distance travelled by a randomly selected member
of the species during one time step of duration τ [7,71]. Formula (4.15) expresses that the population increases via
an application of the growth operator S(τ ), and then spreads out via an application of the dispersal operator T (τ ). In
some species, population growth is a seasonal event, so that the discrete-time formula (4.15) is the fundamental model,
and the reaction–diffusion equation (1.3) is merely a useful continuum approximation. In those applications, the
connection with the continuous time model (1.3) can be useful to identify appropriate dispersal kernels. The infinitely
divisible kernels are often convenient, since they can be adjusted to any time scale, and have a clear probabilistic
interpretation.
5. Numerical experiments
In this section, we implement the sequential operator splitting procedure to solve fractional reaction–diffusion
equations. We consider the partial differential equation
∂u
∂t
= C ∂
αu
∂xα
+ D ∂
βu
∂yβ
+ ru
(
1− u
K
)
, (5.1)
where 1 < α, β ≤ 2, u = u(x, y, t) is defined over the set (x, y) ∈ R2 and t ≥ 0, and we compute numerical solutions
of the initial value problem assuming the radially symmetric initial condition
u(x, y, t = 0) = min
{
0.8, 10e−x2−y2
}
. (5.2)
Note that the initial function is continuous and tends to zero as the norm of the vector (x, y) tends to infinity, and
hence this initial function is an element of the space C0(R2). Then the conditions of Theorem 4.3 and Corollary 4.4
are satisfied, which guarantees the convergence of the splitting formula (4.7) in view of Remark 4.5. The splitting
algorithm requires us to evaluate the solution operators S(t) and T (t). The solution operator S(t) will be evaluated
via the explicit solution formula (4.13), and note that this procedure is equally valid if the coefficients r, K vary with
the spatial variables (x, y). The solution operator T (t) will be computed via the convolution formula
T (t)u(x, y) =
∫
(x,y)∈R2
u(x − r, y − s) ft (r, s) dr ds (5.3)
where ft (x, y) is the probability density function of the operator stable law µt , whose Fourier transform is given by
ωˆ(λ1, λ2)
t = etC(iλ1)α+t D(iλ2)β .
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Fig. 1. A typical one-dimensional kernel gτ (x) with α = 1.7, C = 0.4, and τ = 0.1. Note the long right tail and marked asymmetry highlighted
in the semi-log plot inset.
Fig. 2. Solution to the fractional reaction–diffusion equation (5.1) at time t = 40 with initial condition (5.2) and parameter values α = β = 1.7,
C = D = 0.4, r = 0.2, and K = 1.
In this case, the Fourier transform decomposes into a product of two terms, and since products in Fourier space
correspond to convolutions in real space, the double integral (5.3) decomposes into a pair of convolutions
T (t)u(x, y) =
∫ ∞
−∞
∫ ∞
−∞
u(x − r, y − s)gt (r) dr ht (s) ds,
where gt is the probability density function of the stable law with Fourier transform etC(iλ)
α
, and ht is the probability
density function of the stable law with Fourier transform et D(iλ)
β
. Fast and accurate numerical computation of the
stable densities is accomplished using the method of Nolan [73], based on an integral representation in Zolotarev [72,
Thm 2.2.3]. Then, the operator T (t) is computed via two numerical convolutions, one for each variable x and y. This
is, of course, another application of operator splitting. Fig. 1 illustrates the shape of the one-dimensional kernel, i.e., the
stable probability density. Note that the tail falls off rather slowly, indicating a strong non-local effect. This is typical
of fractional diffusion models, and accounts for their super-diffusive character. Finally, once the solution operators
S(t) and T (t) are computed, the Trotter Product Formula (4.7) can be used to obtain a faithful approximation to the
solution of the fractional reaction–diffusion equation (5.1).
As a first illustration of the method, we solve the fractional reaction–diffusion equation (5.1) with initial condition
(5.2), assuming that α = β = 1.7, C = D = 0.4, r = 0.2, and K = 1. Fig. 2 illustrates the solution at time t = 40.
This solution was computed using a time step of τ = 0.1 and a spatial grid of ∆x = ∆y = 0.5. Note the elongated
tails in the x and y directions, which are characteristic of the anomalous diffusion component. Also note that, in the
fractional case, the solution is strongly asymmetric and clusters along the axes.
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Fig. 3. Level sets u = 0.1 at different times of the solution to the fractional reaction–diffusion equation (5.1) with initial condition (5.2) and
parameter values α = β = 1.7, C = D = 0.4, r = 0.2, and K = 1. The level sets illustrate the accelerating front.
Fig. 4. A slice (y = 0) of the solution from Fig. 2, with dotted and dashed lines indicating approximate outer and inner solutions computed by
using time steps of τ = 8 and τ = 2. The inset shows the power-law tail of the solution curve.
Fig. 5. Maximal distance between the upper and lower solutions at time t = 40 for various time steps τ , indicating O(τ ) convergence.
Another interesting feature of the solutions to the fractional reaction–diffusion equation is their accelerating fronts.
Fig. 3 shows the level sets u = 0.1 at times t = 10, 20, . . . , 50. The accelerating fronts are apparent, particularly along
the coordinate axes. In applications to biology, where dispersion kernels similar to that in Fig. 1 are often observed,
this accelerating front could represent the advance of an invasive species.
A closer examination of the expanding tail is shown in Fig. 4, which represents the slice y = 0 from Fig. 2. Note
the power-law tail indicated by the straight line asymptotics on the inset log–log plot. The power-law behaviour is
inherited from the stable convolution kernel. The dotted and dashed lines in Fig. 4 illustrate the monotone convergence
guaranteed by Corollary 4.6 in this constant coefficient case. Fig. 5 indicates that the order of convergence is O(τ ).
Next we consider the solution to the fractional reaction–diffusion equation (5.1) in the case where the coefficients
of the reaction term vary in space. We set C = 0.15, D = 0.4, r = 0.2, and let K vary in space. In particular, we
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Fig. 6. Solution to the classical reaction–diffusion equation (5.1) at time t = 90 with initial condition (5.2) and parameter values α = β = 2,
C = 0.15, D = 0.4, r = 0.2, and K = 1 outside the region 10 < x < 20 and y < 2 or y > 4. We set K = 10−6 inside this region to create a
slitted barrier, through which the solution propagates slowly.
Fig. 7. Solution to the fractional reaction–diffusion equation (5.1) at time t = 50 with the same parameter values as in Fig. 6 except that now
α = 1.7. As the plume is more or less symmetric about y = 0, this illustrates how in the fractional case the solution mainly propagates across the
barrier rather than through the slit.
set K (x, y) = 10−6 if 10 < x < 20 and y < 2 or y > 4, K = 1 outside this region, and smoothly interpolate in
between. In applications to biology, this might represent a region where populations cannot grow, due to unfavourable
environmental conditions. The geometry is a slitted barrier, through which the solution will eventually penetrate. First
we consider the case where α = β = 2. Fig. 6 shows the solution in this case, in plan view, at time t = 90. Because
of the classical diffusion term in the x coordinate, the solution is very slow to penetrate the barrier.
Next we change α = 1.7 to represent anomalous diffusion, and repeat the experiment. Fig. 7 shows that by
time t = 50, even earlier than the snapshot t = 90 illustrated in Fig. 6, the solution has penetrated significantly,
and is spreading in the y direction as well. Due to the strongly non-local character of the stable convolution kernel
shown in Fig. 1, it is much easier for members of the population to cross over the barrier via long “jumps.” This
striking characteristic of fractional reaction–diffusion equations may be significant for predicting the likely effects of
population control efforts for nuisance species.
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