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Abstract
This article generalizes the results in [LM14] by giving a formula relating
the topological rank of the full group of an aperiodic pmp equivalence relation
to the cost of its ergodic components. Furthermore, we obtain examples of full
groups having a dense free subgroup whose rank is equal to the topological
rank of the full group, using a Baire category argument. We then study the
automatic continuity property for full groups of aperiodic equivalence relations,
and find a connected metric for which they have the automatic continuity
property. This allows us to give an algebraic characterization of aperiodicity
for pmp equivalence relations, namely the non-existence of homomorphisms
from their full groups into totally disconnected separable groups. A simple
proof of the extreme amenability of full groups of hyperfinite pmp equivalence
relations is also given, generalizing to the non ergodic case a result of Giordano
and Pestov [GP07, thm. 5.7].
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1 Introduction
When considering dynamical systems given by a measure preserving bijection on
a standard probability space, one has at hand various invariants which sometimes
allow to classify them up to conjugacy. For instance, the entropy is a complete
invariant for Bernoulli shifts, meaning that two Bernoulli shifts are conjugate iff
they share the same entropy. An easier to define invariant is the partition of the
probability space induced by the orbits of the dynamical systems. This partition
turns out to be as far as possible from a complete invariant: a result of Dye asserts
that up to a measure preserving bijection, all ergodic dynamical systems induce the
same partition of the space almost everywhere [Dye59]. In other words, they are all
orbit equivalent.
Orbit equivalence is thus trivial in the realm of classical ergodic theory, that
is, ergodic theory of probability measure preserving Z-action. We then move to
the setting of probability measure preserving (pmp) actions of arbitrary countable
groups Γ, where the picture gets much richer. Indeed, whenever Γ is a non amenable
group, Epstein has shown that it admits a continuum of non orbit equivalent pmp
ergodic free actions [Eps08]. On the other hand, generalizing the aforementioned
result of Dye, Ornstein and Weiss have shown that any two pmp ergodic actions of
any two amenable groups are orbit equivalent [OW80].
Given these results, it is desirable to have a more precise understanding of the
situation for pmp ergodic free actions of non amenable groups. But given a non-
amenable group Γ, there are currently no invariants which yield an infinite family of
non orbit equivalent pmp free ergodic Γ-actions. However, if one wants to distinguish
the partitions induced by pmp free ergodic actions of two different non-amenable
groups, there is an invariant which might do the trick, namely the cost.
Introduced by Levitt in 1995 [Lev95], the cost of a pmp action is roughly the
minimal number of elements needed to generate the partition of the space into orbits
induced by this action. In 2000, Gaboriau showed that all the pmp free actions of
the free group on n generators have cost n [Gab00], so that free groups of different
ranks can never have orbit equivalent pmp free actions. As we will see later, the
cost is deeply linked to another natural invariant of pmp actions: their full group,
which we now define.
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Let us fix a standard probability space (X,µ) and denote by Aut(X,µ) the
group of its measure preserving bijections, identified up to null sets. Given a non
trivial pmp action of a countable group Γ on (X,µ), one associates to it a pmp
equivalence relation RΓ defined by xRΓy iff x ∈ Γy. Because the equivalence
classes of RΓ are precisely the Γ-orbits, orbit equivalence can be rephrased as the
study of such pmp equivalence relations up to isomorphism. Now if R is a pmp
equivalence relation, its full group, denoted by [R] is defined by
[R] = {T ∈ Aut(X,µ) : ∀x ∈ X, T (x)Rx}.
The full group of a pmp equivalence relation is a Polish group when equipped
with the uniform metric du(T, T
′) = µ({x ∈ X : T (x) 6= T ′(x)}), homeomorphic as
a topological space to an infinite dimensional Hilbert space [KT10, thm. 1.5].
Suppose that T : X → X is an isomorphism between two pmp equivalence
relations R and R′, i.e. a class measure preserving bijection of (X,µ) such that for
almost every x ∈ X, T ([x]R) = [T (x)]R′ . Then T conjugates the full group of R to
the full group of R′, which are consequently isomorphic as topological groups. In
other words, the full group is an invariant of orbit equivalence.
We thus leave the realm of orbit equivalence and are led to study these full
groups as topological groups in their own right, which was the main motivation for
the already mentioned article of Kittrell and Tsankov [KT10]. Furthermore, Dye’s
reconstruction theorem implies that full groups are a complete invariant of orbit
equivalence: any abstract group isomorphism between full groups must descend from
a class measure preserving orbit equivalence between the corresponding equivalence
relations, as long as one of the two pmp equivalence relations has no finite orbits.
Let us now give examples where one can see concretely how the full group “re-
members” the pmp equivalence relation.
Theorem 1.1 (Eigen [Eig81], Dye [Dye63, prop. 5.1]). Let R be a pmp equivalence
relation. Then R is ergodic iff [R] is simple. Furthermore, when R is not ergodic,
the closed normal subgroups of its full group are of the form
[RA] = {T ∈ [R] : suppT ⊆ A},
where A is a R-invariant subset of X.
Theorem 1.2 (Giordano-Pestov [GP07, thm. 5.7]). Let R be an ergodic equivalence
relation. Then R is amenable iff [R] is extremely amenable.
Theorem 1.3 (Le Maître [LM14, thm. 1]). Let R be a pmp ergodic equivalence
relation. Then topological rank1 t([R]) of the full group of R is related to the integer
part of the cost of R by the formula
t([R]) = ⌊Cost(R)⌋+ 1.
This article is an attempt to understand further algebraic and topological prop-
erties of full groups, especially in the non ergodic case. The results are extracted
from the author’s thesis.
1By definition, the topological rank t(G) of a topological group G is the minimal number of
elements needed to generate a dense subgroup of G.
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1.1 Topological rank for full groups
Our main result is a direct continuation of [LM14], where the question of the topo-
logical rank of the full group of a pmp ergodic equivalence relation R was addressed,
using previous works of Kittrell, Tsankov [KT10] and Matui [Mat13]. We may first
note that when a pmp equivalence relation R has only finite orbits, its full group
cannot be topologically generated by a finite number of elements, for it is a locally
finite group (i.e. all finitely generated subgroups are finite). Moreover, if there is a
positive R-invariant set A onto which R has only finite equivalence classes, the full
group of R factors continuously onto the full group of its restriction to A, so that the
full group of R is not topologically finitely generated. So we can restrict ourselves
to aperiodic pmp equivalence relations, that is, having only infinite classes.
In this article, we compute the topological rank of full groups of pmp aperiodic
equivalence relations, using the same line of ideas as in [LM14], but with some
modifications which we now briefly explain. First, in [LM14] we used a result of
Matui [Mat13, thm. 3.2] which gives two topological generators for the full group
of the ergodic hyperfinite equivalence relation2, and so we had to generalize Matui’s
theorem to non-ergodic hyperfinite equivalence relations (theorem 4.1).
Second, instead of working with the ergodic decomposition, we chose a more
“functional” approach which was already present in Dye’s founding paper [Dye59].
If R is a pmp equivalence relation, we have a conditional expectation which turns
every measurable map into an MR-measurable map, where MR is the σ-algebra of
all R-invariant sets. This yields what we call the R-conditional measure of a set
A, defined to be the conditional expectation of its characteristic function χA. Such a
conditional measure can of course be understood as x 7→ µx(A), where (µx)x∈X is the
ergodic decomposition of R. Also note that when R is ergodic, the R-conditional
measure equals µ. Every element of [R] preserves the R-conditional measure and
conversely, if A,B ⊆ X have the same R-conditional measure, then there is T ∈ [R]
such that T (A) = B (proposition 2.3). More details can be found in subsection 2.1.
In the same spirit, we introduce a notion of cost for non-ergodic equivalence
relations which can be undersood as a function mapping an ergodic component to
its cost, which we refer to as conditional cost. Again rather than using the ergodic
decomposition, we see the conditional cost of a pmp equivalence relation R as an
MR-measurable function from X to R
+∪{+∞}. Also note that when R is ergodic,
the conditional cost is the usual cost. For more details, cf. subsection 2.3.
We can now state our main theorem:
Theorem 1.4. Let R be an aperiodic pmp equivalence relation. Then the topological
rank t([R]) of the full group of R is related to the conditional cost of R by the relation
t([R]) = ess sup
x∈X
⌊C-Cost(R)(x)⌋+ 1.
Because every countable product of full groups can itself be seen as a full group,
we have the following corollary.
2Note that Andrew Marks has now a much shorter proof of Matui’s result, available as a note
on his website.
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Corollary 1.5. Let (Ri)i∈I be a countable family of pmp equivalence relations. Then
t
(∏
i∈I
[Ri]
)
= sup
i∈I
t([Ri]).
Remark. Theorem 1.4 also allows us to remove the ergodicity assumption in corol-
laries 2 and 3 of [LM14].
1.2 (Dense) free groups in full groups
Recall that T ∈ Aut(X,µ) is called aperiodic if all its orbits are infinite, and that
the set of such elements, denoted by APER, is closed for the uniform metric. Our
next result goes into the direction of a better understanding of free groups in full
groups, and generalizes [Kec10, thm. 3.7] (cf. theorem 6.2).
Theorem 1.6. Let R be a pmp equivalence relation, and let T ∈ [R] have infinite
order. Then for all n ∈ N we have the following:
(1) The set of n-uples (U1, ..., Un) of elements of [R] such that
〈T, U1, ..., Un〉 ≃ Fn+1
is a dense Gδ in [R]n.
(2) If furthermore R is aperiodic, then the set of n-uples of aperiodic elements
(U1, ..., Un) of [R] such that
〈T, U1, ..., Un〉 ≃ Fn+1
is a dense Gδ in ([R] ∩ APER)n.
Combining this theorem with a density result for topological generators in ape-
riodic pmp equivalence relations of cost one (proposition 5.1), we get a good un-
derstanding of topological generators for full groups of aperiodic pmp equivalence
relations of cost one (theorem 6.3).
Theorem 1.7. Let R be any pmp equivalence relation, and consider the set
G = {(T, U) ∈ (APER ∩ [R])× [R] : 〈T, U〉 = [R] and 〈T, U〉 ≃ F2}.
Then the following assertions are equivalent.
(1) R is aperiodic of cost one.
(2) G is a dense Gδ in (APER ∩ [R])× [R].
Note that the the aperiodicity restriction on the first coordinate is necessary.
Indeed, topological generators of [R] have to generate the equivalence relation R,
and if D is any dense subset of [R] × [R], it contains elements of arbitrarily small
support. Then, by definition of the cost some elements of D do not generate the
equivalence relation R, hence cannot be topological generators of [R].
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When R is generated by a single pmp automorphism3, the set GEN(R) of gen-
erators of R is a dense Gδ in APER∩ [R], so that in this case we have the following
reformulation of theorem 1.7.
Corollary 1.8. Let R be any aperiodic pmp singly-generated equivalence relation.
Then the set
{(T, U) ∈ GEN(R)× [R] : 〈T, U〉 = [R] and 〈T, U〉 = F2}
is a dense Gδ in GEN(R)× [R].
Using the Kuratowski-Ulam theorem, we see that for R singly-generated aperi-
odic, the set of T ∈ GEN(R) such that
{U ∈ [R] : 〈T, U〉 = [R] and 〈T, U〉 = F2} is a dense Gδ in [R]
is itself a dense Gδ in GEN(R). But it might actually be equal to GEN(R), which
yields the following general question.
Question 1.9. Let T be an aperiodic element of Aut(X,µ), let RT be the pmp
equivalence relation it generates. Does there exist U ∈ [RT ] such that 〈T, U〉 =
[RT ]? If yes, is the set of such U ’s a dense Gδ?
Remark. In the author’s thesis, it is shown that the answer to both these questions
is yes for every T ∈ Aut(X,µ) of rank one, constructing a U ∈ [RT ] very similar to
the one we have here for the odometer (theorem 4.1). But this idea seems to fail for
infinite rank transformations like Bernoulli shifts.
When R is aperiodic of cost one, theorem 1.7 also gives a positive answer to the
following question, which was suggested to the author by Gelander.
Question 1.10. Let R be an aperiodic pmp equivalence relation. Does it have a
dense free subgroup of rank t([R])?
We do not even have an explicit dense free subgroup of rank 2 in the full group of
the hyperfinite ergodic equivalence relation. Let us end this section by mentioning
a very interesting conjecture of Thom about free groups in full groups.
Conjecture (Thom). There are no discrete free subgroups of rank 2 in the full
group of the hyperfinite ergodic equivalence relation.
1.3 Automatic continuity for a finer metric
Dye’s reconstruction theorem [Dye63, thm. 2] states that whenever a pmp equiv-
alence relation R is aperiodic, any abstract group isomorphism ψ between the full
groups of R and another pmp equivalence relation R′ is implemented by a class
measure preserving orbit equivalence T ∈ Aut∗(X,µ) between R and R′, i.e. we
have ψ(g) = TgT−1 for all g ∈ [R] and T ×T (R) = R′. Morevoer, if R is ergodic, T
3By a theorem of Dye [Dye59, thm. 1], a pmp equivalence relation R is singly-generated iff it
is hyperfinite (cf. definition 1.16), which in turn is equivalent to the amenability of R [CFW81].
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is automatically measure preserving. So in the ergodic case Dye’s theorem implies
that any abstract group isomorphism between full groups is an isometry, while in
the non ergodic case it states that it is a homeomorphism. This was the motivation
for Kittrell and Tsankov to study the automatic continuity property for full groups.
Definition 1.11. Let G be a topological group. It satisfies the automatic conti-
nuity property if every homomorphism from G to a separable topological group
is continuous.
Theorem 1.12 ([KT10, thm. 1.2]). Let R be a pmp ergodic equivalence relation.
Then the full group of R endowed with the uniform metric satisfies the automatic
continuity property.
It is a classical fact that whenever G is a Polish group having the automatic
continuity property, every isomorphism between G and a Polish group H is a home-
omorphism (cf. for instance [Ros09]). The preceding theorem can thus be seen as
a partial generalization of Dye’s reconstruction theorem, and also has the following
important consequence.
Corollary 1.13 ([KT10, thm. 1.2]). Every full groups of a pmp ergodic equivalence
relations carries a unique Polish group topology, namely the uniform topology.
Note that whenever R is not aperiodic and non trivial, its full group does not
have the automatic continuity property, for it is connected but admits a non trivial
morphism into Z/2Z (cf. corollary 7.6 and the paragraph following it). So a natural
question is: what happens in the aperiodic case4?
We only provide a very partial answer to this question (theorem 7.3), namely
we define a finer connected metric dC on the full group of R such that ([R], dC) has
the automatic continuity property whenever [R] is aperiodic. This metric can be
thought of as uniform convergence along ergodic components, so that in the ergodic
case it is the uniform metric, but it general it is not separable. Our result is thus
a generalization of theorem 1.12, but the proof is very similar, and we think the
metric dC is actually the right setting for Kittrell and Tsankov’s result.
We use this result to give a characterization of aperiodic equivalence relations in
terms of their full groups (corollary 7.6).
Theorem 1.14. Let R be a pmp equivalence relation. Then the following assertions
are equivalent.
(1) R is aperiodic.
(2) [R] has no nontrivial morphisms into Z/2Z.
(3) [R] has no nontrivial morphisms into totally disconnected separable groups.
4When R has finitely many ergodic components, its full group is the finite product of the
full groups of its restrictions to these components. But by theorem 1.12, each of these has the
automatic continuity property, hence the full group of R itself has the automatic continuity. So
we may restrict ourselves to aperiodic pmp equivalence relations having either a continuous or a
countably infinite ergodic decomposition.
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1.4 Extreme amenability
Our last result (theorem 8.4) generalizes a result of T. Giordano and V. Pestov
on the relationship between the amenability of a pmp equivalence relation and the
extreme amenability of its full group.
Definition 1.15. A topological group G is extremely amenable if every contin-
uous G-action on a compact space K admits a fixed point.
Extreme amenability is a very strong property, specific to “infinite dimensional
groups”, for no non-trivial locally compact group can be extremely amenable [Vee77].
The terminology is justified by the following definition of amenability for topological
groups: a topological group G is amenable if every continuous G-action by affine
isometries on a compact convex subset of a locally convex topological vector space
admits a fixed point.
In the discrete case, amenability admits a lot of different reformulations, some of
which yield different characterizations of amenability for equivalence relations, and
we refer the reader to [Kai97] for these. For our purposes, the following definition
is the most relevant, and turns out to be equivalent to amenability by a celebrated
result of Connes, Feldman and Weiss [CFW81]. Recall that a pmp equivalence
relation is finite if all its classes are finite.
Definition 1.16. A pmp equivalence relation R is hyperfinite if it can be written
as a countable increasing union of finite pmp equivalence relations.
Giordano and Pestov showed in [GP07, prop. 5.3] that an ergodic pmp equiva-
lence relation is hyperfinite iff its full group is extremely amenable. We generalize
this to the non ergodic setting and give an easier proof (cf. theorem 8.4). One
should note however that our proof does not yield that the full group of an amenable
equivalence relation is a Levy group, while their does. Also, we still rely on the con-
centration of measure phenomenon via a theorem of Glasner [Gla98, theorem 1.3],
and it would be nice to have a proof which does not.
1.5 Notations and preliminaries
Everything will take place “modulo sets of measure zero”. A cycle is a measure-
preserving automorphism of (X,µ) who has only finite orbits. A cycle is odd when
all its orbits have an odd cardinality. We keep the same notations and definitions
as in [LM14, sec. 1 and 2], which we now briefly recall.
If (X,µ) is a standard probability space, and A,B are Borel subsets of X, a
partial isomorphism of (X,µ) of domain A and range B is a Borel bijection
f : A → B which is measure-preserving for the measures induced by µ on A and
B respectively. We denote by dom f = A its domain, and by rng f = B its range.
Note that in particular, µ(dom f) = µ(rng f). A graphing is a countable set
of partial isomorphisms of (X,µ), denoted by Φ = {ϕ1, ..., ϕk, ...} where the ϕk’s
are partial isomorphisms. It generates a pmp equivalence relation RΦ, defined
to be the smallest equivalence relation containing (x, ϕ(x)) for every ϕ ∈ Φ and
x ∈ dom ϕ.
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The pseudo full group of R, denoted by [[R]], consists of all partial isomor-
phisms ϕ such that ϕ(x)R x for all x ∈ dom ϕ.
Let p ∈ N. A pre-p-cycle is a graphing Φ = {ϕ1, ..., ϕp−1} such that the following
two conditions are satisfied:
(i) ∀i ∈ {1, ..., p− 1}, rngϕi = dom ϕi+1.
(ii) The following sets are all disjoint:
dom ϕ1, dom ϕ2, ..., dom ϕp−1, rngϕp−1.
A p-cycle is an element C ∈ Aut(X,µ) whose orbits have cardinality 1 or p. So
according to the terminology introduced at the beginning of this section, a p-cycle
is a cycle which is odd iff p is odd.
Given a pre-p-cycle Φ = {ϕ1, ..., ϕp−1}, we can extend it to a p-cycle CΦ ∈
Aut(X,µ) as follows:
CΦ(x) =

ϕi(x) if x ∈ dom ϕi for some i < p,
ϕ−11 ϕ
−1
2 · · ·ϕ−1p−1(x) if x ∈ rngϕp−1,
x otherwise.
The following theorem will again prove very useful.
Theorem 1.17 ([KT10], theorem 4.7). Let R1, R2,... be measure-preserving equiv-
alence relations on (X,µ), and let R be their join (i.e. the smallest equivalence
relation containing all of them). Then
〈⋃
n∈N[Rn]
〉
is dense in [R].
2 Conditional expectation and non ergodic equiva-
lence relations
2.1 Conditional expectation and conditional measure
Given a pmp equivalence relation R, one may look at the measure subalgebra of
the R-invariant sets, i. e. the set of all A ∈ MAlg(X,µ) such that for any ϕ ∈ [R],
ϕ−1(A) = A. We denote this closed subalgebra by MR, and by L
2
R(X) the set of
square integrable MR-measurable real functions.
The orthogonal projection ER from the Hilbert space L
2(X) onto the closed
subspace L2R(X) satisfies the following equality, which defines it uniquely: for any
f ∈ L2(X) and g ∈ L2R(X), ∫
X
fg =
∫
X
ER(f)g.
ER is called a conditional expectation. When A is a subset of X, its charac-
teristic function is an element of L2(X), and we call ER(χA) the R-conditional
measure of A, denoted by µR(A). Because ER is a contraction for the L
∞ norm,
µR(A) is an MR-measurable function taking values in [0, 1]. Proposition 2.2 roughly
states that any MR-measurable function f : (X,µ) → [0, 1] is equal to µR(A) for
9
some A ⊆ X.
The following proposition is due to Dye [Dye59]; we give a simple proof, based
on the marker lemma which we now recall.
Lemma 2.1 ([KM04], lemma 6.7). Let R be an aperiodic equivalence relation, then
there exists a decreasing sequence of An ⊆ X which intersect every R class and such
that
⋂
nAn = ∅.
We call such An’s a sequence of markers.
Proposition 2.2 ([Dye59], Maharam’s lemma). R is aperiodic iff for any A ⊆ X,
and for any MR-measurable function f such that 0 6 f 6 µR(A), there exists B ⊆ A
such that the R-conditional measure of B equals f .
Proof. First note that we can restrict ourselves to the case 0 < f 6 µR(A). By
a maximality argument, it suffices to show that we can find B ⊆ A such that
0 < µR(B) 6 f . Let An be a sequence of markers for R↾A, note that µ(An) =∫
µR(An) → 0, so up to taking a subsequence we can assume µR(An) converges
pointwise to 0. Now define B to be the set of x ∈ X such that here exists an integer
n for which x ∈ An and µR(An)(x) < f(x).
Conversely, if R↾A is finite, one can further restrict A and suppose all its classes
are of size n. Now the function 1
2n
cannot arise as the conditional measure of
B ⊆ A.
Remark. The above proposition has the following nice consequence: given A ⊆ X,
we can split it “equally among ergodic components”: one puts f = µR(A)/2 and
gets B ⊆ A such that µR(B) = µR(A \B) = µR(A)/2 (in particular, µ(B) = µ(A)2 ).
And of course one can also split A in any finite number of pieces, all which have the
same conditional measure.
Proposition 2.3. Let R be a pmp equivalence relation. Then if two sets A and B
have the same R-conditional measure, there exists ϕ ∈ [[R]] whose domain is A and
whose range is B.
Proof. This is a standard maximality argument. One can for instance use the con-
struction in [KM04, lemma 7.10], and check that if µ(A \ A′) > 0, then the R-
conditional measures of A \ A′ and B \B′ are the same and positive. But then the
R-saturation of A \ A′ contains B \ B′, so that there exists a minimal n such that
γ−1n (B \B′) ∩ (A \ A′) is non null, a contradiction.
2.2 A non ergodic analogue of Zimmer’s lemma
Recall that every closed subalgebra of MAlg(X,µ) arises as the inverse image of
MAlg(Y, ν) by some measure preserving π : (X,µ) → (Y, ν), where (Y, ν) is a
standard probability space possibly with atoms. So if R is a measure preserv-
ing equivalence relation, one can find a standard probability space (YR, νR), pos-
sibly with atoms, and a measure preserving map πR : (X,µ) → (YR, νR) such
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that π−1R (MAlg(YR, νR)) = MR. This yields an identification between L
2
R(X) and
L2(YR, νR).
The following proposition is essentially due to Dye [Dye59, thm. 4 and 5], and
generalizes the well-known fact often attributed to Zimmer that any ergodic equiv-
alence relation contains an ergodic subequivalence relation generated by a single
automorphism.
Proposition 2.4 (Dye). Let R be a pmp aperiodic equivalence relation on (X,µ), let
πR : (X,µ)→ (YR, νR) be the measure preserving map associated with the algebra of
R-invariant subsets of X. Then there exists an isomorphism ϕ : (X,µ)→ (YR, νR)⊗
(2N, λ) such that idYR × R0 is mapped into R by ϕ−1, and the following diagram
commutes:
(X,µ) (YR × 2N, νR ⊗ λ)
(YR, νR)
ϕ
piR pi
2.3 Conditional cost
Let R be an aperiodic equivalence relation. As orbit equivalence remembers the
ergodic decomposition of R, the following notion makes sense as an invariant for
non ergodic equivalence relations.
Definition 2.5. The C-cost (conditionnal cost) of a pmp equivalence relation R
is the infimum over all graphings Φ = {ϕi}i∈N which generate R of the functions
C-Cost(Φ) =
∑
i∈N
µR(ϕi).
Let us check that this definition makes sense. The functions µR(Φ) are positive
elements of the von Neumann algebra L∞R (X,µ) = L
∞(YR, νR), to show that they
have an infimum we must check that they constitute a directed set. But if Φ and Φ′
are two graphings which generate R, the set A = {x ∈ X : C-Cost(Φ)(x) < µR(x)}
is R-invariant, and one can define a new graphing Ψ made of the restrictions of the
elements of Φ to A and the restrictions of the elements of Φ′ to X \ A. Such a Ψ
still generates R, and we have
C-Cost(Ψ) = inf(C-Cost(Φ),C-Cost(Φ′)).
Using a maximality argument, one can then see that for every MR-measurable
everywhere positive function f , there exists a graphing Φ which generates R such
that its C-cost is less than f + C-CostR.
We now give a non ergodic version of lemma III.5 in [Gab00].
Lemma 2.6. Let R be an aperiodic pmp equivalence relation, let R0 ⊆ R be hyper-
finite with the same algebra of invariant sets as R (cf. proposition 2.4), and fix a
graphing Ψ0 of C-cost 1 which generates R0. Let f be an MR-measurable function,
everywhere positive. Then there exists a graphing Φ whose C-cost is everywhere less
than C-Cost(R)− 1 + f , such that Φ0 ∪ Φ generates R.
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Proof. Begin with a graphing Φ which generates R, and whose C-Cost is less than
f/2+C-Cost(R). By proposition 2.2, we can find A ⊆ X whose conditional measure
is everywhere less than f/2. Now the induction procedure as described in [Gab00,
lemme II.8] yields a treeing Φ0 of R0 whose C-cost is (1 − µR(A)) and a graphing
Φ˜ of R whose C-cost is (C-Cost(Φ)− (1− µR(A))) such that Φ0 and Φ˜ generate R.
Then in particular Ψ0 ∪ Φ˜ generates R.
The relation between the C-cost and the cost of the ergodic components is very
simple, as shown by the following proposition.
Proposition 2.7. Let R be a pmp equivalence relation. Then the conditionnal cost
of R is the function which associates to x ∈ X the cost of R for the R-ergodic
measure whose support contains x.
Proof. This is a simple reformulation of the proof of proposition 18.4. in [KM04].
3 The hyperfinite ergodic equivalence relation R0
Let 2N = {0, 1}N, and for n ∈ N, 2n = {0, 1}n. Given s ∈ 2n, we define the basic
clopen set
Ns = {x ∈ 2N : xi = si for 1 6 i 6 n}.
We can see elements a ∈ 2n and b ∈ 2N ∪ ⋃n∈N 2n as words in {0, 1}, and denote
their concatenation by a a b. For ǫ ∈ {0, 1} and n ∈ N, ǫn is the word (xi)ni=1 ∈ 2n
defined by xi = ǫ.
3.1 Dyadic permutations
Let n ∈ N. We view S2n as the group of permutations of the set 2n. This defines a
natural inclusion αn : S2n →֒ S2n+1 given by
αn(σ)(x1, ..., xn+1) = (σ(x1, ..., xn), xn+1)
for σ ∈ S2n and (x1, ..., xn+1) ∈ 2n+1. Let S2∞ be the inductive limit of these
groups, called the group of dyadic permutations.
Let us now define a function
√· : S2p → S2p+1 such that for any σ ∈ S2p ,
σ = (
√
σ)2 and
√
σ has same support as σ. The idea is just to make
√
σ “twice as
slow”, as the following picture shows:
To be more precise, if A ⊆ 2p is the support of σ, define √σ by
√
σ(s a ǫ) =

s a 1 if s ∈ A and ǫ = 0
σ(s) a 0 if s ∈ A and ǫ = 1
s a ǫ if s 6∈ A
.
It is easily checked that
√
σ
2
= σ, and that
√
σ has the same support as σ.
This allows us to define functions 2
q√· : S2p → S2p+q inductively on q ∈ N by
2q+1
√
T =
√
2q
√
T .
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Figure 1: A transposition σ ∈ S2 and its square root
√
σ ∈ S4.
The key feature of S2∞ is that it acts in a measure preserving way on (2
N, λ) by,
for σ ∈ S2n , s ∈ 2n and x ∈ 2N,
σ(s a x) = σ(s) a x.
Let R0 be the measure preserving equivalence relation generated by this countable
group. It is immediate that
(xi)i∈NR0 (yi)i∈N ⇐⇒ ∃n ∈ N such that ∀i > n, xi = yi.
To avoid confusion, when we see S2n as a subgroup of [R0], we will denote it by
S˜2n . We still have square root functions 2
q√· : S˜2p → S˜2p+q .
The following proposition belongs to the folklore, for a proof see e.g. [Kec10,
prop. 3.8].
Proposition 3.1. The group of dyadic permutations is dense in the full group of
R0.
3.2 The odometer T0
The odometer is the map T0 ∈ Aut(2N, λ) defined by
(xi)i∈N ∈ 2N 7→ 1n a (xi)i>n,
where n is the first integer such that xn = 0 (note that this is well defined on a set
of full measure). This can be understood as adding (1, 0, 0, ...) to (xi)i∈N with right
carry.
The map T0 belongs to Aut(2
N, λ), an explicit inverse being given by
T−10 : (xi) 7→ 1n−10 a (xi)i>n
where n is the first integer such that xn = 1. This inverse can of course be understood
as substraction with right borrow. Moreover, one can check that T0 generates R0.
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Let n ∈ N, then we define a “finite odometer” σn ∈ S2n by
σn((si)
n
i=1) =
{
0n if (si) = 1
n
1k a (si)i>k else, where k is the first integer such that sk = 0.
We denote by Tn the corresponding element in S˜2n . Note that by definition, Tn and
T0 coincide on 2
N \N1n .
4 Two topological generators for the full group of
RY0 = ∆Y ×R0
In this section, our aim is to prove the following theorem, which gives two topological
generators for non necessarily ergodic aperiodic hyperfinite equivalence relations, the
second topological generator having an arbitrarily small support.
Theorem 4.1. Let (Y, ν) be a standard probability space, possibly with atoms, and
let (X,µ) = (Y ×2N, ν⊗λ) where λ is the standard Bernoulli measure.. Let (Yk)k∈N
be a partition of Y . Finally, let RY0 = ∆Y ×R0 be the pmp equivalence relation on
(X,µ) = (Y × 2N, ν ⊗ λ) defined by
(x, x′)R (y, y′) ⇐⇒ x = y and x′R0 y′.
Then there exists U ∈ [RY0 ] whose support is contained in Z =
⊔
k∈N Yk×(N0k+1∪
N1k+1) such that the following properties are satisfied for all m > 0:
(I) The full group of R is topologically generated by T = idY ×T0 and U2m, where
T0 is the odometer.
(II) For every odd cycle C with disjoint support from U2
m
, the closed group gen-
erated by (CU)2
m
contains U2
m
The following two sections are devoted to basic facts about the full group of R,
which will be used in the proof of theorem 4.1 that we give afterwards.
4.1 Some subgroups which topologically generate [RY0 ]
Let RY0 be as in the statement of the previous theorem. By definition, the full group
of RY0 is isomorphic to the group of measurable maps from (Y, ν) to [R0], denoted
by L0(Y, ν, [R0]). This identification is isometric when we put on L0(Y, ν, [R0]) the
L1 metric d1 defined by
∀f, g : Y → [R0], d1(f, g) =
∫
Y
du(f(y), g(y))dν(y).
Now given a non-null subset A of Y , we can define an injective group morphism
ιA : [R0]→ [RY0 ] by letting ιA(V ) be the element of L0(Y, ν, [R0]) which sends every
y ∈ A to V , and every y 6∈ A to id2N . This morphism is bi-Lipschitz, and if A,B are
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disjoint subsets of Y and V,W ∈ [R0], the (commuting) product iA(V )iB(W ) can
be understood as the map
y ∈ Y 7→

V if y ∈ A,
W if y ∈ B,
id2N otherwise.
.
Since [R0] is separable, the measurable maps from (Y, ν) to [R0] with countable
range are dense in L0(Y, ν, [R0]), which in turn yields that the measurable maps with
finite range are dense in L0(Y, ν, [R0]). But every such map f can be decomposed
as a product
f = ιA1(V1) · · · ιAn(Vn)
where Vi ∈ [R0] and the Ai’s partition Y . Suppose now that B is a dense subalgebra
of MAlg(Y, ν), we may then find f˜ arbitrarily close to f , where
f˜ = ιB1(V1) · · · ιBn(Vn)
and the Bi’s belong to B. We have proved the following lemma:
Lemma 4.2. The full group of RY0 is topologically generated by the set⋃
B∈B
ιB([R0]),
where B is any dense subalgebra of MAlg(Y, ν).
4.2 Two generators for many finite subgroups
Let n > 2, and define τn ∈ S2n to be the transposition which exchanges 0n−11
and 1n−10. Let Un be the corresponding element of S˜2n , that is, the group element
implementing the action of τn on 2
N. Note that the support of Un is N0n−11∪N1n−10,
so that the supports of the Un’s are all disjoint.
Lemma 4.3. For all A ⊆ Y non null, ιA(S˜2n) is generated by ιA(Un) and T .
Moreover, there exists κ(n) ∈ N, independent of A, such that every element of
ιA(S˜2n) can be written as a word in T and ιA(Un) of size less than κ(n).
Proof. Recall that Tn ∈ S˜2n is obtained from the “finite odometer” σn ∈ S2n , which
acts transitively on 2n. And Un corresponds to a transposition τn which permutes
1n−10 and 0n−11 = σn(1
n−10). For i ∈ {1, ..., 2n}, let ai = σi−1n (0n), and note that
a2n = 1
n. For i ∈ {1, ..., 2n − 1}, let ρi be the transposition exchanging ai and ai+1,
and let Vi be the corresponding element of S˜2n . Note that by construction the ρi’s
generate S2n , so that the Vi’s generate S˜2n . Also, since a2n−1 = 1
n−10, we have
ρ2n−1 = τn.
Then observe that, for j ∈ {−2n−1 + 1, ..., 2n−1 − 1}, we have the conjugation
relation
σjnρ2n−1σ
−j
n = ρ2n−1+j.
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Going back to [R0], this yields
T jnUnT
−j
n = V2n−1+j.
But because T and ιA(Tn) coincide on A × (2N \ N1n), and ιA(Un), ιA(V2n−1+j) act
trivially outside of A× 2N, the previous formula yields
T jιA(Un)T
−j = ιA(V2n−1+j).
So the group generated by T and ιA(Un) contains all the ιA(Vi) for 1 6 i 6 2
n − 1.
Since the Vi’s generate S˜2n , the group generated by T and ιA(Un) contains ιA(S˜2n).
And the second part of the lemma follows from the finiteness of S˜2n and the fact
that the construction is independent from the subset A of Y we chose.
We now fix once and for all a function n 7→ κ(n) given by the previous lemma.
4.3 Two topological generators for [RY0 ]
We now begin the proof of theorem 4.1. Let (X,µ) = (Y × 2N, ν ⊗ λ) and RY0 =
∆Y × R0 be the equivalence relation (x, y)RY0 (x′, y′) iff x = x′ and yR0 y′. Note
that by Dye’s theorem, every aperiodic singly generated equivalence relation is orbit
equivalent to such an RY0 .
We also define T = idY × T0 ∈ [RY0 ], where T0 is the odometer.
We first focus on property (I) in the case m = 0, and we will see that the
constructed U also satisfies properties (I) and (II) for all m ∈ N. So we fix a
partition (Yk)k∈N of Y , and we want to find U such that its support is a subset of
Z =
⊔
k∈N
Yk × (N0k+1 ∪N1k+1),
and the set {T, U} topologically generates [RY0 ]. Note that the conditional measure
of Z on L2(Y, ν) is an arbitrary small positive function. To be more precise, if
f ∈ L2(Y, ν) is any function such that 1 > f(y) > 0 for all y ∈ Y , define Yk =
{y ∈ Y : 1
2k
6 f(y) < 1
2k−1
}, and note that the conditional measure of Z =⊔
k∈N Yk × (N0k+1 ∪N1k+1) is smaller than f .
Let An be an increasing family of finite subalgebras of MAlg(Y, ν) with a dense
reunion. Define Bn = {A ∩ (
⋃
k6n Yk) : A ∈ An} and let B =
⋃
n∈N Bn. Note that
because ν(
⋃
k6n Yk) → 1 as n → +∞, the countable set B is dense in MAlg(Y, ν),
and we have the following additionnal property: for every B ∈ B, there exists K ∈ N
such that B × (N0K ∪N1K ) ⊆ Z.
First recall that for all B ∈ B, there existsK ∈ N such that B×(N0K∪N1K ) ⊆ Z.
Since the support of ιB(Un) isB×N0n−11∪N1n−10, which is a subset ofB×(N0K∪N1K )
for all n > K − 1, we have the following lemma.
Lemma 4.4. For every B ∈ B and n large enough, the support of ιB(Un) is a subset
of Z.
We now build an element U of the full group of R such that the support of U is
a subset of Z and [RY0 ] is topologically generated by T and U .
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Sketch of the construction. Let us briefly explain the idea behind the construction
of U . Observe that for all B,B′ ∈ B and n 6= m ∈ N, ιB(Un) and ιB′(Um) have
disjoint support (hence they commute). We fix an enumeration (Bk)k∈N of B such
that each element of B appears infinitely many times. Now start with U = ιB1(Un1),
where n1 is such that the support of ιB1(Un1) is a subset of Z. Then by lemma 4.3,
the group generated by T and U contains ιB1(S˜2n1 ).
We now also want the group generated by T and U to contain ιB2(S˜2n2 ) for
some n2 such that the support of ιB1(Un2) is a subset of Z. If we put U =
ιB1(Un1)ιB2(
√
Un2), observe that since Un1 is an involution, U
2 = ιB2(Un2) so that
the group generated by T and U contains ιB2(S˜2n2 ). The problem is that now, the
group generated by T and U does not contain ιB1(S˜2n1 ) anymore. But if we choose
n2 big enough, the support of ιB2(
√
Un2) will be very small, so we will still have
ιB1(S˜2n1 ) in the group generated by T and U , up to a small error. If we keep doing
that, the group generated by T and U will contain up to an error converging to 0
every ιBk(S˜2nk ), so by proposition 3.1 it will actually contain every ιB([R0]). Then
lemma 4.2 yields that the group topologically generated by T and U contains the
full group of RY0 .
We now begin the actual construction, reverse-engineering the sketch above.
Thanks to lemma 4.2, it is enough to find U ∈ [RY0 ] such that the support of U
is a subset of Z, and for every B ∈ B, ιB([R0]) is contained in the closed group
generated by T and U .
Fix a sequence of positive reals (ǫk)k∈N decreasing to zero. Since ιB is bi-Lipschitz,
by proposition 4.2 it suffices to find U ∈ [R0] whose support is a subset of Z and
an increasing sequence of integers (nk)k∈N such that
(a) For all B ∈ B and infinitely many k ∈ N, every element of ιB(S˜2nk ) is in the
ǫk-neighborhood of 〈T, U〉.
We now fix an enumeration (Bk)k∈N of B such that each element of B appears
infinitely many times. This allows us to replace condition (a) by condition
(a’) For all k ∈ N, every element of ιBk(S˜2nk ) is in the ǫk-neighborhood of 〈T, U〉.
Finally, the definition of κ(n) (cf. the end of section 4.2), the fact that du is
biinvariant and lemma 4.3 yield that we can replace (a’) by the weaker condition
(a”) For all k ∈ N, the element ιBk(Unk) is in the
ǫk
κ(nk)
-neighborhood of the group
generated by U .
First choose n1 ∈ N such that the support of ιB1(Un1) is a subset of Z (such an
n1 exists by lemma 4.4). Then, given nk, find nk+1 > nk such that
(i) the support of ιBk+1(Unk+1) is a subset of Z and
(ii)
1
2nk+1−2
<
ǫk
κ(pk)
.
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We are ready to define U as an infinite product of commuting elements:
U =
∏
l∈N∗
ιBl(
2l−1
√
Unl).
Let us check that condition (a”) is satisfied. If we fix k ∈ N∗, we have
U2
k
=
∏
l∈N∗
ιBl(
2l−1
√
Unl
2k−1
)
=
k−1∏
l=1
ιBl(U
2k−l
nl
) · Unk ·
+∞∏
l=k+1
ιBl(
2l−k
√
Unl)
Because the Unl ’s are involution, the first product is equal to the identity, so that
U2
k−1
= ιBk(Unk) ·
+∞∏
l=k+1
ιBl(
2l−k
√
Unl). (1)
We now check that the error term Wk =
∏+∞
l=k+1 ιBl(
2l−k
√
Unl) is small. Because
for every l ∈ N, 2l−k√Unl has same support as Unl , the support of Wk has measure
smaller than
ν(Bl)
+∞∑
l=k+1
λ(suppUnl) 6
+∞∑
l=k+1
1
2nl−1
(2)
Since (nl)l∈N is increasing, we have for all l > k + 1,
1
2nl−1
6
1
2nk+1+(l−k−2)
We can now bound from above the sum in (2) and get the inequality
µ(suppWk) 6
1
2nk+1
·
+∞∑
l=k+1
1
2l−k−2
6
4
2nk+1
6
ǫk
κ(nk)
because condition (ii) states that
1
2nk+1−2
<
ǫk
κ(pk)
. In the end, because du is bi-
invariant, formula (1) yields
du(U
2k−1 , ιBk(Unk)) 6 µ(supp(Wk))
6
ǫk
κ(nk)
.
Condition (a”) is thus satisfied, so that T and U topologically generate the full
group of RY0 . In other words, property (I) holds for m = 0. Let now m > 0, and let
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U ′ = U2
m
. By the definition of the square root function, and the fact that the Un’s
are involutions, we get
U ′ =
+∞∏
l=m+1
ιBl(
2l−m−1
√
Unl)
=
∏
l∈N∗
ιBm+l(
2l−1
√
Unl+m).
So if we put B′l = Bm+l, the B
′
l’s still enumerate B in a way that every element of B
appears infinitely many times, and we can apply the previous proof to see that U ′
satisfies condition
(b”) For all k ∈ N∗, the element ιB′
k
(Unk+m) is in the
ǫk+m
κ(nk+m)
-neighborhood of the
group generated by U ′.
Using the same argument as for condition (a”) on U , one can see that this implies
that T and U ′ topologically generate the full group of RY0 . So for all m > 0, we
have that T and U2
m
topologically generate the full group of RY0 , in other words
condition (I) is satisified.
Let us now check that condition (II) is also satisfied for all m > 0, that is, let us
show that if C is an odd cycle (an element whose orbits are all finite and have odd
cardinality) with disjoint support from the support of U2
m
, then U2
m
is a cluster
point of the sequence
(
(CU2
m
)k
)
k∈N
. For this, we just need the fact that V = U2
m
only has orbits of cardinality 2l for l ∈ N.
Let the integers (pl)l∈N enumerate the cardinalities of the orbits of C, and let
Pk =
∏
l6k pk. We have C
Pk → idX when k → +∞. For k ∈ N, let Xk be the set of
elements whose V -orbit has cardinality at most 2k. Then, because all the orbits of
V are finite, we have µ(Xk)→ 1 as k → +∞. So, if we let
Vk(x) =
{
V (x) if x ∈ Xk
x else
,
we can write V = VkWk , where Vk and Wk have disjoint support and Wk → idX as
k → +∞.
Since Pk is odd we find mk ∈ N such that mkPk ≡ 1 mod 2k. Observe that
then, mkPk ≡ 1 mod 2l for all l 6 k. This implies that V mkPkk = Vk, so that
du(V
mkPk , Vk) = du(V
mkPk
k W
mkPk
k , Vk)
= du(VkW
mkPk
k , Vk)
6 µ(suppWk)→ 0 [k → +∞].
In the end, because V and C have disjoint support,
(CV )mkPk = (CPk)mkV mkPk → V [k → +∞],
so that condition (2) is satisfied and theorem 4.1 is proved.
19
5 Consequences
5.1 Computation of the topological rank for full groups
We now begin the proof of theorem 1.4. Let R be a pmp aperiodic equivalence
relation. We first prove the inequality
t([R]) > sup
x∈X
⌊C-Cost(R)(x)⌋+ 1.
Let A be a positive R-invariant set and n ∈ N such that ⌊C-Cost(R)(x)⌋ > n for all
x ∈ A. Then the restriction to A yields a continuous morphism [R] → [R↾A]. The
normalised cost of R↾A is at least n, so that by an argument of Miller (cf. [LM14,
proof of theorem 1]), t([R↾A] > n + 1. Because the restriction is a continuous
morphism, we get t([R]) > n+ 1. By definition of the essential supremum, the first
inequality is proved.
We now prove the reverse inequality. Let us first put ourselves in the situation
given by proposition 2.4, so X = YR×2N, µ = νR⊗λ, andR contains the hyperfinite
equivalence relation R0 = ∆YR × R0. The R-conditional expectation is then the
projection onto L2(YR, νR).
Let n be the essential supremum of the function y 7→ ⌊C-Cost(R)⌋(y). We must
find n+1 topological generators for [R]. By definition, the C-cost ofR is everywhere
less than n+ 1.
Fix a graphing Φ0 which generates R0, and whose C-cost is 1. By lemma 2.6,
we can find a graphing Φ of R such that Φ0 ∪ Φ generates R and the C-Cost
of Φ is everywhere lesser than n. Now define f(y) = C-Cost(Φ)(y)
n
< 1, and write
Φ = Φ1∪ · · ·∪Φn, where each Φi has C-cost f . We may find an odd valued function
q(y) such that for all y ∈ Y ,
q(y) + 2
q(y)
f(y) < 1.
Theorem 4.1 then provides elements T and U of the full group ofR0 such that the
support of U has R conditional measure less than 1− q(y)+2
q(y)
f(y), and the following
properties are satisfied:
(1) The full group of R is topologically generated by T = idY × T0 and U .
(2) For every odd cycle C with disjoint support from U , the closed group generated
by UC contains U .
We now let Yp = {y ∈ Y : q(y) = p} for p ∈ N. Note that when p is even,
Yp is empty, and that the Yp’s partition Y . Then by lemma 2.2, for every p ∈ N
we may find disjoint subsets A1p, ..., A
p+2
p of (Yp × 2N) \ suppU , each of the same R
conditional measure f(y)
p
.
Fix p ∈ N as well as i ∈ {1, ..., n}, and consider the restriction of Φi to Yp × 2N.
Using proposition 2.3, we may assume, after cutting/gluing elements of Φi and
pre/post-composing by partial isomorphisms of R0, that the restriction of Φi to
Yp × 2N is a pre-(p+ 1)-cycle.
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Now for all p ∈ N, fix ψp ∈ [[R0]] whose domain is Ap+1p and whose range is Ap+2p .
Put Φ˜i = Φi ∪ {ψp : p ∈ N}.
Then, R is still generated by Φ0∪Φ˜1∪· · ·∪Φ˜n, and every Φ˜i is a pre-(p+2)-cycle
when restricted to Yp × 2N. Let Cpi be the corresponding (p + 2) cycles, and let Ci
be the odd cycle obtained by gluing together all the Cpi . Finally, let U1 = UC1.
Claim. The (n + 1) elements T, U1, C2, ..., Cn topologically generate the full group
of R.
Proof of the claim. Let G be the closed group generated by T, U1, C2, ..., Cn. First,
thanks to condition (2) and the fact that U1 = UC1 belongs to G, we have that
U belongs to G. So by condition (1), G contains [R0]. It follows that G contains
U−1U1 = C1. Since every RΦ˜i is generated by its restrictions to every Yp×2N, which
contain ψp ∈ [[R0]], the arguments in [LM14, proposition 9] and the fact that R is
the join of R0, RΦ˜1 ,...,RΦ˜n yield the conclusion.
5.2 A dense Gδ set of topological generators
Let APER denote the set of elements of Aut(X,µ) whose orbits are all infinite. In
this section we show the following proposition, which will be improved at the end
of the next section (cf. theorem 6.3).
Proposition 5.1. Let R be any aperiodic pmp equivalence relation with Cost(R) =
1. Then the set
{(T, U) ∈ (APER ∩ [R])× [R] : 〈T, U〉 = [R]}
is a dense Gδ in (APER ∩ [R])× [R].
Proof. It is a standard fact that the set we are interested in is a Gδ, so we only have
to show its density. Because of Rohlin’s lemma, any aperiodic element of [R] has
a dense conjugacy class in [R], so that we actually only have to find one aperiodic
T ∈ [R] such that the set
{U ∈ [R] : 〈T, U〉 = [R]}
is dense in [R].
By proposition 2.4, we can supposeX = Y ×2N equipped with a product measure
µ = λ⊗ B(1/2), where (Y, λ) is a standard probability space (possibly with atoms)
and B(1/2) is the standard Bernoulli measure. Moreover, we may assume that R
contains R0 = idY × R0, which is generated by T = idY × T0. We will show that
the set {U ∈ [R] : 〈T, U〉 = [R]} is dense.
Recall that the set of cycles is dense in the full group of R. One can then show
that the set of cycles whose support does not intersect Y × (N0k+1 ∪N1k+1) for some
k, and whose orbits have bounded cardinality is dense in [R].
Fix such a cycle C and ǫ > 0, write the order of C as a product 2KN , where N
is odd. Also fix k ∈ N such that Y × (N0k+1 ∪N1k+1) is disjoint from the support of
C, and µ(Y × (N0k+1 ∪N1k+1)) < ǫ, and find an odd number M coprime with N .
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Theorem 4.1 provides us U ∈ [R] whose support is a subset of Z = Y × (N0k+2 ∪
N1k+2), such that the full group of R is topologically generated by T and U2K .
Now note that because R is aperiodic, its conditional cost is greater or equal
than one. Since R has cost one, its conditional cost must then be constant equal to
one. Using the same ideas as in the proof of theorem 1.4, we may find a cycle C ′ of
order M supported on Y × (N0k+11) (which is disjoint from the supports of U and
C), such that each C ′ orbit contains two consecutive R0 related elements, and R is
generated by T0 and C
′. We define U ′ = UCC ′, note that U ′ is ǫ-close to C so that
the proof boils down to the following claim.
Claim. T and U ′ topologically generate [R].
Indeed, let G the the closed subgroup generated by T and U ′. Since CC ′ and U
have disjoint support and CC ′ is an odd cycle, condition (II) in theorem 4.1 ensures
that U2
K
belongs to the group topologically generated by U ′2
K
= (CC ′U)2
K
, so G
contains [R0]. Then G must contain CC ′ = U ′U−1, but by the chinese remainder
theorem, because C and C ′ commute and their orders are coprime with each other,
G contains C ′. Now because each C ′ orbit contains two R0 related elements, the
same proof as for theorem 4.1 yields that G contains [RC′ ], hence G contains [R].
6 Free subgroups in full groups
This section is devoted to a generalization of the following theorem of Kechris, which
we then use to find dense free subgroups in some full groups. Note that the set of
tuples generating a free group is always a Gδ in a Polish group, so that in the next
theorems, the key feature is the density of tuples generating a dense subgroup.
Theorem 6.1 ([Kec10, Theorem 3.9]). Let R be a pmp ergodic equivalence relation
and n ∈ N. Then the set of n-tuples of aperiodic elements of [R] generating a free
subgroup is a dense Gδ in the set of n-tuples of aperiodic elements of [R].
By the Kuratowski-Ulam theorem, for n = 2 the above statement is equivalent to
having a dense Gδ of aperiodic elements T for which there is a dense Gδ of aperiodic
elements U such that the subgroup generated by T and U is free. Our result yields
a dense Gδ above any T ∈ [R] of infinite order.
Theorem 6.2. Let R be a pmp equivalence relation, and let T ∈ [R] have infinite
order. Then for all n ∈ N we have the following:
(1) The set of n-uples (U1, ..., Un) of elements of [R] such that
〈T, U1, ..., Un〉 ≃ Fn+1
is a dense Gδ in [R]n.
(2) If furthermore R is aperiodic, then the set of n-uples of aperiodic elements
(U1, ..., Un) of [R] such that
〈T, U1, ..., Un〉 ≃ Fn+1
is a dense Gδ in ([R] ∩ APER)n.
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Proof. For the sake of notational simplicity, we only give a detailed proof for n = 1.
Whenever w is a reduced word in two letters t and u, we denote by w(ϕ, ψ) the
evaluation of this word on elements ϕ, ψ belonging to the pseudo-full group of R.
Note that w(ϕ, ψ) may be nowhere defined, but that whenever ϕ and ψ belong to
the full group of [R], w(ϕ, ψ) also does.
Let T ∈ R have infinite order, which is equivalent to asking that T has un-
bounded orbits. We have to show that for every non empty reduced word w in t and
u, the set of U ∈ [R] (respectively in U ∈ APER ∩ [R]) such that w(T, U) 6= 1 is
dense in [R] (respectively in APER ∩ [R]). Indeed, every one of these sets is open,
and their intersection is the set of U ’s such that T and U generate a free group.
So we fix a reduced word w, δ > 0 and U ∈ [R] (respectively U ∈ APER ∩ [R]).
We want to find U ′ ∈ [R] (respectively U ′ ∈ APER ∩ [R]) such that du(U,U ′) < δ
and w(T, U ′) 6= idX . Because T has infinite order, we may restrict ourselves to the
case when w contains at least one occurrence of u. Up to conjugating w, we may
then suppose that w ends with the letter u or u−1. Let n be the length of w.
Because T has unbounded orbits, there is A ⊆ X such that (T j(A))2(n+1)2j=0 is a
disjoint family of subsets of X . The map which associates to every B ∈ MAlg(X,µ)
the first return map UB induced by U on B is continuous. So, up to shrinking A,
we may furthermore assume that
du(U,UX\⊔2(n+1)2j=0 T j(A)
) <
δ
2
,
and also that µ(
⊔2(n+1)2
j=0 T
j(A)) < δ
2
.
For all i ∈ {0, ..., n} and j ∈ {−n, ..., n}, let Ai,j = T j+n+2(n+1)i(A). We think of
the Ai,j’s as squares on the plane whose center has coordinates (i, j). In this picture,
T mostly acts by vertical translation.
Write w = wn · · ·w1, with wk ∈ {t, t−1, u, u−1}. Let us define by recurrence on
k ∈ {0, ..., n} a sequence of pairs of integers (ik, jk)nk=0 by putting (i0, j0) = (0, 0),
and then
(ik+1, jk+1) = (ik, jk) +

(0, 1) if wk = t
(0,−1) if wk = t−1
(1, 0) if wk = u
±1
.
Note that the sequence (ik, jk)
n
k=0 is injective because w is a reduced word. We now
build up an element ϕ of the pseudo full group of R such that w(T, ϕ) “follows the
same path” as the sequence (ik, jk) (cf. figure 2).
Let K+ be the set of k ∈ {1, ..., n} such that wk = t, and K− the set of
k ∈ {1, ..., n} such that wk = t−1. For all i, j ∈ {1, ..., n} × {−n, ..., n}, we fix
a partial isomorphism ψi,j ∈ [[R]] whose domain is Ai−1,j and whose image is Ai,j
(for instance, one can choose ψi,j = T
2n+1
↾Ai−1,j
).
The partial isomorphism ψ ∈ [[R]] is defined by gluing together some of the ψi,j:
ψ =
⊔
k∈K+
ψik,jk ⊔
⊔
k∈K−
ψ−1ik,jk .
Note that ψ is well defined because an element of K+ is never followed by an
element of K− and vice-versa, since w is a reduced word. By construction, for all
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A4,−1A1,−1
A1,−2 A2,−2
A2,−1
A0,0
A3,−1
A4,0A1,0
A4,1
T−1
T−1
ψψ
T
ψ
T
T
ψ
w(T, ψ)
Figure 2: The construction of ψ for w = t2u−2tut−2u−1
k ∈ {1, ..., n}, wk · · ·w1(T, ϕ) has domain Ai0,j0 and range Aik,jk . In particular, the
range of wn · · ·w1(T, ϕ) = w(T, ψ) is disjoint from its domain.
We now seek U ′ ∈ [R] (respectively U ′ ∈ APER ∩ [R]) near to U and which
extends ϕ. First recall that we have
du(U,UX\⊔2(n+1)2j=0 T j(A)
) <
δ
2
,
and that the domain as well as the range of ψ are subsets of
⊔2(n+1)2
j=0 T
j(A).
We now consider the two cases of the theorem separately. In the first case, we
extend ψ to an element U˜ of the full group of the restriction of R to ⊔2(n+1)2j=0 T j(A).
In the second case, because ϕ is obtained by gluing together pre-p-cycles with disjoint
supports, the aperiodicity of R enables us to extend it to an aperiodic element U˜ of
the full group of the restriction of R to ⊔2(n+1)2j=0 T j(A).
We may then define
U ′(x) =
{
U˜(x) if x ∈ ⊔2(n+1)2j=0 T j(A)
UX\
⊔n
j=−n T
j(A)(x) else.
We clearly have du(U,U
′) < δ, and since U ′ extends ϕ, we hvae w(T, U ′) 6= idX .
Finally, U ′ belongs to [R] (respectively to APER ∩ [R]).
We now apply this theorem to give a characterization of aperiodic pmp equiva-
lence relations of cost one, using the results of the previous section.
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Theorem 6.3. Let R be any pmp equivalence relation, and consider the set
G = {(T, U) ∈ (APER ∩ [R])× [R] : 〈T, U〉 = [R] and 〈T, U〉 ≃ F2}.
Then the following assertions are equivalent.
(1) R is aperiodic of cost one.
(2) G is a dense Gδ in (APER ∩ [R])× [R].
Proof. Suppose first that R is a aperiodic. Then theorem 6.2 yields that the set
G1 = {(T, U) ∈ (APER ∩ [R])× [R] : 〈T, U〉 ≃ F2}
is a dense Gδ, while proposition 5.1 asserts that the set
G2 = {(T, U) ∈ (APER ∩ [R])× [R] : 〈T, U〉 = [R]}
is a dense Gδ. So G = G1 ∩G2 is a dense Gδ.
Conversely, if R is not aperiodic, it is not topologically finitely generated, hence
G2 is empty, so in particular G is empty. And if R is aperiodic but not of cost
one, its cost has to be strictly greater than one, so suppose by contradiction that
G2 were dense in (APER ∩ [R]) × [R]. Its vertical section would contain U ’s of
arbitrarily small support, which along with any T ∈ [R] would then fail to generate
the equivalence relation R by the definition of the cost, so that they could not
topologically generate the full group of R, a contradiction.
7 A finer metric on full groups
The notion of R-conditional measure induces a new metric dC on the full group of
R, defined by
dC(S, T ) =
∥∥µR(suppS−1T )∥∥∞ .
In this section, we study this bi-invariant complete metric, which is non separable as
soon as R has infinitely many ergodic components, and show that ([R], dC) satisfies
the automatic continuity property as soon as R is aperiodic.
First, remark that if R has only finitely many ergodic components, this metric
induces the uniform topology on [R], so that our automatic continuity result is a
generalization of [KT10, theorem 3.1]. Note however that our proof follows the exact
same outline as theirs.
7.1 Automatic continuity for ([R], dC)
The following notion, introduced by Rosendal and Solecki [RS07], will be key in
order to prove the automatic continuity property for full groups.
Definition 7.1. Let n ∈ N. A topological group G is said to be n-Steinhaus if for
every subset A of G containing the identity such that A = A−1 and such that G is
covered by countably many left translates of A, the set An of products of at most n
elements of A contains a neighborhood of the identity.
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For a survey on automatic continuity, including in particular a proof of the next
proposition, see [Ros09].
Proposition 7.2 (Rosendal-Solecki). Suppose a topological group G is n-Steinhaus
for some fixed n ∈ N. Then every homomorphism from G into a separable group is
continuous.
We may now state the main theorem of this section.
Theorem 7.3. Let R be a pmp aperiodic equivalence relation. Then ([R], dC) is
38-Steinhaus. In particular, every homomorphism from ([R], dC) into a separable
group is continuous.
Proof. Take (Bn)n∈N which partition X, each of them having constant positive con-
ditional measure. For any B ⊆ X, let [R]B = {T ∈ [R] : suppT ⊆ B}. The proof
of the first step goes verbatim as in [KT10], so we omit it.
Step 1. There exists n ∈ N such that
∀T ∈ [R]Bn∃S ∈ W 2, S↾Bn = T↾Bn
We fix n as in the previous lemma, and let B = Bn.
Step 2. W 2 contains an involution S whose support is contained in B, and has
constant conditional expectation lesser than µ(B)/2.
Fix disjoint A1, A2 ⊆ B of constant conditional measure µ(B)/4, and fix an
involution T supported in A1∪A2, exchanging them. Now one can find an increasing
family (At)t∈(0,µ(B)/4) 7→ of subsets of A1 where each At has constant conditional
measure equal to t (for instance, lemma 2.2 provides such a family for dyadic t, and
one can then use the completeness of the measure algebra to extend this uniquely
for t ∈ (0, µ(B)/4)).
Let Tt = T↾At∪T (At) ⊔ idX\(At∪T (At), note that these involutions all belong to the
commutative group [RT ], and as there are uncountably many such Tt’s, there is
m such that gmW contains two distincts elements Tt1 , Tt2 with t1 < t2. Now S =
Tt1Tt2 = T
−1
t1 Tt2 belongs toWg
−1
m gmW = W
2 and has support At2 \At1⊔T (At2 \At1),
which has constant conditional expectation lesser than µ(B)/2.
We fix such an S, and a subset C of B such that suppS ⊆ C and µR(C) =
2µR(suppS).
Step 3. We have [R]C ⊆ W 36.
Indeed, let T ∈ [R]C be an involution. We first construct an involution U ∈
[R]C such that the support of the involution S(USU) has conditional measure f =
µR(suppT ). By lemma 2.2, we may find E ⊆ (C \ suppS) which has conditional
measure f
2
. Let F1 be a subset of a fundamental domain of S↾suppS having conditional
measure µ(C)−f
4
. Put F2 = T (F1), let F = F1 ⊔ F2 and let ϕ ∈ [[R]] be a partial
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isomorphism of domain E and range F given by lemma 2.3. Define the involution
U ∈ [R]C by
U(x) =

ϕ(x) if x ∈ E
ϕ−1(x) if x ∈ F
x else
Then the support of S(USU) is E∪F , hence has conditional measure f = µR(suppT ).
Thanks to step 1, we may find U˜ ∈ W 2 which coincides with U on suppS ⊆ B.
Then, U˜SU˜−1 = USU so that S(USU) belongs to W 8. Because its support has the
same conditional measure as the support of T , lemma 2.3 yields that SUSU and T
are conjugated by an involution V supported on C. Again, by step 1, we find V˜ such
that V and V˜ coincide on C, and we deduce that T = V SUSUV = V˜ SU˜SU˜−1V˜ −1
belongs to W 12.
Now by a result of Ryzhikov [Ryz93] any element of [R]C is the product of at
most 3 involutions in [R]C , so [R]C ⊆ W 36.
We can now conclude the proof exactly as in [KT10]: let (Tn) be a sequence of
elements of [R] such that dC(Tn, 1)→ 0. LetDn = suppTn, andD =
⋃
m gmDm. We
only need to show that there exists m such that Tm ∈ W 98. Going to a subsequence
if necessary, we may assume that
∑
µR(Dn) 6 µR(C), hence µR(D) 6 µR(C).
Now there is A ⊆ C such that µR(A) = µR(D). We may find S ∈ [R] such that
S(A) = D; there is m such that S ∈ gmW , and we put T = g−1m S ∈ W . We
have Dm ⊆ T (A), and so T−1TmT ∈ [R]A ⊆ [R]C ⊆ W 36. Thus Tm belongs to
WW 36W = W 38, and we are done.
7.2 Connectedness
Whenever R is of type In, the metric dC induces the discrete topology. However, if
R is aperiodic, the induced topology is connected.
Lemma 7.4. Let R be an aperiodic pmp equivalence relation. Then ([R], dC) is
connected.
Proof. By a result of Ryzhikov [Ryz93], [R] is generated by involutions, so it suffices
to connect involutions to the identity. But if T is an involution, let A be a fundamen-
tal domain of T . Since R is aperiodic we may, as in step 2 of the proof of theorem
7.3, find an increasing family (At)t∈[0,1] of subsets of A such that µR(At) = tµR(A).
Then define the involution Tt by
Tt(x) =

T (x) if x ∈ At
T−1(x) if x ∈ T (At)
x else
Then dC(Tt1 , Tt2) 6 |t1 − t2|, T0 = idX and T1 = T , so that T is connected to the
identity.
Putting together lemma 7.4 and theorem 7.3, we have the following consequence.
Corollary 7.5. Let R be a pmp aperiodic equivalence relation. Then every mor-
phism from [R] to a zero dimensional separable group is trivial.
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Remark. This implies that the full group of an aperiodic pmp equivalence relation
cannot act nontrivially on a Cantor set, in particular in can never be abstractly
isomorphic to the full group of a Cantor dynamical system, answering a question
suggested by Vincent Tassion (for a definition of full groups in the topological setting,
cf. [GPS99]).
We can then characterize aperiodic pmp equivalence relations algebraically.
Corollary 7.6. Let R be a pmp equivalence relation. Then R is aperiodic iff every
morphism from its full group to a totally disconnected separable group is trivial.
Moreover, when R is periodic, it admits a non trivial morphism onto Z/2Z.
Proof. By corollary 7.5, we only need to show that if R is not aperiodic, then
there exists a non trivial morphism [R] → Z/2Z. So let R be a non aperiodic
equivalence relation, then we find an R-invariant positive set A and n ∈ N such that
all the elements of A have R-classes of cardinality n. Then we have a morphism
πA : [R]→ [R]A given by restriction. Let B be a fundamental domain of R↾A, then
we may identify the full group of R↾A with the group of measurable maps from B
to the symmetric group on n elements. Using the signature and πA, we get a non
trivial morphism ϕ from [R] to the group L0(B,Z/2Z) of measurable maps from B
to Z/2Z. Such a group has only elements of order 2, so it is a Z/2Z vector space.
Fix a non trivial element y in the image of ϕ, then using the axiom of choice we find
a projection p : L0(B,S2)→ Z/2Z onto the vector space spanned by y. Then p ◦ ϕ
is a non trivial morphism from [R] to Z/2Z.
Note that this theorem implies that if R is not aperiodic, then its full group
equipped with the uniform metric does not satisfy the automatic continuity property,
as it is connected but admits a morphism onto Z/2Z. It would be interesting to
characterize the full group of R equipped with the uniform metric in terms of the
automatic continuity property, namely to answer the following question.
Question 7.7. Let R be a pmp aperiodic equivalence relation. Is every morphism
from ([R], du) to a separable group continuous?
8 Extreme amenability
This section is devoted to giving a simple proof of the following proposition, which
was proved by Giordano and Pestov in the ergodic case [GP07, prop 5.3].
Proposition 8.1. Let R be a hyperfinite equivalence relation, then its full group is
extremely amenable.
The previous proposition is a straightforward application of the two following
lemmas. The first one is an immediate consequence of theorem 1.17, but we give
here a direct proof.
Lemma 8.2. Let R = ⋃nRn be a pmp equivalence relation, where the Rn’s are
increasing finite equivalence relations. Then
⋃
n[Rn] is dense in [R].
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Proof. Let ϕ ∈ [R] and ǫ > 0, since the Rn’s exhaust R there exists n ∈ N such that
µ({x ∈ X : ϕ(x)Rn x}) > 1 − ǫ. Now put ψ(x) = ϕ(x) whenever ϕ(x)Rn x. We
can extend ψ to an element ψ˜ of the full group of Rn. Indeed, ψ induces a partial
bijection in every Rn-class, and every such partial bijection can be extended in a
Borel way to have full domain (using a Borel total order on X, one can for instance
send the first element of each equivalence class not in the domain of ψ to the first
element of the class not in the range of ψ, etc.). By definition, du(ψ˜, ϕ) < ǫ.
Lemma 8.3. Let R be a finite equivalence relation. Then its full group is extremely
amenable.
Proof. For n ∈ N, let Xn be the set of x ∈ X whose R-class has cardinality n.
Then we have a topological group isomorphism between the full group of R and the
product
∏
n∈N[R↾Xn ]. Let An be a transversal for R↾Xn , then we can identify [R↾Xn ]
with the group L0(An,Sn) of measurable maps from An to Sn. This identification
is an isometry if we put on L0(An,Sn) the L
1 metric d1 defined by:
d1(f, g) =
∫
An
dHam(f(x), g(x))dµ(x),
where dHam is the Hamming metric on Sn (i.e. dHam(σ, σ
′) = Card({x ∈ {1, ..., n} :
σ(x) 6= σ′(x)})). Then, a theorem of Glasner ([Gla98, theorem 1.3], see also [GP07,
theorem 2.20]) implies that [R↾Xn ] = L0(An,Sn) is extremely amenable since Sn is
compact. We conclude that [R] =∏n∈N[R↾Xn ] is also extremely amenable.
Remark. In order to prove proposition 8.1, one could also use Dye’s theorem and
identify the full group of the aperiodic part X∞ of R with L0(X∞, [R0]), which is
easily seen to be extremely amenable once we know that [R0] is amenable. This also
yields that the full group of any hyperfinite equivalence relation is actually a Levy
group.
Using the theorem of Connes, Feldmann and Weiss, and the fact that the full
group acts continuously by affine isometric transformations on the field of invariant
means on R, one can easily see that the converse of proposition 8.1 holds, and so
we get the following corollary.
Theorem 8.4. Let R be a pmp equivalence relation. Then the following statements
are equivalent.
(i) R is hyperfinite.
(ii) The full group of R is amenable.
(iii) The full group of R is extremely amenable.
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