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Abstract. Deep learning techniques have recently shown to be success-
ful in many natural language processing tasks forming state-of-the-art
systems. They require, however, a large amount of annotated data which is
often missing. This paper explores the use of domain-adversarial learning
as a regularizer to avoid overfitting when training domain invariant fea-
tures for deep, complex neural network in low-resource and zero-resource
settings in new target domains or languages. In case of new languages,
we show that monolingual word-vectors can be directly used for train-
ing without pre-alignment. Their projection into a common space can be
learnt ad-hoc at training time reaching the final performance of pretrained
multilingual word-vectors.
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1 Introduction
Text classification is the generic term to describe the process of assigning a
document x to a class y [1]. Depending on the nature of the class label y, text
classification can be used for a variety of tasks, including sentiment analysis [25],
spam filtering [35] or topic labeling [39].
Traditional approaches use sparse, symbolic representations of words and
documents, such as the bag-of-words model [8]. Then, linear models or kernel
methods are used for the classification [39]. This approach has obvious disadvan-
tages. While the symbolic representation of words can not model similarities and
relations between words [6], linear models often fail to understand relations in
longer sentences which is particularly important for sentiment detection [30].
Current state-of-the-art natural language processing (NLP) models often use
distributed representations of words [28,31] which are then feed into complex
neural network models such as convolutional neural networks (CNNs) [22] or
recurrent neural networks (RNNs) [37]. While these approaches proved to be
successful for many NLP tasks [8,5], they often require large amounts of labeled
data. However, there is often only a little training data or even no data available
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when a NLP application is needed for new domains [13] or new languages [2,9,16].
Moreover in case of adaptation to new languages, multilingual word-vectors are
considered to be required. They are, however, not trivial to obtain due to the
lack of parallel data [10] or multilingual dictionaries [3].
In this work we explore domain adversarial training and its interpretation
as a regularizer for training of complex model architectures avoiding overfitting
in low-resource and zero-resource settings. In the case of transfer learning from
one to another, low-resource, language, our experimental results reveal that a
projection of separate word-vectors into a common space can be automatically
learnt during training, which suggests that the multilingual word-vectors are no
longer needed. All code necessary to reproduce our experimental results is made
available 1.
The remainder of the paper is organized as follows: In section 2, we shortly
summarize the most related work and emphasize the differences between our work
and the previous one. Section 3 describes the model architecture and various
feature extractors. In section 4, we introduce the three datasets and present our
experimental setups. Section 5 reports the results and our analysis on the two
experiments including low-resource domain and language. The study is concluded
in section 6.
2 Related Work
Adversarial training [14] has recently gained considerable interest in NLP re-
search community [7,12,15,20,24,32,34,42]. The most related works to our re-
search are presented in [12] and [7]. [12] proposed domain-adversarial neural
networks (DANN), a general approach for domain adaptive classifiers using the
reversal of the gradients in an adversarial domain classifier. They showed that
domain-adversarial training using gradient-reversal enables a feature-extractor
to learn domain-invariant representations of an input. [7] extended it by using
Wasserstein approximation over categorical cross-entropy as the loss function
and used the general DANN architecture for multilingual sentiment classification
by averaging multilingual word-vectors. In comparison with these works, we will
explore DANN when training of more complex networks in low-resource scenarios.
Furthermore, we will address the question whether multilingual word-vectors are
necessary in transfer learning to low-resource languages.
3 Proposed Model
3.1 Architecture
Figure 1 shows the general network architecture. Input to the network is a
document x represented by a K × |x| matrix where each row represents a K
dimensional word vector and |x| is the number of words in x. In the case where
1 https://gitlab.mi.hdm-stuttgart.de/griesshaber/dann-evaluation
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Fig. 1. The general network architecture using domain-adversarial training
the documents xsrc and xtgt are from different languages, an additional layer
with shape K ×K for each domain is introduced to project word-vector into a
common space. As this projection is learnt during training of the classifier, it
optimises the alignment to the objective of the network. We argue this presents
an advantage over the use of a pre-aligned embedding which may have been
optimised to a different objective (i.e. using the distributional hypothesis [17] or
parallel corpora).
The projected input is then fed into a feature extractor F (more details in
Subsection 3.2) which should learn to produce a single document vector z for any
document x. The objective of F is to learn features that are discriminative to
the class of the document but indiscriminate to the domain. To achieve this, the
architecture trains 2 separate classifiers: a label predictor P(z)⇒ y and a domain
discriminator Q(z) ⇒ d. Both get their input from the joint feature extractor
F(x)⇒ z and are jointly trained. While P is trained to minimise the loss on the
label classification, the domain classifier Q is adversarially trained to minimise
the loss on the domain classification. Thus, the intuition is thatF will learn a joint
feature space where elements are invariant for their domain d but distinguishable
in their class label y. For the adversarial training, a gradient-reversal-layer (GRL)
is used that inverts the gradients of Q during back-propagation. Thus, minimis-
ing the loss L(Q) effectively trains F to produce features that hinder Q from
learning a good domain discriminator. This is explained by the fact that L(Q)
approximates the divergence of the space of hyperplanes H of F that separates
the training elements by their domain association. See [11] for a full mathemat-
ical elaboration. To weight the impact of the two branches, the gradients of Q
are multiplied with the hyperparameter λ during training. Therefore a higher λ
value puts more emphasis on learning F to produce domain-invariant features.
One important property of this architecture is that it does not explicitly need
labeled training samples from the target domain. Moreover, it is also possible to
use any available data from the target domain for the training of P. This makes
the architecture suitable for no- and low-resource learning.
The label predictor P is trained to minimise the cross-entropy between the
output and the document labels. As the domain discriminator effectively tries
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to predict from which distribution PF a document vector z is drawn from, we
follow [4] and approximate the Wasserstein distance by using the Kantorovich-
Rubenstein duality [38] with the output of Q to avoid saturating the gradients
and thus giving F good feedback during training:
W (P srcF , P
tgt
F ) ∼=
sup
‖Q‖L≤1
( E
F(x)∼P srcF
[Q(F(x))]− E
F(x′)∼P tgtF
[Q(F(x′))])
where P srcF and P
tgt
F are the distributions of the feature-representations of the
elements from the source- and target-domain respectively. To meet the Lipschitz
constraint ‖Q‖L ≤ 1, all weights of Q are clipped to the interval [−0.01, 0.01].
3.2 Feature Extractors
We implement several feature extractors F with an increasing level of complexities
in this work. The idea is to explore the effectiveness of domain adversarial learning
as a regularizer when training complex networks with small amount of annotated
training data or even without any training data.
Word-Vector Average The first simple feature extractor maps a document to a
single vector by averaging all embedded word-vectors in the document wi ∈ x.
Favg(x) = 1|x|
∑
wi∈x
wi
The document vector is then fed into a subsequent ReLU fully connected layer
with 100 neurons [29].
tf-idf weighted Average The second method extends Favg by weighting all the
word-vectors by its term frequency-inverse document frequency (tf-idf) [33, p.7].
Ftfidf (x) = 1|x|
∑
wi∈x
tfidf(wi, x,X) · wi
Convolutional Neural Network We also use convolutional neural networks (CNNs)
following [22]. Each document x is modelled as a N × K matrix, where N =
max(|X|) is the maximum number of words in the set of documents X, and K is
the dimensionality of the used word-embedding. Shorter documents are padded
with zero vectors. This input representation is fed into a set of filters with widths
3, 4, 5 each with 100 feature maps. The feature maps are max-over-time pooled
[8] which naturally deals with the zero-padding. For regularization, dropout with
a constraint on l2-norms [19] is applied to the flattened and pooled feature maps.
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Hierarchical Attention Network The most complex feature extractor explored
in this work is the Hierarchical Attention Network (HAN) presented in [41],
which captures the inherent hierarchical structure of a document. Each word in
a sentence is fed into a bidirectional recurrent network (RNN) consisting of 100
GRU-cells [5], the word-encoder with output hit. Attention mechanism [5,40] is
used to weight each representation. Specifically,
uit = tanh(Wwhit + bw)
αit =
exp(uit
Tuw)∑
t exp(uit
Tuw)
si =
∑
t
αithit
where uit is the hidden representation of hit for the attention mechanism and αit
is the softmax-normalized attention for the current word as a similarity measure
of the hidden representation with a word-context vector uw that is learned during
training. si is then the weighted sum of all word representations and used as
input to the sentence-encoder. The sentence-encoder uses the sentence vectors
si as an input and has the same general structure as the word-encoder.
4 Experiment Setup
4.1 Datasets
We evaluate the model across three datasets with a focus on sentiment classifica-
tion:
– Amazon Reviews dataset contains 142.8M text reviews including a 5-star
rating [27,18] including many different categories. We simplified the sentiment
classification task to the case of binary classification. A rating of 1 or 2
indicated a negative example, while reviews with a rating of 4 or 5 got
labeled positive. The categories are used as a domain-label d.
– the Arabic Social Media dataset [36] contains 1200 Arabic sentences from
social media posts, annotated into 3 sentiment classes (+, 0 and -).
– the last dataset contains over 4.7M reviews from the Yelp Open Dataset
Challenge2 that have a 5 star rating. A subset of 600.000 reviews (120.000
entries per rating) was selected for training. To match the polarity labels
of the Arabic Social Media dataset, reviews with a rating of 1 and 2 were
assisgned the - label, 4 and 5 rated reviews were assigned the + category and
a rating of 3 was assigned the 0 label.
In order to simulate the low-resource scenario, a fixed number of 500 elements
from the target category were randomly selected and used in training. In the
source domain, 80% of the dataset are used for training. We conduct two different
experiments:
2 https://www.yelp.com/dataset
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– In the low-resource domain experiments, the five main categories Electronics,
Home and Kitchen, Beauty and Baby from the Amazon Reviews corpus com-
posed the source domain, while Automotive was used as low-resource target
domain.
– For the low-resource language settings, Arabic was used as the low-resource
target language, while the English Yelp reviews were used as the source.
4.2 Hyperparameters
We use two different word-vectors: a) the pretrained monolingual fastText word-
vectors 3 [21] and b) the pretrained multilingual word-vectors MUSE 4. Both
vectors have a dimensionality of K = 300.
The label and domain predictors are trained using ADAM [23] with a learning-
rate of µP = 0.01 resp. µQ = 0.00005. The domain discriminator Q’s first layer
is the GRL that is implemented by multiplying the gradients with −1 during
back-propagation, effectively inverting them, and passing all values unaltered
during the forward pass. The values are then passed to two subsequent, fully-
connected layers: one hidden layer with 100 neurons and ReLU non-linearities and
the output layer with unscaled, linear outputs. Following [4,7] we also calculate
the Wasserstein loss on the output of Q. The domain predictor is trained for
ncritic = 5 iterations for each P step and the weights of Q are clipped to the
interval [−0.01, 0.01]. More details can be found in 5.
5 Results and Discussion
5.1 Low-resource Domain
Table 1 compares the accuracy of the different feature extractors on the sentiment
classification tasks. The models trained only on documents of the source domain
perform poorly on the target data. Moreover, the more complex Fcnn and Fhan
model architectures perform worse in this scenario than the simpler Favg and
Ftfidf models. This indicates, that the complex models overfit on the source
domain. In comparison, the models using the adversarial training of Q, are
regularized and do not overfit on the source domain, even if no labeled target
data is used.
Figure 2 compares the classification accuracy of the two extreme cases: very
simple model Favg and fairly complex model Fhan varying the amount of adapta-
tion data. Strong overfitting of the HAN architecture without adversarial training
was observed when training with source and target training data. The simpler
approach using word-vector averaging performs considerably better in this low-
resource scenario without the domain adversarial training. All models benefit
from introducing labeled training data from the target domain. With domain
adversarial training, the complex Fhan performs best in this experiment.
3 https://github.com/facebookresearch/fastText
4 https://github.com/facebookresearch/MUSE
5 https://gitlab.mi.hdm-stuttgart.de/griesshaber/dann-evaluation
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Table 1. Classifier accuracies on the 3-class classification tasks. DANNn is the domain
adversarial model trained on n labeled examples from the respective target domain.
The S only column shows the accuracy of the models trained with source data without
adversarial training, while for S+T the model is trained on source domain data and
500 target domain data points
Features DANN500 DANN0 S only S+T
Favg 86.0 81.5 79.7 82.1
Ftfidf 86.2 83.9 79.0 83.2
Fcnn 88.8 84.7 77.2 80.6
Fhan 86.7 85.9 77.5 79.3
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Fig. 2. Performance of the Favg and Fhan models trained on different numbers of target
data
5.2 Low-resource Language
Table 2 shows the results with different feature extractors using monolingual and
multilingual word-vectors. Note that the monolingual word-vectors are trained
independently and therefore are in different subspaces. The models trained only
in the source domain without domain-adversarial training are not able to learn
a usable classification rule for the target domain. When projecting the word-
vectors in a common space during training, we obtain a similar performance
to the model architecture with the pretrained multilingual MUSE word-vectors.
This can be explained that the learnt alignment is trained to best suit the task
of the classifier, while the multilingual word-vectors may be trained towards a
different objective. A visualization of our fine-tuned word-vectors in Figure 3
supports these results. The monolingual word-vectors do not show any visible
alignment between words in different languages. Using our model, they were
projected into a common space during training and have overall lower average
Hausdorff distance, indicating an alignment of the two embedding spaces.
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Table 2. Model accuracies using the monolingual word-vectors (ft) and multilingual
MUSE word-vectors (muse)
F DANNft−500 DANNft−0 S onlyft DANNmuse−500 DANNmuse−0
Favg 54.6 51.2 35.3 54.4 51.1
Fcnn 55.4 52.3 42.2 55.4 52.4
Fhan 55.3 51.8 41.5 55.7 52.0
400 200 0 200 400
300
200
100
0
100
200
300
avg. Hausdorff dist.: 6.04
(a) unaligned fastText
good
 (good)
bad
 (bad)
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 (best)
worst
 (worst)
ok
 (ok)
beautiful
 (beautiful)
disappointed
 (disappointed)
smiling
 (smiling)
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100
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200
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avg. Hausdorff dist.: 1.26
(b) prealigned MUSE
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 (best)
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Fig. 3. Visualization of selected word-vectors in a two-dimensional space using t-SNE
[26] for dimensionality reduction. (a) shows the unaligned fastText vectors, (b) are the
prealigned MUSE vectors and (c) shows the fastText vectors after projection into a
common space during training
6 Conclusion
We evaluated different feature extractors for the domain-adversarial training
of text classifiers in low- and zero-resource scenarios. Our experimental results
reveal that adversarial training of a domain discriminator works as a regularizer
across different architectures ranging from simple to complex networks. All tested
feature extractors were able to learn a domain-invariant document-representation.
We also showed that learning a projection of word-vectors into a common space
during training can improve classification performance and renders the use of
pretrained multilingual word-vectors unnecessary.
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