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LTL synthesis is the problem of synthesizing a reactive system from a formal specification in Linear
Temporal Logic. The extension of allowing for partial observability, where the system does not have
direct access to all relevant information about the environment, allows generalizing this problem to a
wider set of real-world applications, but the difficulty of implementing such an extension in practice
means that it has remained in the realm of theory. Recently, it has been demonstrated that restricting
LTL synthesis to systems with finite executions by using LTL with finite-horizon semantics (LTL f )
allows for significantly simpler implementations in practice. With the conceptual simplicity of LTL f ,
it becomes possible to explore extensions such as partial observability in practice for the first time.
Previous work has analyzed the problem of LTL f synthesis under partial observability theoretically
and suggested two possible algorithms, one with 3EXPTIME and another with 2EXPTIME com-
plexity. In this work, we first prove a complexity lower bound conjectured in earlier work. Then, we
complement the theoretical analysis by showing how the two algorithms can be integrated in prac-
tice into an established framework for LTL f synthesis. We furthermore identify a third, MSO-based,
approach enabled by this framework. Our experimental evaluation reveals very different results from
what the theory seems to suggest, with the 3EXPTIME algorithm often outperforming the 2EXP-
TIME approach. Furthermore, as long as it is able to overcome an initial memory bottleneck, the
MSO-based approach can often outperforms the others.
1 Introduction
LTL synthesis [26] is the problem of automatically generating a reactive system from a high-level spec-
ification of its behavior described in Linear Temporal Logic (LTL) [25]. Since its introduction [26], this
problem has become a prominent area of research in formal methods, with a number of LTL-synthesis
tools [14, 1, 15, 24] being developed over the years despite the problem’s 2EXPTIME-completeness and
the fact that algorithms often rely on complex operations such as determinization of ω-automata [18]
and parity-game solving [36]. A line of follow-up work has focused on extending and generalizing the
problem, such as allowing for partial observability (incomplete information) [22]. Because this adds an
additional layer of complexity over the already-complex LTL-synthesis algorithms, however, this exten-
sion has resisted practical implementation and therefore have mostly remained in the theoretical realm.
Recent times have seen interest in a finite-horizon variant of LTL called Linear Temporal Logic over
finite traces (LTL f ) [9]. LTL f can be used to describe reactive systems with finite executions, making it
relevant for example in the area of robotics [20], and LTL f synthesis is closely connected to planning
in AI [7]. Despite having the same doubly-exponential complexity as the synthesis problem for LTL
over infinite traces [10], the appeal of LTL f synthesis is that it requires much simpler algorithms, which
translates into better practical performance. LTL f specifications can be translated into finite automata,
which are much easier to determinize and minimize than ω-automata, and can then be synthesized by
playing a reachability game over the state space of the automaton [10], rather than a more complex
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type of game such as a parity game. Thus, practical tools for LTL f synthesis have already started being
developed [35, 6] which compare very favorably with existing LTL-synthesis tools. These successes
suggest that extensions of the synthesis problem that have resisted implementation in the infinite setting
might also now have the potential to be realized in the finite-horizon case.
The extension that this paper focuses on is synthesis under partial observability, also called syn-
thesis with incomplete information [22]. This generalization introduces unobservable inputs, which are
propositions on which the specification depends but whose value is unknown to the system. This vari-
ant of the problem can thus model scenarios in which the system does not have access to all relevant
information about the environment at all times; for example, a robot that is only able to sense its local
vicinity. The extension of LTL f synthesis from full to partial observability was first investigated in [11],
which presents two approaches for this problem: one based on the construction of a belief-states space
and a projection-based approach. Although the belief-states approach leads to a 3EXPTIME complex-
ity, the projection-based approach is 2EXPTIME, matching the complexity of both synthesis under full
observability and planning under partial observability [28], both of which this problem generalizes.
The analysis in [11] was theoretical, but with the subsequent development of practical tools for LTL f
synthesis we can now investigate how practical concerns may affect these results. Although the theo-
retical analysis suggests a clear advantage to the projection-based approach, there have been examples,
when dealing with automata, of worst-case exponential gaps not manifesting in practice. For example,
NFA often become smaller when determinized and minimized, even though in the worst case the minimal
DFA may be exponentially larger [32]. Thus, to understand how to best solve the problem of synthesis
under partial observability it is necessary to observe the performance of the algorithms in practice.
This works offers the following three contributions, which complement the results of [11]: First,
we prove the conjecture from [11] that synthesis under partial observability for NFA specifications is
2EXPTIME-hard (and therefore 2EXPTIME-complete). This result completes the landscape of theo-
retical complexity presented in that work, which had proved tight bounds for DFA, AFW, and logical
specifications. Second, we investigate how the two approaches for LTL f synthesis under partial ob-
servability discussed in [11] can be implemented in practice within the SYFT framework [35], which
currently represents the state of the art in LTL f synthesis. Benefiting from SYFT’s use of a symbolic
synthesis algorithm, we implement the two approaches symbolically, potentially avoiding an exponen-
tial memory blowup. We additionally propose a third, alternative approach for the problem that naturally
emerges from SYFT’s use of the tool MONA [21] to convert from monadic second-order logic (MSO) [5]
to DFA.
Finally, we implement the three approaches within SYFT and evaluate their performance, thus com-
plementing the theoretical analysis from [11] with an empirical evaluation. To the best of our knowledge,
this is the first instance of algorithms for temporal synthesis under partial observability being imple-
mented in practice and evaluated empirically. Our evaluation reveals that the story is more nuanced than
the theoretical analysis would lead us to believe. While in terms of worst-case complexity there is an
exponential gap between the belief-states and projection-based approaches, this gap does not necessarily
appear in practice, and in fact the projection-based approach turns out to be in many cases outperformed
by the belief-states approach due to the latter producing a more efficient symbolic representation. We
also find that while the MSO-based approach leads to significantly larger automata initially and is more
likely to run out of memory during automaton construction, if this hurdle is overcome, then synthesis
tends to be more efficient than the other approaches. This suggests that the MSO approach may be a
promising option for LTL f synthesis under partial observability, and furthermore motivates improving
automata-construction algorithms from MSO formulas.
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2 Preliminaries
Linear Temporal Logic over Finite Traces Linear Temporal Logic over finite traces, i.e. LTL f [9]
extends propositional logic with finite-horizon temporal operators. LTL f is a variant of Linear Temporal
Logic, or LTL [25], with the difference that LTL f is interpreted over finite traces, rather than infinite traces
as in LTL. Given a set of propositions P , the syntax of LTL f is identical to LTL, and defined as:
ϕ ::=> | ⊥ | p ∈ P | (¬ϕ) | (ϕ1∧ϕ2) | (Xϕ) | (ϕ1Uϕ2)
> and⊥ represent true and false respectively. X for “Next” and U for “Until” are temporal operators.
Other operators can be written in terms of those. A trace ρ = ρ[0],ρ[1], . . . is a sequence of propositional
interpretations (sets) ρ[i] ∈ 2P . Intuitively, ρ[i] is interpreted as the set of propositions which are true
at instant i. Trace ρ is an infinite trace if |ρ| = ∞, denoted as ρ ∈ (2P)ω ; otherwise ρ is a finite trace,
denoted as ρ ∈ (2P)∗. We assume standard semantics from [9].
An LTL f formula can be represented by an automaton over finite words that accepts a trace if and only
if that trace satisfies the formula. A nondeterministic finite automaton (NFA) is a tuple A=(Σ,S,s0,δ ,F),
where Σ is the alphabet, S is the state space, s0 ∈ S is the initial state, δ : S×Σ→ 2S is the (nondeter-
ministic) transition function and F ⊆ S is the set of accepting states. If the transition function δ is such
that |δ (s,σ)| = 1 for all s ∈ S and σ ∈ Σ, then we say that A is a deterministic finite automaton (DFA)
and we simplify the signature of δ to δ : S×Σ→ S. In the case of finite automata obtained from an LTL f
formula, the alphabet is comprised of interpretations to the propositions of the formula, i.e. Σ = 2P .
In this case, it is often useful to represent the transition function symbolically using Binary Decision
Diagrams (BDDs) [3] and similar data structures.
LTL f Synthesis The full-observability version of the problem of LTL f synthesis [10] is defined as fol-
lows:
Definition 1 (LTL f Synthesis). Let ϕ be an LTL f formula over P and X , Y be two disjoint sets of
propositions such that X ∪Y = P . X is the set of input variables and Y is the set of output variables. ϕ
is realizable with respect to 〈X ,Y〉 if there exists a strategy f : (2X )∗→ 2Y , such that for an arbitrary
infinite sequence pi = X0,X1, . . . ∈ (2X )ω of propositional interpretations over X , we can find k≥ 0 such
that the finite trace ρ = (X0∪ f (ε)),(X1∪ f (X0)), . . . ,(Xk∪ f (X0,X1, . . . ,Xk−1)) satisfies ϕ .
Intuitively, LTL f synthesis can be thought of as a game between two players: the environment, who
controls the input variables, and the system, who controls the output variables. Solving the synthesis
problem means synthesizing a strategy f for the system such that no matter how the environment behaves,
the combined behavior trace of both players satisfy the logical specification ϕ [10].
In [10] the authors introduce an algorithm for LTL f synthesis based on a reduction to a DFA game.
The current state of the art for solving this problem is based on a symbolic version of this algorithm, pro-
posed in [35]. Refer to those papers for details. In [11] the authors extend the problem of LTL f synthesis
to the setting of partial observability, where the system does not have complete information about what
happens in the environment. This situation is modeled by partitioning the set of input propositionsX into
Obs, the set of observable propositions, and Unobs, the set of unobservable propositions. When deciding
on an action, the system can only base its decision on the observable inputs. Therefore, this variant of
the problem asks for a strategy f : (2Obs)∗→ 2Y such that for all infinite sequences X0,X1, . . . ∈ (2X )ω , a
finite trace (X0∪ f (ε)),(X1∪ f (X0|Obs), . . . ,(Xk ∪ f (X0|Obs,X1|Obs, . . . ,Xk−1|Obs)) satisfies the specifica-
tion, for some k≥ 0. Both the full- and partial-observability versions are 2EXPTIME-complete [10, 11].
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3 Partial Observability for NFA Specifications
In addition to proving 2EXPTIME-completeness of LTL f synthesis under partial observability, [11] also
analyzed the complexity of the problem when starting already from automaton specifications. The prob-
lem was proved to be EXPTIME-complete from a DFA specification, and 2EXPTIME-complete from a
specification given as a alternating finite-word automaton (AFW). For NFA specifications, the problem
was shown to be in 2EXPTIME, but no lower bound was proved, although the authors conjectured that
it was 2EXPTIME-complete. In this section we present a sketch of a proof that this conjecture is cor-
rect, and synthesis under partial observability from NFA specifications is indeed 2EXPTIME-complete.
We prove the lower bound by simulating an alternating Turing machine that uses at most exponential
space. As it is known that AEXPSPACE = 2EXPT IME [8], this proves that the problem is 2EXPTIME-
complete. The reduction uses a technique of modeling configurations of the Turing machine using the
alphabet of the automaton (see [33, 30, 29]). For ease of exposition, we first describe a reduction to an
NFA with polynomial number of states but with an exponential-size alphabet. Later we explain how to
modify the reduction to use a polynomial alphabet.
Let M = (Q,Γ,δ ,q0,g) be an alternating Turing machine (ATM) [8] that requires space at most 2cn,
where n is the size of the input and c is a constant. Q is the set of states, Γ the tape alphabet, δ : Q×Γ→
P(Q×Γ×{L,R}) is the transition function, q0 ∈ Q is the initial state and g : Q→{∀,∃,accept,re ject}
indicates whether a state is universal, existential, accepting or rejecting. Transitions (q′,γ ′,d) ∈ δ (q,γ)
indicate the next state q′ of the machine, the symbol γ ′ to write on the tape, and the direction d to move
the head. Computations of an ATM can be seen as a game between a universal and an existential player.
Which transition in δ (q,γ) is taken is chosen by the universal player if g(q) = ∀ and the existential player
if g(q) = ∃. The machine accepts if the existential player has a strategy to reach an accepting state.
For simplicity, assume Γ= {0,1,#}, where # is the blank symbol. Let x = x1 . . .xn ∈ Γ∗ be an input
string, which starts out on the tape. We construct an instance of the problem of NFA synthesis under
partial observability that is realizable if and only if M accepts x. This instance is given by an NFA
N = (Σ,S,∆,s0,F), with alphabet Σ = Obs×Unobs×Out, where Obs is the set of observable inputs,
Unobs is the set of unobservable inputs and Out is the set of outputs. Note that in this case Obs, Unobs
and Out are sets of symbols rather than of propositions, but if desired each can be encoded using a
logarithmic number of propositions.
Simulating ATM Computations In the reduction, the environment and the system take the roles of
universal and existential players, respectively. We define Obs = {1, . . . ,m∀}, where m∀ is the highest
branching factor of a universal state in M (i.e. m∀ = max{|δ (q,γ)| | g(q) = ∀}). If the current state is
universal, the environment player uses the observable inputs to choose a transition from ∆(q,γ). Like-
wise, Out = {1, . . . ,m∃}×{1, . . . ,2cn}×(Γ∪(Q×Γ)), where m∃ is similarly the highest branching factor
of an existential state in M (i.e. m∃ =max{|δ (q,γ)| | g(q) = ∃}). The first component of Out is similarly
used by the system player to choose a transition from an existential state. The other two components are
used to encode a cell (k,u), where k is a counter indicating which position of the tape the cell occupies
and u is the contents of the cell, which are either a symbol γ or a tuple (q,γ) if the head of the machine
is on that cell and on state q.
Once we have taken care of universal and existential branching, the idea of the reduction is that a
trace of the NFA represents a sequence of configurations of the ATM. A configuration is given by a
sequence of cells (k,u) of the form (1,u1),(2,u2), . . . ,(2cn,u2cn). After k = 2cn, in the next step it should
reset back to 1, indicating the start of a new configuration that should follow from the previous one
according to the transition function δ . The NFA accepts if the trace reaches an accepting configuration.
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The challenge of the reduction is to enforce that the configurations produced by the system player
are consistent: that the counter k increases by 1 each time and resets after 2cn, and that one configuration
follows from the previous one, and the first configuration has x on the tape. If this is the case, then the
trace of the NFA corresponds to an accepting computation of M. We cannot enforce this consistency just
by storing information in the state, because this would require an exponential number of states. Instead,
we use the unobservable inputs to constrain the actions of the system player.
Using Partial Observability and Nondeterminism We define Unobs= {1, . . . ,cn}×{0,1}. The first
component i ∈ {1, . . . ,cn} is only used at the first step of the trace, and represents the choice of a bit
ki of the counter k ∈ {1, . . . ,2cn} for the environment to monitor. At each step of the computation, the
automaton will determine from the current value of k what the value of ki should be at the next step, and
store that in the state. If at any point the value of ki differs from the expected, the NFA rejects. Note that,
since the system player does not know which bit the environment has chosen to monitor, the only way to
guarantee a win is to always keep the entire counter consistent.
The second component p∈ {0,1} is a flag that should be raised exactly twice during the computation,
on two adjacent configurations (if the environment breaks this assumption, the NFA accepts). If on the
two times that p = 1 the counter has the same value (i.e., p points to the same cell both times), then
the contents of the cell on the second configuration must follow from the first configuration according
to the transition relation (e.g., if the head was in that cell, it must have written the correct symbol and
moved away, etc.). To check for that, N makes a nondeterministic guess the first time p= 1. If N guesses
that p will point to a different cell, it guesses also which bit will be different between the two counters
and stores that in the state. The second time p = 1, N checks that the bits are indeed different. If it
guesses that p will point to the same cell, it stores in the state what the value of the cell should be in
the next configuration, and checks that it is correct once p = 1 again. Similarly to the counter, since the
system player does not know when p is raised, the only way to guarantee a win is to ensure that adjacent
configurations follow from one another.
Polynomial State Space. Note that the states of N must keep track of the following information: which
state q ∈Q the machine is in; what was the bit i ∈ {1, . . . ,cn} chosen by the environment in the first step
of the trace; how many times p has been raised (0, 1, 2 or more); if p has been raised once, how long
ago that was (this configuration, last configuration, earlier than that); if N has guessed that p will point to
different cells, what is the index i and value ki of the bit that will be different; if N has guessed that p will
point to the same cell, what is the expected content of that cell in the next configuration; the contents of
the previous cell on the tape, in case p is raised (the contents of a cell can be affected only by its adjacent
cells). Since each component of the state is polynomial on M and x, the NFA has a polynomial number
of states. Accepting states are those where g(q) = accept. For lack of space, we omit the details of the
transition function.
Polynomial Alphabet. Note that the alphabet Σ of N is polynomial except for the counter k that forms
the second component of Out. We can reduce the alphabet to polynomial size by encoding each cell
(k,u) over multiple time steps as a sequence k1, . . . ,kcn,u, where ki ∈ {0,1} is the i-th bit of k. This
requires splitting each state of the automaton into cn+ 1 states, and also keeping track of additional
information in the state (necessary, for example, to compute the next value of the bit ki being monitored
by the environment). Yet, none of these changes make the state space larger than polynomial.
Therefore, the reduction from acceptance of an ATM to synthesis under partial observability from an
NFA specification is polynomial.
Theorem 1. Synthesis under partial observability from an NFA specification is 2EXPTIME-complete.
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4 Partial-Observability Synthesis in Practice
Two algorithms for LTL f synthesis under partial observability were proposed in [11]: a belief-states
construction with worst-case 3EXPTIME complexity and a projection-based construction that achieves
an optimal 2EXPTIME complexity. In this section we show how algorithms for synthesis under partial
observability can be practically implemented within the context of existing tools for LTL f synthesis. We
first review the SYFT framework [35], which represents the state-of-the-art for LTL f synthesis under full
observability, combining an explicit automaton construction with symbolic BDD-based techniques for
synthesizing the strategy efficiently. Then, we introduce novel versions of the two algorithms for partial
observability that perform part of the automaton construction symbolically. This serves two purposes.
First, it allows them to be easily integrated into SYFT’s framework, as the symbolic automata can be
passed directly to the symbolic strategy computation. Second, it avoids an explicit exponential blow-up
in the automaton-construction step of the algorithms, as it avoids ever constructing the final automaton
explicitly and instead directly constructs a symbolic representation. This representation tends to be much
more compact and sometimes exponentially smaller. Finally, we describe a third, novel MSO-based
approach that is made possible specifically by the DFA-construction approach employed by SYFT.
The SYFT Framework. SYFT’s synthesis approach can be summarized as follows. First, translate the
LTL f formula ϕ into a formula in first-order logic f ol(ϕ), using the procedure described in [9]. Then,
use the tool MONA [21] to convert f ol(ϕ) into a minimal DFA A. Next, convert A into a symbolic-state
representation over a set of state variables Z , logarithmic in the number of states. Each state is implicitly
encoded as an interpretation of the variables in Z , and the transition relation and set of accepting states
are then represented by BDDs. Finally, use a symbolic fixpoint algorithm to compute a winning strategy
in the DFA game given by A. Details of each step can be found in [35].
4.1 Projection-Based Construction
We start by describing the second approach from [11], as the first approach can be seen as a special case
of it. We can summarize this approach as follows: 1. construct an NFA N¯ for ¬ϕ; 2. project unobservable
inputs from N¯’s transition function; 3. determinize N¯ into a DFA A¯; 4. complement A¯ into A. After the
second step, N¯ accepts those traces that can be extended by a trace of unobservable inputs such that
the result violates ϕ . By complementing the automaton we obtain a DFA game that can be won by the
system iff ϕ can be realized under partial observability. This construction takes advantage of the fact
that LTL f formulas are closed under negation, NFAs are closed under projection and DFAs are closed
under complementation, and each of these operations can be performed in polynomial time. Therefore,
the only exponential steps are the conversions from LTL f to NFA and NFA to DFA, making the entire
construction doubly exponential.
The challenge in implementing this construction in the SYFT framework is that SYFT is based on
MONA, which translates logical formulas to DFAs, while we need to first construct an NFA N¯ for ¬ϕ .
We do this in two steps. First, we construct a minimal DFA for the reverse of the language of ¬ϕ (this
DFA is guaranteed to be at most exponential in the size of the formula [8]). Then, we reverse this DFA by
switching the initial and final states and reversing all transitions. The result is an NFA for the language
of ¬ϕ , and this NFA is at most exponential. To construct the DFA for the reverse language, we employ
a technique introduced in [34], which converts an LTL f formula into a Past LTL f formula for its reverse
language, then converts this Past LTL f formula into first-order logic to give as input to MONA. Besides
providing theoretical guarantees that the NFA constructed is exponential at most, this approach has also
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performed well in our preliminary experiments against alternative approaches for NFA construction, such
as using the automaton package SPOT [13].
The next three steps, particularly the determinization step, may lead to an exponential blow-up in the
automaton. To mitigate this problem, we describe how to perform these steps symbolically, so that we
construct a symbolic representation of the DFA directly from the explicit representation of N¯, without
ever building the state space of the DFA explicitly. This can be done because the standard subset-
construction approach for determinization lends itself naturally to being performed symbolically. Be-
cause the symbolic representation can be exponentially more compact, this construction might avoid an
explicit exponential blowup. We now describe the symbolic construction.
The NFA N¯ = (2P ,S,δ ,s0,F) is generated with transitions represented symbolically by a BDD Ti, j
for every pair of states si and s j, such that Ti, j evaluates to 1 under an interpretation σ ∈ 2P iff s j ∈
δ (si,σ). We project the unobservable propositions by simply applying a standard BDD operation of
existential quantification to every Ti, j. To perform determinization symbolically, we create a state variable
zi for each state si of N¯. Then, an interpretation Z to the state variables Z represents the subset that
contains exactly those states for which the corresponding variable is true. The transition function is then
represented by BDDs ∆1, . . . ,∆|Z|, where ∆ j =
∨
zi∈Z(zi∧∃u1, . . . ,un.Ti, j) for Unobs= {u1, . . . ,un}. Note
that ∆ j evaluates to 1 iff z j is in the successor subset according to subset construction. The accepting
states (after complementation) are also represented by a BDD Φ = ¬∨si∈F zi, which evaluates to 1 for
an interpretation Z if Z represents an accepting subset. Note that the existential quantification in ∆ j
and the negation in Φ come respectively from the projection and complementation steps. This final
symbolic DFA represented by the BDDs ∆1, . . . ,∆|Z| and Φ can then be given directly to the symbolic
game-solving algorithm implemented in SYFT to compute a strategy.
4.2 Belief-State Construction
The belief-states approach described in [11] is based on a standard construction used in planning under
partial observability [19, 2, 4, 23]. Given a DFA D for the LTL f formula ϕ , this approach constructs a
new DFA B where the state space is formed of belief states, which are sets of states of D representing
the possible states in which the game can be given the information observed by the system. Since B is
exponential in D, and D is in the worst case doubly-exponential in ϕ , in the worst case this approach is
triple-exponential.
As pointed out in [11], the belief-state construction is equivalent to starting the projection-based
construction outlined in Section 4.1 from a DFA D (constructed normally by MONA) rather than an
LTL f formula. In this case, rather than negating the formula, we simply complement D. Since a DFA
is a special case of an NFA, the last three steps can be performed exactly in the same way as in the
projection-based approach. Therefore, the belief-state construction can likewise be performed symboli-
cally, potentially saving one exponential as well. Note that the subset construction used to determinize
the NFA now constructs the belief states. The existential quantification in the definition of ∆ j can be
interpreted as adding to the belief state every state s j for which there is a possibility of the unobservable
inputs having moved the automaton to s j. Finally, note that since the set F of accepting states of D was
complemented in the first step, the final BDD for the accepting states of A is Φ= ¬∨si 6∈F zi =∧si 6∈F ¬zi.
This corresponds to the accepting belief-states being those that contain only accepting states of D, i.e.,
only those where the system can be sure that it is in an accepting state.
The fact that the DFA for an LTL f formula may be doubly-exponential, while a NFA is at most ex-
ponential, seems to reinforce the notion that the projection-based approach is strictly better. In practice,
however, it has been observed that fully-minimized DFA (as is the case of the DFAs produced by MONA)
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are rarely doubly-exponential, and in some cases when NFA are determinized and minimized they actu-
ally become smaller [32]. Therefore, it is important to compare the two approaches empirically as well,
which we do in Section 5.
4.3 MSO Construction
Although the above two approaches were the only ones presented in [11], the synthesis framework em-
ployed by SYFT naturally suggests a third approach for synthesis under partial observability. In the
second step of SYFT’s workflow, MONA is used to convert the first-order-logic formula f ol(ϕ) into
a DFA. MONA, however, can handle not only first-order formulas, but also more general formulas in
monadic second-order logic (MSO) [5]. MSO can easily model quantification over traces, allowing us to
express in MSO the language of traces over Obs∪Y such that for all traces over Unobs the LTL f formula
ϕ is satisfied. This language is represented simply by the formula ∀U1. . . .∀Un. f ol(ϕ), where each Ui is
a second-order variable corresponding to one of the unobservable propositions. Thus, by simply adding
to SYFT’s workflow the step of quantifying the unobservable propositions, we can get SYFT to solve the
synthesis problem under partial observability. The following theorem follows directly from the MSO
semantics and states the correctness of this approach.
Theorem 2. A strategy for the DFA game specified by the MSO formula ∀U1. . . .∀Un. f ol(ϕ) is winning
for the system iff that strategy is a solution to the synthesis problem for ϕ under partial observability.
Interestingly, the procedure used by MONA to construct the DFA for this MSO formula resembles the
projection-based construction. MONA uses a syntactic approach for constructing DFAs, first rewriting
∀U1. . . .∀Un. f ol(ϕ) as ¬(∃U1. . . .∃Un.¬ f ol(ϕ)), then building a DFA for f ol(ϕ) and applying com-
plementation and projection as appropriate. Thus, it follows the same sequence of steps outlined in
Section 4.1. Note, however, that MONA not only starts with a DFA, like in the belief-states construction,
but also determinizes the intermediate automata after every projection operation, since it does not have
an internal representation for NFAs. This means that although the final DFA is minimal, and therefore
doubly-exponential at most, it is possible that the subset-construction operation may add a third exponen-
tial to the running time. On the other hand, MONA minimizes intermediate DFAs after every operation,
which can actually make them significantly smaller and may improve the running time in practice. Fur-
thermore, because the final DFA output by MONA is fully minimized, the number of states may be much
smaller than that of the final DFAs produced by the other procedures, for which subset construction is
performed symbolically and therefore does not go through minimization. On the other hand, because the
final DFA is not generated directly in symbolic representation, if the number of states is large the DFA
construction is more likely to fail. Considering these points, it is not clear in general how this approach
would compare with the others, and answering this question requires an experimental evaluation.
5 Experimental Evaluation
As mentioned in the previous section, theory is not necessarily a good indicator for performance in
practice. There are a number of factors that are not factored into the theoretical analysis but can affect
the performance of the three approaches described in Section 4, including the difference in practice of
DFA vs. NFA size, the DFA-construction algorithm implemented by MONA, and the use of symbolic
representation. Therefore, it is essential to complement the theory with an empirical evaluation in order
to determine the relative advantage of each of the three approaches. We first present three families of
benchmarks that we used in our evaluation, and then describe our experimental setup and results.
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5.1 Benchmarks
To model settings where the system must behave strategically in the presence of partial observability,
keeping track of information learned during interaction with the environment, we constructed LTL f spec-
ifications describing games with incomplete information. We constructed three benchmark families for
our evaluation. Below we provide a brief high-level description of each family, then present and explain
the general form of the LTL f specification in each case, indicating the observable inputs, unobservable
inputs and outputs, as well as whether the specification is realizable or not and some intuition about the
winning strategy if it is realizable. It is worth noting that the first two benchmark families are simpler in
the sense that they use only the X , G and F operators, while the third family also uses the more general
U operator. Nevertheless, we obtain the same general conclusions from all three of them.
5.1.1 Moving-Target
The environment controls a target moving along a line with n positions. The target’s location and move-
ment are unknown to the system, who at every turn tries to guess where the target is.
ϕTarget = G(exactly-one(target1, . . . , targetn))
ϕMove = G(X true→ move-left-or-right(target1, . . . , targetn))
ϕHit =
n∧
i=1
G((targeti∧guessi)→ hit) ϕSystem = G(exactly-one(guess1, . . . ,guessn))∧Fhit
Full specification: (ϕTarget ∧ϕMove∧ϕHit)→ ϕSystem
target1, . . . , targetn are unobservable input variables such that targeti is true if the target is in position
i of the line. Exactly one targeti variable must be true at a given time (as specified in ϕTarget). We omit
details of the subformula move-left-or-right(target1, . . . , targetn) in ϕMove, but it suffices to know
that it establishes a relation between the values of target1, . . . , targetn in adjacent time steps, namely that
the target must always move to the position immediately to the left or to the right of the previous position
(and cannot stay in the same position). If the target is in position 1 or n, then the only option is for it to
move to position 2 or n− 1, respectively. guess1, . . . ,guessn are output variables such that guessi is set
to true to guess that the target is in position i. hit is an observable input variable that is set to true if the
guess is correct (as specified in ϕHit). The system can only make one guess at a time, and it wins if it
guesses correctly (ϕSystem). All specifications in this family are realizable regardless of the value of n.
The winning strategy for the system player is based on two rules: first, if the target is not in position 2 at
time t, then it cannot be in position 1 at time t +1 (same for n−1 and n); second, if the target is neither
in position i− 1 nor i+ 1 at time t, then it cannot be in position i at time t + 1. Using these two rules,
the system can guess in such a way that it narrows down the positions the target can be in over time,
guaranteeing that it will hit the target eventually.
5.1.2 Coin-Game
This is an n-coin generalization of the game described in [12]. Every turn the system chooses a coin to
flip, and wins once all coins are heads. The environment reports whether the coin was flipped to heads
or tails, and can secretly swap the two coins adjacent to it.
ϕInit = exactly-one(¬coin1, . . . ,¬coinn) ϕValid = X G(valid↔ exactly-one( f lip1, . . . , f lipn))
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ϕU pdate =
n∧
i=1
G(X valid→ updatei( f lip1, . . . , f lipn,coin1, . . . ,coinn,swap))
ϕHeads = X G(valid→ (heads↔
n∨
i=1
( f lipi∧ coini))) ϕSystem = F
n∧
i=0
coini
Full specification: (ϕInit ∧ϕValid ∧ϕHeads∧ϕU pdate)→ ϕSystem
coin1, . . . ,coinn are unobservable input variables such that coini is true if the i-th coin is heads. Ini-
tially, exactly one coin is heads (ϕInit). f lip1, . . . , f lipn are output variables such that f lipi is set to true to
flip the i-th coin. The system may only flip a single coin, otherwise the observable input variable valid is
set to false (ϕValid). The unobservable input variable swap indicates whether the environment decides to
swap the two coins adjacent to the coin flipped by the system. If the move is valid, the state of the coins is
updated by the environment (ϕU pdate). The subformula updatei( f lip1, . . . , f lipn,coin1, . . . ,coinn,swap)
in ϕU pdate expresses how coini variables are updated. We omit details, but intuitively when f lipi is true
coini changes value, and if additionally swap is true then coin(i−1) mod n and coin(i+1) mod n have their
values swapped. If the move is valid the environment also reports using the observable input variable
heads whether the flipped coin was flipped to heads or not (ϕHeads). The system wins if all coins are
flipped to heads (ϕSystem). The specification is unrealizable for n = 3 and realizable for all n > 3. The
winning strategy for even n is simple: flip all even-numbered coins to heads, then flip all odd-numbered
coins to heads. This prevents the environment from secretly swapping a flipped coin with an unflipped
coin, since it is only able to swap coins that are adjacent to the last coin that was flipped. A similar
strategy also works with some adjustment for odd n, except for n= 3, where flipping a coin always gives
the environment the opportunity to swap the other two.
5.1.3 Private-Peek
This family of benchmarks is based on the game described in [27], which is an incomplete-information
version of the Peek game from [31]. Players push plates with holes in and out of a box. Depending on
their configuration they might uncover holes on the box so that one or the other player can peek through
to the other side. The first player able to do so wins. Each player has n plates to control and m holes
that they might be able to peek through, and only half of the plates (rounded up) of the environment are
visible to the system. As the positions of the holes in each plate are arbitrary, we can generate multiple
instances for each value of m and n by randomly selecting the hole positions.
ϕ pIn =
n∧
i=1
platepi ϕ
p
Wait =
n∧
i=1
G(X¬turnp→ (X platepi ↔ platepi ))
ϕ pMove =
n∧
i=1
G(X turnp→ at-most-one(X platep1 ↔¬platepi , . . . ,X platepn ↔¬platepn))
ϕ pPeek =
m∧
j=1
G(peekpj ↔ random-cubepj (platee1, . . . , plateen, plates1, . . . , platesn))
ϕTurn = ¬turne∧¬turns∧X turns∧X G(turns↔¬turne)∧X G(X true→ (X turns↔ turne))
ϕGoal =
(
m∧
j=1
(turne→¬peekej)
)
U
(
turns∧
m∨
j=1
peeksj
)
Full specification: (ϕeIn∧ϕeWait ∧ϕeMove∧ϕePeek∧ϕsPeek)→ (ϕTurn∧ϕsIn∧ϕsWait ∧ϕsMove∧ϕGoal)
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The game alternates between system and environment turns. Output variables turns and turne are
used to keep track of turns, and are set to true when it is the system’s and the environment’s turn,
respectively. In the first timestep, which serves just to set up the initial state of the game, both turns and
turne are set to false. The first turn of the system occurs in the second timestep, and turns alternate after
that (ϕTurn). Variables platep1 , . . . , plate
p
n are input variables for p= e and output variables for p= s, and
platepi is true if the i-th plate of player p is in, and false if it is out. Initially, all plates are in (ϕ
p
In), and on
their own turn each player can choose to slide at most one of them in or out (ϕ pMove). On the opponent’s
turn the player cannot move their plates (ϕ pWait).
peekp1 , . . . , peek
p
m are input variables such that peek
p
j is true if player p∈ {e,s} can peek through their
j-th hole to the other side. The system wins if it is able to peek through one of its holes before the envi-
ronment can (ϕGoal). The set of configurations that determines whether the j-th hole of player p ∈ {e,s}
is uncovered is encoded in ϕ pPeek by the formula random-cube
p
j (plate
e
1, . . . , plate
e
n, plate
s
1, . . . , plate
s
n),
which is generated randomly by selecting a subset of the variables platee1, . . . , plate
e
n, plate
s
1, . . . , plate
s
n,
each in either positive of negative form, and taking their conjunction. This encoding is justified by the
equivalence of Peek to a formula game played over a formula in disjunctive normal form [31, 27]. In-
tuitively, if platepi appears in positive (respectively, negative) form it means that the i-th plate of player
p needs to be in (out) to uncover the hole. If platepi does not appear at all, then either configura-
tion works. In this way, we can generate multiple random instances of the Private-Peek family for
each m and n. For our experiments, each variable has a 1/2 chance of being selected for a given ran-
dom cube, and each selected variable is negated with probability 1/2 as well. Whether the instance
is realizable or unrealizable depends on the random formulas generated. Out of the input variables,
peeke1, . . . , peek
e
m, plate
e
1, . . . , plate
e
d n2 e are unobservable. This corresponds to barriers keeping the system
from seeing the holes on the environment side, as well as half of the environment plates (rounded up).
5.2 Experimental Setup and Results
We generated instances with n varying from 2 to 10 for the Moving-Target benchmarks and 3 to 10 for the
Coin-Game benchmarks. For the Private-Peek benchmarks, we varied n and m from 1 to 4 and generated
30 random instances for each combination using the procedure described above. We report the median
results for each combination of n and m. We ran all experiments on a single node of a high-performance
cluster consisting of an Intel Xeon processor runninng at 2.6 GHz. Experiments had 32 GB of memory
available and a timeout of 8 hours. Failed instances are due to either timeouts or memouts.
The LTL f -synthesis procedure implemented in SYFT consists of two phases, one explicit and one
symbolic. The first phase is the construction of an explicit automaton by MONA, and the second phase
is the conversion of this automaton to a symbolic representation followed by the symbolic fixpoint com-
putation used to compute the winning strategy. We analyze how the three approaches perform in each
of these two phases, and then see how they contribute to the overall performance. Although SYFT uses
a fixed variable ordering for BDDs, in order to reduce the impact that a single variable ordering has on
BDD sizes and make for a more fair comparison between the different approaches, we enabled dynamic
variable reordering [16], which tries to optimize the ordering of variables on the fly during execution.
5.2.1 Explicit Phase
We first analyze the explicit phase across the three approaches. Recall that MONA constructs an explicit
NFA in the projection-based approach (via a DFA for the reverse language) and explicit DFAs for the
other two approaches (in the MSO approach, with the unobservable inputs universally quantified). Recall
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(c) Automaton construction time (Coin-Game)
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Figure 1: Automaton construction times and number of automaton states for different values of n and m for each
benchmark family. Values for the Private-Peek benchmarks are the median of the 30 random instances, and are
presented in log scale.
L.M. Tabajara & M.Y. Vardi 13
that the NFA can be at most exponential in the size of the original LTL f formula, while the DFA (quan-
tified or not) will be doubly-exponential in the worst case. Interestingly, as can be seen in Figures 1a, 1c
and 1e, there is not a big difference in running time between constructing a DFA and an NFA for the LTL f
formula. In fact, as Figures 1b, 1d and 1f show, for the Moving-Target formulas the DFA and NFA of the
formula have exactly the same number of states, while for the Coin-Game and Private-Peek benchmarks
the NFA was in fact slightly larger. This happens in part because moves in these games are reversible,
meaning that the DFA for the reverse language (which is reversed to produce the NFA) has a similar
structure to the original language. Nevertheless, these results reinforce the observation from [32] that the
exponential gap between DFA and NFA often does not occur in practice when the DFA is minimized.
As this gap was the central reason for the exponential gap in complexity between the belief-states and
projection-based constructions, this result is significant to highlight how theoretical analysis may not al-
ways accurately predict behavior in practice. On the other hand, the universally-quantified DFA, despite
having the same worst-case as the non-quantified DFA, in practice grows much faster. In the Private-
Peek instances it tends to be smaller than the DFA for low values of m but quickly grow to surpass it as
m increases. In the Moving-Target and Coins-Game families the construction of the quantified DFA also
could not be completed for larger values of n (> 8 for Moving-Target and > 6 for Coins-Game), not only
due to the size of the final DFA but likely also due to the overhead of MONA’s construction algorithm,
as mentioned in Section 4.3.
5.2.2 Symbolic Phase
In the second phase, the explicit automata generated by MONA are converted into symbolic DFAs. In
the case of the projection-based and belief-states constructions, this means performing symbolic subset
construction as described in Sections 4.1 and 4.2, which means that the number of state variables in the
symbolic representation is equal to the number of states in the explicit automaton. As each assignment
of the state variables represents a state, this represents an exponential blowup in the state space caused
by subset construction. On the other hand, in the MSO approach no subset construction is necessary and
the state space of the universally-quantified DFA produced by MONA can be encoded in a logarithmic
number of state variables. As a result, even though the quantified DFA is significantly larger, the number
of state variables used in the symbolic representation of the MSO approach is smaller than in the other
approaches. Even so, the size of the initial symbolic representation, measured in total number of nodes
in the BDDs for the transition relation and accepting states, is larger for the MSO approach. This might
be because the symbolic representations generated by subset construction display more structure than the
one generated by a logarithmic encoding.
As can be seen in Figure 2, however, when computing the winning strategy from the symbolic rep-
resentation of the DFA game the MSO approach was the fastest across the board. This suggests that the
size of the implicit state space, represented by the number of state variables, is a more important factor
in the performance of the second phase than the initial symbolic representation of the automaton. Note
that the lack of results for larger n for the MSO approach in the Moving-Target and Coin-Game bench-
marks is not due to the performance of the algorithm in this phase, but rather due to the quantified DFA
not being able to be constructed in the first phase. Interestingly, even though the other two approaches
were able to construct automata up to n = 10 for the Coin-Game benchmarks, they failed to solve the
game for n > 5, while the MSO approach can still construct the automaton and solve the game for n= 6.
Perhaps surprisingly, the projection-based approach had the worst performance overall. In addition to
the number of states of the NFA being equal or slightly larger than the DFA, the symbolic representation
and strategy-computation time were also significantly larger. It was also unable to solve the game in
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Figure 2: Time taken to solve the DFA game for each value of n and m for each benchmark family, in log scale.
Values for the Private-Peek family are the median of the 30 random instances, and missing values mean the median
could not be computed because most random instances timed out.
most cases for larger values of n and m in the Private-Peek family. This serves as final evidence of the
importance of complementing theoretical analysis with empirical evaluation.
5.2.3 End-to-end Picture
Given the results presented in the two phases above, two major conclusions can be drawn. The first is that
when comparing between the MSO approach and the other two, there is a tradeoff between the explicit
and symbolic phases. The MSO approach produces a much larger explicit automaton and requires more
time to do so, and as a result is more likely to run out of time or memory to complete the first phase.
On the other hand, the fact that this automaton is minimized, compared to the symbolic DFA generated
by the other two approaches, leads to a significantly better performance when solving the game in the
second phase. If we add the times for the two phases, the MSO approach takes slightly longer for
the Moving-Target benchmarks, but performs significantly better in the Coin-Game and Private-Peek
benchmarks. Overall, the MSO approach seems to be a good option as long as the construction of
the quantified DFA can be completed. The second conclusion is that, unlike what the theory seems to
suggest, the performance of the projection-based approach is more often than not worse than that of the
belief-states construction. Although in the worst case there might be an exponential gap between NFA
and DFA, this behavior has not been observed in practice, which closes the gap between the 2EXPTIME
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and 3EXPTIME complexity of the two constructions. Furthermore, in the second phase the projection-
based approach produced a less efficient symbolic representation, and ultimately required more time to
solve the game. These results also highlight the necessity of considering algorithmic details that are hard
to account for in a purely theoretical analysis, such as the use of symbolic techniques.
6 Discussion
We have undertaken the first steps to bring synthesis under partial observability, which previously inhab-
ited only the realm of pure theory, closer to practical application. Much work still remains to be done to
scale to real-world scenarios, but supported by the conceptual simplicity of LTL f synthesis compared to
LTL synthesis and the availability of efficient tools such as MONA and SYFT we have presented the first
implementation and empirical evaluation of algorithms for temporal synthesis under partial observabil-
ity. Our experimental evaluation showed that the choice of algorithm for LTL f synthesis under partial
observability is not as straightforward in practice as the theoretical analysis from [11] would suggest.
First, although the projection-based approach is exponentially better than the belief-states construc-
tion in theory, this advantage depends on the assumption that the NFA constructed is smaller than the
corresponding DFA. In our examples this assumption was violated, negating the advantage of this ap-
proach. Second, the use of symbolic algorithms means that synthesis performance depends not only on
the number of automaton states, but also on the size of its symbolic representation. The projection-based
approach’s giving rise to a less efficient symbolic representation had a larger effect in the results than
automata size. Finally, MONA enabled the introduction of an MSO-based approach that has its own
pros and cons. Although that approach can be more efficient for computing a winning strategy, it pays
a price during explicit DFA construction and may fail during this phase if the DFA is large. It would
be interesting to investigate how the improvement of explicit DFA construction algorithms could help
the MSO approach overcome this obstacle, and how this would change the general picture. As for the
other algorithms, the priority should be to bridge their gap in performance during the symbolic fixpoint
computation, which as observed in Section 5 is primarily due to the lack of minimization of the final
symbolic DFA. This is not a trivial problem to solve, as minimization of symbolic state spaces is not
always effective [17].
Our observations suggest that rather than there being a single best algorithm for LTL f synthesis
under partial observability, we need a portfolio of algorithms, and the best option will likely depend
on the nature of the problem being solved. When the quantified DFA can be constructed explicitly
within the available time and memory, the MSO approach will probably excel. For most other cases,
the belief-states construction is likely to be the best option, the exception being extreme cases where the
DFA is doubly exponential, and therefore the use of the NFA by the projection-based approach provides
an advantage. This is a very different result than what is suggested by the purely theoretical analysis,
showing the importance of studying the problem empirically as well.
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