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Practical applications of small-angle neutron scattering
Martin J. Hollamby*
Recent improvements in beam-line accessibility and technology have led to small-angle neutron
scattering (SANS) becoming more frequently applied to materials problems. SANS has been used to
study the assembly, dispersion, alignment and mixing of nanoscale condensed matter, as well as to
characterise the internal structure of organic thin films, porous structures and inclusions within steel.
Using time-resolved SANS, growth mechanisms in materials systems and soft matter phase transitions
can also be explored. This review is intended for newcomers to SANS as well as experts. Therefore, the
basic knowledge required for its use is first summarised. After this introduction, various examples are
given of the types of soft and hard matter that have been studied by SANS. The information that can
be extracted from the data is highlighted, alongside the methods used to obtain it. In addition to
presenting the findings, explanations are provided on how the SANS measurements were optimised,
such as the use of contrast variation to highlight specific parts of a structure. Emphasis is placed on the
use of complementary techniques to improve data quality (e.g. using other scattering methods) and the
accuracy of data analysis (e.g. using microscopy to separately determine shape and size). This is done
with a view to providing guidance on how best to design and analyse future SANS measurements on
materials not listed below.
1. Introduction
Small-angle scattering is a powerful analysis tool, capable of
selectively resolving structures of the order 1 nm to over
100 nm. As such, it has been applied to topics ranging from
soft materials, such as molecular self-assemblies and gels, to
hard or porous structures and precipitates in steels. One major
advantage is the ability to determine a statistically significant
bulk average particle size. Measurable sample volumes are
typically 10–100 mm3 for SANS and as such, a vast number of
scatterers can be probed in a single experiment. For example,
over 1014 particles occupy a 10 mm3 sample if their average
diameter is 10 nm and concentration is 1 vol%. Imaging such a
number using microscopy would be inconceivable, even with
the aid of image analysis software.
In addition, scattering techniques can visualise the internal
structure of materials in situ, for example in solution in
capillaries, at elevated temperatures, under pressure, applied
load or in the presence of an external magnetic field (vide infra).
The ability to do this removes the need for pre-treatment steps
such as drying, freezing or sectioning that may otherwise
perturb a sample. In this respect, neutrons have particular
advantages over X-rays (SAXS), having a larger penetration
depth and not suﬀering from issues of sample beam damage.
Furthermore, using contrast variation SANS, diﬀerent parts of
a sample can be selectively highlighted via isotopic labelling,
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for example by exchanging hydrogen (1H) for deuterium (2D).
These latter benefits are particularly applicable to hydrogen-
rich organic or biological materials. Consequently, SANS is
often used to study these systems.
On the other hand, SANS suﬀers several disadvantages that
have perhaps limited its more widespread application. The first
of these is a historical problem with access, although over the
past years direct access schemes such as those run by ISIS, UK
have addressed this issue. Additionally, the low flux of neutron
sources in comparison to X-ray sources means that longer
measurement times are necessary to obtain statistically reason-
able data. Most problematic of all though, may be the lack of
familiarity outside the scattering community of the general
abilities of small-angle scattering. This is compounded by the
relative complexity of data analysis in comparison to more
visual microscopy techniques.
Building on the excellent work of others,1–8 this perspective
highlights the myriad ways in which SANS has recently been
used to tackle materials science problems. Alongside this, a
brief introduction to the basics of the technique is given,
including an assessment of the best ways to design, enact
and analyse data from SANS experiments. The examples are
chosen to show the diversity of SANS, with the view to pro-
voking ideas and future studies. While the focus here is on the
use of normal SANS, the complementary use of X-rays9,10 and/or
ultra-SANS (USANS)11,12 will be explored, as combining these
techniques can be a powerful way to unambiguously charac-
terise a system.
1.1 Scattering basics
Many comprehensive introductions to small-angle scattering
have been published elsewhere, most of which are freely
available online.9,10,13–16 Rather than repeating that material,
this section aims to give a brief introduction to the basics,
a knowledge of which can help in designing suitable experi-
ments, and in understanding the results obtained. In general,
small-angle scattering derives from an interaction between the
incident radiation and structures within a sample, for example
molecular assemblies or nanoparticles. Typically, the scattered
intensity, I(Q) is reported as a function of the scattering vector,
Q, which is related to the wavelength of the incident radiation,
l and the scattering angle, y by Q = 4p siny/l. As such, the units
of Q are inverse length and are normally reported for con-
venience in either nm1 or Å1. A properly carried out experi-
ment will yield I(Q) in absolute intensity units, again an inverse
length, which are conventionally reported in cm1. The
measured I(Q) includes both coherent and incoherent elastic
scattering, with the coherent scattering providing the useful
information on scattering structures. The incoherent scattered
intensity is Q-independent and therefore manifests as flat
background noise.
The main parameters aﬀecting the coherent signal are the
form (shape and size) of the structures giving rise to scattering,
denoted as P(Q), their number in a given volume and their
‘contrast’ with respect to the background medium. For ordered
samples, charged particles or dispersions at high concentrations,
scattering from the structure, S(Q) is observed if it lies within
the measured Q-range. The ‘contrast’ originates from the
diﬀerence in scattering length density, Dr between the scattering
structures, rscatterer and the solvent medium, rsolvent. The values
of r are a summation of the scattering lengths of the atomic
components divided by the occupied volume. Therefore, they
can be calculated from the empirical formula of a material,
provided the density is known.17 This raises a significant point,
which is that r can be altered both by the atomic composition of
a material and its density.
Neutrons scatter from interactions with sample nuclei.
Unlike X-rays, the neutron scattering length of a given element
is not strongly correlated with its proton number, but is isotope
dependent. Fig. 1 shows a plot of the neutron (coherent)
scattering length versus proton number for all elements up to
curium.18 As can be seen, most scattering lengths lie within the
range of 1–11  1015 m, with noticeable variations for isotopes
of the same element. Inset on Fig. 1 is a plot focussing on some
of the lighter elements, highlighting in particular the large
diﬀerence in scattering length between 1H and 2D. Correspond-
ingly, SANS is especially appropriate for the study of hydrogen-
rich organic materials, in which isotopic labelling by selective
deuteration, ‘contrast variation’19 can be used to highlight
regions within a sample. Specific uses of this approach will
be outlined in more detail in Section 2.1.
1.2 Data analysis
As already noted, SANS intensity, I(Q) is related to the volume,
shape, contrast and concentration (volume fraction) of the
nano-scale structures present in a sample. The contributions
to I(Q) for a particle of specified shape and size is described by
its form factor, P(Q). A general rule is that small things scatter
slightly at larger Q, whereas larger things scatter strongly at
smaller Q. Because of this it can be quite easy to extract volume,
V and volume fraction, f information from SANS data, given a
known particle shape and contrast. This is especially true for
Fig. 1 Plot of coherent scattering length vs. proton number for all naturally
abundant elemental isotopes up to curium. Values taken from ref. 18. (Inset) Plot
of the coherent scattering lengths of some selected light elements.
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relatively dilute, non-interacting systems, for which I(Q) addi-
tionally tends to Vf(Dr)2 at low values of Q.10,13,14
Monodisperse particles of diﬀerent simple shapes exhibit
characteristically diﬀerent scattering, as shown in Fig. 2. The
I(Q) for all shapes exhibits high Q oscillations, which decay in
proportion to Q4. Additionally, the rods exhibit a region in
which I(Q) scales with Q1, which for disks is Q2, as indicated
in Fig. 2. The spherical particles give rise to a large region (for
QRo 1.3) in which I(Q) appears to be independent of Q. This is
actually present for all shapes for QRg o 1, where Rg is the
radius of gyration, and can be used to gain size information,
using Guinier analysis.9,10,13–16,20 For spherical scatterers, this
involves plotting ln[I(Q)] vs. Q2, where the gradient is equal to
(Rg2/3). Other simple plotting methods include the Porod plot
(log10[I(Q)] vs. log10[Q]) shown in Fig. 2, used to extract the
fractal dimension of the scattering objects, and Zimm or Kratky
plots, used to obtain information on the aggregation behaviour
or chain confirmation of polymers in solution.9,10,13–16,20 These
treatments are useful to obtain first order approximations, but
for a better understanding of all but the simplest systems, more
complex analyses should be used. One method involves fitting
the SANS data to a combination of theoretical models repre-
senting the shapes and size distributions of the scatterers
within the sample. To do this, various software packages are
available. These include standalone programs such as FISH by
Heenan (ISIS),21 SASfit by Kohlbrecher and Bressler (PSI) and
the recently shipped SasView, developed through the work of
several collaborators on the NSF DANSE project. Additionally,
plugins (for Igor Pro) are available including the NCNR SANS
package by Kline (NIST)22 and IRENA by Ilavsky (ANL).23
Typically, these programs come with detailed, fully referenced
documentation, hundreds of customisable combinations of
models and can be used with relative ease to obtain a variety
of information about the investigated system. Several excellent
guides to model fitting and data analysis exist, including ‘‘The
SANS Toolbox’’, available from NIST.20
However, as with any complex fitting method, the reliability
of the results is dictated by the number of prior known factors.
This is particularly true when the shape is unknown and can be
further complicated by polydispersity, which tends to smear
data features. Small-angle scattering data contains insuﬃcient
information24 to separately determine shape and size distribu-
tion from a single dataset. For example, a polydisperse solution
of relatively short rods can usually be equally well approximated
by populations of polydisperse spheres or ellipsoids. Com-
pounding this, higher concentrations typically bring about
changes in the scattering due to S(Q) and the formation of
aggregates or fractal structures. These factors severely compli-
cate data analysis and often necessitate approximation. As real
systems typically involve poorly defined shapes, multiple
approximated contrasts, higher concentrations or all of the
above, accurate model fitting of their SANS can be diﬃcult in
the absence of other information. The presence of interparticle
S(Q) can be particularly diﬃcult to deal with in non-spherical or
polydisperse systems, although approximations do exist.25–29
The use of contrast variation and the application of the same
analysis to multiple datasets can go some way to overcoming
these issues, by reducing the number of possible explanations
for a given dataset. Additionally, other ‘form-free’ ways to
analyse SANS data are available, for example the Indirect
Fourier Transform (IFT) by Glatter30 or the numerical methods
suggested by Magnani et al.31 and recently Pauw et al.32 These
yield probability distributions of the length-scales of the
scattering objects and can be powerful, ‘assumption-free’ ways
to determine information on particle shapes and sizes. For
example, as shown in Fig. 3, the shapes and dimensions of
simple aggregate structures that form in solution can be easily
elucidated by inspection of the IFT probability distribution.33
However, for more complicated systems or those containing
significant S(Q), the generation and interpretation of the
probability distributions is not straightforward. In these
cases, assumptions (e.g. concerning shape) must usually be
made in order to obtain physically relevant parameters to
facilitate comparisons.
Taking all of this into account, SANS data from complicated
systems should almost always be analysed alongside informa-
tion derived from other techniques. With this information,
it becomes much easier to justify a chosen model or interpret
Fig. 2 Simulated ideal scattering from simple monodisperse particle shapes,
calculated using the SASfit software.
Fig. 3 Typical IFT results for simple self-assembled structures: spherical micelles,
cylindrical micelles and liposomes (vesicles). Adapted from ref. 33 with permission
from The Royal Society of Chemistry.
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the size distributions generated by form-free methods. Doing
this permits the strengths of SANS (or indeed any scattering
technique) to be better exploited.
A final note on data analysis concerns error estimation.
As noted elsewhere,34 ‘‘a fitting procedure should provide
(i) parameters, (ii) error estimates on the parameters, and
(iii) a statistical measure of goodness-of-fit. When the third
item suggests that the model is an unlikely match [poor fit] to
the data, then items (i) and (ii) are probably worthless.’’ As a
rule, SANS facilities provide error estimates alongside Q and
I(Q) data columns. However, it is up to the users to measure for
suﬃcient lengths of time, thereby minimizing the error on
individual data points, which directly aﬀects the error on fitted
parameters. Data analysis must then be done carefully and
should take goodness-of-fit values into account (e.g. reduced w2),32
which most SANS fitting programs provide. This is particularly
applicable to SANS on complicated systems for the afore-
mentioned reasons.
2. Applications of SANS
2.1 Amphiphilic self-assembly
Self-assembled soft materials comprise nanoscale building
blocks or domains that are normally within the size range
detectable by SANS. In addition to those already mentioned
above, several excellent reviews on data analysis specific to soft
matter systems are available.35,36 For self-assembling organic
species in solution, SANS is particularly useful because of
the aﬀorded high contrast between a 1H-rich material and a
2D-rich solvent. Consequently, one of the more common uses of
SANS is for the characterisation of aggregate structures of
surfactants,37–41 block copolymers42,43 or asphaltenes44,45 in
deuterated solvents. Ternary systems such as emulsions,46
microemulsions47–51 and liposomes33,52,53 are also investi-
gated, for a variety of purposes including mustard gas
decontamination,50 art restoration,51 and drug delivery.33
In this case, selective deuteration of the diﬀerent components
is frequently used to obtain a more detailed structural picture,
as highlighted in Fig. 4. The case of a microemulsion is shown,
with a water droplet ‘core’ and surfactant ‘shell’, although the
same principle can be applied to a wide variety of systems
(e.g. nanoparticle dispersions54). The diﬀerence between the
SANS profiles is clear throughout the Q-range. Simultaneous
fitting gives far more information on the system than can be
obtained from individual contrasts.49 In the case of the
core contrast, typically the surfactant and solvent are both
deuterated. In addition to the coherent scattering of interest
to SANS analysis, 1H exhibits strong incoherent scattering
which manifests as (flat) background noise, as noted above.
This eﬀect is particularly damaging at high Q, where I(Q) is
lower, and can drown out the coherent scattering signal. By
minimizing the 1H content, the signal resolution is therefore
increased, permitting easier data analysis. This is especially
important for SANS measurements of small spherical objects
(e.g.microemulsion droplets with low water content), for which
I(Q) can be quite low.
Another way to generate additional contrast can be by
comparing SANS results with those obtained from SAXS.
Because of the diﬀerent origins of scattering contrast (cf. scattering
basics section), SAXS data arises mostly from electron dense
parts of an assembly, while SANS will highlight the 1H- or
2D-rich regions. This approach is particularly appropriate for
molecules containing both aromatic (e-rich, H-poor) and
aliphatic (H-rich, e-poor) parts, such as asphaltenes44,45 or
fullerene derivatives,55 but can be also used to locate nano-
particles in biphasic systems.56
One particularly important application of SANS to self-
assembled systems has been in identifying amphiphiles cap-
able of modifying the properties of liquid and supercritical
CO2.
57–59 CO2 is a green solvent with the potential to replace the
volatile organic compounds currently used in industrial pro-
cesses, but is poorly compatible with most materials.60 Various
approaches have been proposed to improve its solvency and
otherwise influence its properties, including surfactant
design57,61,62 and solvent engineering.63,64 Amphiphiles have
been identified that can aggregate65,66 and disperse water
droplets67–70 or nanoparticles71–74 in liquid CO2, or modify its
viscosity.75–77 High-pressure SANS (HP-SANS) has been used
throughout to provide definitive evidence for the formation of
the proposed structure and information on its length scale. The
structures are measured in situ under pressurised conditions,
hence HP-SANS. The contrast between CO2 (r B 2.5 
1010 cm2) and a typical hydrocarbon amphiphile (r B 0.5 
1010 cm2) is suﬃcient, so a SANS signal in the detected
Q-range (e.g. 0.01–0.3 Å1) is strong evidence for dispersions
of nano-sized aggregates. This approach has been used to
confirm the aggregation (or lack thereof) of both custom-
designed surfactants in pure CO2
65 and commercial surfactants
in CO2–alkane mixtures.
63 For microemulsion droplets in
CO2, both H2O (0.56  1010 cm2) and D2O (99% D, 6.33 
1010 cm2) droplets provide suﬃcient contrast, although to
reduce the aforementioned flat background arising from 1H
content, D2O is usually preferred. Both spherical and rod-
like microemulsion droplets have been identified,67–69,76,77 with
Fig. 4 An example of contrast variation SANS using solvent deuteration. In the
schemes, the parts labelled with 2D are represented by light grey, 1H with dark
grey. Simulated SANS is shown beneath each scheme for a typical Schultz-Zimm
distribution of droplets with average core radii of 3 nm, shell thickness of 1 nm
and variance, s = 0.2.
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additional evidence for the latter provided by high-pressure
viscosity measurements. Continued improvements in pressure-
cell technology now permits the use of wider neutron beams and
thicker cells, increasing the volume capable of being visualized
and improving data resolution.62,67
2.2 Supramolecular self-assemblies
SANS has also been used to characterise supramolecular assem-
blies, including self-assembling supramolecular polymers,78
oligoelectroytes79 and fullerene derivatives.55,80 In these cases,
SANS was employed for its ability to directly detect assembly
structures in solution, with information from spectroscopy,
microscopy or SAXS used to back up the analysis. In supra-
molecular chemistry, the ability to measure solution assembly
structures is important as they often diﬀer wildly from the
solid-state assemblies of the same material and can provide the
seeds from which they form. However, due to multiple non-
covalent forces directing self-assembly (e.g. hydrogen bonds,
aromatic interactions, ionic attractions, donor–acceptor pairs
etc.), a greater variation in shape can be expected than for the
simpler amphiphilic systems described above. Because of this,
structural characterisation by SANS is best carried out in
combination with other techniques. In doing so, the error
resulting from the aforementioned diﬃculty in separately
determining shape and size distribution is reduced. For example,
pyrogallol[4]arenes with added metals (M = Ni, Cu, Ga, Zn) or
organic guests (e.g. pyrene) can self-assemble into dimeric or
hexameric capsules or hollow cylinders/tubes.81–83 In all cases,
SANS was used alongside other techniques (e.g. XRD and NMR)
to characterise assembly structures. However, for the capsules
SANS was additionally used to elucidate the role of the reaction
conditions on the ratio of the dimer and hexamer products.81
Based on their structures determined by single-crystal XRD,
dimers and hexamers were calculated to have radii of 7 and
10 Å respectively. Despite this similarity, the data were
modelled using a bimodal distribution of spheres and the volume
fraction of each population was extracted. As the structure, shape
and size of the capsules were already known, the error in the
determined volume fractions is reduced. From the resulting
volume fractions it was inferred that the dimers are the more
stable thermodynamic product, while the hexamers are a
kinetic product that gradually convert to dimers over time.
2.3 P3HT-containing gels and films
A particularly interesting application of SANS to functional soft
matter has been in systems containing poly(3-hexylthiophene),
P3HT. This conjugated polymer is extensively studied for
organic electronic devices due to its relatively high hole mobi-
lity and solution processability. Creating well-defined assem-
blies of P3HT on the nano- and mesoscale is important as the
assembly properties directly aﬀect device performance. P3HT is
known to gel aromatic solvents on cooling from the fully
dissolved solution state.84–86 The gel structure was determined
by microscopy (AFM, TEM) to consist of bundled fibres. How-
ever, as a 2D image of a 3D sample,87 microscopy suﬀers an
inability to reliably distinguish between overlapping fibres and
branched network. This is important as a network throughout
which charge can freely move is expected to have better
electrical properties (e.g. charge transport) than interdigitated
fibres. In order to better characterise the system, both SANS
and ultra-SANS (USANS)11,12 were used. USANS equipment is
currently less commonly available than SANS, but greatly
increases the size of scattering objects that are able to be
detected to over 10 mm. By combining the data from both
techniques, it is possible to detect length scales in the sample
from 1 to 10000 nm. This permitted the visualisation of (i) the
parallelepiped-shaped unit assemblies of P3HT molecules,
(ii) the fibres consisting of multiple parallelepipeds, (iii) the
network structure of the fibres and (iv) the extent of the networks
on the same plot (Fig. 5).84 The parallelepiped model was chosen
to reflect the orthorhombic crystal structure of P3HT, although
cylindrical models have also been used to fit SAXS data of similar
systems.88 The fractal dimension, Df of the network
20,89 was
obtained as the exponent of the power law scattering (blue line,
Fig. 5). The length scale ‘‘donset’’ was defined as the point in Q at
which the data deviates from being able to be explained using
the parallelepiped model. This indicates the limit to which the
scattering can be considered as arising from individual fibres –
i.e. an approximate distance between branches or overlaps
detected by SANS. Higher values of Df and lower values of donset
both indicate a denser network. Df values ranging between 1.4
and 1.9 were almost always obtained,84–86 indicating branched
networks. Interestingly, while changing sample conditions led to
some variations in the network density and its mechanical and
electrical properties, little change in the scattering at higher Q
was observed. This indicates that the underlying fibre structure
was similar in all cases. As expected, higher conductivity was
obtained by increasing branching within the networks.85
SANS has also been applied to films comprising P3HT and
the fullerene derivative PCBM ([6,6]-phenyl-C61-butyric acid
methyl ester).90 As one of the most studied organic p-type
Fig. 5 Combined SANS and USANS data from 0.2 wt% P3HT in p-xylene. The
data are fit using models (solid lines) that describe the structures at diﬀerent
length scales. The insets are schematic representations of the structural features
characterized by the fitting. Adapted with permission from ref. 84. Copyright
2011 American Chemical Society.
PCCP Perspective
D
ow
nl
oa
de
d 
by
 N
IM
S 
N
am
ik
i L
ib
ra
ry
 o
n 
05
/0
4/
20
13
 0
1:
43
:4
8.
 
Pu
bl
ish
ed
 o
n 
25
 M
ar
ch
 2
01
3 
on
 h
ttp
://
pu
bs
.rs
c.o
rg
 | d
oi:
10.
103
9/C
3C
P5
029
3G
View Article Online
Phys. Chem. Chem. Phys. This journal is c the Owner Societies 2013
and n-type semiconductor films for bulk heterojunction solar
cells,91 the ability to correlate their structure and eﬃciency is
vitally important. Because of the diﬀerence in scattering length
density, r between the carbon-rich PCBM (4.4  1010 cm2)
and carbon and hydrogen containing P3HT (0.7  1010 cm2,
cf. Fig. 1, inset), the contrast is high without the need for
deuteration. Detailed SANS experiments have been carried
out to investigate the eﬀect of composition and thermal
or solvent annealing processes on film structure.92,93 For
all compositions (10–50 vol% PCBM), SANS profiles with
scattering peaks corresponding to crystalline P3HT were noted.
However, only the 50% PCBM sample exhibited a noticeable
peak corresponding to crystalline PCBM. Additionally, a much
larger I(Q) at low Q was noted than for the other samples. Both
of these factors point to P3HT and PCBM crystals being phase
separated. The remaining SANS was explained as arising from
P3HT crystals. These were modelled as prolate ellipsoids with
lengths of 25–30 nm, whose size were relatively independent of
concentration. From this analysis a detailed structural picture of
the films was proposed, consisting of PCBM and P3HT crystals
separated by a miscible phase of amorphous P3HT : PCBM
(Fig. 6).92 This result is in line with the high miscibility of PCBM
and P3HT94,95 and would be very diﬃcult to obtain using a
technique other than SANS.
For the 1 : 1 P3HT : PCBM films, data analysis of the (high Q)
Porod regime suggested interfacial mixing with increased
thermal annealing time. In this region, which contains infor-
mation on interfacial roughness, I(Q) scales in proportion to
Qa. For rough interfaces, a ranges from 3 to 4, with a value
closer to 4 (the theoretical value for a sharp interface) indicat-
ing an increased sharpness. For the films, the interfacial
roughness can be equated with interdigitation between P3HT
and PCBM phases. At longer annealing times, the value of a
decreased, implying increased interfacial mixing. Several other
groups have noticed similar eﬀects.94,96
On the other hand solvent annealing,93 which is amore practical
way to form films, was found by SANS to lead to initial intermixing,
followed by phase separation of PCBM that is driven its
solubility limit (around 22%)95 in amorphous P3HT. These
changes were correlated to photovoltaic activity, which signifi-
cantly improved after solvent annealing, indicating the forma-
tion of crystalline PCBM within the film to be crucial to device
eﬃciency.
An important point about the two examples above (P3HT
gels, P3HT : PCBM films) is that they both concern relatively
complex systems. Despite this, the structure has been
thoroughly characterised, using a combination of direct SANS
profile interpretation (e.g. identifying power laws) and careful
modelling of the data. In doing so, links between the internal
structure (over a range of length scales) and the bulk properties
have been identified, which would have been diﬃcult or even
impossible to establish using other techniques.
2.4 Mixing and alignment
The applications of SANS to polymerisable surfactants,97 poly-
mer colloids5 and hydrogels7,98 have all been reviewed very
recently. In general, SANS has been used for structural char-
acterisation of these materials, with similar data treatments to
those outlined above. Elsewhere, SANS has been used to
accurately characterise the nanoscale mixing of soft solids,
represented by micelles of poly(styrene-block-ethylene-alt-
propylene), PS-PEP.99 With any other technique, such direct
verification of homogenization would be very diﬃcult, but
using contrast variation SANS it was possible. Solutions of
PS(1H)-PEP and PS(2D)-PEP in squalene (42 vol% C30H62 and
58 vol% C30D62) were mixed and measured by SANS. This
mixture of 1H- and 2D-squalene was chosen so that contri-
butions to the SANS from the S(Q) would be eliminated on
complete mixing, as was observed to occur. The S(Q) was
still present in separate SAXS results taken after blending,
indicating that the only change was mixing between 1H- and
2D-micelles.
SANS can also be used to study aligned systems. For example,
liquid crystalline mesophases,100–102 colloidal crystals103 and
opals104 have been investigated. In all cases, SANS can be used
to both detect and quantify alignment. To do this, the
two-dimensional detector image is used, prior to radial inte-
gration to obtain I(Q) vs. Q. Alignment causes the detector
pattern to become markedly anisotropic (cf. Fig. 7). Per-
forming an azimuthal (constant Q) scan gives a plot of
scattered intensity versus annular angle, from which an order
parameter, representing the extent of alignment, can be
calculated.100–102,105 Alignment can be achieved by several
methods, including nanoscale confinement within a porous
template100 or the direct use of an externally magnetic field,
coupled with sample rotation.101 Another method involves the
confinement of magnetite nanoparticles within the grain
boundaries of the hosting mesophases.102 On application of
an external magnetic field, the nanoparticles align, which in
turn aligns the mesophases, shown in Fig. 7 for a hexagonal
phase. Significantly, this neat approach can align mesophases
containing molecules that are not strongly aﬀected by the
applied field.
Fig. 6 Diagram showing the ‘‘rivers and streams’’ model for P3HT : PCBM films
proposed by SANS. In both images, yellow incidicates P3HT and black indicates
PCBM. Crystals are implied by ordering of the lines and circles. In (B), brown
regions indicate amorphous P3HT + PCBM. Reprinted with permission from
ref. 92. Copyright 2011 American Chemical Society.
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Finally, SANS has been employed to measure the flow of
hydrogels, polymer melts, clays, emulsions, micelles, membrane
phases and biological systems. For more detail, readers are
pointed to a recent comprehensive review of this area.6
2.5 Carbon dispersions
Allotropes of carbon, especially nanotubes (CNTs) and graphene
are of significant interest for their wide range of impressive
properties. The ability to purify and process these materials into
desirable structures or assemblies is fundamental to many
potential uses and is strongly facilitated by their ability to be
dispersed in solvents. Eﬀorts to improve solubility have included
chemical functionalisation or the addition of amphiphiles such
as surfactants or block copolymers. It is particularly important to
measure the extent of debundling (nanotubes) or delamination
(graphene), as this will be related to the quality of the final
desired material. SANS is a useful technique for doing this, as it
can provide information both on the dispersion quality and on
the surrounding additives106 or grafted chains.107 In the case of
CNTs, the expected SANS data for an unbundled dispersion
should theoretically contain a wide region in which I(Q) scales
in proportion with Q1, characteristic of a dispersion of long rod-
like particles (e.g. Fig. 2). However, such a perfect dispersion is
found only rarely under dilute conditions, with a large quantity
of dispersant.108 Example data is shown in Fig. 8,109 alongside a
schematic depiction of the structures detected. In the low Q
region, I(Q) is typically found to scale in proportion with Qa,
with a lying between 2 and 3,106–111 indicative of a dense fractal
network similar to those discussed for the P3HT gels. As before,
a decreased value for the exponent indicates a less dense net-
work, which is also reflected in the onset point of the fractal
structure (approx. 0.06 Å1 in Fig. 8). The behaviour in the high
Q region gives information on the state of the individual tubes.
As CNTs are rods, data analysis in this region is typically carried
out using cylindrical models.106,107,109 In the case shown
in Fig. 8, the slope in the high Q of 1.0 disappearing into
the background strongly indicates extensive unbundling of
the tubes.
Recently, the same approach was applied to dispersions of
graphene.112 The layers were intercalated with potassium–
ammonia solution and then dissolved in THF to yield a
suspension of negatively charged graphene platelets that was
characterised by SANS. As noted in Fig. 2, dispersed platelets
(disks) are expected to exhibit a region in which I(Q) scales with
Q2. This was observed, but the onset point of the region
appeared at quite low Q (around 0.02 Å1) and may therefore
arise from platelet stacks. Model fitting was employed, using a
relatively complicated model including contributions from
both platelet stacks and completely exfoliated platelets, the
evidence for which was derived from AFM measurements on
drop-cast films on mica. The results from data analysis indi-
cated fully separated platelets to be present in solution,
although at a relatively low level as a fraction of the total
volume of dispersed graphene. Given that the platelet size
observed by AFM was 100–250 nm, the radius of graphene
platelets detected by SANS (15 nm) was thought to indicate the
extent over which the flexible graphene sheets can be con-
sidered to be rigid.
2.6 Porous materials
SANS perceives dense networks surrounded by a less dense
medium (as in the above examples) in much the same way as a
dense medium containing a less dense network of pores.
Examples of the types of structures that can be analysed are
given in Fig. 9, alongside example SANS data for activated
carbon.113 SANS from porous structures is typically charac-
terised by (i) power-law dependent scattering (blue region in
Fig. 9d), combined with (ii) a form factor for the pore shape and
size (yellow region in Fig. 9d). This makes it possible to obtain
Fig. 7 (a, c) Polarising optical microscopy, POM and SANS detector images of
disordered hexagonal phase containing magnetic particles. (inset, a) SAXS data
for doped and undoped systems, showing minimal changes with particle
incorporation. (b, d) POM image and SANS detector images of the same system
after the application of a magnetic field to induced alignment. Adapted from
ref. 102 with permission from The Royal Society of Chemistry.
Fig. 8 Example SANS from a network of unbundled carbon nanotubes, and
(inset) a schematic description of the data. Reprinted with permission from
ref. 109. Copyright 2012 American Chemical Society.
PCCP Perspective
D
ow
nl
oa
de
d 
by
 N
IM
S 
N
am
ik
i L
ib
ra
ry
 o
n 
05
/0
4/
20
13
 0
1:
43
:4
8.
 
Pu
bl
ish
ed
 o
n 
25
 M
ar
ch
 2
01
3 
on
 h
ttp
://
pu
bs
.rs
c.o
rg
 | d
oi:
10.
103
9/C
3C
P5
029
3G
View Article Online
Phys. Chem. Chem. Phys. This journal is c the Owner Societies 2013
pore size distributions alongside information on the density
and structure of the porous networks. For samples containing a
large single pore size or multiple pore-size distributions, USANS
is often used.114–117 Additionally, measurements combining
SAXS and SANS,114,118 or using contrast variation SANS, with
either 1H- or 2D-toluene contained within the pores,119 can be
used to gain more information and highlight particular regions
within a structure. SANS has also recently been employed along-
side a variety of other techniques (cf. Fig. 9c) to study the structure
and porosity of hollow silica/titania particles.120 Ref. 115 provides
a useful tabular summary of the range of porous structures that
have been studied using small-angle scattering.
In addition to characterising pore structure, the func-
tionalization of MCM41118 and the ability of porous carbon to
adsorb hydrogen has been investigated.113,121 In this latter
case, the specific benefits of SANS were an ability to character-
ise the preferential uptake of hydrogen into diﬀerent pore sizes
at diﬀerent pressures and to evaluate its density within
pores.121 These latter studies are important due to the need
for media capable of storing hydrogen for future transportation
applications.
2.7 Precipitates and clusters
A final common application of SANS is to characterise the
internal structures of hard materials such as silicate glasses,122
zirconium-based alloys123 and steels.124 In steels and other
alloys, treatments such as ball-milling,124 tempering125 and
thermal annealing123,124 typically induce the formation of
nano-scale precipitates, which can have profound eﬀects on
the material properties. The ability to characterise these parti-
cles is meaningful in order to establish structure–property
relationships. SANS is particularly valuable for its ability to
measure fairly thick samples in situ (i.e. with no complicated
preparation methods) and to give statistical meaningful data on
particulate size and volume fraction. Other benefits of SANS
again include the ability to use complex sample environments,
for example to measure samples under applied load.126
In addition to SANS deriving from interactions of the
neutron beam with the nuclei within a material, neutrons also
scatter from atomic magnetic moments. This is not so impor-
tant for the examples described in the previous sections, but is
clearly important when using SANS to characterise steels.
If an external magnetic field is applied, the magnetic neutron
scattering127 is most pronounced perpendicular to the field and
tends to zero in the parallel direction.125 This can provide a
way to remove the additional SANS arising from magnetic
scattering,128 but can also be used to select data arising from
just the magnetic structure. To do this, measurements of the
detected scattering in both positions are subtracted from one
other to give the SANS from magnetic scattering alone.125,129
This allows contributions frommagnetic nanostructures within
a sample (or nonmagnetic particulates within steel) to the
overall SANS to be separated. The ability to do this is particularly
powerful in the study of superconducting materials, as it permits
the bulk flux line lattice structure to be measured.130,131 At
present, SANS remains unmatched in its ability to do this.132
Example magnetic scattering data for a sample of tool steel
is shown in Fig. 10, which indicates a broad spectrum of
particle sizes. In this case, the scattering is assumed to arise
from non-magnetic particulates within the ferromagnetic
medium. The data were modelled using four Gaussian distri-
butions of spherical particles, which were assigned as carbon
clusters (D1) and various metal carbides (D2–4) using micro-
scopy and atom probe measurements. The change in the
populations was observed with increased tempering time and
was found to agree well with simulated behaviour.125
Another way to gain more information on the precipitates in
steels and other alloys is by the use of combined SAXS
and SANS measurements. Individually, these techniques can
provide size distributions and volume fractions, allowing for
cross-referencing. However, using a method denoted as ‘alloy
contrast variation’ (ACV)133 the chemical composition of the
precipitates present in the sample can also be determined. This
is because their volume fraction, size distribution and form are
the same for both SAXS and SANS. Only the contrast diﬀers and
by splitting the data into regions corresponding to each particle
size distribution and calculating a relative intensity, a ratio
specific to the particle composition and crystal structure is
obtained. This can be compared to the values calculated for
expected precipitates. Systems studied using the ACV method
include oxide clusters,133 sulfide inclusions134 and carbide
precipitates128 in a variety of diﬀerent steels. This attractive
method has advantages over TEM and even atom probe analysis,
Fig. 9 Examples of porous media that have been studied by SANS: (a) SEM
image of a Millipore mixed cellulose ester membrane, reprinted from ref. 114,
with permission from Elsevier. (b) SEM image poly(4-vinyaniline)/polydivinylben-
zene monolith, reprinted with permission from ref. 115. Copyright 2011 Amer-
ican Chemical Society. (c) TEM image hollow silica/titania nanoparticles. (Inset, c)
EELS dot mapping of five nanoparticles; false color code: Si = green, Ti = red.
Reprinted with permission from ref. 120. Copyright 2012 American Chemical
Society. (d) Example SANS data for porous activated carbon, highlighting the
contributions from the network and average pore structure to the overall
scattering (shaded regions, as labelled). Reprinted with permission from
ref. 113. Copyright 2010 American Chemical Society.
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mainly in that it requires no sample perturbation, and could
clearly be applied to other systems to gain insights into
composition and crystallinity.
3. Time-resolved SANS (TR-SANS)
Due to a continued improvement in beam line technology,
SANS studies with time resolution less than 100 ms are now
becoming routine. TR-SANS has been applied to a wide range of
systems,4,135,136 a few of which will be described here. The first
of these is the observation of morphological changes within
self-assembling systems that occur on mixing. This includes
the formation of a microemulsion from a lamellar phase
comprising surfactant and water on toluene addition137 and
the formation of liposomes from mixed surfactant solutions
(Fig. 11).138 Both of these processes have been carried out using
the stopped-flow cell available at the ILL.4 Given the ability to
thoroughly characterise their underlying structures using SANS
(see above), the application of TR-SANS to such systems is
clearly appropriate. However, as these transitions occur quickly,
short time frames for data collection are necessary, with a
minimum of 20 ms. To collect statistically significant data
suitable for analysis, each process is typically repeated several
times and the intensities averaged. Fig. 11a shows TR-SANS
data for the transition from a lamellar phase to a micro-
emulsion.137 Scattering from a lamellar phase is typified by a
peak in the SANS representing the interlayer spacing (around
Q = 0.14 Å1 in Fig. 11a). Immediately after mixing (within
120 ms), the interlamellar spacing increased, in line with the
formation of a solvent-swelled structure. After this, the change
in model fitting parameters suggested a slow relaxation of the
lamellar membrane to form the microemulsion (broad peak
centred on 0.10 Å1). The timescales for the two steps were
justified by the diﬀerence in energy required to swell the
lamellar structure (low) versus that required to overcome the
energy barrier of breaking up the lamellar membrane to form
microemulsion droplets (high).
Fig. 11b shows snapshots of TR-SANS data taken during the
formation of vesicles on mixing a zwitterionic surfactant, tetra-
decyl dimethyl amine oxide (TDMAO) and an anionic surfactant,
lithium perfluorooctanesulfonate (LiPFOS).8,138,139 Immediately
after mixing, disk-like mixed micelles are formed, evidenced by
Fig. 11 (a) Time-resolved SANS data showing a lamellar to microemulsion phase
transition triggered by toluene addition, with the two transition steps depicted schema-
tically. Adapted from ref. 137 with permission from The Royal Society of Chemistry.
(b) SANS data for a mixed sample of TDMAO (27.5 mM) and LiPFOS (22.5 mM) in D2O
for various times after mixing in a stopped-flow device, with cartoons schematically
representing the species present in solution. The absolute intensity is correct for the
84 ms measurement. Subsequent curves were successively multiplied by a factor 3 for
clarity. Solid lines are fits to the data. Adapted from ref. 8 and 139 with permission from
The European Physical Journal (Springer) and The Royal Society of Chemistry.
Fig. 10 (a) Magnetic neutron scattering data for as-quenched tool steel. Lines represent the scattering from four Gaussian particle distributions D1–4. (b) Fitted
particle size distributions D1–4, with error indicated by thin grey lines. Reprinted with permission from ref. 125. Copyright 2006 J. Wiley and Sons.
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the region (0.02 o Q o 0.1 Å1) in which I(Q) scales with Q2.
As depicted, these quickly grow in size and within a few
seconds close to form vesicles, as evidenced by the appearance
of oscillations in the SANS. During this transition phase,
represented by green and blue data points on Fig. 11b, both
vesicles and disk-like micelles are thought to coexist in
solution.
The ability to measure such structural changes in soft matter
systems was recently applied to 1,2-dipalmitoyl-sn-glycero-
3-phosphocholine (DPPC) liposomes.140 The addition of phos-
pholipase A2 (PLA2) triggers a controlled release from within
the liposome shell. The release is thought to proceed by initial
shrinking of the liposomes, followed by their expansion and an
increased shell permeability. To check this, the eﬀect of adding
PLA2 to a solution of DPPC liposomes was tracked by TR-SANS
over 12 h. As expected, SANS intensity initially decreased, due to
liposome shrinkage from approximately 800 to 700 Å. This was
followed (after around 4 h) by an increase in size to around
950 Å. The permeability of the membrane was also noted to
increase, in line with the suggested mechanism.
TR-SANS has also been applied to the nucleation and growth
of inorganic media.136 For example, the protein-mediated
nucleation and growth of CaCO3,
141 the precipitation in
Fe–Cu and Fe–Cu–B–N alloys142 and the growth of nanocrystals
in glass-ceramics143 have all been investigated. A particular
benefit of TR-SANS is the ability to separately visualize the
organic template and the forming structure, both of which have
a vital role in the growth mechanism. This was exploited
recently in studies on the formation of mesoporous silica
nanoparticles, MSNs in a solution of CTAB micelles.54 Three
diﬀerent contrasted systems were used, designed to separately
highlight (i) the silica MSNs, (ii) the micelles and (iii) both
together. The reaction mechanism determined by modelling
the TR-SANS data is shown in Fig. 12. After hydrolysis, initial
condensation led to silica oligomers adsorbing to the micelle
surfaces. This manifested in the SANS as a detected reduction
in intermicellar repulsion, which drove the clustering of silica
coated micelles to form larger micelle aggregates. Silica growth
then took place around these structures. The remaining
micelles not involved in these structures reduced in population
and size throughout the reaction, with the latter eﬀect thought
to be due to methanol released during the hydrolysis of the
silica precursor. The eﬀects of temperature and reagent concen-
tration were also studied. In all cases, the reaction was observed
to reach completion within 900 s, with an increased rate at
higher concentrations. The final MSN sizes were corroborated
by results from DLS, TEM and SAXS.
Finally, TR-SANS has been applied to observe structural
changes during miniemulsion polymerisation144 and a living
radical polymerization to form a microgel-core star polymer.145
Again, the application of TR-SANS is appropriate given the
wealth of knowledge on the modelling of SANS data from
polymer solutions.35 For the formation of microgel-core star
polymers, two stages were followed: (a) the process to form the
poly(methyl methacrylate), PMMA arms and (b) their linking to
form stars. Other ex situ techniques (NMR and size exclusion
chromatography with and without multiangle laser light scat-
tering) were used to back up the SANS analysis. In process (a),
increases in I(Q) were observed throughout the reaction, which
were determined to be indicative of the growth of PMMA
chains. Process (b) was determined to proceed in three stages.
An initial increase in I(Q) at low Q indicated the further growth
of PMMA chains and their linking to form small star polymers.
After this, an S(Q) peak in the mid-Q range appeared, indicating
a rapid increase in the number of star polymers in the solution
and their corresponding increase in proximity. Finally, a sub-
sequently slower increase in I(Q) was noted, in line with the
slow growth of a the microgel core.
A final point is that in all the above examples, the experi-
ments have been optimised by using well-defined systems,
averaging multiple runs to reduce data error, using contrast
variation and/or including information obtained by other
techniques. This is of particular importance for TR-SANS due
to the necessarily shorter data collection times when studying
fast processes.
4. Conclusions
It is hoped that this review has demonstrated the wealth
of ways in which SANS can be exploited for the characteri-
sation of materials systems. In particular, the use of contrast
matching5,19,42,49,99,119 or magnetic scattering125,127,129,132 has
been shown to be a valuable way to optimise experiments by
highlighting structures of interest. Throughout the described
examples, high importance is placed on the application of SANS
alongside other scattering techniques. This can be used to
increase the range of sizes detected, using USANS,11,12,84,115
or to provide a diﬀerent contrast, using SAXS,44,45,55,56,114,118
from which material composition can additionally be estimated
using ACV.133 Additionally, the importance of evidence from
microscopy techniques cannot be ignored as this provides
critical information that can be fed into the SANS data model-
ling to increase accuracy.78,79,81–84,100–102,112,114,115,120,125 In the
condensed phase, the combination of multiple techniques can
be used to build up detailed pictures, such as those established
for P3HT gels and films.84–86,92–95 The ability to generate such
detail is clearly of benefit to the identification of structure–
property relationships and SANS has a crucial role to play,
Fig. 12 Proposed growth scheme for the MSNs determined by TR-SANS.
Micelles are represented by spheres, silica oligomers by triangles and condensed
silica by grey shading. Reprinted with permission from ref. 54. Copyright 2012
American Chemical Society.
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particularly in determining the statistically significant struc-
tural parameters. For soft dispersed media, the ability to
measure the structure of solutions in situ, even in pressurized
solvents63,65–70,75–77 is of great advantage. Finally, using
TR-SANS4,135,136 changes within solutions or materials that occur
on the B100 ms timescale can be observed, permitting the struc-
tural study of nucleation and growth mechanisms,54,136,141–143 poly-
merisation reactions144,145 and other structural transitions.137,138,140
The ability to do this in real-time in situ is almost exclusive to
small-angle scattering techniques, with SANS of particular
benefit in studying the growth of materials around an organic
template.54 Given the number of materials for which this true,
SANS could yet become a key technique for mechanism eluci-
dation in materials science.
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