INTRODUCTION
In this paper we describe hypothesis tests and confidence procedures that are useful for comparing the mean residual life functions from two populations. The mean residual life function is defined by eF(t) = E(X -tlX~t) = f CD F(u)du/F(t) t for F(t)~0 , where the random variable X has distribution function F(t) and F(t) =1 -F(t). If X measures the lifelength for an item, then eF(t) is the expected remaining life in the item given it has survived until time t. Since eF(t) can be inverted to obtain F, e.g., see Cox (1962, p. 128) , mean residual life functions can be used directly to model lifelength distributions.
In this paper, we develop a nonparametric test of versus (1.1 ) based on independent samples from distribution functions F and G. An important feature of the hypotheses (1.1) is that the test may be inverted to obtain confidence statements of the form "eF(t)~eG(t) for all tEl," where i is an interval of values determined by the data.
The mean residual life function arises naturally and is of practical interest in many applications. These include survivorship studies in medical settings, rate setting for life insurance, and industrial burn-in procedures. Mean residual life is also of interest when the variable is not lifelength. If X is the medical cost of a certain type of patient, then eF (t) is the expected remaining cost given that the amount t has been paid. Guess and Proschan (1985) provide a recent survey of important mean residual life applications and theory.
In all these applications, comparisons between two mean residual life functions might be of interest. For example, if Vendor A's electronic systems have lifelengths with distribution function F and Vendor B's have distribution function G, then a confidence statement that "eF(t) ;". eG(t) for all t E [0,3000)" would imply that for systems of' age up to 3000 hours, Vendor A's systems would be preferred to Vendor B's in terms of average remaining life.
A variety of other population measures have also been used by reliability and biomedical researchers to compare populations. For example, failure rate functions have been compared in Chikkagoudar and Shuster (1974) , Kochar (1979 , 1981 ), and Cheng (1985 , and percentile residual life functions have been compared in Joe and Proschan (1984) .
Our test for mean residual life differences is constructed using the intersection-union method. This method and the resulting confidence statements are quite different from those used by the above authors and could be profitably applied in their contexts as well. Two other distinctive features of our approach are the following. Stablein and Koutrouvelis (1985) for examples of crossing failure rates.
2. Related to the possibility of crossings is the question of the consistency class. The consistency class for our tests is given exactly by H a of (1.1). This is in contrast to most useful results available for comparing F and G in the literature. Such results are typically based on a natural parameter or functional of (F,G) which is estimated from the samples. However, the consistency class from such procedures is usually larger than the stated alternative. For such tests one can reject the null hypothesis but never really know if one is in the alternative set or just 10 the consistency class.
In Section 2 we develop the test for (1.1) and give relevant asymptotic results. Section 3 investigates the related confidence procedures. Examples in Section 4 illustrate how to use our methods.
TESTING FOR LARGER MEAN RESIDUAL LIFE
The goal is to test (1.1) based on independent random samples X"""X m and Y.,... ,Y n from F and G. Our approach is to use the intersection-union principle discussed by Gleser (1973) and Berger and Sinclair (1984 where edt) + t = the average of the Xi'S greater than t, S~(t) = the sample variance of the Xi'S greater than t, and m(t) = the number of Xi'S greater than t. The analogous quantities for the Yi's are eG(t), S~(t), and n(t). Define S~(t) = 0 when m(t) " 1, S~(t) = 0 when n(t) " 1, and Zmn(t) = 0 when min{m(t), n(t)}~1. Chiang (1960, pp. 226-7) discusses a discrete version of Zmn(t) for life uG(t) with probability one,
and thus
Part (iii) THEOREM 2 (consistency). Let XlI.",X m and Y "".,Y n be independent samples from continuous distribution functions F(x) and G(y),
For a given pair (F,G) e H o ' the probability of rejection using (2.3) often converges to a number which is strictly less than 0<. In this next theorem we show that the convergence is to 0< for those pairs (F,G) in H o for which eF(t) = eG(t) at only one point to. The intuitive reason for the result is that asymptotically inftZmn(t) can be replaced by Zmn (to) which converges to a standard normal random variable. The (ii) sup As in the previous example, D 2 (u,t) is increasing in t and thus m%{eF(t) -eG(t)}/D(u,t) is minimized at the largest t value considered. 
CONFIDENCE PROCEDURES
In this section we describe three confidence procedures based on the statistic Zmn(t). Each procedure produces a confidence statement of the form "eF(t)~eG(t) for all t t l " where I =[0,"') is a random interval computed from the data. We show in Theorem 5 that the asymptotic confidence level for each procedure is 1-0:.
The three procedures differ in the form of the interval I, but each requires that a "starting value" T '"°be specified in advance of To illustrate the second type of interval, suppose that T = 2 was chosen as the upper limit of our interest. Reverse the roles of F and G in Figure I . The largest t~T = 2 for which Zmn(t)~1.282 is t = 0.999. Actually Zmn (t) * -1.282 in Figure I . So the second confidence procedure asserts with confidence 90% that eG(t) ::0.. eF(t) for all t~(0.999,2.000].
To illustrate the third type of interval, choose T = 2 as the center of the interval of interest. The value of t closest to T = 2 at which Zmn (t) ... -1.282 is t = 2.425. Thus 0 = 0.425 and the third confidence procedures asserts, with confidence 90%, that eG(t) ::0.. eF(t) for all t~0.575, 2.425).
The asymptotic justification for these three procedures is given in Theorem 5, and its proof is in the Appendix.
THEOREM 5. Let X u""X m and Y u ... ,Y n be independent samples from distribution functions F(x) and G(y), respectively. Suppose that It is also easy to show using Theorem 1 that lim P(no statement statement is made) can be large when m and n are moderate and eF (t) exceeds e G (t) by only a small amount.
EXAMPLES
We illustrate the use of the hypothesis test and confidence procedures on data from two different experiments. The first experiment studied the lifelengths of guinea pigs after injection with different amounts of tubercle bacilli.
Guinea pigs are known to have a high susceptibility to human tuberculosis, which is one reason for choosing this species. Bjerkedal (1960) studies the acquisition of resistance in these animals and provides the data that we use here. His study labeled M is for animals in a single cage under the same regimen. The regimen number is the common log of the number of bacillary units in 0. Note that t =82 is the first time that Zmn (1) of a restricted diet on 'rates versus an ad libitum diet, i.e., free eating. Cf. also Witten (1985) . • pc(Um,Uo)J o
The integral is finite because F has a finite moment l. where 02(t) = u~(t)/F(t) + CVO -X)}ua(t)/G(t).
PROOF. The proof is similar to Proposition 3 of Hall and Wellner (1979) . Let F m be the empirical distribution function of the X's and note that
The key step is the following bound after using integration by parts.
The Glivenko-Cantelli theorem handles the first term and the second term converges to zero in probability using Theorem I of Wellner (1977) 
by (1). Since Zmn(t) is a step function with a finite number of jumps, t mn~t o by a contradiction argument. We then have roy.{eF(t )-eG(t )} ron mn Aron ( t ron ' eJ) + ---::-n-"7(7't--,eJ~)-'-""'--mn mn The proof of the validity of these procedures follows as for Procedure 1 except that the continuity of F is used to ensure that eF(8 2 ) " eG (8 2 ) lim {eF(t) -eG(t)} = O.
tlT-o
The continuity of F ensures the continuity of eF' Also eG' like any mean residual life function, is upper semi-continuous so that we have
