We wish to renew the discussion over recent combinatorial structures that are 3-uniform hypergraph expanders, viewing them in a more general perspective, shedding light on a previously unknown relation to the zig-zag product. We do so by introducing a new structure called triplet structure, that maintains the same local environment around each vertex. The structure is expected to yield, in some cases, a bounded family of hypergraph expanders whose 2-dimensional random walk converges.
Introduction
The notion of expansion is a key one in graphs, having many applications to a variety of mathematical problems. It generally means how much easy is it to get from one vertex set to another in a graph. Among its applications are practical such as error correcting codes [Sip94] which could be used in communication, and theoretical as it was used to prove the PCP theorem [Din07] .
Over the last two decades or so, there have been various attempts to generalize this notion to higher dimensions. That means to talk about expansion in hypergraphs. There has been a growing interest in this field, motivated partially by its usefulness to constructing quantum error correcting codes. But it was speculated that it would help to solve some theoretical questions that are out of reach for expander graphs otherwise (LTC 1 as an example [KL13] ).
The various attempts used various definitions for the expansion, in contrary to 1-dimensional (or graph) case. We will mainly deal with the definition of 2D-random walk convergence that was originally appeared in [KM16] . In the simple case of 3-uniform expander, this is essentially the random walk convergence rate of the random walk in the auxiliary graph (definition 2.11). Unfortunately, it seems that the auxiliary graph can't be such a good expander, as we have reasons 2 to believe that the convergence rate is bounded from below by 2 /3 [KO17] . This notion also relates to agreement expanders, as appears in [DK17] .
As it is generally difficult, the construction of bounded-degree HDE is typically explicit and based on heavy algebraic tools. Explicit means that there is a concrete family of hypergraphs that satisfy the required expansion. Until recently, the main construction which is bounded-degree and satisfies strong HDE 3 properties(2D-random walk convergence but also some stronger notions), arises from Ramanujan complexes [LPS88] .
The innovation of David Conlon in his construction [Con17] was that he used combinatoric method to allow one to take random set of generators of Cayley graphs and to provide an 3-dimensional hypergraph built upon Definition 2.2. Given a group G, with a set of generators S, satisfying S = S −1 , the Cayley graph Cay(G, S) is the undirected graph with vertex set G and edge set {(sg, g) | g ∈ G s ∈ S}.
The Cayley graph allows one to examine the abstract structure of a group as a graph. For certain groups, it has excellent expansion properties.
V are called the vertices and E are the hyperedges. We will only look at 3-uniform hypergraphs here (where all hyperedges have the same size 3).
We also have the following related definitions:
• T (H) = {t ∈ E | |t| = 3} is the set of triplets (or hyperedges).
• E 1 (H) is the collection of subsets of size 2 of every in T (H).
• The vertices, together with the edges in E 1 form a graph known as the 1-skeleton of H • We will refrain from using the word edges for e ∈ E and instead use it for E ∈ E 1 (H) (E specifies a general element in E 1 ) • The degree of a vertex is the number of hyperedges that contains it.
Definition 2.4. 2D-random walk on a 3-uniform hypergraph is defined to be a sequence of edges E 0 , E 1 , · · · ∈ E 1 (H) such that 8
(1) E 0 is chosen in some initial probability distribution p 0 on E 1 (H) (2) for every i > 0, E i is chosen uniformly from the neighbors of
We will need several definitions first. Let G be a group 9 (g specifies a general element in G, but also a, b, c or s, s , s ). Let S ⊂ G 3 be a set of triples (s specify a general element in S).
Definition 2.5. T = S 2 is the set of types (τ = {τ 1 , τ 2 } is an element in T ). We have the ordered version of it
Definition 2.6. We define hypergraph H = St(G, S) by specifying its triples , using the mapping: 
But it could also be described as
While it is tempting to look at the type of edge by the way upon which it acts on a vertex on the 1-skeleton (i.e. (sg, s g) is of type s −1 s ), viewing an edge (ag, bg) ∈ E 1 as of type {a, b} in center g would be more useful to us. This is why we define a function e.
Definition 2.8. e gets the edge by center and type
is defined by e o (g, t) = (t 1 g, t 2 g) (the ordered skeleton edges).
The set of centers of w will be a function c :
And for every τ = τ 1 , τ 2 such that τ 1 τ 2 = τ 2 τ 1 , we have a natural product
We need another definition here.
When viewing S as a 3-uniform hypergraph, we have that L is the edge-triple adjacency graph.
Definition 2.10. The graph L is defined by
Conditions. So that we can work with the structure, we will need several conditions. Condition 0 T doesn't contain an element {s,
This condition is needed for the hypergraph to have a skeleton that is undirected. Condition B E 1 contains no non-trivial 4-cycles that is other than the ones arise by the commutative relation if exists, that is for t = t ∈ T o , s.t.
Another way to put it is that it implies 10 that t = t −1 . We also get that t 1 and t 2 commutate. That also assures that St is bijective. Any triplet has just one description in terms of G, S 11 10 with respected to the defined inverse in To 11 Indeed, if
That is also to say that H is edge regular. Condition D L should be connected (otherwise, we have no hope of achieving expansion)
Condition E for every τ = {a, b}, we have a, b commute.
A structure that satisfies all the mentioned conditions will be called commutative triplet.
We will noted such constructions by H = Cts(G, S)
Remark. Any H that satisfies all conditions 0 − D above will be called a triplet structure. We will not talk about triplet structures here in general, but will mention them in the concluding remarks.
For random walk on H, we define an auxiliary graph G W alk :
Definition 2.11. The graph G walk is defined by
Remark. Here we abuse notation. τ = {a, b} τ · g corresponds to abg = bag
Notice that since T is symmetric, this graph is well-defined and undirected.
3. Overview of the paper 3.1. Main Construction. Our main theorem suggest that the expansion property of H = Cst(G, S) could be deduced from the expansion properties of both G cay and L. L is simply the 2-dimensional random walk convergence on S, that is the local structure. And G cay is a Cayley graph generated by the two subsets of S.
To relate them, we do several steps:
(1) We consider the random walk on the hypergraph H as a random walk on the auxiliary graph G walk .
(2) G rep := G cay r L (definition 4.6)
We build the replacement graph of G cay and L, that will be called G rep . A vertex in this graph can be thought of as an alternative description of an edge. That is being in a center c ∈ V (G cay ) and of a certain type τ ∈ V (L).
such that g = g then t 1 t −1 2 = t 1 (t 2 ) −1 and it leads to g = t −1 g. But it can also be done with t 1 g, t 3 g.
(3) Translating the random walk to the alternative description (section 4.2)
The original random walk can be translated to a random walk in the alternative description 12 . In this description we are doing a random walk on the graph G rep . It is not a standard random walk, but instead it is done by operator T over the graph(to be defined).
We notice that the edges of G rep can be colored in two colors, where red edges are inside each center, and blue edges relate two different centers. A step in the original random walk mix inside the original center 13 in probability 1 /2, and in probability 1 /2 mix in another center. The intuition for this is described in section 4.2. Therefore, the original random walk is modeled as an operator T over the graph G rep . This operator can be regarded as an operator that in probability 1 /2 picks a red edge, and in probability 1 /2 picks a blue edge and after that a red edge.
(4) λ(G walk ) ≤ λ(T ) (corollary 4.10)
We now regard T as a new graph. We don't relate a random walk on G walk to that on T directly(which is possible), but we rather prove that T is a lift of G walk , thus it has at least as good expansion as G walk
The operator T 2 picks edges that looks like red blue red in probability 1 /2. Zig-zag product is defined as those edges over a replacement graph. And we know that Zig-zag product is good in terms of expansion.
We get the following result, which is our main theorem.
Theorem 4.13. λ(G walk ) ≤ 1 2 + 1 2 λ(G cay z L) Thus, the expansion properties of H are somehow the middle ground between the expansion properties of the mentioned graphs, in a way similar to that of the Zig-zag product. This is a consequence of this similarity.
3.2.
Applications. We will apply this to a several interesting cases, to achieve a better results than originally achieved, by more primitive expansion calculation.
The Construction By Conlon. Conlon looked at Cay(G, S) where S is a set of generators with no non-trivial 4-cycles. He built a hypergraph H which is based upon triples of this graph. The triples of H are composed of 3 different vertices adjacent to the same vertex, and were divided to cliques naturally.
We have a set S ⊂ G s.t. S = S −1 . We define hypergraph H by its triples:
In our case it is enough to define S = S 3 and we have that
We require that there are no non-trivial 4-cycles in Cay(G, S) for condition B to be satisfied. Indeed, this is equivalent, because a non-trivial 4-cycle in Cay(G, S) is
The proof just use this fact as an intuition 13 The center that "it came from", or that is common to the previous vertex Which contradicts condition B. So far we have described a small generalization of Conlon's construction. To describe it specifically, we require that G = F t 2 and the product is additive.
It is easy to see that the rest of the conditions are satisfied in this case.
We have the following result:
in terms of the original graph λ = λ(Cay(G, S)) we have that the convergence rate on 2D-random walk is
Remark. In terms of expansion of the auxiliary graph, we get as ε → 1, asymptotic behavior of
. This is asymptotically better.
The 3-product case. Chapman, Linal and Peled described a construction called Polygraph in the paper [CLP18] . We will describe it very briefly, and refer the reader to the paper for further explanation.
In this construction, one takes a graph G with large enough girth and a multiset of numbers S. And one defines a graph G S called polygraph.
The vertices of G S are V (G) m (tensor product) Two vertices (x 1 . . . x n ), (y 1 . . . y n ) are adjacent if the collection (d(x i , y i ) | 1 ≤ i ≤ m) is equal as a multiset to S, where d is the distance function on the graph.
Finally, one takes the cliques complex of this hypergraph C G (2)
and H defined to be the hypergraph generated by these triples.
We can also describe it as a triplet structure by defining
is the same as the hypergraph H, in the specific case G 1 = G 2 = G 3 . So, we provide a slight generalization of the [1, 1, 0] case, as we allow taking different base graphs. On the other hand, we force all the graphs to be Cayley graph.
We will prove later that it satisfies all the conditions. We have the following theorem:
That is asymptotically better compared to the results in [CLP18] , which were 4 8 · 10 8
Commutative Triplet structure Properties
Here we prove some properties of the structure.
4.1. Basic properties. We assume all along a commutative triplet structure H. We look at L defined in 2.10.
Note that condition C suggests that L is 2d regular because there ared triplets to choose from. Each introduces 2 distinct edges to choose form 15 As an illustrative example, in case of Conlon,
where J is the Johnson graph. Notice that L is a subgraph of the J( S 1 , 2) graph, because two elements must have an intersection of size 1, in order to possibly be adjacent.
We can describe a random walk on the hypergraph as a random walk on types (that is random walk on L), and a random walk on centers. We intend to construct a graph on the types and centers that would reflect this.
As in the case of the original construction, the commutativity requirement translates into an edge being in two centers. And being in two centers leads to expansion properties of the hypergraph as the random walk progresses 16 .
Lemma 4.2. For H triplet structure if e(g, τ ) = e(g , τ ) where g = g then g = τ g τ = τ −1 (by abusing notation)
Remark. We implicitly say that τ is commutative type. That is for τ = {t 1 , t 2 } t 2 = t 1 and so
Proof. Let t, t be the corresponding ordered types. That without loss of generalization corresponds to t 1 g = t 1 g and t 2 g = t 2 g . Of course, if t = t we get a contradiction.
Then t 1 t −1 2 = (t 1 )(t 2 ) −1 and by condition B, t 2 = (t 1 ) −1 t 1 = (t 2 ) −1 we get that t 2 t 1 = t 1 t 2 . By g = (t 2 ) −1 t 2 g we get that g = τ g and τ = τ −1 . (1) Let's check when e is contained in a certain triplett. The triplett issg wheres ∈ S. So, any 2-subset of it is guaranteed to be of the form {s a g, s b g} . That means that g ∈ c(e) is essential condition.
If e ∼ e , we must have that c = c(e) ∩ c(e ) exists, so we define e = e o (c, t ) and e = e o (c, t).
There can't be 2 such centers in the intersection. Suppose they both belong to centers c, c , then c = tc from lemma 4.2 and similarly c = t c.
We define τ = {t 1 , t 2 } and similarly for τ . Definition 4.6. Given a commutative triplet structure H = Cts(G, S), We define G rep that stands for a replacement product graph 17 .
G rep := G cay r L And more specifically, in G rep , the vertex set is
will be defined by the adjacency matrix P blue (or simply P B ) E red will be defined by the adjacency matrix P red (or P R ) P R | g signifies restriction of P R to elements 19 g, . This would be of course exactly an instance of the graph L. So, P R isd-regular. 17 The following are standard definitions. Some of them were taken from this excellent lecture about zig-zag product [Dik] 18 Notice that we need that the generators will commute here. The action is defined as in subsection 2.2 19 That is {g, τ | τ ∈ T } Remark. Notice that the edges defined by P R P B P R are the edges of the zig-zag product(see [HLW06] ).
For an illustrative example for G cay , see corollary 5.1.
Operator T . We define T (will act over V(G rep )) by
(the matrices are normalized) We define an inverse function to e : G × T → E 1 that is
Notice that γ is the labeling function that gives the vertices in G walk the corresponding name in G rep .
The random walk described by T over G rep and the random walk over G walk are essentially the same, as demonstrated in the following section:
The random walk in Conlon's case. We describe the random walk in Conlon's case, in terms of types and centers. Suppose we start at e(g, {s 1 , s 2 }). In each step, we pick first a center our edge is contained in. That is, we choose k ∈ {1, 2}. So we will be either in center g or in center s 1 s 2 g in probability 1/2. Now we choose another s ∈ S, where s = s 1 , s 2 .
Then we look at the triple that contains the edge {s 1 g, s 2 g, sg} for s ∈ S. The type of the new edge is {s, s j } for j ∈ {1, 2}.
So the choices are exactly 2d, where d is the degree of L. The graph L is exactly J(S, 2) defined earlier, so d is 2(S − 2). There are 4(S − 2) choices all in all.
Looking it as a random walk over G rep , selecting a center corresponds to selecting either the first operand or second operand in T . And selecting the new edge type corresponds to an action by P R .
Formal relation. In this section we prove that T is a lift of G walk .
To prove it, we first prove there is a graph homomorphism between the graphs, and then we prove that the neighborhood are transfered bijectively.
Lemma 4.7. There is graph homomorphism between the graph induced by T over G rep and G walk . That is the function e : V (G rep ) → V (G walk ) (defined earlier) such that if 20 g, τ → T g , τ then e(g, τ ) ∼ G walk e(g , τ ) This mapping is 2-1.
Proof. Either 21 e g ,τ 1 2 P R e g,τ = 1 4d or e g ,τ 1 2 P R P B e g,τ = 1 4d In the first case, we have that g = g and τ ∼ L τ . So we are done by lemma 4.5 for c = g. In the second case, we have that τ g = g and τ −1 ∼ L τ . So, by the same lemma, e(g, τ ) ∼ e(τ g, τ −1 ). But as mentioned, e(τ g, τ −1 ) = e(g, τ ).
We denote ΓG (v) for the set of neighbors of v in graphG.
is bijective Proof. The mapping is well-defined because it is a graph homomorphism. It is enough to prove that the mapping is onto(because the sets are equal in size, every vertex in both graphs has 4d neighbors). Suppose E ∼ e(v) . By lemma 4.5 we can assume that e(v) = e(g, τ ) and E = e(g, τ ). Therefore, v is either g, τ or τ g, τ −1 . In any case, it is easy to see that g, τ ∈ Γ Grep (v)
The last lemma assured that the graph identifiable with T is actually a lift of the graph G walk . The definition of lift is the following (taken from [HLW06] ):
Definition 4.9. Let G and H be two graphs. We say that a function f : V (H) → V (G) is a covering map if for every v ∈ V (H), f maps the neighbor set Γ H (v) of v one-to-one and onto Γ G (f (v)). If there exists a covering function from H to G, we say that H is a lift of G or that G is a quotient of H.
It is well known that a lift has all the eigenvalues of the quotient(for example, see [BL06] ). We get as a conclusion that T has all the eigenvalues of G walk . So, we can deduce:
Bounding the convergence rate. Now we want to get a bound on the convergence rate of the walk on G walk in terms of the walk on T . And then to get a bound on the random walk on T .
We define π to be the uniform distribution on V (G walk ). We define π to be the uniform distribution on all vertices of V (G rep ).
Notice that π on any vertex is half the value of π. Let V + be the space x⊥π' where x ∈ R V (Grep) . We prove here that T + is well-defined 22 .
Fact 4.11. The operator T satisfies the following:
(1) T π = π (2) T (V + ) ⊂ V + Proof.
(1) We have
Since P B π = π . That is because ∀x, τ (P B π )(e x,τ ) = π (e τ x,τ −1 ) = π (e x,τ )
(2) Suppose y⊥π . Then π , T y = π , P R y + P R P B y = π , P R y + π , P R P B y = P R π , y + P R π , P B y = = π , y + π , P B y = P B π , y = 0
Lemma 4.12. ||T 2 || + ≤ 1 2 + 1 2 λ(G cay z L) Proof.
So, we have:
So we have that
That assures that we hare a rapid convergence -as the eigenvalues of T 2 + are bounded away from 1.
We have our main theorem:
Theorem 4.13. λ(G walk ) ≤ 1 2 + 1 2 λ(G cay z L) Proof. Immediate from corollary 4.10 and lemma 4.12 Proof. We now wish to bound λ(G cay z L) to get a bound on G walk . We can rely on known theorems about the zig-zag product. We use here the following theorem by Reingoldn, Vadhan and Wigderson (originally [RVW02, Theorem 4.3]). The theorem reads:
Some of its properties are studied there. It is better (lower) when λ 1 and λ 2 are worse. And less than 1 if λ 1 and λ 2 are less than 1. This assures the resulted graph is an expander when the original graphs are.
Corollary 4.16. Let G be a group. Let S ⊂ G 3 be a set of triples. Suppose H = Cts(G, S) is a k-edge regular (where k is bounded by D) commutative triplet structure (satisfies conditions 0 -E ). Suppose further that Cay(G, S 2 ) is -expander. Then, 2D-random walk on H converges rapidly with some rate α(D, ) < 1.
Proof. Since H = Cts(G, S) is of bounded-degree, the number of vertices of L is bounded. By condition D, L is connected. So, each graph L has convergence rate less than 1. There are only finitely many possibilities, so there is a number β (D) < 1 that is the maximal convergence rate for all the graphs L.
We can use corollary 4.14 and get:
Applications 5.1. Conlon's construction. We bound the convergence rate of 2D-random walk in case of Conlon's construction:
Proof. As noted in section 3.2, H = Cts(G, S) is a commutative triplet structure. In our case: G cay = Cay(G, S + S − {0}) and G rep = G cay r J(S, 2) We define µ to be the maximal non-trivial eigenvalue of the original adjacency matrix A cay , and α would be the normalized version of it. Let A be the adjacency matrix of Cay(G, S). Notice that
The proof is in [Con17, Lemma 2.1]. Then
By corollary 4.14
As we know that λ(J(S, 2)) = β ≤ 1 2 (we have no real hope of it being anything better, because of [AR94, Proposition 3] 24 )
So we get convergence rate of
First, let us recall the definition of the hypergraph.
We can also describe it as a triplet structure by defining S = {S 1 , S 2 , S 3 } and H := Cts(G, S)
We can see that an e ∈ E 1 is given by {s i g, s j g} for a certain i = j where 1 ≤ i, j ≤ 3. We view this edge as of center g and type τ = {s i , s j } ∈ S i , S j . Will call ij the template of the edge. And two edges in the center of g are in the same triplet if they share a single element. That is, they are adjacent if their types are adjacent in J(S 1 ∪ S 2 ∪ S 3 , 2) and are not of the same template.
That is also the description of L. It is the graph on types (T ) that are adjacent in J(S 1 ∪ S 2 ∪ S 3 , 2) and are not of the same template.
First, we: verify that the required conditions are satisfied. Condition 0 , A , C can be easily seen that obtained. Condition C is satisfied by the fact that S i has the same size. Condition B is satisfied because of the following observation:
We describe G cay explicitly. We have
and so we need to sum the different adjacency matrices.
We want to find eigenvectors. Assuming x µ , y ν , z ξ with corresponding eigen values µ, ν, ξ in A 1 , A 2 , A 3
We have n 3 eigenvectors and so, this is complete base. The maximal non-trivial eigenvector of G cay has one of the corresponding eigenvalues µ, ν, ξ less than 1.
This would be the maximal. So we take v = x λ3 ⊗ y 1 ⊗ z 1 as the eigenvector, and we get 1+2λ3 3 as the eigenvalue.
Concluding Remarks
Recent HDE combinatorial constructions have all used graph product, in order to achieve 2D-random walk convergence of bounded degree 27 We can see how the commutative relations leads to 4-cycles in the skeleton and eventually to good expansion. By viewing the random walk as mixing both inside centers and between centers(using the 4-cycles), we can get the required convergence.
However, we are still a bit far from the estimated theoretical lower bound of 1 /2 by [KO17] 28 . It would be nice and potentially more powerful to base the construction upon non-trivial 4-cycles, possibly getting close to the theoretical limit. We assume it could be handled similarly. One can also think about the generalized version of Conlon's structure, in which the underlying group is not abliean. We know for instance that Ramanujan Complex contains many 4-cycles in its 1-skeleton. It would be nice to understand them in similar terms, if possible.
In any case, I hope this structure could encourage one to come up with better applications of it, providing better expansion, than the cases analyzed here.
Some more remarks concerning things we could have done:
• It is worth to mention that neglecting condition E, results in a similar structure, that contains self-loop in types that their generators doesn't commute. And is actually closed to zig-zag product. It can be analyzed similarly, and provide expansion(although less) for other applications. We have left this out for brevity. But we intend to include some of it in the future. • Though it is not completely verified yet, condition B seems to be redundant, as some other possibilities of 4-cycles would only improve the convergence overall. However, we are not that sure about the bijective property that stems from it. Once again, it complicates things, and we have left out our approach regarding dealing with this case outside the paper. • We are not sure that using Cayley graph is essential to the structure. Probably not. Once again, it simplifies things considerably.
27 Actually, other than those, essentially all such constructions(that provide 2D-random walk convergence and of course, that we know of) are algebraic in nature 28 The result there that is 2 /3 refers to a lazy random walk. We have corrected it to match a non-lazy walk.
Possibly it could also be used for analysis of other features such as vertex expansion, geometric overlapping or cosystolic expansion. We haven't dealt with any of these, as this is not the focus of the paper, but some result were obtained for both cases we studied in the corresponding papers [Con17] and [CLP18] .
We suspect this method could provide bounded-degree expanders of higher dimensions too in the future. Some progress for conducting a similar analysis in 4 dimensions has been made, and we already have a conjecture concerning this case.
The conjecture is the following:
Conjecture 6.1. Under the notion in [CLP18] , Let G be a d-regular triangle-free graph with n vertices, where λ(G) = (1 − )d, and let Γ = C G (3) [1,1,0] . . Then Aux(Γ) satisfies mixing of 3-dimensional walk as well, which depends on .
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