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Abstract
In this paper, we discuss some applications of Givental’s differential equations to enumer-
ative problems on rational curves in projective hypersurfaces. Using this method, we prove
some of the conjectures on the structure constants of quantum cohomology of projective hy-
persurfaces, proposed in our previous article. Moreover, we clarify the correspondence between
the virtual structure constants and Givental’s differential equations when the projective hyper-
surface is Calabi-Yau or general type.
1 Introduction
The main ingredient of this paper is the well-known ordinary differential equation:(
(∂x)
N−1 − k · ex · (k∂x + k − 1)(k∂x + k − 2) · · · (k∂x + 1)
)
w(x) = 0, (1.1)
with arbitrary N and k. First, we derive the solutions of (1.1) that can be expressed as asymptotic
expansion around x = −∞. To this aim, it is convenient to introduce the following rational function
in z:
φN,kd (z) :=
(kd)!
(d!)N
kd∏
j=1
(1 +
k
j
z)
d∏
j=1
(1 +
1
j
z)−N . (1.2)
Then we introduce the generating function of φN,kd (z):
φN,k(x, z) :=
∞∑
d=0
exp(dx)
(kd)!
(d!)N
kd∏
j=1
(1 +
k
j
z)
d∏
j=1
(1 +
1
j
z)−N . (1.3)
Next, we introduce the power series in exp(x),
wN,kj (x) := (∂z)
jφN,k(x, z)|x=0. (1.4)
If we multiply φN,k(x, z) by exp(zx),
ΦN,k(x, z) := exp(zx)φN,k(x, z), (1.5)
1
ΦN,k(x, z) satisfies,
(
(∂x)
N−1 − k · ex · (k∂x + k − 1)(k∂x + k − 2) · · · (k∂x + 1)
)
ΦN,k(x, z) = zN−1 · exp(zx). (1.6)
Thus, we obtain the following N − 1 solution of (1.1):
uN,kj (x) :=
1
j!
(∂z)
j(ΦN,k(x, z))|z=0, (j = 0, 1, · · · , N − 2). (1.7)
When N − k ≥ 2, these solutions are the generating functions of a certain type of two-point
correlation functions of topological sigma model on MkN : the degree k hypersurface in P
N−1. In
[4], Bertram and Kley showed that all the rational correlation functions (inserted operators are
restricted to Ka¨hler sub-ring) are reconstructed from these solutions in the N − k ≥ 2 case. Up
to now, we also know how to modify uN,kj (x) to construct the corresponding generating function
when N − k = 1.
In this paper, we take a different path to reconstruct small quantum cohomology rings (Ka¨hler
sub-rings) from (1.1). Our idea is very simple. We just look at the differential equation instead of
looking at the solution. We will first show that the Gauss-Manin system associated with the quan-
tum Ka¨hler sub-ring of MkN have the same informations as the ones of (1.1) if N − k ≥ 2. Precisely
speaking, if we assume the topological selection rule, we can determine all the structure constants
of the quantum Ka¨hler sub-ring ofMkN from (1.1) via the Gauss-Manin system. Conversely, we can
derive (1.1) by usual reduction of the Gauss-Manin system associated with the quantum Ka¨hler
sub-ring [6]. We can extend our discussion to the N − k ≤ 0 case. In this case, direct relation
between (1.1) and the Gauss-Manin system associated with quantum Ka¨hler sub-ring ofMkN is lost.
But we can still construct a kind of Gauss-Manin system which is directly connected to (1.1). In the
N = k case, this Gauss-Manin system is nothing but the B-model used in the mirror computation.
On the other hand, we conjectured the recursive formulas that evaluate the structure constants
of the quantum Ka¨hler sub-ring ofMkN in terms of the ones ofM
k
N+1 when N−k ≥ 2 [5], [11]. These
recursive formula is strong enough to determine all the structure constants of MkN in this region.
Then we find that the above reconstruction process via the Gauss-Manin system is useful enough to
give a proof of the recursive formulas. The proof of them is one of the main results of this paper. In
[5] and [9], we also conjectured that the virtual structure constants, that are obtained from iterated
use of these recursive formulas into the N − k ≤ 0 region, can be regarded as analogue of the
B-model in the mirror computation. We then constructed the generalized mirror transformation,
that evaluate the structure constants of the quantum Ka¨hler sub-ring of MkN (N − k ≤ 0) from
the virtual structure constants, up to some lower degrees of rational curves [9], [8].
Another result of this paper is the assertion that the virtual structure constants are nothing but
the structure constants of the Gauss-Manin system associated with (1.1). Thus, we find a stronger
evidence of the existence of the analogue of the mirror theorem for the general type projective
hypersurface.
This paper is organized as follows. In Section 2, we first introduce our notation for the quantum
Ka¨hler sub-ring of projective hypersurfaces. Next, we overview the conjectures proposed in our
previous article, some of which are proved in this paper. In Section 3, we first introduce the Gauss-
Manin system associated with the quantum Ka¨hler sub-ring of MkN (N − k ≥ 2) and explain how
all the structure constants of the quantum Ka¨hler sub-ring are reconstructed from the Gauss-Manin
system and (1.1). Next, we prove the recursive formulas for the structure constants of the quantum
Ka¨hler sub-ring of MkN (N − k ≥ 2), introduced in the previous section. Lastly, we extend our
discussion in the (N − k ≥ 2) case to the cases N − k = 1, N − k = 0 and N − k < 0 and show
that the virtual structure constants introduced in Section 2 is nothing but the structure constants
of the Gauss-Manin system associated with (1.1).
2
2 Quantum Ka¨hler Sub-ring of Projective Hypersurfaces
2.1 Notation
In this section, we introduce the quantum Ka¨hler sub-ring of the quantum cohomology ring of a
degree k hypersurface in PN−1. Let MkN be a hypersurface of degree k in P
N−1. We denote by
QH∗e (M
k
N ) the sub-ring of the quantum cohomology ring QH
∗(MkN ) generated by Oe induced from
the Ka¨hler form e (or, equivalently the intersection H∩MkN between a hyperplane class H of PN−1
and MkN ). Additive basis of QH
∗
e (M
k
N) is given by Oej (j = 0, 1, · · · , N − 2), which is induced
from ej ∈ Hj,j(MkN ). The multiplication rule of QH∗e (MkN ) is determined by the Gromov-Witten
invariant of genus 0 〈OeOeN−2−mOem−1−(k−N)d〉d,Mk
N
and it is given as follows:
LN,k,dm :=
1
k
〈OeOeN−2−mOem−1−(k−N)d〉d,
Oe · 1 = Oe,
Oe · OeN−2−m = OeN−1−m +
∞∑
d=1
LN,k,dm q
dOeN−1−m+(k−N)d ,
q := exp(t), (2.8)
where the subscript d counts the degree of the rational curves measured by e. Therefore, q = exp(t)
is the degree counting parameter.
Definition 1 We call LN,k,dn the structure constant of weighted degree d.
Since MkN is a complex (N − 2) dimensional manifold, we see that a structure constant LN,k,dm is
non-zero only if the following condition is satisfied:
1 ≤ N − 2−m ≤ N − 2, 1 ≤ m− 1 + (N − k)d ≤ N − 2,
⇐⇒ max.{0, 2− (N − k)d} ≤ m ≤ min.{N − 3, N − 1− (N − k)d}. (2.9)
We can rewrite (2.9) into the form:
(N − k ≥ 2) =⇒ 0 ≤ m ≤ (N − 1)− (N − k)d
(N − k = 1, d = 1) =⇒ 1 ≤ m ≤ N − 3
(N − k = 1, d ≥ 2) =⇒ 0 ≤ m ≤ N − 1− (N − k)d
(N − k ≤ 0) =⇒ 2 + (k −N)d ≤ m ≤ N − 3. (2.10)
From (2.10), we easily see that the number of the non-zero structure constants LN,k,dm is finite
except for the case of N = k. Moreover, if N ≥ 2k, the non-zero structure constants come only
from the d = 1 part and the non-vanishing LN,k,1m is determined by k and independent of N . The
N ≥ 2k region is studied by Beauville [2], and his result plays the role of an initial condition of our
discussion later. Explicitly, they are given by the formula :
k−1∑
n=0
LN,k,1n w
n = k
k−1∏
j=1
(jw + (k − j)), (2.11)
and the other LN,k,dn ’s all vanishes. In the N = k case, the multiplication rule of QH
∗
e (M
k
k ) is given
as follows:
Oe · 1 = Oe,
Oe · Oek−2−m = (1 +
∞∑
d=1
qdLk,k,dm )Oek−1−m (m = 2, 3, · · · , k − 3),
Oe · Oek−3 = Oek−2 . (2.12)
3
Hence it is useful to introduce the generating function of the structure constants of the Calabi-Yau
hypersurface Mkk :
Lk,km (e
t) := 1 +
∞∑
d=1
Lk,k,dm e
dt (m = 2, · · · , k − 3). (2.13)
2.2 Overview of the Results for Fano and Calabi-Yau Hypersurfaces and
Introduction of the Virtual Structure Constants
Let us summarize the conjectures proposed in [5], [11], some of which will be proved in this paper.
In [5], we conjectured that the structure constants LN,k,dm of QH
∗
e (M
k
N ) for (N − k ≥ 2) can be
obtained by applying the recursive formulas which describe LN,k,dm in terms of L
N+1,k,d′
m′ (d
′ ≤ d),
with the initial conditions of LN,k,1m given by (2.11) and L
N,k,d
m = 0 (d ≥ 2) in the N ≥ 2k region.
Let us introduce the construction of the recursive formulas given in [11]. First, we introduce the
polynomial Polyd in x, y, z1, z2, · · · , zd−1 defined by the formula:
Polyd(x, y, z1, z2, · · · , zd−1)
=
1
(2π
√−1)d−1
∫
C1
dt1
t1
· · ·
∫
Cd−1
dtd−1
td−1
d−1∏
j=1
(
(d− j)x+ jy
d
+
j∑
i=1
d− j
d− i ti +
d−1∑
i=j+1
j
i
ti +
zj(
(d − j)x+ jy
d
+
j∑
i=1
d− j
d− i ti +
d−1∑
i=j+1
j
i
ti)/(
(d− j)x+ jy
d
+
j∑
i=1
d− j
d− i ti +
d−1∑
i=j+1
j
i
ti − zj)
)
=
d
(2π
√−1)d−1
∫
D1
du1 · · ·
∫
Dd−1
dud−1
d−1∏
j=1
(
(
1
2uj − uj−1 − uj+1 ) · (uj + zj
uj
uj − zj )
)
=
d
(2π
√−1)d−1
∫
D1
du1 · · ·
∫
Dd−1
dud−1
d−1∏
j=1
(
(uj)
2
(2uj − uj−1 − uj+1)(uj − zj)
)
, (2.14)
where we denote x (resp. y ) by u0 (resp. ud) in the last two lines. In (2.14), the path Di goes
around both poles ui =
ui−1+ui+1
2 , ui = zi. Next, let us consider the monomial x
di0 z
di1
i1
· · · zdil−1il−1 ydil
(
∑l
j=0 dij = d−1), that appear in Polyd, associated with the following ordered partition of a positive
integer d [3]:
0 = i0 < i1 < i2 < · · · < il−1 < il = d. (2.15)
Then we prepare some elements in (a free Abelian group) Zl, which are determined for each mono-
mial xdi0 z
di1
i1
· · · zdil−1il−1 ydil , as follows:
α := (l − d, l − d, · · · , l − d),
β := (0, i1 − 1, i2 − 2, · · · , il−1 − l + 1),
γ := (0, i1(N − k), i2(N − k), · · · , il−1(N − k)),
ǫ1 := (1, 0, 0, 0, · · · , 0),
ǫ2 := (1, 1, 0, 0, · · · , 0),
ǫ3 := (1, 1, 1, 0, · · · , 0),
· · ·
ǫl := (1, 1, 1, 1, · · · , 1). (2.16)
Now we define δ = (δ1, · · · , δl) ∈ Zl by the formula:
δ := α+ β + γ +
l−1∑
j=1
(dij − 1)ǫj + dilǫl. (2.17)
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With these set-up, we state the following theorem:
Theorem 1 The recursive formulas are given as follows:
LN,k,dn = φ(Polyd), (2.18)
where φ is a Q-linear map from the Q-vector space of the homogeneous polynomials of degree d− 1
in x, y, z1, · · · , zd−1 to the Q-vector space of the weighted homogeneous polynomials of degree d in
LN+1,k,d
′
m . And it is defined on the basis by:
φ(xd0yddz
di1
i1
· · · zdil−1il−1 ) =
l∏
j=1
L
N+1,k,ij−ij−1
n+δj
. (2.19)
The proof will be given in the next section.
The structure constant Lk,k,dm for a Calabi-Yau hypersurface does not obey the recursive formulas
(2.18). Instead, we introduce here the virtual structure constants L˜N,k,dm as follows.
Definition 2 Let L˜N,k,dm be the rational number obtained by applying the recursion formulas (2.18)
for arbitrary N and k with the initial condition LN,k,1n (N ≥ 2k) and LN,k,dn = 0 (d ≥ 2, N ≥ 2k).
Remark 1 In the N − k ≥ 2 region, L˜N,k,dm = LN,k,dm .
Remark 2 L˜N,k,dm is non-zero if 0 ≤ m ≤ N − 1 − (N − k)d, and we have infinite number of
L˜N,k,dm ’s when N − k ≤ 0.
Definition 3 We call L˜N,k,dn the virtual structure constant of weighted degree d.
We define the generating function of the virtual structure constants of the Calabi-Yau hypersurface
Mkk as follows:
L˜k,kn (e
x) := 1 +
∞∑
d=1
L˜k,k,dn e
dx,
(n = 0, 1, · · · , k − 1). (2.20)
In [5], we observed that L˜k,kn (e
x) gives us the information of the B-model of the mirror manifold of
Mkk . In this paper, we prove the theorem:
Theorem 2
L˜k,k0 (e
x) = wk,k0 (x) =
∞∑
d=0
(kd)!
(d!)k
edx,
L˜k,k1 (e
x) = ∂x(x+
wk,k1 (x)
wk,k0 (x)
) = ∂x
(
x+ (
∞∑
d=1
(kd)!
(d!)k
· (
d∑
i=1
k−1∑
m=1
m
i(ki−m) )e
dx)/(
∞∑
d=0
(kd)!
(d!)k
edx)
)
,
(2.21)
where wk,kj (x) is the function introduced in (1.4).
Of course, we can extend the theorem (2.21) to the general L˜k,kn (e
x) if we compare the L˜k,kn (e
x)
with the B-model three point functions in [7]. In particular, this theorem asserts that we can obtain
the mirror map t = t(x) used in the mirror computation without assuming the mirror conjecture.
t(x) = x+
∫ x
−∞
dx′(L˜k,k1 (e
x′)− 1) = x+
∞∑
d=1
L˜k,k,d1
d
edx. (2.22)
5
With the above theorem, we can construct the mirror transformation that transforms the virtual
structure constants of the Calabi-Yau hypersurface into the real ones as follows:
Lk,km (e
t) =
L˜k,km (e
x(t))
L˜k,k1 (e
x(t))
. (m = 2, · · · , k − 3) (2.23)
After some combinatorial computation, we can rewrite (2.23) into the following form:
Lk,k,dn =
d−1∑
m=0
Resz=0(z
−m−1 exp(−d
∞∑
j=1
L˜k,k,j1
j
zj)) · (L˜k,k,d−mn − L˜k,k,d−m1 ). (2.24)
In [9], we argued that this formula must have deep connection with toric compactification of the
moduli space of rational curves in PN−1. With this idea, we speculated that we can generalize
the formula (2.24) to the N − k < 0 case. In [9] and [8], we gave some numerical evidence of this
generalization up to some lower degree of rational curves.
3 Gauss-Manin System
Let us first introduce the Gauss-Manin system associated with the quantum Ka¨hler sub-ring of
MkN :
Definition 4 We call the following rank 1 ODE for vector valued function ψm(t), (m = 0, 1, · · · , N−
2):
∂tψN−2−m(t) = ψN−1−m(t) +
∞∑
d=1
exp(dt) · LN,k,dm · ψN−1−m−(N−k)d(t),
∂tψN−2(t) =
∞∑
d=1
exp(dt) · LN,k,d0 · ψN−1−(N−k)d(t), (3.25)
the Gauss-Manin system associated with the quantum Ka¨hler sub-ring of MkN .
This definition can be applied to any MkN .
3.1 Fano case (N − k ≥ 2)
In this case, we already have the celebrated theorem of Givental [6]:
Theorem 3 (Givental)
If N − k ≥ 2, (3.25) can be reduced to the rank N − 1 ODE for ψ0(t):
(
(∂t)
N−1 − k · et · (k∂t + k − 1) · · · (k∂t + 2) · (k∂t + 1)
)
ψ0(t) = 0. (3.26)
Conversely, we can determine all the structure constants of the quantum Ka¨hler sub-ring explicitly
using (3.25) and (3.26) as the starting point.
Corollary 1 The structure constants LN,k,dn are fully reconstructed from (3.26). In particular, we
have,
k−1∑
n=0
L˜N,k,1n w
n = k ·
k−1∏
j=1
(jw + (k − j)). (3.27)
6
proof)
Using some algebra, we can represent ψN−1−m(t) in terms of ψ0(t) as the form:
ψN−1−m(t) = (∂t)
N−1−mψ0(t)−
∞∑
d=1
exp(dt)
N−1−m−(N−k)d∑
j=0
γN,k,dm,j (∂t)
N−1−m−(N−k)d−jψ0(t),
(3.28)
when 1 ≤ m ≤ N−1. Moreover, we can obtain the ODE for ψ0(t) by introducing ψN−1(t) formally,
which satisfies
∂tψN−2(t) = ψN−1(t) +
∞∑
d=1
exp(dt) · LN,k,d0 · ψN−1−(N−k)d(t). (3.29)
If we represent ψN−1(t) as the form of (3.28), the ODE is just given by the equation:
ψN−1(t) = 0. (3.30)
Substitution of (3.28) into (3.25) leads us to the recursive formula for γN,k,dm,j ,
γN,k,dm,0 − γN,k,dm+1,0 = LN,k,dm −
∑
f+g=d
LN,k,fm γ
N,k,g
m+(N−k)f,0, (3.31)
γN,k,dm,j − γN,k,dm+1,j = d · γN,k,dm+1,j−1 −
∑
f+g=d
LN,k,fm γ
N,k,g
m+(N−k)f,j . (3.32)
Here, we introduce the generating function,
γN,k,dm (w) :=
N−1−(N−k)d∑
j=0
γN,k,dm,j w
j . (3.33)
Then, the recursive formulas (3.31) and (3.32) are reduced to one recursive formula for γN,k,dm (w),
γN,k,dm (w) = (1 + dw)γ
N,k,d
m+1 (w) + L
N,k,d
m −
∑
f+g=d
LN,k,fm γ
N,k,g
m+(N−k)f (w). (3.34)
Multiplying (3.34) by (1 + dw)m makes the recursive formula more tractable.
(1+dw)mγN,k,dm (w)−(1+dw)m+1γN,k,dm+1 (w) = (1+dw)mLN,k,dm −
∑
f+g=d
(1+dw)mLN,k,fm γ
N,k,g
m+(N−k)f (w).
(3.35)
We can easily solve (3.35) inductively. The answer is given by the formula:
γN,k,dm (w) =
d∑
l=1
(−1)l−1
∑
(d1,···,dl)∈OPd
N−1−(N−k)d∑
jl=m
· · ·
j3∑
j2=m
j2∑
j1=m
l∏
i=1
(
(1 + (
l∑
n=i
dn)w)
ji−ji−1 · LN,k,di
ji+(N−k)(
∑
i−1
n=1
dn)
)
,
(3.36)
where we formally identify j0 with m and denote by OPd the set of the ordered partitions of d;
{(d1, d2, · · · , dl)| dj ≥ 1,
∑l
j=1 dj = d}. At this point, we look back at Theorem 3. It merely says
that
γN,k,10 (w) = k ·
k−1∏
j=1
(k + jw),
γN,k,d0 (w) = 0, (d ≥ 2). (3.37)
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Hence we obtain from (3.36),
k−1∑
m=0
LN,k,1m (1 + w)
m = k ·
k−1∏
j=1
(k + jw), (3.38)
and,
N−1−(N−k)d∑
m=0
LN,k,dm (1 + dw)
m =
d∑
l=2
(−1)l
∑
(d1,···,dl)∈OPd
N−1−(N−k)d∑
jl=0
· · ·
j3∑
j2=0
j2∑
j1=0
l∏
i=1
(
(1 + (
l∑
n=i
dn)w)
ji−ji−1 · LN,k,di
ji+(N−k)(
∑
i−1
n=1
dn)
)
.
(3.39)
Substitution of z−1
d
into w leads us to the formulas:
k−1∑
m=0
LN,k,1m z
m = k ·
k−1∏
j=1
((k − j) + jz), (3.40)
N−1−(N−k)d∑
m=0
LN,k,dm z
m =
d∑
l=2
(−1)l
∑
(d1,···,dl)∈OPd
N−1−(N−k)d∑
jl=0
· · ·
j3∑
j2=0
j2∑
j1=0
l∏
i=1
(
(1 + (
l∑
n=i
dn)(
z − 1
d
))ji−ji−1 · LN,k,di
ji+(N−k)(
∑
i−1
n=1
dn)
)
.
(3.41)
It is obvious that we can completely determine all the LN,k,dn ’s by induction of d, because the r.h.s.
includes only the LN,k,d
′
m ’s with d
′ < d. Q.E.D.
Example
M57 model
The corresponding Gauss-Manin system is given by,
∂tψ0(t) = ψ1(t),
∂tψ1(t) = ψ2(t) + a · et · ψ0(t),
∂tψ2(t) = ψ3(t) + b · et · ψ1(t),
∂tψ3(t) = ψ4(t) + c · et · ψ2(t) + d · e2t · ψ0(t),
∂tψ4(t) = ψ5(t) + b · et · ψ3(t) + g · e2t · ψ1(t),
∂tψ5(t) = a · et · ψ4(t) + d · e2t · ψ2(t) + f · e3t · ψ0(t), (3.42)
where we used a trivial equality LN,k,dm = L
N,k,d
N−1−(N−k)d−m. We reduce (3.42) into an ordinary
equation for ψ0(t) and obtain,
(
(∂t)
6 − et · ((2a+ 2b+ c)(∂t)4 + (4a+ 4b+ 2c)(∂t)3 + (6a+ 3b+ c)(∂t)2 + (4a+ b)(∂t) + a)
+e2t(a2 + b2 + 2ab+ 2ac− 2d− g)(∂t)2 + e2t(2a2 + 2b2 + 4ab+ 4ac− 4d− 2g)(∂t)
+e2t(a2 + 2ab+ 4ac− 4d) + e3t(2ad− a2c− f)
)
ψ0(t) = 0. (3.43)
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Then Theorem 1 asserts that the equation (3.43) equals the equation:
(
(∂t)
6 − et · (3125(∂t)4 + 6250(∂t)3 + 4375(∂t)2 + 1250(∂t) + 120)
)
ψ0(t) = 0. (3.44)
By comparing (3.43) with (3.44), we obtain,
a = 120, b = 770, c = 1345, d = 211200, g = 692500, f = 31320000, (3.45)
which agree with our previous results in [10].
This corollary enables us to prove Theorem 1. As the first step, we prove the following theorem:
Theorem 4 Let ϕ be the recursive formula in (2.18) considered as a homomorphism from the
polynomial ring of LN,k,dn to the one of L
N+1,k,d
n . Then we have,
ϕ(γN,k,d0 (w)) =
(d−1∏
j=1
(1 + jw)
)
· γN+1,k,d0 (w). (3.46)
proof) From now on, we use another notation 0 = i0 < i1 < i2 < · · · < il−1 < il = d of ordered
partition. Correspondence to the previous notation (d1, · · · , dl) ∈ OPd is given by dj = ij − ij−1.
We denote by f
di1di2 ···dil−1
(i1−i0,···,il−il−1)
(x, y) the coefficient polynomial of z
di1
i1
z
di2
i2
· · · zdil−1il−1 in the generating
polynomial Polyd. Using (2.14), it is explicitly given as follows:
f
di1di2 ···dil−1
(i1−i0,···,il−il−1)
(x, y) =
d−1−
∑
l−1
m=1
dim∑
j=0
adi1di2 ···dil−1j(i1 − i0, · · · , il − il−1)xjy
d−1−
∑
l−1
m=1
dim−j
:=
d
(2π
√−1)d−1
∫
D1
du1 · · ·
∫
Dd−1
dud−1
d−1∏
m=1
um
(2um − um−1 − um+1) ·
l−1∏
n=1
1
u
din
in
=
d
(2π
√−1)l−1
∫
Di1
dui1 · · ·
∫
Dil−1
duil−1
l∏
j=1
f(ij−ij−1)(uij−1 , uij )×
×
l−1∏
j=1
1
((ij+1 − ij−1)uij − (ij − ij−1)uij+1 − (ij+1 − ij)uij−1 ) · u
dij−1
ij
l−2∏
j=1
(ij+1 − ij). (3.47)
where we have introduced the following polynomial:
d−1∑
j=0
aj(d)x
jyd−1−j :=
d−1∏
j=1
(
jx+ (d− j)y
d
) = f(d)(x, y). (3.48)
The path Dj in the second line of (3.47) goes around uj =
uj−1+uj+1
2 , uj = 0 if j ∈ {i1, · · · , il−1}
and uj =
uj−1+uj+1
2 otherwise. The last equality in (3.47) is obtained from integrating out the
variable uj (j ∈ {1, 2, · · · , d− 1} \ {i1, · · · , il−1}).
With this definition, we can write down the form of the recursive formula as follows,
LN,k,dn =
d∑
l=1
∑
0=i0<···<il=d
∑
(di1 ,···,dil−1)
d−1−
∑
l−1
m=1
dim∑
j=0
adi1di2 ···dil−1j(i1 − i0, · · · , il − il−1)×
×
l∏
h=1
L
N+1,k,ih−ih−1
n−
∑
h−1
m=1
dim−j+ih−1(N−k+1)
. (3.49)
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On the other hand, we can rewrite γN,k,d0 (w) using the notation 0 = i0 < · · · < il = d into,
d∑
l=1
(−1)l−1
∑
0=i0<···<il=d
N−1−(N−k)d∑
jl=0
jl∑
jl−1=0
· · ·
j2∑
j1=0
l∏
n=1
(
(1 + (d− in−1)w)jn−jn−1LN,k,in−in−1jn+(N−k)in−1
)
.
(3.50)
Substituting (3.49) into (3.50), we obtain,
ϕ(γN,k,d0 (w)) =
d∑
l=1
(−1)l−1
d∑
l=1
∑
0=i0<···<il=d
N−1−(N−k)d∑
jl=0
jl∑
jl−1=0
· · ·
j2∑
j1=0
l∏
n=1
(
(1 + (d− in−1)w)jn−jn−1
in−in−1∑
ln=1
∑
in−1=in0<···<i
n
ln
=in
∑
(din
1
,···,din
ln−1
)
in−in−1−1−
∑
ln−1
mn=1
dinmn∑
cn=0
×
×adin
1
···din
ln−1
cn(i
n
1 − in0 , · · · , inln − inln−1)
ln∏
hn=1
L
N+1,k,inhn−i
n
hn−1
jn−cn−in−1−
∑
hn−1
mn=1
dinmn
+in
hn−1
(N−k+1)
)
. (3.51)
In the above formula, we can see appearance of iterated ordered partition:
0 = i0 = i
1
0 < i
1
1 < · · · < i1l1 = i1 = i20 < · · · < i2l2 = i2 < · · · < illl = il = d. (3.52)
Then we pick up the terms whose iterated ordered partition is equal to the ordered partition
0 = i0 < i1 < · · · < il = d. The result is conveniently written in terms of ordered partition
0 = h0 < h1 < · · · < hs = l, and the statement of the theorem is reduced to the following equality:
l∑
s=1
(−1)s−1
∑
0=h0<···<hs=l
N−1−(N−k)d∑
js=0
js∑
js−1=0
· · ·
j2∑
j1=0
∑
(di1
,···,dil−1
)
(dihj
=0)
s∏
n=1
(
(1 + (d− ihn−1)w)jn−jn−1 ×
×
ihn−ihn−1−1−
∑
hn
j=hn−1
dij∑
cn=0
adihn−1+1 ···dihn−1cn
(ihn−1+1 − ihn−1, · · · , ihn − ihn−1)×
×
hn∏
a=hn−1+1
L
N+1,k,ia−ia−1
jn−cn−ihn−1−
∑
a−1
j=hn−1+1
dij+ia−1(N−k+1)
)
=
(d−1∏
j=1
(1 + jw)
)
·
(
(−1)l−1
N−(N−k+1)d∑
jl=0
jl∑
jl−1=0
· · ·
j2∑
j1=0
l∏
n=1
(1 + (d− in−1)w)jn−jn−1LN,k,in−in−1jn+(N−k+1)in−1
)
.
(3.53)
Next, we carefully look at the summand in the l. h. s. of (3.53) coming from the ordered partition
0 = h0 < h1 < · · · < hs = l:
(−1)s−1
∑
(di1 ,···,dil−1), (dihj
=0)
ih1−ih0−1−
∑
h1
j=h0
dij∑
c1=0
· · ·
ihs−ihs−1−1−
∑
hs
j=hs−1
dij∑
cs=0
s∏
n=1
adihn−1+1 ···dihn−1cn
(ihn−1+1 − ihn−1 , · · · , ihn − ihn−1)×
N−1−(N−k)d∑
js=0
js∑
js−1
· · ·
j2∑
j1=0
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s∏
n=1
(
(1 + (d− ihn−1)w)jn−jn−1
hn∏
a=hn−1+1
L
N+1,k,ia−ia−1
jn−cn−ihn−1−
∑
a−1
j=hn−1+1
dij+ia−1(N−k+1)
)
.
(3.54)
Changing jn into j
′
n = jn − cn − ihn−1 +
∑hn−1
j=1 dij , we can separate (3.54) into a bulk part:
(−1)s−1
∑
(di1 ,···,dil−1), (dihj
=0)
ih1−ih0−1−
∑
h1
j=h0
dij∑
c1=0
· · ·
ihs−ihs−1−1−
∑
hs
j=hs−1
dij∑
cs=0
s∏
n=1
adihn−1+1 ···dihn−1cn
(ihn−1+1 − ihn−1 , · · · , ihn − ihn−1)×
N−(N−k+1)d∑
js=0
js∑
js−1=0
· · ·
j2∑
j1=0
s∏
n=1
(
(1 + (d− ihn−1)w)
jn−jn−1+cn−cn−1+ihn−1−ihn−2−
∑
hn−1
j=hn−2
dij
hn∏
a=hn−1+1
L
N+1,k,ia−ia−1
jn−
∑
a−1
j=1
dij+ia−1(N−k+1)
)
,
(3.55)
and boundary parts:
(−1)s−1
s−1∑
m=1
∑
(di1 ,···,dil−1), (dihj
=0)
ih1−ih0−1−
∑
h1
j=h0
dij∑
c1=0
· · ·
ihs−ihs−1−1−
∑
hs
j=hs−1
dij∑
cs=0
s∏
n=1
adihn−1+1 ···dihn−1cn
(ihn−1+1 − ihn−1 , · · · , ihn − ihn−1)
cm+1−cm+ihm−ihm−1−
∑
hm
j=hm−1
dij∑
lm=1
N−1−(N−k)d−cs−ihs−1+lm+
∑
hs−1
j=1
dij∑
js=−cs−ihs−1+lm+
∑
hs−1
j=1
dij
· · ·
jm+3+cm+3−cm+2+ihm+2−ihm+1−
∑
hm+2
j=hm+1
dij∑
jm+2=−cm+2−ihm+1+lm+
∑
hm+1
j=1
dij
jm+2+cm+2−cm+1+ihm+1−ihm−
∑
hm+1
j=hm
dij∑
jm=0
jm∑
jm−1=0
jm−1∑
jm−2=0
· · ·
j2∑
j1=0( m∏
n=1
(1 + (d− ihn−1)w)jn−jn−1
)
· (1 + (d− ihm+1)w)jm+2−jm ·
( s∏
n=m+3
(1 + (d− ihn−1)w)jn−jn−1
)
m∏
n=1
(
(1 + (d− ihn−1)w)
cn−cn−1+ihn−1−ihn−2−
∑
hn−1
j=hn−2
dij
hn∏
a=hn−1+1
L
N+1,k,ia−ia−1
jn−
∑
a−1
j=1
dij+ia−1(N−k+1)
)
(
(1 + (d− ihm)w)
−lm+cm+1−cm+ihm−ihm−1−
∑
hm
j=hm−1
dij
hm+1∏
a=hm+1
L
N+1,k,ia−ia−1
jm−lm−
∑
a−1
j=1
dij+ia−1(N−k+1)
)
s∏
n=m+2
(
(1 + (d− ihn−1)w)
cn−cn−1+ihn−1−ihn−2−
∑
hn−1
j=hn−2
dij
hn∏
a=hn−1+1
L
N+1,k,ia−ia−1
jn−lm−
∑
a−1
j=1
dij+ia−1(N−k+1)
)
.
(3.56)
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To derive (3.56), we further replace j′n (n > m) by j
′′
n = j
′
n + lm and omit the dashes in j
′
n, j
′′
n in
the final form. Since we can easily see that the identity:
i1−i0−1∑
c1=0
· · ·
il−il−1−1∑
cl=0
ac1(i1−i0) · · ·acl(il−il−1)
l∏
j=1
(
(1+(d−ij−1)w)cj−cj−1+ij−1−ij−2
)
=
d−1∏
j=1
(1+jw),
(3.57)
holds true, the bulk part coming from the ordered partition hj = j (j = 1, 2, · · · , l − 1) is nothing
but the r.h.s. of (3.53). Therefore, what remains to show is cancellation of the remaining terms.
At this stage, we add some comments on boundary parts. Looking at the first boundary part
in (3.56) which corresponds to the operation to remove m (m = 1, 2, · · · , s − 1) from the set
{1, 2, · · · , s − 1}, we can further pick up the second boundary part which corresponds to remove
n (n = m+ 1,m+ 2, · · · , s− 1) from {m+ 1,m+ 2, · · · , s− 1}. Explicitly, the first boundary part
separated from the second boundary parts is given by the formula:
(−1)s−1
∑
(di1 ,···,dil−1), (dihj
=0)
ih1−ih0−1−
∑
h1
j=h0
dij∑
c1=0
· · ·
ihs−ihs−1−1−
∑
hs
j=hs−1
dij∑
cs=0
s∏
n=1
adihn−1+1 ···dihn−1cn
(ihn−1+1 − ihn−1 , · · · , ihn − ihn−1)
cm+1−cm+ihm−ihm−1−
∑
hm
j=hm−1
dij∑
lm=1
N−(N−k+1)d∑
js−1=0
js−1∑
js−2=0
· · ·
j2∑
j1=0
( m∏
n=1
(1 + (d− ihn−1)w)jn−jn−1
)
·
( s−1∏
n=m+1
(1 + (d− ihn)w)jn−jn−1
)
m∏
n=1
(
(1 + (d− ihn−1)w)
cn−cn−1+ihn−1−ihn−2−
∑
hn−1
j=hn−2
dij
hn∏
a=hn−1+1
L
N+1,k,ia−ia−1
jn−
∑
a−1
j=1
dij+ia−1(N−k+1)
)
(
(1 + (d− ihm)w)
−lm+cm+1−cm+ihm−ihm−1−
∑
hm
j=hm−1
dij
hm+1∏
a=hm+1
L
N+1,k,ia−ia−1
jm−lm−
∑
a−1
j=1
dij+ia−1(N−k+1)
)
s∏
n=m+2
(
(1 + (d− ihn−1)w)
cn−cn−1+ihn−1−ihn−2−
∑
hn−1
j=hn−2
dij
hn∏
a=hn−1+1
L
N+1,k,ia−ia−1
jn−lm−
∑
a−1
j=1
dij+ia−1(N−k+1)
)
.
(3.58)
Continuing the same operation, we can observe that the summand of (3.54) produce
(
s−1
t
)
t-th
boundary parts and that they have the same structure of summation on j′ns as the bulk part
coming from the ordered partition:
0 = hp0 < hp1 < hp2 < · · · < hps−t = l
(0 = p0 < p1 < · · · < ps−t = s, 1 ≤ t ≤ s− 1). (3.59)
We then separate the set {1, 2, · · · , s− 1} into disjoint union of two sets associated with (3.59).
{1, 2, · · · , s− 1} = {p1, p2, · · · , ps−t−1}
∐
{r1, r2, · · · , rt},
(r1 < r2 < · · · < rt). (3.60)
With these set-up, we can write down the t-th boundary part as the generalization of (3.58),
(−1)s−1
∑
(di1 ,···,dil−1), (dihj
=0)
ih1−ih0−1−
∑
h1
j=h0
dij∑
c1=0
· · ·
ihs−ihs−1−1−
∑
hs
j=hs−1
dij∑
cs=0
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s∏
n=1
adihn−1+1 ···dihn−1cn
(ihn−1+1 − ihn−1 , · · · , ihn − ihn−1)
cr1+1−cr1+ihr1−ihr1−1
−
∑
hr1
j=hr1−1
dij∑
lr1=1
· · ·
crt+1−crt+ihrt−ihrt−1
−
∑
hrt
j=hrt−1
dij∑
lrt=1
N−(N−k+1)d∑
js−t=0
js−t∑
js−t−1=0
· · ·
j2∑
j1=0
(s−t∏
n=1
(1 + (d− ihpn−1 )w)jn−jn−1
)
·
( t∏
n=1
(1 + (d− ihrn )w)−lrn
)
s−t∏
n=1
pn∏
m=pn−1+1
(
(1 + (d− ihm−1)w)
cm−cm−1+ihm−1−ihm−2−
∑
hm−1
j=hm−2
dij ×
×
hm∏
a=hm−1+1
L
N+1,k,ia−ia−1
jn−
∑
a−1
j=1
dij−
∑
rj<m
lrj+ia−1(N−k+1)
)
.
(3.61)
Now, what we have to show is that the bulk part coming from the ordered partition 0 = h0 <
h1 < · · · < hs−1 < hs = l cancels with the boundary parts coming from the ordered partition
0 = q0 < q1 < · · · < qt−1 < qt = l, ({h0, h1, · · · , hs−1, hs} ⊂ {q0, q1, · · · , qt−1, qt}). Before general
discussion on cancellation of these terms, we carry out computations for some lower l’s as warming-
up’s.
0 = i0 < i1 = d sector:
In this case, there are no boundary contributions and the bulk part is given by,
d−1∑
c1=0
N−1−(N−k)d−c1∑
j=−c1
ac1(d)(1 + dw)
j+c1LN+1,k,dj
=
d−1∑
c1=0
N−(N−k+1)d∑
j=0
ac1(d)(1 + dw)
j+c1LN+1,k,dj =
d−1∏
j=1
(1 + jw) ·
N−(N−k+1)d∑
j=0
(1 + dw)jLN+1,k,dj
(3.62)
where we used (3.57) and the fact that LN+1,k,dj = 0 unless 0 ≤ j ≤ N − (N + 1− k)d.
0 = i0 < i1 < i2 = d sector:
In this sector, the summand coming from 0 = h0 < h1 = 1 < h2 = 2 is separated into one bulk
contribution and one boundary contribution corresponding to 0 = h0 < h2 = 2:
−
d−1∏
j=1
(1 + jw) ·
N−(N−k+1)d∑
j2=0
j2∑
j1=0
(1 + dw)j1 (1 + (d− i1)w)j2−j1LN+1,k,i1j1+(N−k+1)i1L
N+1,k,d−i1
j2+(N−k+1)i2
−
i1−1∑
c1=0
d−i1−1∑
c2=0
N−(N−k+1)d∑
j1=0
(1 + dw)j1
c2−c1+i1∑
l1=1
ac1(i1)ac2(d− i1)(1 + (d− i1)w)−l1+c2−c1+i1(1 + dw)c1 ×
×LN+1,k,i1j1 L
N+1,k,d−i1
j1−l1+(N−k+1)d1
. (3.63)
On the other hand, we have to prove that the second summand of the r.h.s of (3.63) cancels with
the summand (3.54) coming from 0 = h0 < h1 = 2,
N−d(N−k+1)∑
j1=0
d−1∑
di1=1
d−1−di1∑
c1=0
(1 + dw)j1adi1c1(i1, d− i1)(1 + dw)c1L
N+1,k,i1
j1
LN+1,k,d−i1
j1−di1+(N−k+1)d1
,
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(3.64)
where
d−1−di1∑
j=0
adi1j(i1, d− i1)xjyd−1−di1−j
=
1
2π
√−1
∫
D(0,
i1y+(d−i1)x
d
)
dui1
1
(ui1 − i1y+(d−i1)xd )
f(i1)(x, ui1) · f(d−i1)(ui1 , y)
u
di1−1
i1
= f
di1
(i1,d−i1)
(x, y). (3.65)
Since −l1 + c2 − c1 + i1 ≥ 0 in (3.63), the assertion of the theorem in this sector reduces to the
following polynomial identity in this sector:
f(i1)(x, u)f(d−i1)(u, y)
udi1−1
|
deg(u)≥0, u=
(d−i1)x+i1y
d
= f
di1
(i1,d−i1)
(x, y), (3.66)
where
f(i1)(x,u)f(d−i1)(u,y)
u
di1
−1 |deg(u)≥0 means the operation of picking up monomials, whose degree in
u is non-negative, from
f(i1)(x,u)f(d−i1)(u,y)
u
di1
−1 . Now, we prove the above equality. Using the residue
integral in v-plane, we have,
f(i1)(x, u)f(d−i1)(u, y)
udi1−1
|deg(u)≥0 =
1
2π
√−1
∫
Dv(0)
dv
f(i1)(x, v)f(d−i1)(v, y)
vdi1−1
1
v
∞∑
n=0
(
u
v
)n
=
1
2π
√−1
∫
Dv(0,u)
dv
f(i1)(x, v)f(d−i1)(v, y)
vdi1−1
1
v − u. (3.67)
Therefore, we can rewrite the l. h. s. of (3.66) as follows:
f(i1)(x, u)f(d−i1)(u, y)
udi1−1
|
deg(u)≥0, u=
(d−i1)x+i1y
d
= (
1
2π
√−1)
∫
Du(0,
(d−i1)x+i1y
d
)
du
1
(u− (d−i1)x+i1y
d
)
f(i1)(x, u)f(d−i1)(u, y)
udi1−1
.
(3.68)
But the last line is nothing but the definition of f
di1
(i1,d−i1)
(x, y).
0 = i0 < i1 < i2 < i3 = d sector:
In this case, we have four choices of partitions:
0 = h0 < 1 = h1 < 2 = h2 < h3 = 3,
0 = h0 < h1 = 1 < h2 = 3,
0 = h0 < h1 = 2 < h2 = 3,
0 = h0 < h1 = 3. (3.69)
The summand in (3.54) coming from the ordered partition 0 = h0 < 1 = h1 < 2 = h2 < h3 = 3 is
decomposed as follows:
d−1∏
j=1
(1 + jw) ·
N−(N−k+1)d∑
j3=0
j3∑
j2=0
j2∑
j1=0
(1 + dw)j1 (1 + (d− i1)w)j2−j1(1 + (d− i2)w)j3−j2 ×
×LN+1,k,i1j1 L
N+1,k,i2−i1
j2+i1(N−k+1)
LN+1,k,d−i2
j3+i2(N−k+1)
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+i1−1∑
c1=0
i2−i1−1∑
c2=0
i3−i2−1∑
c3=0
ac1(i1)ac2(i2 − i1)ac3(d− i2)×
×
c2−c1+i1∑
l1=1
N−(N−k+1)d∑
j3=0
j3∑
j1=0
(1 + dw)j1+c1(1 + (d− i1)w)−l1+c2−c1+i1 ×
×(1 + (d− i2)w)j3−j1+c3−c2+i2−i1LN+1,k,i1j1 L
N+1,k,i2−i1
j1−l1+i1(N−k+1)
LN+1,k,d−i2
j3−l1+i2(N−k+1)
+
i1−1∑
c1=0
i2−i1−1∑
c2=0
i3−i2−1∑
c3=0
ac1(i1)ac2(i2 − i1)ac3(d− i2)×
×
c3−c2+i2−i1∑
l2=1
N−(N−k+1)d∑
j2=0
j2∑
j1=0
(1 + dw)j1+c1(1 + (d− i1)w)j2−j1+c2−c1+i1 ×
×(1 + (d− i2)w)−l2+c3−c2+i2−i1LN+1,k,i1j1 L
N+1,k,i2−i1
j2+i1(N−k+1)
LN+1,k,d−i2
j2−l2+i2(N−k+1)
+
i1−1∑
c1=0
i2−i1−1∑
c2=0
i3−i2−1∑
c3=0
ac1(i1)ac2(i2 − i1)ac3(d− i2)×
×
c2−c1+i1∑
l1=1
c3−c2+i2−i1∑
l2=1
N−(N−k+1)d∑
j1=0
(1 + dw)j1+c1(1 + (d− i1)w)−l1+c2−c1+i1 ×
×(1 + (d− i2)w)−l2+c3−c2+i2−i1LN+1,k,i1j1 L
N+1,k,i2−i1
j1−l1+i1(N−k+1)
LN+1,k,d−i2
j1−l1−l2+i2(N−k+1)
. (3.70)
Note that the first summand, the second and the third ones, and the last one correspond to the bulk
part, the first boundary parts, and the second boundary part respectively. Next, we decompose the
summand coming from 0 = h0 < h1 = 1 < h2 = 3,
−
i2−i1−1∑
d2=1
i1−1∑
c1=0
i3−i1−1−d2∑
c2=0
ac1(i1)ad2c2(i2 − i1, d− i2)×
×
N−(N−k+1)d∑
j2=0
j2∑
j1=0
(1 + dw)j1+c1(1 + (d− i1)w)j2−j1+c2−c1+i1 ×
×LN+1,k,i1j1 L
N+1,k,i2−i1
j2+i1(N−k+1)
LN+1,k,d−i2
j2−d2+i2(N−k+1)
−
i2−i1−1∑
d2=1
i1−1∑
c1=0
i3−i1−1−d2∑
c2=0
ac1(i1)ad2c2(i2 − i1, d− i2)×
×
c2−c1+i1∑
l1=1
N−(N−k+1)d∑
j1=0
(1 + dw)j1+c1(1 + (d− i1)w)−l1+c2−c1+i1 ×
×LN+1,k,i1j1 L
N+1,k,i2−i1
j1−l1+i1(N−k+1)
LN+1,k,d−i2
j1−l1−d2+i2(N−k+1)
,
(3.71)
and the one from 0 = h0 < h1 = 2 < h2 = 3,
−
i2−1∑
d1=1
i2−1−d1∑
c1=0
i3−i2−1∑
c2=0
ad1c1(i1, i2 − i1)ac2(d− i2)×
×
N−(N−k+1)d∑
j2=0
j2∑
j1=0
(1 + dw)j1+c1(1 + (d− i2)w)j2−j1+c2−c1+i2−d1 ×
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×LN+1,k,i1j1 L
N+1,k,i2−i1
j1−d1+i1(N−k+1)
LN+1,k,d−i2
j2−d1+i2(N−k+1)
−
i2−1∑
d1=1
i2−1−d1∑
c1=0
i3−i2−1∑
c2=0
ad1c1(i1, i2 − i1)ac2(d− i2)×
×
c2−c1+i2−d1∑
l1=1
N−(N−k+1)d∑
j1=0
(1 + dw)j1+c1(1 + (d− i2)w)−l1+c2−c1+i2−d1 ×
×LN+1,k,i1j1 L
N+1,k,i2−i1
j1−d1+i1(N−k+1)
LN+1,k,d−i2
j1−d1−l1+i2(N−k+1)
. (3.72)
The summand coming from 0 = h0 < h3 = 3 is given by,
N−d(N−k+1)∑
j1=0
d−1∑
d1=1
d−1−d1∑
d2=1
d−1−d1−d2∑
c1=0
ad1d2c1(i1, i2 − i1, d− i2)(1 + dw)j1+c1LN+1,k,i1j1 ×
×LN+1,k,i2−i1
j1−d1+i1(N−k+1)
LN+1,k,d−i2
j1−d1−d2+i2(N−k+1)
. (3.73)
With these results, we can easily see that the second (resp. third) summand in (3.70) cancels with
the first summand in (3.72) (resp. (3.71)) due to the identity proved in the l = 2 case. Therefore,
the new identity we have to prove comes from the cancellation of the fourth summand in (3.70) ,
the second summand in (3.71) and in (3.72), and (3.73). This can be translated into the polynomial
equality:
i1−1∑
c1=0
i2−i1−1∑
c2=0
i3−i2−1∑
c3=0
ac1(i1)ac2(i2 − i1)ac3(d− i2)×
×
c2−c1+i1∑
l1=1
c3−c2+i2−i1∑
l2=1
(1 + dw)c1(1 + (d− i1)w)−l1+c2−c1+i1(1 + (d− i2)w)−l2+c3−c2+i2−i1
−
i2−i1−1∑
d2=0
i1−1∑
c1=0
i3−i1−1−d2∑
c2=0
ac1(i1)ad2c2(i2 − i1, d− i2)
c2−c1+i1∑
l1=1
(1 + dw)c1(1 + (d− i1)w)−l1+c2−c1+i1
−
i2−1∑
d1=0
i1−1−d1∑
c1=0
i3−i2−1∑
c2=0
ad1c1(i1, i2 − i1)ac2(d− i2)
c2−c1+i2−d1∑
l1=1
(1 + dw)c1(1 + (d− i2)w)−l1+c2−c1+i2−d1
+
d−1∑
d1=1
d−1−d1∑
d2=1
d−1−d1−d2∑
c1=0
ad1d2c1(i1, i2 − i1, d− i2)(1 + dw)c1 = 0. (3.74)
We can rewrite the above condition in a more compact form,(
f(i1)(x, u)f
n
(i2−i1,d−i2)
(u, y)
um−1
|deg(u)≥0 +
fm(i1,i2−i1)(x, v)f(d−i2)(v, y)
vn−1
|deg(v)≥0
−f(i1)(x, u)f(i2−i1)(u, v)f(d−i2)(v, y)
um−1vn−1
|deg(u)≥0, deg(v)≥0
)
|
u=
i1y+(d−i1)x
d
,v=
(i2)y+(d−i2)x
d
= fmn(i1,i2−i1,d−i2)(x, y). (3.75)
On the other hand, the definition of fmn(i1,i2−i1,d−i2)(x, y) tells us,
fmn(i1,i2−i1,d−i2)(x, y) :=
(
1
2π
√−1)
2
∫
Du
∫
Dv
d · (i2 − i1) · (dudv)
(i2u− i1v − (i2 − i1)x)((d − i1)v − (d− i2)u − (i2 − i1)y) ×
×f(i1)(x, u)f(i2−i1)(u, v)f(d−i2)(v, y)
um−1vn−1
.
(3.76)
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Hence what remains to show in the l = 3 case is the following equality:
(
f(i1)(x, u)f
n
(i2−i1,d−i2)
(u, y)
um−1
|deg(u)≥0 +
fm(i1,i2−i1)(x, v)f(d−i2)(v, y)
vn−1
|deg(v)≥0
−f(i1)(x, u)f(i2−i1)(u, v)f(d−i2)(v, y)
um−1vn−1
|deg(u)≥0, deg(v)≥0
)
|
u=
i1y+(d−i1)x
d
,v=
(i2)y+(d−i2)x
d
= (
1
2π
√−1)
2
∫
Du
∫
Dv
d · (i2 − i1) · (dudv)
(i2u− i1v − (i2 − i1)x)((d − i1)v − (d− i2)u− (i2 − i1)y) ×
×f(i1)(x, u)f(i2−i1)(u, v)f(d−i2)(v, y)
um−1vn−1
. (3.77)
First, we consider the following part:
(
1
2π
√−1)
2
∫
Du
∫
Dv
(
f(i1)(x, u)f(i2−i1)(u, v)f(d−i2)(v, y)
um−1vn−1
|deg(u)≤−1,deg(v)≤−1
)
×
× d · (i2 − i1) · (dudv)
((i2)u− i1v − (i2 − i1)x)((d − i1)v − (d− i2)u− (i2 − i1)y) . (3.78)
But we can easily see with some computation,
(
1
2π
√−1)
2
∫
Du
∫
Dv
1
ukvl
· d · d2 · (dudv)
((i2)u− i1v − (i2 − i1)x)((d − i1)v − (d− i2)u− (i2 − i1)y)
=
1
2π
√−1
∫
Du
du
uk
· (i1)
l
((i2)u− (i2 − i1)x)l ·
1
(u− i1y+(d−i1)x
d
)
= 0, (3.79)
where k, l ≥ 1. The last equality follows from the fact that Du goes around all the poles of the
integrand. Hence we have
(
1
2π
√−1)
2
∫
Du
∫
Dv
(
f(i1)(x, u)f(i2−i1)(u, v)f(d−i2)(v, y)
um−1vn−1
|deg(u)≤−1,deg(v)≤−1
)
×
× d · (i2 − i1) · (dudv)
((i2)u− i1v − (i2 − i1)x)((d − i1)v − (d− i2)u− (i2 − i1)y)
= 0. (3.80)
Using (3.80), we can rewrite the r.h.s. of (3.77) as follows,
(
1
2π
√−1)
2
∫
Du
∫
Dv
d · (i2 − i1) · (dudv)
(i2u− i1v − (i2 − i1)x)((d − i1)v − (d− i2)u − (i2 − i1)y) ×
×f(i1)(x, u)f(i2−i1)(u, v)f(d−i2)(v, y)
um−1vn−1
= (
1
2π
√−1)
2
∫
Du
∫
Dv
d · (i2 − i1) · (dudv)
(i2u− i1v − (i2 − i1)x)((d − i1)v − (d− i2)u− (i2 − i1)y) ×
×f(i1)(x, u)f(i2−i1)(u, v)f(d−i2)(v, y)
um−1vn−1
−( 1
2π
√−1)
2
∫
Du
∫
Dv
d · (i2 − i1) · (dudv)
(i2u− i1v − (i2 − i1)x)((d − i1)v − (d− i2)u− (i2 − i1)y) ×
×
(
f(i1)(x, u)f(i2−i1)(u, v)f(d−i2)(v, y)
um−1vn−1
|deg(u)≤−1, g(v)≤−1
)
= (
1
2π
√−1)
2
∫
Du
∫
Dv
d · (i2 − i1) · (dudv)
(i2u− i1v − (i2 − i1)x)((d − i1)v − (d− i2)u− (i2 − i1)y) ×
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×
(
f(i1)(x, u)f(i2−i1)(u, v)f(d−i2)(v, y)
um−1vn−1
|deg(u)≥0
)
+(
1
2π
√−1)
2
∫
Du
∫
Dv
d · (i2 − i1) · (dudv)
(i2u− i1v − (i2 − i1)x)((d − i1)v − (d− i2)u− (i2 − i1)y) ×
×
(
f(i1)(x, u)f(i2−i1)(u, v)f(d−i2)(v, y)
um−1vn−1
|deg(v)≥0
)
−( 1
2π
√−1)
2
∫
Du
∫
Dv
d · (i2 − i1) · (dudv)
(i2u− i1v − (i2 − i1)x)((d − i1)v − (d− i2)u− (i2 − i1)y) ×
×
(
f(i1)(x, u)f(i2−i1)(u, v)f(d−i2)(v, y)
um−1vn−1
|deg(v)≥0, deg(u)≥0
)
. (3.81)
At this stage, we look at the first integral of the last line of (3.81). Due to the condition deg(u) ≥ 0,
u variable has only one pole at u = i1v+(i2−i1)x
i1
. And if we integrate out the u variable first, the
integral turns into,
(
1
2π
√−1)
∫
Dv
dv
(v − i2y+(d−i2)x
d
)
(
fm(i1,i2−i1)(x, v)f(d−i2)(v, y)
vn−1
)
. (3.82)
This is nothing but the second term in the l.h.s. of (3.77). Using the same operation, we can show
that the second and the third integrals in the last line of (3.81) equal the first and the third terms
in the l.h.s. of (3.77). Thus, the proof of l = 3 case is completed.
With these preparation, we turn into the general proof of the theorem. In this case, we have to
consider the integral,
f
di1di2 ···dil−1
(i1−i0,···,il−il−1)
(x, y) =
d
(2π
√−1)l−1
∫
Di1
· · ·
∫
Dil−1
( l∏
j=1
f(ij−ij−1)(uij−1 , uij )
l−1∏
j=1
1
u
dij−1
ij
)
×
×
l−1∏
j=1
duij
((ij+1 − ij−1)uij − (ij − ij−1)uij+1 − (ij+1 − ij)uij−1 )
l−2∏
j=1
(ij+1 − ij). (3.83)
For convenience of space, we introduce the definition:
Definition 5 Let αj(x, y) (j = 1, 2, · · · , l) be a homogeneous polynomial in x and y. We define
two types of l-product, which are both non-commutative and non-associative as follows,
(α1 ◦ α2 ◦ · · · ◦ αl)(ui0 , uil) :=
(il − i0)
(2π
√−1)l−1
∫
Di1
· · ·
∫
Dil−1
( l∏
j=1
αj(uij−1 , uij )
l−1∏
j=1
1
u
dij−1
ij
)
×
×
l−1∏
j=1
duij
((ij+1 − ij−1)uij − (ij − ij−1)uij+1 − (ij+1 − ij)uij−1 )
l−2∏
j=1
(ij+1 − ij), (3.84)
(α1 ∗ α2 ∗ · · · ∗ αl)(ui0 , uil) :=( l∏
j=1
αj(uij−1 , uij )
l−1∏
j=1
1
u
dij−1
ij
)
|
deg(ui1 )≥0, ···, deg(uil−1 )≥0, uij=
(ij−i0)uil
+(il−ij)ui0
(il−i0)
.
(3.85)
In the same way as the l = 3 cases, we can show the following two lemmas.
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Lemma 1
(il − i0)
(2π
√−1)l−1
∫
Di1
· · ·
∫
Dil−1
( l∏
j=1
αj(uij−1 , uij )
l−1∏
j=1
1
u
dij−1
ij
|deg(ui1 )≤−1,···,deg(uil−1 )≤−1
)
×
×
l−1∏
j=1
duij
((ij+1 − ij−1)uij − (ij − ij−1)uij+1 − (ij+1 − ij)uij−1 )
l−2∏
j=1
(ij+1 − ij) = 0. (3.86)
proof) By expanding 1((ij+1−ij−1)uij−(ij−ij−1)uij+1−(ij+1−ij)uij−1 )
into
1
(ij+1 − ij−1)uij
·
(
1− (ij − ij−1)uij+1 + (ij+1 − ij)uij−1
(ij+1 − ij−1)uij
)−1
=
1
(ij+1 − ij−1)uij
·
∞∑
n=0
(
(ij − ij−1)uij+1 + (ij+1 − ij)uij−1
(ij+1 − ij−1)uij
)n
, (3.87)
we can reduce the integral in the l.h.s. of (3.86) to (infinite) linear combination of the integral:
1
(2π
√−1)l−1
∫
Ci1
dui1 · · ·
∫
Cil−1
duil−1
l∏
j=0
(uij )
mij , (3.88)
where the path Cij goes around uij = 0. But we can easily see mi0 ,mil ≥ 0 and
∑l
j=0mij ≤ −l,
due to the condition deg(ui1) ≤ −1, · · · , deg(uil−1) ≤ −1. Therefore,
∑l−1
j=1mij ≤ −l. It follows
that there exists j ∈ {1, 2, · · · , l − 1} such that deg(uij ) is less than −1. Hence the integral (3.88)
vanishes and the lemma is proved. Q.E.D.
Lemma 2
α1 ◦ · · · ◦ αl
=
l−1∑
s=1
(−1)l−1−s
∑
0=h0<···<hs=l
(α1 ∗ · · · ∗ αh1) ◦ (αh1+1 ∗ · · · ∗ αh2) ◦ · · · ◦ (αhs−1+1 ∗ · · · ∗ αhs).
(3.89)
proof) We denote by Aj(F ) the operation picking up the monomials with deg(uij ) ≥ 0 from
F =
∏l
j=1 αj(uij−1 , uij )
∏l−1
j=1
1
u
dij
−1
ij
. Using Lemma 1 and the inclusion-exclusion principle, we
obtain,
(α1 ◦ · · · ◦ αl)(ui0 , uil)
=
(il − i0)
(2π
√−1)l−1
∫
Di1
· · ·
∫
Dil−1
( l∏
j=1
αj(uij−1 , uij )
l−1∏
j=1
1
u
dij−1
ij
)
×
×
l−1∏
j=1
duij
((ij+1 − ij−1)uij − (ij − ij−1)uij−1 − (ij+1 − ij)uij+1)
l−2∏
j=1
(ij+1 − ij)
=
(il − i0)
(2π
√−1)l−1
∫
Di1
· · ·
∫
Dil−1
(
(∪l−1j=1Aj)(F )
)
×
×
l−1∏
j=1
duij
((ij+1 − ij−1)uij − (ij − ij−1)uij−1 − (ij+1 − ij)uij+1)
l−2∏
j=1
(ij+1 − ij)
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=l−1∑
s=1
(−1)s
∑
1≤h1<···<hs≤l−1
(il − i0)
(2π
√−1)l−1
∫
Di1
· · ·
∫
Dil−1
(
(∩sj=1Ahj )(F )
)
×
×
l−1∏
j=1
duij
((ij+1 − ij−1)uij − (ij − ij−1)uij−1 − (ij+1 − ij)uij+1)
l−2∏
j=1
(ij+1 − ij). (3.90)
Integrating out uihj ’s in the last line of (3.90) leads us to the assertion of the lemma. Q.E.D.
At this stage, we look back at the computation for the l ≤ 3 cases and the structure of the
boundary parts given in (3.61). Then we can see that the bulk part (3.55) coming from the ordered
partition 0 = h0 < h1 < h2 < · · · < hs−1 < hs = l cancels with boundary parts obtained from the
ordered partition 0 = q0 < q1 < q2 < · · · < qt−1 < qt = l, ({h0, h1, · · · , hs} ⊂ {q0, q1, · · · , qt}) if
the following equality holds true.
Proposition 1
l∑
s=1
(−1)s−1
∑
0=h0<···<hs=l
( s∏
k=1
f
dihk−1+1
···dihk−1
(ihk−1+1−ihk−1 ,···,ihk−ihk−1)
(uihk−1 , uihk )×
×
s−1∏
j=1
1
(uihj )
dihj
−1
)
|
deg(uih1
)≥0,deg(uih2
)≥0,···,deg(uihs
)≥0, uihj
=
ihj
y+(d−ihj
)x
d
= 0. (3.91)
proof) For the proof of the assertion of the proposition, it is sufficient to show the following relation,
α1 ◦ · · · ◦ αl
=
l∑
s=2
(−1)s
∑
0=h0<···<hs=l
(α1 ◦ · · · ◦ αh1) ∗ (αh1+1 ◦ · · · ◦ αh2) ∗ · · · ∗ (αhs−1+1 ◦ · · · ◦ αhs).
(3.92)
We have to notice here that we can represent α1 ◦ · · · ◦ αl in terms ∗-product by using iteratively
(3.92) only, or by iterative use of (3.89). Therefore, to show the equivalence between (3.92) and
(3.89), it is enough for us to prove that both ∗-product representations of α1 ◦ · · ·◦αl obtained from
(3.92) and (3.89) coincide for all l. Since the ∗-product α1 ∗ · · · ∗ αl has different meaning for each
l, we have to take care of the way of insertion of parenthesis ( ) into α1 ∗ · · · ∗ αl. For example,
we have to distinguish ((α1 ∗ α2) ∗ α3) ∗ α4 from (α1 ∗ α2 ∗ α3) ∗ α4. Using this fact, we give here
some symbolic discussion. First, we denote by Ql the set of all the non-trivial ways of inserting
parentheses into α1 ∗ · · · ∗ αl. Next, for πl ∈ Ql, we use the notation πl(α1 ∗ · · · ∗ αl) for the result
of insertion of parentheses. For example,
π4(α1 ∗ α2 ∗ α3 ∗ α4) = (α1 ∗ α2) ∗ (α3 ∗ α4) (3.93)
We also denote by |πl| the number of parentheses inserted by πl.
With these preparation, we can easily obtain from (3.92) the formula:
α1 ◦ · · · ◦ αl =
∑
pil∈Ql
(−1)(l−|pil|)πl(α1 ∗ · · · ∗ αl), (3.94)
by induction of l. Therefore, what remains to show is that we can derive the formula (3.94) only by
using (3.89). We show this by induction of l. In the l = 2 case, (3.89) reduces to α1 ◦α2 = α1 ∗α2,
and (3.94) trivially holds. Then we assume that (3.94) holds for l = 1, 2, · · · ,m− 1 cases. By the
assumption of induction, it is clear that all the πm(α1 ∗ · · · ∗αm) (πm ∈ Qm) appear in the process
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of rewriting α1 ◦ · · · ◦ αm using (3.89). Therefore, we only have to show that the coefficient of
πm(α1 ∗ · · ·αm) becomes (−1)(m−|pim|) after adding up all the contributions.
Now, we fix one πm(α1 ∗ · · · ∗ αm). By assumption, the terms coming from one term in (3.89):
(−1)l−1−s(α1 ∗ · · · ∗ αh1) ◦ (αh1+1 ∗ · · · ∗ αh2) ◦ · · · ◦ (αhs−1+1 ∗ · · · ∗ αhs), (3.95)
are all different from each other, and we first determine the term (3.95) that produces πm(α1 ∗ · · · ∗
αm). Here, we have to notice that the terms coming from (3.95) have no insertion of parentheses
inside (αhn−1+1 ∗ · · · ∗αhn). With this observation, we remove the parentheses in πm(α1 ∗ · · · ∗αm)
if they have other parentheses inside them. We denote by π˜m(α1 ∗ · · · ∗ αm) the resulting term.
π˜m(α1 ∗ · · · ∗ αm) has the following structure:
π˜m(α1 ∗ · · · ∗ αm) = α1 ∗ · · · ∗ αk1 ∗ (αk1+1 ∗ · · · ∗ αj1) ∗ αj1+1 ∗ · · · ∗ αk2 ∗ (αk2+1 ∗ · · · ∗ αj2) ∗ · · ·
· · · ∗ αkn ∗ (αkn+1 ∗ · · · ∗ αjn) ∗ αjn+1 ∗ · · · ∗ αm. (3.96)
We determine here the terms (3.95) that produce (3.96). Since we cannot admit the part (αa1 ∗
· · · ∗ αa1+b) in (3.95) that do not appear in (3.96), the allowed terms are
α1 ◦ · · · ◦ αk1 ◦ (αk1+1 ∗ · · · ∗ αj1) ◦ αj1+1 ◦ · · · ◦ αk2 ◦ (αk2+1 ∗ · · · ∗ αj2) ◦ · · ·
· · · ◦ αkn ◦ (αkn+1 ∗ · · · ∗ αjn) ◦ αjn+1 ◦ · · · ◦ αm. (3.97)
and the terms obtained from changing ◦(αka+1∗· · ·∗αja)◦ in (3.97) into ◦αka+1◦· · ·◦αja◦. Here, we
omit the sign of (3.97) for brevity. If we change all the ◦(αka+1∗· · ·∗αja)◦’s into ◦αka+1◦· · ·◦αja◦’s,
we obtain α1 ◦ · · ·◦αl. Therefore, total number of the terms (3.95) that produce π˜m(α1 ∗ · · ·∗αm) is
2n−1 = 2|p˜im|−1. With some computation, we can see that the sign of (3.96) , coming from the term
obtained from changing h of the ◦(αka+1 ∗ · · · ∗αja)◦’s into ◦αka+1 ◦ · · · ◦αja◦’s, equals (−1)m−1−h.
And the number of such terms are given by
(
n
h
)
. Therefore, the coefficient of π˜m(α1 ∗ · · · ∗ αm)
turns out to be,
n−1∑
h=0
(
n
h
)
(−1)m−1−h = (−1)m−1((1 − 1)n − (−1)n) = (−1)m−n = (−1)(m−|p˜im|). (3.98)
In the case of πm(α1 ∗ · · · ∗ αm), the situation is almost the same. The only difference is that the
number of added parentheses increases by |πm| − |π˜m|. Therefore, by assumption of induction, the
coefficient of πm(α1 ∗ · · · ∗αm) equals (−1)(m−|p˜im|) · (−1)−(|pim|−|p˜im|) = (−1)(m−|pim|). Thus, (3.94)
is derived for l = m, and the proof of Proposition 1 is completed. Q.E.D.
And the proof of the Theorem 4 is completed. Q.E.D.
Proof of Theorem 1 )
From the statement of Theorem 4, we obtain the formulas in the case of (k + 2 ≤ N ≤ 2k):
γN,k,10 (w) = γ
2k,k,1
0 (w) = k
k−1∏
j=1
(k + jw),
γN,k,d0 (w) = (
d−1∏
j=1
(1 + jw))2k−Nγ2k,k,d0 (w) = 0, (d ≥ 2). (3.99)
But from the proof of the Corollary 1, we can determine LN,k,dn only using (3.99). Therefore, we
can conclude that the recursive formulas in Theorem 1 compute LN,k,dn correctly. Q.E.D.
21
3.2 N − k = 1 case
In this case, we had better introduce ψ˜α(t),
ψ˜α(t) := exp(k! · exp(t)) · ψα(t), (α = 0, 1, · · · , N − 2), (3.100)
instead of ψα(t) in (3.25) because of the following Theorem of Givental [6].
Theorem 5 (Givental)
If N − k = 1, ψ˜0(t) satisfy the rank N − 1 ODE:
(
(∂t)
N−1 − k · et · (k∂t + k − 1) · · · (k∂t + 2) · (k∂t + 1)
)
w(t) = 0. (3.101)
This theorem is equivalent to Lk+1,k,1m = L˜
k+1,k,1
m − k!, Lk+1,k,dm = L˜k+1,k,dm (d ≥ 2) [5].
3.3 Calabi-Yau case (N − k = 0)
Then we turn into the case of Calabi-Yau hypersurface. To clarify the meaning of the virtual
structure constants introduced in [5], we had better introduce the B-model deformation parameter
x instead of t and consider the following Gauss-Manin system.
∂xψ˜−1(x) = L˜
k,k
k−1(e
x) · ψ˜0(x),
∂xψ˜n(x) = L˜
k,k
k−2−n(e
x) · ψ˜n+1(x), (n = 0, · · · ..k − 3)
∂xψ˜k−2(x) = L˜
k,k
0 (e
x) · ψ˜k−1(x). (3.102)
We can derive the following equality from the above equations:
ψ˜k−1(x) =
1
L˜k,k0 (e
x)
(∂x(
1
L˜k,k1 (e
x)
· · · ∂x( 1
L˜k,kk−2(e
x)
∂x(
1
L˜k,kk−1(e
x)
∂xψ˜−1(x))) · · ·)). (3.103)
(3.103) motivates us to state the following theorem.
Theorem 6
1
L˜k,k0 (e
x)
(∂x(
1
L˜k,k1 (e
x)
· · · ∂x( 1
L˜k,kk−2(e
x)
∂x(
1
L˜k,kk−1(e
x)
w(x))) · · ·))
=
(
(∂x)
k−1 − k · ex · (k∂x + k − 1) · · · (k∂x + 2) · (k∂x + 1)
)
w(x) (3.104)
proof) We only have to apply formally the discussion of N − k ≥ 2 case to the N − k = 0 case with
the Gauss-Manin system (3.102). Q.E.D.
Since L˜k,kn (e
x) = L˜k,kk−1−n(e
x), we have,
Corollary 2
uk,kj (x) := L˜
k,k
0 (e
x)
∫ x
dx1L˜
k,k
1 (e
x1)
∫ x1
dx2L˜
k,k
2 (e
x2) · · ·
∫ xj−1
dxj L˜
k,k
j (e
xj ). (3.105)
Remark 3 Representation of the Picard-Fuchs differential equation given in (3.104) can also be
seen in [1]. We think that our approach via Gauss-Manin system is a kind of reduction of the
method used in [1] , restricted to the Ka¨hler deformation.
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(3.105) enables us to write out L˜k,kn (e
x) explicitly in terms of the solution of the Picards-Fuchs
differentail equation used in the Mirror computation in [7], [13]. For example, we have:
L˜k,k0 (e
x) = wk,k0 (x), (3.106)
L˜k,k1 (e
x) = ∂x(x+
wk,k1 (x)
wk,k0 (x)
), (3.107)
L˜k,k2 (e
x) = ∂x(x+
2wk,k1 (x)w
k,k
0 (x) + ∂xw
k,k
2 (x)w
k,k
0 (x)− wk,k2 (x)∂xwk,k0 (x)
2((wk,k0 (x))
2 + ∂xw
k,k
1 (x)w
k,k
0 (x)− wk,k1 (x)∂xwk,k0 (x))
). (3.108)
These results agree with the computation in [7], and they give us the proof of Theorem 2.
3.4 Extension to the General Type Hypersurfaces (N − k < 0)
If N − k < 0, We consider the rank k − 1 ODE:(
(∂x)
N−1 − k · ex · (k∂x + k − 1) · · · (k∂x + 2) · (k∂x + 1)
)
w(x)
(
1− k · ex · (k∂x + k − 1) · · · (k∂x + 2) · (k∂x + 1) 1
(∂x)N−1
)
∂N−1x w(x)
= 0. (3.109)
Here, we propose the B-model Gauss-Manin system associated to (3.109):
∂xψ˜α(x) = ψ˜α+1(x) +
∞∑
d=1
exp(dx) · L˜N,k,dN−2−α · ψ˜α+1+(k−N)d(x), (3.110)
where α runs through Z. L˜N,k,dn is the virtual structure constant introduced in [9]. L˜
N,k,d
n is non-
zero if 0 ≤ n ≤ N − 1+ (k−N)d and if d ≥ 1. All the non-vanishing L˜N,k,dn ’s are evaluated via the
recursive formulas proposed in [11]. Therefore, we have infinite number of non-vanishing virtual
structure constants in this case. Straightforward application of the discussion of N − k ≥ 2 case to
this case leads us to the following theorem:
Theorem 7 We can reconstruct the ODE (3.109) from (3.110). Conversely, we can determine
L˜N,k,dn by (3.109).
Now, we explain the reconstruction process of (3.109) from (3.110). First we introduce the algebra
of differential operator ∂x.
∂x · 1
∂x
=
1
∂x
· ∂x = 1,
∂xe
jx = ejx(∂x + j),
1
∂x
ejx = ejx
1
(∂x + j)
. (3.111)
Using (3.111), we can obtain the following formula:
(
1− k · ex · (k∂x + k − 1) · · · (k∂x + 2) · (k∂x + 1) 1
(∂x)N−1
)−1
= 1 +
∞∑
d=1
edx ·
kd−1∏
m=0
(k∂x +m)
d−1∏
j=0
1
(∂x + j)N
. (3.112)
Looking back at (3.110), we can easily see,
ψ˜j(x) = (∂x)
j−N+1ψ˜N−1(x), (j ≥ N − 1). (3.113)
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Then using the algebras in (3.111) and (3.110), we can inductively construct the pseudo-differential
operator Fj(e
x, ∂x) when j ≥ 0,
(∂x)
N−1+jψ˜−j(x) = Fj(e
x, ∂x)ψ˜N−1(x). (3.114)
Then we consider the limit F∞(e
x, ∂x) := limj→∞ Fj(e
x, ∂x). Now, our assertion is the following
statement:
1
F∞(ex, ∂x)
(∂x)
N−1 = (1− k · ex · (k∂x + k− 1) · · · (k∂x + 2) · (k∂x + 1) 1
(∂x)N−1
)(∂x)
N−1, (3.115)
or equivalently,
F∞(e
x, ∂x) = 1 +
∞∑
d=1
edx ·
kd−1∏
m=0
(k∂x +m)
d−1∏
j=0
1
(∂x + j)N
. (3.116)
Conversely, we can determine L˜N,k,dn assuming the above equation. This process corresponds to the
B-model computation in the N = k case, and combining it with generalized mirror transformation,
we can construct “mirror computation” to the general type hypersurface MkN (N < k).
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