ABSTRACT Object tracking can be tackled by learning a model of tracking the target's appearance sequentially. Therefore, robust appearance representation is a critical step in visual tracking. Recently, deep convolution network has demonstrated remarkable ability in visual tracking via leveraging robust high-level features. To obtain these high-level features, convolution and pooling operations are executed alternatively in deep convolution network. However, these operations lead to low spatial resolution feature maps which degrade the localization precision in tracking. While low level features have sufficient spatial resolution, their representation ability is insufficient. To mitigate this issue, we exploited deconvolution network in visual tracking. This deconvolution network works as a learnable upsampling layer which takes low-resolution high-level feature maps as input and outputs enlarged feature maps. Meanwhile, the low level feature maps are fused with these high level feature maps via a summarization operation to better represent target appearance. We formulate the network training as a regression issue and train this network end to end. Extensive experiments on two tracking benchmarks demonstrate the effectiveness of our method.
I. INTRODUCTION
Object tracking is a fundamental computer vision task with a wide range of applications. Among many steps in object tracking, target's appearance modeling is one of the most critical components. Powerful appearance representation can make the tracker be robust to illumination change, target rotation, background clutter and other challenging distractions [1] - [6] . Generally, the feature descriptors for appearance description can be categorized into handcrafted features (e.g. color histogram, Harr, LBP, SIFT and HoG) and deep features.
Compared with handcrafted features, deep features especially the feature extracted via convolutional neural networks (CNN) have shown excellent performance in various visual recognition problems such as image classification [7] , object detection [8] , [9] , optical flow [10] and semantic segmentation [11] . Several works have leveraged deep features to describe target appearance in object tracking [12] - [19] . Most of these works extract the features from high level convolutional layers even feature vectors from fully connect layers. The reason is that CNN are good at extracting high-level abstract features of images via interleaving hierarchical convolution layers and pooling operations, i.e. spatially shrinking the feature maps. As the layers become deeper, higher level layer features are more robust to spatial invariance and obtain more category semantic information. However, the feature maps size becomes tiny accordingly, and this reduced resolution of feature maps result in the loss of structure information. Therefore, these high-level features degrade localization accuracy [12] . Considering the object of visual tracking is to locate target precisely rather than performing a classification task, utilizes the top convolutional feature map directly is not the optimal method for object tracking. On the other hand, the convolutional feature maps in low level layers retain higher spatial information resolutions, like object edges and texture information, while the corresponding features are similar to handcraft features which are not robust to target appearance variance.
To alleviate this problem, several recent deep tracking methods are proposed [12] , [16] , [18] . These approaches introduce to combine deep features from both the lower level layers and high-level layer features. Different to these approaches, in this paper, we advocate a deconvolution network-based tracker to alleviate this issue. Our model is built based on two observations: firstly, via deconvolution operation, deconvolution network can enlarge the feature map size from 1×1 feature maps to the same size of the input. As a result, deconvolution network has been widely used in pixellevel semantic segmentation task [11] , [20] , object contour detection task [21] and image generation [22] , [23] . This observation suggests the reasoning with deconvolution layers of CNN feature for visual tracking is of great importance as the generated response map has higher spatial resolutions. Furthermore, the summarization operation combine deconvolution feature maps with low level feature maps which is not only able to maintain the high-level semantic information but also to reconstruct the structure information of the target appearance.
The proposed network consists of convolutional network part and deconvolution network part. The former part is realized by a pre-trained convolutional network (e.g. AlexNet [24] , VGGNet [25] ) which works as the pure feature extractor. We do not finetune this part during tracking process. With the extracted features, the deconvolution network is designed to reconstruct the structure information and outputs an enlarged response map for tracking inference. We train the deconvolution network as a regression issue from scratch. To summarize, the main contributions of the paper are listed as follows:
• We propose a deconvolution network for visual tracking which allows end-to-end training. To the best of our knowledge, this is the first attempt of exploiting deconvolution network for object tracking.
• We embed our model into online regression framework and leverage iterative gradient descent to solve the object function.
• The proposed algorithm presents outstanding accuracy in the standard tracking benchmarks datasets [26] , [27] . The remainder of this paper is organized as follows. Related work is introduced in Section II. The architecture and the detailed procedure to learn a supervised deconvolution network for tracking is discussed in Section III. Experimental results are demonstrated and analyzed in Section IV. We conclude our paper in Section V.
II. RELATED WORK A. TRACKING WITH DEEP LEARNING
Considering the importance of appearance descriptor in object tracking, researchers have employed CNN feature to replace the handcrafted features for boosting tracking performance. These deep learning based trackers can be categorized into online training and offline training. Some works use neural networks for tracking within the traditional online training framework [12] , [14] , [16] , [17] , [28] - [32] . Further, in [12] , [16] , and [33] [12] propose a coarse-to-fine position inference method from hierarchical layers of CNN. To obtain more accurate response map from correlation filter, the authors upsample the higher level feature maps before feeding them into correlation layer. Tao et al. [18] combine several layers' information via ROI layer which comes from Fast-RCNN [8] . Other methods pre-train an offline deep network as tracker and no model updating is needed during tracking. For examples, Held et al. [34] and Valmadre et al. [35] propose a Siamese networks in which the fully connected layers receive a pair of images and locate the second object image in the first image. A work similar to ours is fully convolutional neural network trackers [16] in which the authors use ground-truth in the first frame to train two fully convolutional subnetworks: one of them is generic convolutional network for target localization, the other one is called specific convolutional network for judging distractors. These two sub-networks take the feature maps of conv4−3 and conv5−3 in VGG-16 network, respectively. Recently, Supancic and Ramanan [36] propose to leverage reinforcement learning to handle tracking failure. Different from these two works, only one-layer convolution feature is employed for object tracking in this paper. We crop a large image patch centered from the initial frame, then train the proposed deconvolution neural networks iteratively and let the trained deconvolution neural network overfit on the given tracking sequences.
B. DECONVOLUTION NETWORK
Deconvolution networks (deconvnets) are firstly used as a method for unsupervised feature learning [38] as well as feature visualization [39] in CNN. Recently, deconvnet has been widely used for semantic segmentation [11] , [40] and contour detection [21] . Specifically, fully convolutional network (FCN) [40] is proposed for semantic segmentation. In FCN, bilinear interpolation is leveraged to upsample the 1 × 1 feature map to a coarse label map. In [11] , Noh et al. propose an encoder-decoder structure which learns a multilayer deconvolution network for semantic segmentation with lots of label images. Yang et al. [21] propose to learn a similar light deconvolution network as a decoder to reconstruct the target contour. In addition, deconvolution operation has become a necessary step in image generation task. For instance, in generative adversarial network (GAN) [22] , [23] , the generator network consists of deconvolution network which samples vector from noise distribution and outputs synthesis images. These models mentioned above show that deconvolution operation can reconstruct the spatial information which is critical for visual tracking.
C. VISUAL TRACKING WITH RESPONSE MAP
Recent years have witnessed the success of inferring target states from response maps. The most representative approach is correlation filter based trackers [12] , [41] - [44] . Correlation filter based trackers formulate object tracking as a regression issue. The object function in this regression issue is designed for learning a correlation filter. This is achieved by minimizing the L 2 distance between the correlation response and desired correlation output. After learning the correlation filter, when new frame is input, the target position can be estimated by feeding the search area into the learned filters. Based on this principle, several variants of correlation filter are proposed. Henriques et al. [43] introduce the kernel trick into correlation filter. To deal with scale estimation, Danelljan et al. [42] propose multiple scales strategy in DSST model. In [45] , spatial regular term is added into correlation filter based tracker to penalize the response of background information. In this paper, we regard the proposed overall deconvolution network as a non-linear regressor. We leverage the first frame to train the deconvolution network as a regression model, then we can estimate the target's states in following frames via calculating the response of the regressor.
III. OVERALL FRAMEWORK
As the target appearance is an important factor to tracking performance, we leverage the deconvolution network to describe the target appearance. In addition, the enlarged response map contributes to more accurate location inference. In this section, we discuss the architecture of the proposed deconvolution network, and describe the overall method of using deconvolution network for tracking inference.
A. DEFINITION OF DECONVOLUTION
In this part, we give an overview of deconvolution network. Deconvolution operation is equal to transposed convolution mathematically [37] . The aim of deconvolution is to project feature maps to a higher-dimensional space. Considering the convolution operation illustrated in Figure 2 , the input is a feature map x 1 and the output is x 2 . If we unroll the input x 1 and output x 2 into vectors, we can obtain two vectors with 16 and 4 elements, respectively. The convolution operator can be represented as a sparse matrix C with a formulation as:
where C is a sparse matrix, where c i,j means the convolution kernel element in matrix C, b is a bias. When calculating the backward pass, the error is back propagated by multiplying the loss with C T which is 16 × 4. This operation takes a 4-dimensional vector (i.e. 2 × 2) as input and produces an output with 16-dimensional (i.e. 4 × 4). When stride is larger than 1, the deconvolution operation works as an upsampling process. As the parameters in C is learnable, the deconvolution operation can be seen as a learnable upsampling process.
After obtaining the kernel size of deconvolution kernel (k), stride (s) and padding (p), the output deconvolution feature map size is calculated as:
Where, (w, h) denote the input map size and (ẃ,h) mean the output size. If stride satisfies s > 1, the output size iś w > w,h > h. 
B. DECONVOLUTION NETWORK FOR TRACKING
The proposed network in this study is composed of convolutional sub-network and deconvolution sub-network. The network architecture is illustrated in Figure 1 . For convolutional network part, we use VGG-16 network [25] which works as feature extractor. For deconvolution network part, we design a specific network for tracking. Rather than linking these two parts directly, it is note worthy that visual tracking task is different with semantic segmentation task and thus a more reasonable network is introduced here. Firstly, to maintain enough spatial resolution, we do not start deconvolution operation from fully connected layer as its output are 1 × 1 feature maps and avoid losing too much spatial information. Here, the layers of VGG-16 up to ''conv5_3'' is utilized to build convolutional sub-network. This leads to light version of deconvolution network as we need not learn lots of network parameters in fully connected layers. Further, this improved structure contributes to tracking speed. For deconvolution networks, we add a 1 × 1 convolution layer for conv4_3 and conv5_3 features which works for dimension reduction, then we develop a deconvolution network based on deconvolution layers similar to [11] and [21] . Specifically, we leverage 1 × 1 convolution layer to reduce the feature channels from 512 to 192. Then, the compressed feature maps from conv5_3 are passed through a deconvolution layer and combined with the compressed feature maps from conv4_3 via element summarization. By setting only one deconvolution layers, the proposed network balances the enough spatial information and semantic information. With no padding is introduced in the deconvolution network, we set the stride in deconvolution network to 2, empirically. Relu layers are inserted following the new added convolution layer and the deconvolution layer. The architecture of deconvolution network is shown in Table 1 .
C. NETWORK TRAINING
Inspired by the success of discriminative correlation filter tracking [43] , [46] , we exploit visual tracking as a Ridge Regression issue with convolution layer [16] . In standard correlation filter-based tracker, sampling is realized by circularly shifting from a large search patch. Here, the sampling process can be realized by convolution operation on the deconvolution feature maps. Because when we set the stride to 1, the con- , we remove the pool5 layer as well as the fully connected layers and put a multilayer deconvolution network to generate the deconvolution feature maps. Given the high level feature representation obtained from the convolution network, these deconvolution feature maps are constructed through convolution layer (C1, C3) which works for dimension reduction, deconvolution layer (D1) and convolution layer (C2) works for regression. Input image size is w,h, the size of convolution output (e.g. feature maps of conv4) is w/8, h/8, after the deconvolution layer, the feature map size becomes w/4, h/4. volution operation on the feature map is equal to the sliding windows in origin image. The convolution layer plays the same role as correlation filters in object tracking. The filter response is compared with a target response map and the difference is used for training this convolution layer.
Given the ground-truth image in first frame, we can obtain lots of samples X and corresponding regression target map Y. The goal is to learn the parameters φ of the whole deconvolution network layers by solving following objective function:
where, * means convolution operation, · denotes the L 2 norm, λ is the weight decay, Y is usually modeled as a Gaussian distribution. Then the optical value of φ can be obtained by solving Equation 2 directly:
where, substitute the linear weight φ with weights of the deconvolution network, we can generalize Ridge Regression to the deconvolution network. Further, rather than solving the Equation 2 directly, we can solve it iteratively via applying the gradient descent technique. Once we get the learned parameters φ, when new search sample z comes, we can do regression to predict the possible target position as:
this equation means a feedforward procedure based on pretrained network essentially. (z) denotes the input feature maps extracted from pre-trained VGG-16 network, f (z) is a regression response map and the target's states (position, scale) can be inferred by calculating the maximum value on f (z). Compared with fully convolution based tracker [16] , the deconvolution layer used here has two advantages: first, the regression response map has higher spatial resolution. Therefore, it is more accurate to locate the target position in search area. For instance, Figure 3 
FIGURE 2. A comparison between 2-dimensional convolution operation (a) and 2-dimensional deconvolution operation (b)
. Light blue color denotes input x 1 , green color denotes output x 2 . For convolution operation, the input size is 4 × 4, kernel size is 3 × 3, and the output size is 2 × 2. For deconvolution operation, the input size is 2 × 2, kernel size is 3 × 3, and the output size is 4 × 4. The explanatory figure is inspired by [37] . target's position accurately. Furthermore, deconvolution layer can reconstruct the structure information which can be seen in Figure 3 (e). Specifically, the tracking target's head locates on the top right corner of the red box while the top left is the background (Figure 3 (a) ); in Figure 3 (e) we can see the response map in the deconvolution regression map highlights the foreground information and suppresses the background information, while the fully convolution layer only makes the predicted regression map similar to the target regression map as far as possible (Fig. 3 (c) ). The reason is that the deconvolution layer can learn meaningful information during the training procedure [11] .
Although there are lots of samples during training the regression network, the number of positive samples is much smaller than that of negative samples. As a result, during training iterations, we use all the positive samples but randomly select some negative ones. Furthermore, we find that the value located near margin of the Gaussian distribution has a long tail effect in the predicted heat map. The reason is that the small value in the Gaussian distribution is upsampled by deconvolution operation and these values correspond to the confused samples, i.e. positive samples have small overlap rate with the ground-truth. To eliminate these samples, we add a circle zone around the Gaussian distribution, as a result, values in the target map under certain threshold η are set to zero. Figure 3 (d) and Figure 3 (e) illustrate the regression results with different strategies. In Figure 3 (d) , the corresponding training method comes from [16] , we can see that compared to Figure 3 (e) , the center area of Gaussian distribution is weakened and the structure information is lost.
D. TRACKING INFERENCE AND UPDATING
After leveraging the first frame to train the deconvolution regression network, we employ this network to do tracking inference. Firstly, a search patch is cropped in subsequent frame centered at the position given in last frame. This cropped patch is rescaled to the same size with the training patch in first frame. Then this patch is fed into the convolution-deconvolution network introduced above. After that, the target's position in current frame is inferred based on output prediction map with Equation 4. For scale estimation, similar to [45] , multi-scale target as well as the corresponding search area with scales are extracted:
where N denotes the number of scales. We feed them into the proposed network, and the optimized scale from the corresponding prediction maps can be inferred:
To make the proposed model be adaptive to the target appearance change, the tracking model is updated online. Similar to fully convolutional network tracker [14] , [16] , based on the new predicted location, we extract the search patch and calculate the corresponding regression map to build training pair. The model is updated conservatively, i.e. only when the maximum value of the predict map is larger than a predefined threshold θ. Specifically, both these new obtained pair and the pair from initial frame are fed into the deconvolution network. The parameters updating of this deconvolution network is achieved via network fintuning in limited steps and lower learning rate. We finetune the learned deconvolution network with the first frame and the past l frames with a loss function as:
Here, Y 1 denotes the ground-truth Gaussian map in first frame, f means the response map of the deconvolution network, x T −t means the cropped image patch based on the predicted position in the T − t frame and Y T −t is the corresponding Gaussian map. This conservatively updating strategy leverages samples from both the first frame and recent frames, as the sample in first frame provides most reliable FIGURE 3. Examples about deconvolution regression response map on the Basketball sequences [26] . (a) is the image patch for training the deconvolution network, the tracking target is labeled with red box. (b) is the regression target map which is described by a 2-dimensional Gaussian distribution. (c) is response map generated from fully convolution networks [16] . Figure (d) and (e) are the generated response maps with different sampling strategies.
information and the recent estimated frames provide most adaptive information.
IV. EXPERIMENT A. IMPLEMENTATION
We train the network using caffe [47] in MATLAB on an Intel Xeon 1.60G Hz CPU with 16G RAM and a TITAN GPU. The full model runs at around 2.6 fps. For scale estimation, scales number N is set as 5 and scale factor is set as 1.02. We initialize the coefficients of both the new added convolution layer and deconvolution layer with Gaussian distribution. The mean of the Gaussian distribution is 0 and the variance is 1e − 7. The regression target map Y is generated using a two-dimensional Gaussian map with variances proportional to the width and height of the tracking object. The proportional factor is set to 0.1. For network training, we apply Adam method to optimize Equation 2. The learning rate is set to 1e-6 and decreases to 1e-8 during updating. The weight decay λ in Equation 2 and Equation 6 is set to 0.001, threshold η and θ are set to 0.01 and 0.5, respectively. We use the past l = 6 samples for updating model except the first frame. The overall algorithmic steps are summarized in Algorithm 1. For convenience, the proposed tracker is named as DCNT (DeConvolution Network Tracker).
B. EVALUATION ON OTB DATASET
The OTB-2013 dataset [26] includes 50 sequences which cover various challenging factors, such as fast motion, illumination change, background clutter and occlusion. We evaluate the proposed tracker against 11 trackers which can be divided into three categories: first is the deep trackers, including fully convolutional neural network (FCNT) [16] , hierarchical convolutional features tracker (HCFT) [12] , Siamese instance tracker (SINT) [18] . The second category is KCF [43] , DSST [42] , KCFDP [48] , MEEM [49] , TGPR [50] and the last category is the trackers in the origin benchmark, e.g. TLD [51] , Struck [52] and SCM [53] . We follow the evaluation protocol in [26] , where the precision plot and the success plot are used to evaluate all the trackers. The Crop out a searching windows in frame t centered at (x t−1 , y t−1 ); 3: Estimate new position (x t , y t ) using Equation 4.
4:
Crop out the multi-scale searching windows based on new estimated position (x t , y t ) and compute the optimal scale from regression response map using Equation 5 over deep deconvolution features; 5: Update the target size with optimal scale 6: if max f (z) > θ then 7: Update the regression network with Equation 6; 8: end if 9: until End of video sequences. precision plot demonstrates the percentage of frames where the distance between the predicted target location and the ground truth is within a given threshold (20 pixels), whereas the success plot illustrates the percentage of frames where the overlap ratio between the predicted bounding box and the ground truth bounding box is higher than a threshold varying between 0 and 1. Figure 4 shows the overall results under one-pass evaluation using the distance precision rate and overlap success rate. The proposed DCNT tracker generally performs favorably against the state-of-the-art trackers. Among the compared trackers, the DCNT tracker achieves the best distance precision rates (0.907) and overlap success (0.633). Via powerful VOLUME 6, 2018 representation ability of deep features, our model behaves much better than traditional hand-crafted feature based trackers, like KCF and DSST which leverage HoG feature as well as KCFDP and MEEM. Especially, when compared with the recently proposed deep trackers e.g. FCNT [16] , SINT [18] and HCFT [12] , the proposed DCNT achieves a superior performance which illustrate the effectiveness of the proposed deconvolution regression network. In addition, we fuse multiple layers' information, while FCNT leverages features from both conv4 and conv5 layers while HCFT FIGURE 6. Tracking results on three challenging benchmark sequences by ours, FCNT [16] , MEEM [49] , TGPR [50] , KCFDP [48] , DSST [42] , Struck [52] trackers and SCM [53] . Our tracker performs well against the state-of-the-art trackers in terms of precise localization and scale estimation. From the first row to the last: Jogging-1, Jogging-2 and Skiing.
1) OVERALL PERFORMANCE
leverages features from conv3, conv4 and conv5 layers in VGG network, independently.
2) ATTRIBUTE-BASED EVALUATION
We further compare the tracking performance under different video attributes (e.g., illumination variation, deformation, fast motion) annotated in the benchmark [26] . These attributes are useful for analyzing the performance of trackers under different cases. Detailed results for six main challenging attributes are reported in Figure 5 .
Our tracker uniformly achieves state-of-the-art performance with in-plane rotation, illumination variation, occlusion, background clutter, out-of-plane rotation and deformation. This suggests proposed model is effective and efficient in handling various challenges, especially for addressing tracking failures caused by partial occlusion. Figure 6 visualizes the tracking results on challenging video sequences with the closely related top performing tracking methods. Our method effectively re-detects the target when occlusion happens. This is attributed to the updating strategy proposed in this paper. While for small tracking target case (skiing), our method locates the target more tightly.
3) QUALITATIVE EVALUATION

C. EVALUATION ON VOT2014 DATASET
We evaluate the proposed method on VOT2014 dataset [27] which includes 25 video sequences. Each sequence is labeled with six attributes including camera motion, illumination change, motion change, occlusion, size change and no degradation. In VOT2014 protocol, the testing tracker is re-initialized when tracking failure happens. The evaluation metrics are accuracy and robustness. Accuracy is measured VOLUME 6, 2018 by overlapping degree between predicted bounding box and the ground truth. The robustness indicates the number of failures to track an object in a sequence.
We compare our method with top 9 trackers in Figure. 7 including DSST [42] , DGT [27] , ABS [27] , SAMF [54] , KCF [43] , Struck [52] , eASMS [27] , MCT [55] and MatFlow [27] .
The accuracy-robustness (AR) rank plots (tested on baseline and region noise experiments) are visualized results in accuracy-robustness rank space, in which each tracker is marked a point. The ranking plot is shown in Figure. 7, we can see that our method is ranked first as the position close to the top right corner means better performance according to accuracy and robustness. These results prove the effectiveness of the proposed method further.
V. CONCLUSION
In this paper, we introduce a novel object tracking algorithm by learning a deconvolution network.W and formulate the learning of deconvolution layer as a regression issue. Gradient descent is utilized to solve this regression learning issue. Compared with fully convolution tracker, structure information is reconstructed progressively via deconvolution network and feature fusion operation. Extensive experiment results on OTB2013 [26] and VOT2014 [27] datasets prove the effectiveness of the proposed method.
In the future, we will work on more powerful deep network, for instance ResNet [56] to describe the targets appearance. In addition, the speed of the proposed method can be accelerated further.
