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Efficient decoding of random errors for quantum expander
codes
Omar Fawzi∗ Antoine Grospellier† Anthony Leverrier†
Abstract
We show that quantum expander codes, a constant-rate family of quantum LDPC codes,
with the quasi-linear time decoding algorithm of Leverrier, Tillich and Ze´mor can correct a
constant fraction of random errors with very high probability. This is the first construction
of a constant-rate quantum LDPC code with an efficient decoding algorithm that can correct
a linear number of random errors with a negligible failure probability. Finding codes with
these properties is also motivated by Gottesman’s construction of fault tolerant schemes with
constant space overhead.
In order to obtain this result, we study a notion of α-percolation: for a random subsetE of
vertices of a given graph, we consider the size of the largest connected α-subset of E, where
X is an α-subset of E if |X ∩E| ≥ α|X |.
1 Introduction
A major goal of quantum information research is to build a large quantum computer that would
exploit the laws of quantum mechanics to solve problems out of reach for classical computers.
Perhaps the main difficulty of this program lies with the fragility of quantum information. While
classical information can easily be stored and manipulated without error, this is not the case of
quantum information which will tend to decohere quickly as soon as it interacts with the envi-
ronment. Finding the right balance between protecting the qubits from decoherence and allowing
them to be accessed in order to perform a computation turned out to be an extremely challenging
task.
A natural solution to protect quantum information is to encode the logical qubits into a larger
set of physical qubits thanks to quantum error correction techniques. Classically, good error cor-
recting codes that feature a constant encoding rate, a minimal distance linear in their length and ef-
ficient decoding algorithms exist; this is for instance the case of low-density parity-check (LDPC)
codes [24]. The situation for quantum codes is direr. Here, the LDPC condition is particularly
appealing for implementation, but finding good quantum LDPC codes has proven difficult. The
canonical quantum LDPC code is the toric code due to Kitaev [18], which is indeed local since
only involving 4-body correlations and can be decoded efficiently thanks to Edmonds algorithm
for minimum weight perfect matching [8] (or more recently [5]). Unfortunately, the toric code
as well as its surface code generalizations display a zero rate, in the sense that the ratio between
encoded and physical qubits tends to zero when the code size tends to infinity. The minimum
distance of the toric code, on the other hand, is quite good and grows as Θ(n1/2) for a code of
length n. This is essentially the best available value for LDPC codes since the current record is
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Ω(n1/2 log1/4 n) due to Freedman, Meyer and Luo [10] and it is a fascinating theoretical open
question to construct quantum LDPC codes with minimum distance Ω(n1/2+ǫ) for some constant
ǫ > 0. However, even if for the toric code and its generalizations there exist errors of weight
O(
√
n) that cannot be corrected, it turns out that there are efficient decoding algorithms that can,
with high probability, correct random errors on a linear number of qubits provided the error rate
is below some threshold [8].
In this paper, we ask the following natural question: are there quantum LDPC codes with
efficient decoding algorithms that display constant rate and can correct a linear number of random
errors with very high probability? This question is also motivated by reducing the space overhead
for fault-tolerant quantum computation. One of the crowning theoretical achievements in the
field of quantum computation is the threshold theorem [2] which shows that an arbitrarily long
computation can be performed with an imperfect implementation (noisy qubits, imperfect gates),
provided that the noise level is below some constant threshold. This is achieved thanks to quantum
fault-tolerance techniques, by replacing the target logical circuit usingm qubits and containing T
gates by a fault-tolerant circuit using O(mpolylog(mT )) qubits. In a recent breakthrough paper
[13], Gottesman has argued that the polylogarithmic space overhead isn’t necessary and is in fact
a consequence of using zero-rate codes such as the toric code in the fault-tolerant circuit. In
contrast, one can achieve a constant space overhead by relying on constant-rate quantum LDPC
codes satisfying a number of desirable properties.
The most important such property is that it should be able to efficiently correct with very high
probability1 random errors provided the error rate is below some threshold.2 Amain contender for
such a family of codes is obtained from the hypergraph-product construction of Tillich and Ze´mor
[27]. Starting with good classical LDPC codes, the construction yields quantum LDPC codes with
constant rate and minimum distance growing like n1/2. The reason they cannot directly be plugged
in Gottesman’s construction is the absence of an efficient decoding algorithm to correct a linear
number of random errors. Other code constructions such as hyperbolic codes in 4 dimensions are
also a candidate since they combine a constant rate with a polynomial minimum distance [14], but
they lack an efficient decoding algorithm providing the required error suppression, see however
[15, 21]. Finally, hyperbolic surface codes can also achieve constant rate but only with a logarith-
mic minimum distance [10, 17, 30]. While such codes come with an efficient decoding algorithm,
for instance Edmonds’ maximum matching algorithm [9], the success probability will not be very
high and will scale like 1 − 1/poly(n) because the minimum distance is only logarithmic. As a
result, they cannot be used to provide quantum fault tolerance with constant overhead and error
thresholds independent of how the computation size scales with the number of qubits.
Our main result is to show that the family of quantum expander codes of Ref. [20] combine the
following desirable properties: they are constant rate, with a quasi-linear time decoding algorithm
that corrects adversarial errors of weight O(
√
n) and corrects random errors of linear size with
very high probability provided that the error rate is below some constant value.
Main result and proof techniques
In this paper, we consider quantum expander codes, a family of constant-rate quantum hypergraph-
product codes [27], and show that the efficient decoding algorithm introduced in Ref. [20] can
correct a constant fraction of random errors. More precisely, we prove the existence of a threshold
for various models of noise, including depolarizing noise, as well as more adversarial models
which are relevant for quantum fault-tolerance. The decoding algorithm is inspired by the bit-flip
1We use the term very high probability to refer to a probability 1− ǫ(n) where ǫ(n) is negligible, i.e., ncǫ(n)→ 0
as n→∞ for any constant c.
2As is standard in the fault tolerance literature, we use the word “threshold” to mean that below this value, errors
are corrected with high probability. And we do not care about what happens above this value.
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decoding algorithm studied by Sipser and Spielman in the context of classical expander codes
[25], and works by finding error patterns of small size that decrease the weight of the syndrome.
For this reason, we’ll refer to it as “small-set-flip” decoding algorithm in the sequel. Similarly to
the classical case, it runs in quasi-linear time.
Our approach for the analysis of the decoding algorithm is inspired by the previous work
of Kovalev and Pryadko [19] who studied the behaviour of the maximum likelihood decoding
algorithm (that has exponential running time in general) applied to hypergraph-product codes and
established the existence of a threshold for the random independent error model. Here, we use
similar techniques to the study of a sub-optimal but efficient decoding algorithm, and also find the
existence of a threshold.
Technically, we represent the set of qubits as a graph G = ({1, . . . , n}, E) called adjacency
graph where the vertices correspond to the qubits of the code and two qubits are linked by an
edge if there is a stabilizer generator that acts on the two qubits. The approach is then to show
that provided the vertices E corresponding to the error do not form large connected subsets, the
error can be corrected by the decoding algorithm. How large the connected subsets are allowed to
be is related to the minimum distance of the code for the maximum-likelihood decoder, or to the
maximum size of correctable errors for more general decoders. This naturally leads to studying
the size of the largest connected subset of a randomly chosen set of vertices of a graph. This is
also called site percolation on finite graphs and its connection with the performance of decoding
algorithms is old and was used for example in [8], [6], [7] for the surface codes and in [19] for the
maximum likelihood decoder of hypergraph product codes.
Here, in order to analyse the efficient small-set-flip decoding algorithm for expander graphs,
we identify a slightly more complex notion of connectivity as relevant. Namely, instead of study-
ing the size of the largest connected subset ofE, we study the size of the largest connected α-subset
of E. We say that X is an α-subset of E if |X ∩E| ≥ α|X|. Note that for α = 1, this is the same
as X is a subset of E. Our main technical contribution is to show that for some relevant noise
models, if the probability of error of each qubit is below some threshold depending on α and the
degree of G, then the probability that a random set E has a connected α-subset of size ω(log n)
vanishes as n grows. As the minimum distance of expander codes is Ω(
√
n) and the efficient
decoding algorithm can correctly decode this many errors, we obtain the claimed result.
In fact, our analysis is not restricted to quantum expander codes and applies to any “local”
decoding algorithm (see Section 3.3 for a definition). We show that a “local” decoding algorithm
with parameter α can correct errors on a subset of qubits E if the size of the largest connected α-
subset of E is of size less than t, where t is such that the decoding algorithm can correct all errors
of weight at most t. A “local” decoding algorithm here refers to a decoding algorithm where in
each step errors on distant qubits are decoded independently, and is satisfied by the small-set-flip
decoding algorithm for quantum expander codes. Similarly, the bit-flip decoding algorithm for
classical expander codes as well as the maximum likelihood decoders for classical LDPC codes or
quantum CSS LDPC codes are local in this sense. Our main theorem is the following:
Theorem 1. Consider a quantum expander code with sufficient expansion and the small-set-flip
decoding algorithm (Algorithm 1). Then there exists a probability p0 > 0 and constants C,C
′
such that if the noise parameter satisfies p < p0, the small-set-flip decoding algorithm corrects a
random error with probability at least 1− Cn
(
p
p0
)C′√n
.
These results are shown in the independent error model, and also in the local stochastic error
model that will be defined in Section 3.1 and is intermediate between independent and adversarial
errors, and is particularly relevant in the context of fault tolerance. The proof of Theorem 1 can
be found at the end of Section 4. We point out that the case of quantum CSS LDPC codes with
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the (inefficient) maximum likelihood decoder was already studied in Ref. [19] for the independent
error model and in Ref. [13] for local stochastic noise.
The family of quantum expander codes with the small-set-flip decoding algorithm thus satis-
fies the requirements of the construction of [13] for a fault-tolerant scheme with constant space
overhead. However, to plug these codes in the construction, we need in addition to analyze errors
on the syndrome measurements. We believe that such syndrome errors can be analyzed similarly
as in [13], but a full analysis remains to be done.
The manuscript is structured as follows. In Section 2, we recall the constructions of classical
and quantum expander codes and describe their respective decoding algorithms. In Section 3,
we consider a generalized version of the small-set-flip decoding algorithm for quantum expander
codes and introduce a notion of “locality” for decoding algorithms as well as associated parameters
α and t. We then prove that the algorithm will correct any error E as long as all connected α-
subsets are of size at most t. In Section 4, we study the notion of α-percolation with the tools of
percolation theory and show that for t = ω(log n), there exists a threshold below which a random
set E will have connected α-subsets of size at most t with high probability. Finally, in Section 5,
we show that the efficient small-set-flip decoding algorithm for quantum expander codes satisfies
the locality condition necessary to apply our results.
2 Classical and Quantum expander codes
2.1 Classical expander codes
A linear classical error correcting code C of dimension k and length n is a subspace of Fn2 of
dimension k. Mathematically, it can be defined as the kernel of an (n − k) × n matrix H , called
the parity-check matrix of the code: C = {x ∈ Fn2 : Hx = 0}. The minimum distance dmin
of the code is the minimum Hamming weight of a nonzero codeword: dmin = min{|x| : x ∈
C, x 6= 0}. Such a linear code is often denoted as [n, k, dmin]. It is natural to consider families
of codes, instead of single instances, and study the dependence between the parameters n, k and
dmin. In particular, a family of codes has constant rate if k = Θ(n). Another property of interest
of a linear code is the weight of the rows and columns of the parity-check matrix H . If these
weights are upper bounded by a constant, then we say that the code is a low-density parity-check
(LDPC) code [11]. This property is particularly attractive because it allows for efficient decoding
algorithms, based on message passing for instance.
An alternative description of a linear code is via a bipartite graph known as its factor graph.
Let G = (V ∪ C, E) be a bipartite graph, with |V | = nV and |C| = nC . With such a graph, we
associate the nC × nV matrix H , whose rows are indexed by the vertices of C , whose columns
are indexed by the vertices of V , and such that Hcv = 1 if v and c are adjacent in G and Hcv = 0
otherwise. The binary linear code CG associated with G is the code with parity-check matrix H .
The graphG is the factor graph of the code CG , V is the set of bits and C is the set of check-nodes.
It will be convenient to describe codewords and error patterns as subsets of V : the binary word
e ∈ FnV2 is described by a subset E ⊆ V whose indicator vector is e. Similarly we define the
syndrome of a binary word either as a binary vector of length nC or as a subset of C:
σ(e) := He ∈ FnC2 , σ(E) :=
⊕
v∈E
Γ(v) ⊆ C.
In this paper, the operator ⊕ is interpreted either as the symmetric difference of sets or as the
bit-wise exclusive disjunction depending on whether errors and syndromes are interpreted as sets
or as binary vectors.
A family of codes that will be central in this work are those associated to so-called expander
graphs, that were first considered by Sipser and Spielman in [25].
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Definition 2 (Expander graph). LetG = (V ∪C, E) be a bipartite graph with left and right degrees
bounded by dV and dC respectively. Let |V | = nV and |C| = nC . We say that G is (γV , δV )-
left-expanding for some constants γV , δV > 0, if for any subset S ⊆ V with |S| ≤ γV nV ,
the neighbourhood Γ(S) of S in the graph G satisfies |Γ(S)| ≥ (1 − δV )dV |S|. Similarly, we
say that G is (γC , δC)-right-expanding if for any subset S ⊆ C with |S| ≤ γCnC , we have
|Γ(S)| ≥ (1 − δC)dC |S|. Finally, the graph G is said (γV , δV , γC , δC)-expanding if it is both
(γV , δV )-left expanding and (γC , δC)-right expanding.
Sipser and Spielman introduced expander codes, which are the codes associated with (left)-
expander graphs. Remarkably these codes come with an efficient decoding algorithm, that can
correct arbitrary errors of weight Ω(n) [25].
Theorem 3 (Sipser, Spielman [25]). Let G = (V ∪ C, E) be a (γ, δ)-left expander graph with
δ < 1/4. There exists an efficient decoding algorithm for the associated code CG that corrects all
error patterns E ⊆ V such that |E| ≤ γ(1− 2δ)|V |.
The decoding algorithm called the “bit-flip” algorithm is very simple: one simply cycles
through the bits and flip them if this operation leads to a reduction of the syndrome weight. Sipser
and Spielman showed that provided the expansion is sufficient, such an algorithm will always suc-
ceed in identifying the error if its weight is below γ(1 − 2δ)|V |. In this paper, however, we will
be interested in the decoding of quantum expander codes, that we will review next.
Before that, let us mention for completeness that although finding explicit constructions of
highly-expanding graphs is a hard problem, such graphs can nevertheless be found efficiently by
probabilistic techniques. Verifying that a given graph is expanding is a hard task, however.
Theorem 4 (Theorem 8.7 of [24]). Let δV , δC be positive constants. For integers dV > 1/δV
and dC > 1/δC , a graph G = (V ∪ C, E) with left-degree bounded by dV and right-degree
bounded by dC chosen at random according to some distribution is (γV , δV , γC , δC)-expanding
for γV , γC = Ω(1) with high probability.
2.2 Quantum error correcting codes
A quantum code encoding k logical qubits into n physical qubits is a subspace of (C2)⊗n of
dimension 2k. A quantum stabilizer code is described by a stabilizer, that is an Abelian group
of n-qubit Pauli operators (tensor products of single-qubit Pauli operators X,Y,Z and I with an
overall phase of ±1 or ±i) that does not contain −I . The code is defined as the eigenspace of the
stabilizer with eigenvalue +1 ([12]). A stabilizer code of dimension k can be described by a set of
n− k generators of its stabilizer group.
A particularly nice construction of stabilizer codes is given by the CSS construction ([4], [26]),
where the stabilizer generators are either products of single-qubit X Pauli matrices or products
of Z Pauli matrices. The condition that the stabilizer group is Abelian therefore only needs to
be enforced between X-type generators (corresponding to products of Pauli X operators) and
Z-type generators. More precisely, consider two classical linear codes CX and CZ of length n
satisfying C⊥Z ⊆ CX , or equivalently, C⊥X ⊆ CZ . (Here, C⊥X is the dual code to CX consisting of
the words which are orthogonal to all the words in CX .) This condition also reads HX ·HTZ = 0,
if HX and HZ denote the respective parity-check matrices of CX and CZ . The quantum code
CSS(CX , CZ) associated with CX (used to correct X-type errors and corresponding to Z-type
stabilizer generators) and CZ (used to correct Z-type errors and corresponding toX-type stabilizer
generators) has length n and is defined as the linear span of
{∑
z∈C⊥
Z
|x+ z〉 : x ∈ CX
}
, where
{|x〉 : x ∈ Fn2} is the canonical basis of (C2)⊗n. In particular, two states differing by an
element of the stabilizer group are equivalent. The dimension of the CSS code is given by k =
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dim(CX/C⊥Z ) = dim(CZ/C⊥X) = dim CX + dim CZ − n. Its minimum distance is defined in
analogy with the classical case as the minimum number of single-qubit Pauli operators needed to
map a codeword to an orthogonal one. For the code CSS(CX , CZ), one has dmin = min(dX , dZ)
where dX = min{|E| : E ∈ CX \ CZ⊥} and dZ = min{|E| : E ∈ CZ \ CX⊥}. We say that
CSS(CX , CZ) is a [[n, k, dmin]] quantum code. In the following, it will be convenient to consider
the factor graph GX = (V ∪ CX , EX) (resp. GZ ) of CX (resp. of CZ ). We will denote by ΓX
(resp. ΓZ ) the neighbourhood in GX (resp. GZ ). For instance, if g ∈ CZ is an X-type generator,
that is a product of PauliX operators, then ΓZ(g) is the set of qubits (indexed by V ) on which the
generator acts non-trivially.
Among stabilizer codes, and CSS codes, the class of quantum LDPC codes stands out for
practical reasons: these are the codes for which one can find sparse parity-check matricesHX and
HZ . More precisely, such matrices are assumed to have constant row weight and constant column
weight. Physically, this means that each generator of the stabilizer acts at most on a constant
number of qubits, and that each qubit is acted upon by a constant number of generators. Note,
however, that while surface codes exhibit in addition spatial locality in the sense that interactions
only involve spatially close qubits (for an explicit layout of the qubits in Euclidean space), we do
not require this for general LDPC codes. This means that generators might involve long-range
interactions. This seems necessary in order to find constant rate quantum codes with growing
minimum distance [3].
In this work, we will be concerned with Pauli-type noise, mapping a qubit ρ to p
1
ρ+pXXρX+
pY Y ρY + pZZρZ , for some p1, pX , pY , pZ . Such a noise model is particularly convenient since
one can interpret the action of the noise as applying a given Pauli error with some probability. As
usual, it is sufficient to deal with both X and Z-type errors in order to correct Pauli-type errors,
and one can therefore define an error by the locations of the Pauli X and Pauli Z errors. An error
pattern is a pair (eX , eZ) of n-bit strings, which describe the locations of the Pauli X errors, and
Pauli Z errors respectively. The syndrome associated with (eX , eZ) for the code CSS(CX , CZ)
consists of σX = σX(eX ) := HXeX and σZ = σZ(eZ) := HZeZ . A decoder is given the pair
(σX , σZ) of syndromes and should return a pair of errors (eˆX , eˆZ) such that eX + eˆX ∈ C⊥Z and
eZ + eˆZ ∈ C⊥X . In that case, the decoder outputs an error equivalent to (eX , eZ), and we say that
it succeeds.
Similarly as in the classical case, it will be convenient to describe X-type error patterns and X-
type syndromes as subsets of the vertices of the factor graph GX = (V ∪ CX , EX). The error
pattern is then described by a subset EX ⊆ V whose indicator vector is eX and the syndrome
is the subset σX(EX) ⊆ CX defined by σX(EX) :=
⊕
v∈EX ΓX(v). Z-type error patterns and
Z-type syndromes are described in the same fashion using the factor graph GZ .
In the rest of this paper, we will consider special decoding algorithms that try to recover eX and
eZ independently. More precisely, a decoding algorithm is given by anX-decoding algorithm that
takes as input σX and returns eˆX such that σX(eˆX) = σX , and a Z-decoding algorithm that takes
as input σZ and returns eˆZ such that σZ(eˆZ) = σZ . We note that this special type of decoding
algorithm might achieve sub-optimal error probabilities for some error models. In fact, if there are
correlations between X and Z errors (for instance in the case of the depolarizing channel where
pX = pY = pZ), one can decrease the error probability by trying to recover eX by using both σX
and σZ . However, for the purpose of this paper, it is sufficient to consider these special decoding
algorithms. In addition, as we will consider codes whereHX andHZ play symmetric roles, so the
Z-decoding algorithm is obtained from the X-decoding algorithm by exchanging the roles of X
and Z .
Let us conclude this section by mentioning the maximum likelihood decoding algorithm which
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returns an error (eˆX , eˆZ) of minimum Hamming weight with the appropriate syndrome, that is:
eˆX = argmin
σX(fX)=σX
|fX |, eˆZ = argmin
σZ (fZ)=σZ
|fZ |.
This inefficient algorithm always succeeds provided that the error weights satisfy |eX | ≤ ⌊(dX − 1)/2⌋
and |eZ | ≤ ⌊(dZ − 1)/2⌋.
2.3 Quantum expander codes
In this work, we are particularly interested in a family of LDPC CSS codes that features a constant
rate and a minimum distance Θ(
√
n) obtained by applying the hypergraph product construction of
Tillich and Ze´mor to classical expander codes. If these expander codes have sufficient expansion,
the corresponding quantum code is called quantum expander code and comes with an efficient
decoding algorithm that corrects arbitrary errors of size linear in the minimum distance.
The construction is as follows. LetG = (A∪B, E) be a biregular (γA, δA, γB , δB)-expanding
graph with δA, δB < 1/6, and constant left and right degrees denoted dA and dB . Let us also
denote nA = |A| and nB = |B| with nA < nB. According to Theorem 4, such graphs can be
found efficiently (in a probabilistic fashion) provided that dA, dB ≥ 7. Let C be the classical code
associated with G, let dmin(C) be the minimal distance of C and let H be its parity-check matrix
(that we assume to be full rank) corresponding to the factor graph G. In particular, the weights of
rows and columns ofH are dA and dB , respectively. The hypergraph product code of C with itself
admits the following parity check matrices:
HX =
(
InA ⊗H,HT ⊗ InB
)
HZ =
(
H ⊗ InA , InB ⊗HT
)
.
It is immediate to check that this defines a legitimate CSS code since
HXH
T
Z = InA ⊗H · (H ⊗ InA)T +HT ⊗ InB (InB ⊗HT )T
= HT ⊗H +HT ⊗H = 0.
Moreover, the code is LDPC with generators of weight dA + dB and qubits involved in at most
2max(dA, dB) generators.
We can describe the factor graphs GX and GZ as follows: the set of qubits is indexed by A
2∪B2,
the set of Z-type generators is indexed by A × B and the set of X-type generators is indexed by
B × A. The bipartite graph GX has left vertices A2 ∪ B2, right vertices A × B and there is an
edge between a vertex (α, a) ∈ A2 (resp. (b, β) ∈ B2) and a vertex (α, β) ∈ A×B when a (resp.
b) is in the neighbourhood of β (resp. α) in G. The bipartite graph GZ has left vertices A
2 ∪B2,
right vertices B ×A and there is an edge between a vertex (α, a) ∈ A2 (resp. (b, β) ∈ B2) and a
vertex (b, a) ∈ B ×A when α (resp. β) is in the neighbourhood of b (resp. a) in G.
The following theorem summarizes the main properties of this quantum code.
Theorem 5 (Tillich, Ze´mor [27]). The CSS code defined above is LDPCwith parameters [[n, k, dmin]],
where n = nA
2 + nB
2, k ≥ (nA − nB)2 and dmin = dmin(C).
Since the graph G is sufficiently expanding, we can apply the results from Ref. [20] and
show the existence of an efficient decoding algorithm called “small-set-flip” decoding algorithm.
Focusing on X-type errors for instance, and assuming that the syndrome σX = HXeX is known,
the algorithm cycles through all theX-type generators of the stabilizer group (i.e. the rows ofHZ),
and for each one of them, determines whether there is an error pattern contained in the generator
that decreases the syndrome weight. Assuming that this is the case, the algorithm applies the error
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pattern (maximizing the ratio between the syndrome weight decrease and the pattern weight). The
algorithm then proceeds by examining the next generator. Since the generators have (constant)
weight dA + dB , there are 2
dA+dB possible patterns to examine for each generator. If the graph
G has sufficient expansion and if the error weight is small enough, there always exists a generator
containing an error pattern decreasing the syndrome weight. It can then be proved that if the error
weight is below the valuew0 of Eq. (1) below, the decoding algorithm will not stop before reaching
a null syndrome, hence corresponding to a codeword. Moreover, because the number of steps of
the algorithm is sufficiently low, it is not possible to have reached an incorrect codeword, hence
the decoding succeeded.
Let us introduce some additional notations: let X be the set of subsets of V corresponding to
X-type generators: X = {ΓZ(g) : g ∈ CZ} ⊆ P(V ). The indicator vectors of the elements of X
span the dual code C⊥Z . The condition for successful decoding then asks that there exists a subset
X ⊂ X such that
E ⊕ Eˆ =
⊕
x∈X
x,
meaning that the remaining error after decoding is trivial, that is equal to a sum of generators. At
each step, the small-set-flip algorithm tries to flip a subset of some g ∈ X . In other words, it tries
to flip some element of F := {F ⊆ x : x ∈ X}.
Algorithm 1 (Ref. [20]): Small-set-flip decoding algorithm for quantum expander codes
INPUT: σ ⊆ CX , a syndrome where σ = σX(E) with E ⊆ V an error
OUTPUT: Eˆ ⊆ V , a guess for the error pattern (alternatively, a set of qubits to correct)
SUCCESS: if E ⊕ Eˆ =⊕x∈X x for X ⊆ X , i.e. E and Eˆ are equivalent errors
Eˆ0 = 0 ; σ0 = σ ; i = 0
while (∃F ∈ F : |σi| − |σi ⊕ σX(F )| > 0) do
Fi = argmax
F∈F
|σi| − |σi ⊕ σX(F )|
|F | // pick an arbitrary one if there are several choices
Eˆi+1 = Eˆi ⊕ Fi
σi+1 = σi ⊕ σX(Fi) // σi+1 = σX(E ⊕ Eˆi+1)
i = i+ 1
end while
return Eˆi
Theorem 6 (Leverrier, Tillich, Ze´mor [20]). LetG = (A∪B, E) be a (dA, dB)-biregular (γA, δA, γB , δB)-
expanding graph with δA, δB < 1/6. Letting dA and dB be fixed and allowing nA, nB to grow,
Algorithm 1 runs in time linear in the code length n = n2A + n
2
B, and decodes any quantum error
pattern of weight less than
w0 =
1
3(1 + dB)
min(γAnA, γBnB). (1)
The analysis above applies to arbitrary errors of weight less than w0. Unfortunately, w0 =
O(
√
n), corresponding to an error rate of O(1/
√
n), which is often insufficient for applications,
where a constant error rate is typically required. The main goal of this work is to determine the
performance of the algorithm above against random noise with constant error rate. Such an error
model leads to typical errors of size linear in n, and Theorem 6 is useless in that regime. The rest
of the paper is devoted to show the existence of a threshold for natural models of random noise for
Algorithm 1.
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3 Efficient decoding algorithms for quantum expander codes
In this section, we first describe two natural noise models for which we will establish the existence
of thresholds for the decoding algorithm of quantum expander codes. Then, we will present a
variant of the small-set-flip decoding algorithm of Ref. [20]. Finally, we will describe the crucial
features of this decoding algorithm, notably its locality, and define parameters α and t, that will
be particularly useful to establish the existence of thresholds.
3.1 Noise models
We think of an error pattern as a pair (EX , EZ) of subsets of the set of qubits V . A noise model
is thus described by a distribution on pairs of subsets of V . Letting (EX , EZ) be distributed
according to such a model, the failure probability of a decoding algorithm that outputs (EˆX , EˆZ)
is given by
P((EX , EZ) not equivalent to (EˆX , EˆZ))
≤ P(EX not equivalent to EˆX) + P(EZ not equivalent to EˆZ) . (2)
As the decoders we consider treat X and Z symmetrically, it suffices to focus on X-type errors
and the analysis of failure probability for identifying Z-type errors is exactly symmetrical. For
this reason, we will now assume that we deal withX-type errors and simply use E for EX .
The most natural error model is that of independent noise, where each qubit is in error inde-
pendently, with the same probability.
Definition 7 (Independent noise error model).
Let V be the set of qubits. The error of parameter p is a random variable E ⊆ V such that
P(E) = p|E|(1− p)|V |−|E|.
For example, the X-type errors (resp. Z-type errors) produced by a depolarizing channel
ρ 7→ (1 − p)ρ + p/3(XρX + Y ρY + ZρZ) are independent with parameter 2p/3 since Y =
iXZ = −iZX. More generally, a channel ρ 7→ p
1
ρ+ pXXρX + pY Y ρY + pZZρZ satisfies the
independent noise condition with parameter pX+pY for theX-type errors and parameter pY +pZ
for the Z-type errors.
The independent noise error model is often too restrictive in practice, notably in the context of
fault-tolerance since errors will propagate through the circuit and become correlated. Instead of
trying to control such correlations, it is handy to simply allow for any possible error set, but put a
bound on the probability of observing an error of a given size. A convenient model was considered
by Gottesman in Ref. [13] where we ask that such a probability is exponentially small in the error
size.
Definition 8 (Local stochastic error model).
Let V be the set of qubits. The error of parameter p is a random variable E ⊆ V such that for
all F ⊆ V : P(F ⊆ E) ≤ p|F |. In other words, the location of the errors is arbitrary but the
probability of a given error decays exponentially with its weight.
3.2 Small-set-flip decoding algorithm for quantum expander codes
Let us now turn to the decoding of quantum codes. As mentioned previously, we focus here on
decoding X errors. Given a syndrome σX = σX(EX), the decoding algorithm should output a
guess EˆX which is equivalent to EX , in the sense that EX + EˆX belongs to the dual code C⊥Z .
In the description of Algorithm 1, the idea is to go through all the elements of CZ (called
X-type generators and corresponding to products of Pauli X operators), one at a time, and check
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whether applying any error pattern within this generator would decrease the syndrome weight. If
this is the case, then apply the “best” such error pattern. Then proceed with the next generator.
It is possible to design Algorithm 2, a slight generalization of Algorithm 1 that depends on an
extra-parameter β ∈ (0, 1], where a small set F is flipped only if it leads to a decrease of the
syndrome weight by at least βdB |F |. Note that Algorithm 2 is a “tool” that we use in order to
study Algorithm 1 since any error E ⊆ V corrected by Algorithm 2 is corrected by Algorithm 1
(see Remark 9). Requiring a larger value for β reduces the number of qubits incorrectly flipped
during the decoding procedure. This property will be useful for studying the performance of the
algorithm against various random noise models. The drawback, however, is that larger values of β
mean better expansion (smaller value of δA and δB) and therefore larger degrees dA and dB . The
value of β should be optimized in order to find the largest possible threshold p0 under which the
small-set-flip decoding algorithm will correct random errors, except with negligible probability.
Algorithm 2 : Small-set-flip decoding algorithm for quantum expander codes, with parameter
β ∈ (0, 1]
INPUT: σ ⊆ CX , a syndrome where σ = σX(E) with E ⊆ V an error
OUTPUT: Eˆ ⊆ V , a guess for the error pattern (alternatively, a set of qubits to correct)
SUCCESS: if E ⊕ Eˆ =⊕x∈X x for X ⊆ X , i.e. E and Eˆ are equivalent errors
Eˆ0 = 0 ; σ0 = σ ; i = 0
while (∃F ∈ F : |σi| − |σi ⊕ σX(F )| ≥ βdB |F |) do
Fi = argmax
F∈F
|σi| − |σi ⊕ σX(F )|
|F | // pick an arbitrary one if there are several choices
Eˆi+1 = Eˆi ⊕ Fi
σi+1 = σi ⊕ σX(Fi) // σi+1 = σX(E ⊕ Eˆi+1)
i = i+ 1
end while
return Eˆi
Remark 9. The while loop condition in Algorithm 2 is stronger than in Algorithm 1 and this is the
only difference between the two algorithms. As a consequence if Algorithm 2 corrects an error E,
then Algorithm 1 corrects E.
Analyzing this modified algorithm can be done similarly as for the original one. For a given
quantum expander code, we prove that there exists β0 > 0 such that for β ≤ β0, the small-set-flip
decoding algorithm with parameter β corrects any adversarial errors of size up to Θ(
√
n). The
value of β0 is defined in Definition 10.
Definition 10. LetG = (A∪B, E) be a (dA, dB)-biregular (γA, δA, γB , δB)-left-right-expanding
graph. We define r and β0 by:
r =
dA
dB
, β0 =
r
2
[
1− 4(δA + δB + (δB − δA)2)
]
.
Note that δA, δB < 1/8 is sufficient to ensure that β0 > 0 and there exists such expander
graphs as soon as dA, dB ≥ 9 (see Theorem 4). As a reminder, the weight of the stabilizer
generators is dA + dB .
Proposition 11. LetG = (A∪B, E) be a (dA, dB)-biregular (γA, δA, γB , δB)-left-right-expanding
graph and r, β = β0 be defined using the associated quantum expander code (Definition 10). The
10
small-set-flip decoding algorithm of parameter β described in Algorithm 2 can correct any adver-
sarial error of size up to tSSF(β) where:
tSSF(β) ≥
rβ
1 + β
min(γAnA, γBnB).
The proof of Proposition 11 is provided in Appendix B.1. Note that Algorithm 2 is not de-
terministic since the Fi are not necessarily unique but if the weight of the error is smaller than
tSSF(β), then the error is corrected for any non-deterministic choice of the Fi.
3.3 Locality of the small-set-flip decoding algorithm
This section is devoted to explicitly state the properties of the small-set-flip decoding algorithm
that we need in order to prove Theorem 1. Recall that our goal is to establish the existence of a
threshold: in the random error model of Definition 7, if the probability of error is small enough
then we correct the error with high probability. An important property of the algorithm that we
consider is that it can correct adversarial errors of size ≤ t where t = Θ(
√
|V |) and V is the
set of qubits. The second crucial property we will rely on is that the algorithm is local, meaning
in words that errors far away in the adjacency graph G of the code will not interact during the
decoding process. The adjacency graph G = (V, E) associated with the code admits the set of
qubits as vertices, and two vertices are adjacent in G if the corresponding qubits share an X-type
or Z-type stabilizer generator.
Let us now define the notion of locality more formally. For an input syndrome σX(E) ⊆ CX
with E ⊆ V an error, the output of Algorithm 2 is Eˆ = F0⊕ . . .⊕Ff−1, where Fi is the small set
flipped at the ith round of the algorithm, and we will call U = E ∪ F0 ∪ . . . ∪ Ff−1 the support.
We have Eˆ ⊆ U but Eˆ 6= U in general.
Proposition 12 (Locality of the small-set-flip decoding algorithm). Let E ⊆ V be an error and
run Algorithm 2 on input σX(E). Consider K , a connected component in G of U where U =
E ∪ F0 ∪ . . . ∪ Ff−1 is the support and Eˆ = F0 ⊕ . . .⊕ Ff−1 is the output.
Then there is a valid execution of Algorithm 2 with input σX(E ∩K), output Eˆ ∩K and support
K .
Let’s give the intuition of the proof of Proposition 12 (the formal proof is given in Section 5).
The execution of Algorithm 2 on the input syndrome σX(E) provides some sets F0, . . . , Ff−1
that we use to define the support U = E ∪ F0 ∪ . . . ∪ Ff−1 and the output Eˆ = F0 ⊕ . . .⊕ Ff−1.
We would like to prove that there is a valid execution of the algorithm with input σX(E ∩ K),
output Eˆ ∩K and support K where K is some connected component of U in G. In other words,
we would like to prove that on the input syndrome σX(E ∩K), Algorithm 2 provides some sets
F ′0, . . . , F
′
f ′−1 (as well as σ
′
0, . . . , σ
′
f ′−1) which satisfy K = (E ∩ K) ∪ F ′0 ∪ . . . ∪ F ′f ′−1 and
Eˆ ∩K = F ′0 ⊕ . . .⊕ F ′f ′−1.
For simplicity, we first assume that Fi ⊆ K for all i and we define CK = ΓX(K) ⊆ CX to be
the set of Z-type generators which touch at least one qubit of K in the factor graph GX . Let’s
prove that a valid choice for f ′, F ′i and σ
′
i is given by f
′ = f , F ′i = Fi and σ
′
i = σi ∩ CK .
In the factor graph GX , all the neighbours of CK are in K ∪ U and all the neighbours of CK
are in K. Hence, the syndrome part included in CK is the same for an error W ⊆ V and for
the error W ∩ K: σX(W ∩ K) = σX(W ) ∩ CK (Lemma 20). If we apply this formula with
W = E, we get σ′0 = σX(E ∩K) which matches the input of Algorithm 2 in the conclusion of
Proposition 12. WithW = Fi and our additional hypothesis Fi ⊆ K , we get σ′i+1 = σ′i⊕σX(Fi)
which matches the manner in which σi is updated in Algorithm 2. On the other hand, the value
of the syndrome σi determines the algorithm behaviour and, similarly, the value of σ
′
i = σi ∩ CK
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determines the algorithm behaviour on the qubits ofK (this is a consequence of Lemma 21). As a
conclusion, flipping the sets Fi is a valid execution for Algorithm 2 on input σX(E ∩K) and thus
Proposition 12 holds.
In the general case, we have some indices i satisfying Fi * K . SinceK is a connected component
of U in G, such i always satisfy Fi ∩K = ∅ and thus flipping Fi does not change the syndrome
part included in CK . Hence, with the sets F
′
i defined to be the sets Fi such that Fi ⊆ K , we can
prove Proposition 12 as previously.
The concept of locality allows us to treat the errors piece-wise in the sense that if Algorithm 2
corrects E ∩ K for any connected component K of U , then the entire error E is corrected. On
the other hand, we know that Algorithm 2 corrects any error of size smaller than some tSSF(β) =
Θ(
√
n). We do not have |E| ≤ tSSF(β) in general, but using the concept of α-subset, we will
prove that with high probability |E ∩K| ≤ |K| ≤ tSSF(β). Hence Algorithm 2 corrects E ∩K
and, by locality, E is corrected.
Definition 13 (α-subsets, MaxConnα(E)).
An α-subset of a set E ⊆ V is a set X ⊆ V such that |X ∩ E| ≥ α|X|. We denote by
MaxConnα(E) the maximum size of a connected α-subset of E.
Note that a 1-subset is a subset in the usual sense and MaxConn1(E) is the size of the largest
connected subset of E. As a relevant example, a corollary of Proposition 12 and of Lemma 14 is
that the setK defined in Proposition 12 is a connected β1+β -subset of E ∩K .
Lemma 14. Let E ⊆ V be an error and run the small-set-flip decoding algorithm of parameter
β > 0 on input σX(E). Let α =
β
1+β and U = E ∪F0 ∪ . . .∪Ff−1 be the support. Then U is an
α-subset of E.
Proof. For all i, the decrease in the syndrome weight |si|− |si+1| satisfies |si|− |si+1| ≥ βdB |Fi|
and thus dB |E| ≥ |s0| ≥ |s0| − |sf | ≥ βdB
∑
i |Fi|. We conclude that:
|U | =
∣∣∣∣∣E ∪
(
f−1⋃
i=0
Fi
)∣∣∣∣∣ ≤ |E|+
f−1∑
i=0
|Fi| ≤ 1 + β
β
|E| = 1 + β
β
|E ∩ U |.
All these notions allow us to prove the following general characterization of correctable errors.
Proposition 15. Suppose that for some quantum expander code, Algorithm 2 with parameter
β > 0 corrects any error E ⊆ V satisfying |E| ≤ t.
Then any error E ⊆ V satisfying MaxConnα(E) ≤ t with α = β1+β is corrected.
Proof. Our goal is to prove that when we apply Algorithm 2 on the input σX(E), the error E and
the output Eˆ = F0⊕ . . .⊕Ff−1 are equivalent. Let U = E∪F0∪ . . .∪Ff−1 be the support, then
we can decompose E as E =
⊎
K(E ∩ K) and Eˆ as Eˆ =
⊎
K(Eˆ ∩ K), where the index K of
these disjoint unions goes through the set of connected components of U . In order to prove that E
and Eˆ are equivalent, we will prove the sufficient condition that E ∩K and Eˆ ∩K are equivalent
for any K . By Proposition 12, there is a valid execution of Algorithm 2 with input σX(E ∩K),
output Eˆ∩K and supportK . By Lemma 14,K is an α-subset ofE∩K and thusK is a connected
α-subset of E. If we suppose MaxConnα(E) ≤ t then |E ∩K| ≤ |K| ≤ t and we can conclude
that E ∩K and Eˆ ∩K are equivalent because Algorithm 2 corrects E ∩K .
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Remark 16. A similar analysis has been done in [19] and [13] for the maximum likelihood de-
coding algorithm of quantum LDPC codes and we could also apply the same arguments for the
bit-flip algorithm of classical expander codes. However, this is less relevant since this algorithm
can already correct adversarial errors of linear size. In fact, the maximum likelihood decoding
algorithm and the bit-flip algorithm are both local in the sense of Proposition 12.
4 Properties of random errors: α-percolation
In order to establish Theorem 1 at the end of this section, we first study a specific model of site
percolation that is relevant for the analysis of our decoding algorithms. More specifically, for a
graph G = (V, E) with degree upper bounded by some constant d, and a probabilistic model for
choosing a random subset E ⊆ V , site percolation asks about the size of the largest connected
subset of vertices of E. Here, instead of looking for a connected subset of E, we instead ask about
the size MaxConnα(E) of the largest α-subset of E which is connected.
The simplest model for the choice of E is the i.i.d. model where each site (or vertex) is oc-
cupied independently with probability p. In this model, a standard result in percolation theory
is that for the infinite d-regular tree, if p > 1d−1 there is an infinite connected subset of E and if
p < 1d−1 all connected subsets are finite [22]. In the setting of finite graphs, for a random d-regular
graph the maximum connected subset of E is of size O(log n) for p < 1d−1 and of size Ω(n) for
p > 1d−1 [16]. For general graphs with degree bounded by d, [19] showed that for p <
1
d−1 the
size of the largest connected component of E in G has size O(log |V |). We will also consider the
more general local stochastic model where the probability of a subset E is upper bounded by p|E|.
Theorem 17 (α-percolation). Let G = (V, E) a graph with degree upper bounded by d. Let
α ∈ (0, 1] and let t ≥ 1 be an integer. Let
pls =
(
2−h(α)
(d− 1)(1 + 1d−2)d−2
) 1
α
, (3)
where h(α) = −α log2 α− (1−α) log2(1−α) is the binary entropy function. Then, for an error
random variable E satisfying the local stochastic noise property (Definition 8) with parameter
p < pls, we have
P[MaxConnα(E) ≥ t] ≤ C|V |
(
p
pls
)αt
(4)
where 1/C = (1 − 2h(α)/αp)
(
1−
(
p
pls
)α)
. In the special case, where vertices are chosen inde-
pendently with probability p < αd−1 , the result can be slightly improved to
P[MaxConnα(E) ≥ t] ≤ |V |
(
d− 1
d− 2
)2 qt
1− q , (5)
where q = (1− p)d−1−αpα2h(α)(d− 1)(1 + 1d−2 )d−2.
Note that (5) shows that if p is chosen small enough so that q < 1 the size of the largest
component will beO(log |V |) with high probability. It is simple to see that choosing p < pls leads
to q < 1 but one can even take p slightly larger. For example, in the case α = 1, we have q < 1
as soon as p < 1d−1 even though pls =
1
(d−1)(1+ 1
d−2
)d−2
. More generally, q as a function of p is
increasing in the interval p ∈ [0, αd−1 ] and thus there is a value piid ∈ [pls, αd−1 ] such that q = 1
(see Lemma 29) and any p < piid leads to a q < 1.
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Proof. We focus here on the local stochastic noise bound. The finer analysis of the independent
noise model in (5) is left to Appendix B.2.
Let Cs(G) be the set of connect sets of vertices of size s in G. Applying a union bound, we
obtain
P[MaxConnα(E) ≥ t] = P [∃s ≥ t,∃X ∈ Cs(G) : |X ∩ E| ≥ α|X|]
≤
∑
s≥t
∑
X∈Cs(G)
P [|X ∩ E| ≥ α|X|] .
Let us first consider the quantity P [|X ∩ E| ≥ α|X|]:
P [|X ∩ E| ≥ α|X|] ≤
∑
m≥αs
∑
Y⊆X:
|Y |=m
P [X ∩ E = Y ]
≤
∑
m≥αs
∑
Y⊆X:
|Y |=m
P [Y ⊆ E]
≤
∑
m≥αs
∑
Y⊆X:
|Y |=m
pm from the definition of the noise model
≤
∑
m≥αs
(
s
m
)
pm .
Using Lemma 25, we get
P [|X ∩ E| ≥ α|X|] ≤
∑
m≥αs
(
2
s
m
h
(
m
s
)
p
)m
≤
∑
m≥αs
(
2h(α)/αp
)m
since (x 7→ h(x)/x) is non increasing on [α, 1]
≤ (2
h(α)/αp)αs
1− 2h(α)/αp.
We now need an upper bound on the number of connected sets of size s in a graph with degree
upper bounded by d. For this we use Corollary 28 saying that |Cs(G)| ≤ |V |K(d)s with K(d) =
(d− 2)
(
1 + 1d−2
)d−2
. Then, we get
P[MaxConnα(E) ≥ t] ≤
∑
s≥t
∑
X∈Cs(G)
P [|X ∩ E| ≥ α|X|)]
≤ 1
1− 2h(α)/αp
∑
s≥t
|Cs(G)| 2h(α)spαs by the union bound
≤ |V |
1− 2h(α)/αp
∑
s≥t
(
K(d)2h(α)pα
)s
≤ |V |
1− 2h(α)/αp
(K(d)2h(α)pα)t
1−K(d)2h(α)pα .
Observing that pls =
(
1
K(d)2h(α)
)1/α
, we obtain the desired result.
Using Propositions 11 and 15 and Theorem 17, we are now ready to prove Theorem 1:
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Proof of Theorem 1. Using Remark 9, it is sufficient to prove Theorem 1 for Algorithm 2 instead
of Algorithm 1. Under the condition that the expansion of the initial graph G is good enough, the
parameter β = β0 from Definition 10 is positive. We let p0 = pls as defined in (3) where G is the
adjacency graph of the quantum expander code and d = d2B + 2dB(dA − 1) is an upper bound on
the degree of G. Then for p < p0, for an error E chosen according to a local stochastic noise, and
fixing t = tSSF(β) = Ω(
√
n) as defined in Proposition 11, we obtain
P[MaxConnα(E) ≥ t] ≤ Cn
(
p
p0
)αt
.
As a result, applying Proposition 15, E is corrected except with probability at most Cn
(
p
p0
)αt
and this gives us the desired results.
Remark 18. It is an interesting question of percolation theory to find the maximum value of p for
which the largest connected α-subset is of size O(log n). This will depend on the graph G but as
mentioned earlier, it is known that for random d-regular graphs and α = 1, p = 1/(d − 1) is the
threshold for the appearance of large connected sets (see [16], Theorem 3.5). In Proposition 30,
we show that for p > 1
(d−1) 1α
, the largest connected α-subset is of size Ω(n1−ǫ) and thus Eq. (3)
can be improved by a factor of at most (2
−h(α)
e )
1
α .
5 The small-set-flip decoding algorithm is local (proof of Proposi-
tion 12)
In this section we show that the small-set-flip decoding algorithm (Algorithm 2) is local in the
sense of Proposition 12 (the intuition of the proof has been given after the statement of the propo-
sition).
Notation 19. Throughout this section we keep the following notations:
• The sets F , E,K,U, F0 , . . . , Ff−1 and Eˆ are defined as in Algorithm 2 and proposition 12.
• CK = ΓX(K) ⊆ CX is the set of Z-type generators which touch at least one qubit of K in
the factor graph GX .
• For σ ⊆ CX and F ∈ F: ∆(σ, F ) = |σ| − |σ ⊕ σX(F )||F | is the function optimized by
Algorithm 2.
Lemma 20. Let W ⊆ U (later we will take either W = E or W = Fi) then σX(W ∩ K) =
σX(W ) ∩ CK .
Proof. We decompose σX(W ) ∩ CK using the partition W = (W ∩ K) ⊎ (W ∩ K) and the
distributivity:
σX(W ) ∩CK =
[
σX(W ∩K)⊕ σX(W ∩K)
] ∩ CK
= (σX(W ∩K) ∩CK)⊕ (σX(W ∩K) ∩ CK).
The first term of this sum satisfies σX(W ∩ K) ∩ CK = σX(W ∩ K) because σX(W ∩K) ⊆
ΓX(K) = CK . On the other hand, since K is a connected component of U in G, it holds that
ΓX(U \ K) ∩ ΓX(K) = ΓX(U \ K) ∩ CK = ∅ and thus the second term of the sum satisfies
σX(W ∩K) ∩ CK = ∅ becauseW ∩K ⊆ U \K .
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Lemma 21. Let F ∈ F then:
(i) ∆(σ ∩ CK , F ) ≤ ∆(σ, F ),
(ii) If F ⊆ K then ∆(σ ∩ CK , F ) = ∆(σ, F ).
Proof. Rewrite∆(σ, F ) in a more friendly way using the definition of ⊕:
∆(σ, F ) =
2|σX(F ) ∩ σ| − |σX(F )|
|F | . (6)
The proof of item (i) is straightforward using eq. (6): let F ∈ F , we have:
∆(σ ∩CK , F ) = 2|σX(F ) ∩ σ ∩ CK | − |σX(F )||F | by eq. (6)
≤ 2|σX(F ) ∩ σ| − |σX(F )||F |
= ∆(σ, F ) by eq. (6)
Under the assumption F ⊆ K of item (ii), we have σX(F ) ∩ CK = σX(F ). As a consequence,
the inequality in the proof of item (i) is an equality and thus item (ii) holds.
We are now ready to prove Proposition 12.
Proof of Prop. 12. Wewould like to prove that there is a valid execution of Algorithm 2 with input
σX(E∩K), output Eˆ∩K and supportK . This means that there exists some sets F ′0, . . . , F ′f ′−1 ⊆
V such that if we define σ′0 = σX(E ∩K) and σ′j+1 = σ′j ⊕ σ′X(F ′j) for j ∈ J0; f ′ − 1K then we
have the following properties:
(i) The set Eˆ ∩K satisfies Eˆ ∩K = F ′0 ⊕ . . . ⊕ F ′f ′−1.
(ii) The set K satisfies K = (E ∩K) ∪ F ′0 ∪ . . . ∪ F ′f ′−1.
(iii) For j ∈ J0; f ′ − 1K, F ′j maximises F 7→ ∆(σ′j, F ) over F .
(iv) For j ∈ J0; f ′ − 1K, ∆(σ′j , F ′j) ≥ βdB .
(v) For all F ∈ F , ∆(σ′f ′ , F ) < βdB .
In the adjacency graph G, two qubits in the support of the same generator are connected. As a
consequence, since the set Fi is included in the support of a generator and since K is connected,
either Fi ⊆ K or Fi ∩K = ∅.
Consider i0 < . . . < if ′−1 ∈ J0; f − 1K the steps of the algorithm such that Fik ⊆ K and let’s
prove that the sets F ′0 = Fi0 , . . . , F
′
f ′ = Fif ′−1 are appropriate. By definition we have:
Fi ∩K = Fi if i ∈ {i0, . . . , if ′−1} (7)
Fi ∩K = ∅ if i /∈ {i0, . . . , if ′−1} (8)
Using eqs. (7) and (8), we can easily prove items (i) and (ii):
(i) Eˆ ∩K =
(
f−1⊕
i=0
Fi
)
∩K =
f−1⊕
i=0
(Fi ∩K) =
f ′−1⊕
j=0
F ′j .
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(ii)
f ′−1⋃
j=0
F ′j =
f−1⋃
i=0
(Fi ∩K) and using the distributivity:
K = U ∩K = (E ∩K) ∪ F ′0 ∪ . . . ∪ F ′f ′−1.
By hypothesis, we further have a valid execution of Algorithm 2 with input σX(E), output Eˆ and
support U . This implies:
(iii’) For i ∈ J0; f − 1K, Fi maximises F 7→ ∆(σi, F ) over F .
(iv’) For i ∈ J0; f − 1K,∆(σi, Fi) ≥ βdB .
(v’) For all F ∈ F , ∆(σf , F ) < βdB .
We also need the property of eq. (9) where we have defined if ′ = f :
σ′j = σij ∩DK j ∈ J0; f ′K. (9)
Note that item (iii) (resp. item (iv), resp. item (v)) is a direct consequence of Lemma 21, eq. (9)
and item (iii’) (resp. item (iv’), resp. item (v’)).
To complete the proof, it remains to prove eq. (9). By Lemma 20:
σ0 ∩DK = σX(E) ∩DK = σX(E ∩K),
σi+1 ∩DK = (σi ⊕ σX(Fi)) ∩DK = (σi ∩DK)⊕ σX(Fi ∩K) i ∈ J0; f − 1K.
If i ∈ {i0, . . . , if ′−1} then by eq. (7): σi+1 ∩DK = (σi ∩DK)⊕ σX(Fi).
If i /∈ {i0, . . . , if ′−1} then by eq. (8): σi+1 ∩DK = σi ∩DK .
In summary:
{
σ′0 = σX(E ∩K)
σ′j+1 = σ
′
j ⊕ σX(Fij ) j ∈ J0; f ′ − 1K


σ0 ∩DK = σX(E ∩K)
σi+1 ∩DK = (σi ∩DK)⊕ σX(Fi) i ∈ {i0, . . . , if ′−1}
σi+1 ∩DK = σi ∩DK i /∈ {i0, . . . , if ′−1}
Equation (9) is a direct corollary of the following property that we can prove by induction:
σ′0 = σ0 ∩DK = . . . = σi0 ∩DK ,
σ′j+1 = σij+1 ∩DK = . . . = σij+1 ∩DK j ∈ J0; f ′ − 1K.
A Numerical bounds
In this section, we look at the numerical values of the bounds on the threshold that we derived in
the main text. We obtain a threshold pls = 2.70.10
−16 for the small-set-flip decoding algorithm of
quantum expander codes with errors in the locally stochastic noise model.
By Theorem 4, there exists a family of (γA, δA, γB , δB)-expanders for γA, γB = Ω(1) with left
degree dA = 38, right degree dB = 39, δA = 1/dA + ǫ and δB = 1/dB + ǫ for ǫ arbitrarily
small. From the construction of Section 2.3 we get a family of quantum expander codes. The
degree of the associated adjacency graph is d = d2B + 2dB(dA − 1) = 4407 and by Definition 10
and propositions 11 and 15 and Theorem 17, the small-set-flip algorithm with parameter β =
17
dA
2dB
[
1− 4(δA + δB + (δB − δA)2)
] ≈ 0.386 corrects random errors in the locally stochastic
noise model of probability p < pls with high probability where
α =
β
1 + β
≈ 0.278, pls =
(
2−h(α)
(d− 1)(1 + 1d−2)d−2
) 1
α
≈ 2.70 · 10−16.
Note that the threshold piid in the independent error model is essentially the same: piid − pls ≈
1 · 10−27.
From a practical point of view, this theoretical value of 2.70 · 10−16 is too small to be relevant.
We believe, however, that in practice the threshold will be much better. Take as an example
the toric code: our analysis leads to a threshold of 8.1 · 10−4 in the independent error model
with ideal syndrome extraction, whereas it is known that the actual threshold is around 10% (see
e.g. Ref. [29]). Notice furthermore that the graph expansion arguments are generally pessimistic
since they are based on averaging (see for example the discussion of Ref. [24] example 8.14,
about the correction capacity of the bit-flip algorithm for classical expander codes). In addition
the threshold for α-percolation given in Theorem 17 is valid for any graph G of degree bounded
by d. In particular, the case α = 1 shows that the threshold is the smallest when the graph G is
randomly sampled [16]. The point is that the number of connected sets in that kind of graphs is
close to the upper bound of Lemma 27. In contrast, the adjacency graphs G we considered are not
random and seem to contain far less connected sets than the upper bound that we relied on. As a
consequence, if one were able to improve the bound of Lemma 27, it would automatically lead to
a better threshold as can be seen in the proof of Theorem 17. One last argument is that one can
improve the analysis of the “propagation” of errors: suppose that during the bit flip algorithm, a
bit v with no error is flipped, then it would mean that at least half of the neighbours of v in the
graph G are in error. This shows that not all the connected sets allow the error to propagate, and
thus the bound of Lemma 27 would be improved by only counting this kind of connected sets.
Note also the similarity with the setup of “bootstrap percolation” (see Ref. [1]). We believe that
some arguments from this field can be used to improve our threshold.
B Proofs
B.1 Proof of Proposition 11
We follow the proof of [20]. An element g ∈ CZ is called a generator. An error E ⊆ V is called
reduced if |E| is minimal among the errors of E + CZ⊥. Following Ref. [20], we introduce a
notion of critical generator which corresponds to a generator g with ΓZ(g) containing a set of
qubits that can be flipped to decrease the syndrome weight. More precisely, a critical generator
as defined below can always be used to decrease the syndrome weight, but there might exist
noncritical generators that also contain a subset of qubits that lead to a decrease of the weight of
the syndrome, when flipped.
Definition 22 (Definition 6 of [20]). A generator g ∈ CZ is said to be critical for E ⊆ V if:
ΓZ(g) = xa ⊎ xa ⊎ χa ⊎ xb ⊎ xb ⊎ χb
where
• ΓZ(g) ∩A2 = xa ⊎ xa ⊎ χa and ΓZ(g) ∩B2 = xb ⊎ xb ⊎ χb;
• xa, xb ⊆ E and xa, xb ⊆ V \E;
• for all va ∈ xa, vb ∈ xb, va ∈ xa and vb ∈ xb:
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– E ∩ ΓX [ΓX(va) ∩ ΓX(vb)] = {va, vb}
– E ∩ ΓX [ΓX(va) ∩ ΓX(vb)] = ∅
– E ∩ ΓX [ΓX(va) ∩ ΓX(vb)] = {va}
– E ∩ ΓX [ΓX(va) ∩ ΓX(vb)] = {vb}
• xa ∪ xb 6= ∅, |χa| ≤ 2δBdB and |χb| ≤ 2δAdA.
Lemma 23 (Lemma 7 of [20]). For an error E ⊆ V such that 0 < |E| ≤ min(γAnA, γBnB),
there exists a critical generator for E.
Lemma 24 (Modified version of Lemma 8 of [20]). Let r and β = β0 be defined as in Definition
10. Let E ⊆ V be a reduced error such that 0 < |E| ≤ rmin(γAnA, γBnB) then there exists an
error F ∈ F with
|σX(E)| − |σX(E ⊕ F )| ≥ βdB |F |.
Proof. For convenience, we use a notion of reduced cardinality. Given an errorE ⊆ V = A2⊎B2,
‖E‖ is defined by:
‖E‖ = |E ∩A
2|
dB
+
|E ∩B2|
dA
.
It is straightforward to check that for E ⊆ V :
dA‖E‖ ≤ |E| ≤ dB‖E‖. (10)
Let ER be the error of E + CZ⊥ which minimizes ‖ER‖. The size of ER satisfies:
0 < |ER| ≤ dB‖ER‖ ≤ dB‖E‖ ≤ dB
dA
|E| ≤ min(γAnA, γBnB).
We exploit Lemma 23 applied to ER and prove that if we flip F = xA ⊎ xB in the generator
promised by the lemma then |σX(E)| − |σX(E ⊕ F )| ≥ βdB |F |.
We use the notations of the proof of Lemma 8 of [20]:
x = ‖xa‖ = |xa|/dB z = ‖χa‖ = |χa|/dB x = 1− x− z = ‖xa‖ = |xa|/dB
y = ‖xb‖ = |xb|/dA t = ‖χb‖ = |χb|/dA y = 1− y − t = ‖xb‖ = |xb|/dA
For F = xA ⊎ xB, we have ‖F‖ = x+ y and:
|σX(E)| − |σX(E ⊕ F )| ≥ [|xa||xb|+ |xa||xb| − |xa||χb| − |xb||χa|]
= dAdB [xy + xy − xt− yz]
= dAdB [x(1− y − t) + (1− x− z)y − xt− yz]
= dAdB [x+ y − 2xy − 2xt− 2yz]
≥ dAdB [x+ y − 2xy − 4xδA − 4yδB ]
= dAdB [x(1− 4δA) + y(1− 4δB)− 2xy]
Moreover 0 < x + y because xA ⊎ xB 6= ∅ and x + y ≤ 1 because ER minimizes ‖ER‖ over
E + CZ⊥.
Let f(x, y) =
1
x+ y
[x(1− 4δA) + y(1− 4δB)− 2xy] defined for x, y such that:
0 ≤ x ≤ 1, 0 ≤ y ≤ 1, 0 < x+ y ≤ 1.
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The function analysis below shows that f(x, y) ≥ β/r and thus Lemma 23 holds using eq. (10):
|σX(E)| − |σX(E ⊕ F )| ≥ dAdBf(x, y)‖F‖ ≥ βdB |F |.
The remaining point is to show that f(x, y) ≥ β/r = 12
[
1− 4(δA + δB + (δB − δA)2)
]
:
The partial derivative of f with respect to x is equal to:
∂f
∂x
(x, y) =
y
(x+ y)2
[4(δB − δA)− 2y] .
• If y ≤ 2(δB − δA) then x 7→ f(x, y) is non-decreasing and thus:
f(x, y) ≥ f(0, y) = 1− 4δB ≥ β/r.
• Otherwise, x 7→ f(x, y) is non-increasing and thus:
f(x, y) ≥ f(1− y, y) = 2y2 + y(4δA − 4δB − 2) + 1− 4δA.
f(x, y) is then lower bounded by β/r the minimum of y 7→ f(1 − y, y) on [0, 1] reached
for y = 1/2 + δB − δA.
Proof of Proposition 11. LetE0 ⊆ V with |E0| ≤ rβ
1 + β
min(γAnA, γBnB) and run Algorithm 2
with parameter β on E0. Set Ei = E0 ⊕ Eˆi = E0 ⊕
(⊕i−1
k=0 Fi
)
for i ∈ J1; fK, where f is the
number of steps of the algorithm (the algorithm terminates because the syndrome weight decreases
strictly at each step and must remain non negative). Since |σX(Ei)| − |σX(Ei+1)| ≥ βdB |Fi|, we
have:
βdB
f−1∑
i=0
|Fi| ≤
f−1∑
i=0
|σX(Ei)| − |σX(Ei+1)| = |σX(E0)| − |σX(Ef )| ≤ dB |E0|,
and:
|Ef | =
∣∣∣∣∣E0 ⊕
(
f−1⊕
i=0
Fi
)∣∣∣∣∣ ≤ |E0|+
f−1∑
i=0
|Fi| ≤ 1 + β
β
|E0| ≤ rmin(γAnA, γBnB).
Let ER be the reduced error of Ef + CZ⊥ then |ER| ≤ |Ef | ≤ rmin(γAnA, γBnB) and Al-
gorithm 2 stops on sf = σX(Ef ) = σX(ER). We conclude by Lemma 24 that |ER| = 0 and
therefore the error is corrected.
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B.2 Results for percolation
We start by stating useful bounds on binomial coefficients.
Lemma 25. For k, n integers, we have:(
n
k
)
≤ 2nh(k/n),
where h(x) = −x log2(x)− (1− x) log2(1− x) is the binary entropy function.
Lemma 26 (Chernoff bound for the binomial distribution). Let p ∈ [0; 1], s ∈ N and k ≥ sp, then
we have:
∑
m≥k
(
s
m
)
pm(1− p)s−m ≤ 2−sD(ks ‖p).
Lemma 27 gives an upper bound on the number of connected sets of size s in a graph with an
upper bound on the degree. Note that for a rooted tree of degree bounded by d, each vertex which
is not the root has at most d− 1 sons. Using this remark and results from [23], Lemma 27 can be
proved following the proof of [28].
Lemma 27 ([23],[28]). Let G = (V, E) be a graph of degree bounded by d ≥ 2. For s ≥ 1, the
number of connected sets of size s satisfies |Cs(G)| ≤ |V | d
s[s(d− 2) + 2]
(
s(d− 1)
s− 1
)
.
Proof. Let T (s) be the set of labelled rooted trees with s vertices such that the maximum out-
degree of the root is d and the maximum outdegree of the other nodes is d − 1. An element of
T (s) is a directed graph where the root has at most d sons and the other vertices have at most
d − 1 sons. The directed edges whose head is some node v are injectively labeled with labels in
J1; dK if v is the root and with labels in J1; d − 1K if v is not the root. Note that in the underlying
undirected graph, a node which is not the root can have d neighbours. Using Ref. [23], we have
|T (s)| = R(d− 1, s − 1, d) := ds(d−2)+2
(s(d−1)
s−1
)
where R(a, b, c) are the Raney numbers.
From the graph G we construct the oriented graph G0 where each non-oriented edge of G has been
replaced by two opposite oriented edges. Similarly than for the trees, we fix some labelling of G0:
the directed edges whose head is some node v are injectively labeled with labels in J1; deg+(v)K
where deg+(v) is the outdegree of v.
Now let v ∈ V and let Cs(v) be the set of connected sets X ∈ Cs(G) with v ∈ X. For a given
X ∈ Cs(v), there is at least one spanning tree T0 ofX. We then get a labelled rooted tree T ∈ T (s)
by fixing v as the root and fixing the labelling of T using the labelling of T0 in G0. Note that the
labelling for T is not exactly the same labelling than T0 since the labels in T are in J1; d− 1K (for
edges whose head is not the root) whereas the label d is allowed for T0. The key point is that when
we consider a vertex v1 6= v in T0 then this vertex has a father v0. Let i be the label in T0 of the
oriented edge from v1 to v0 and j be the label in T0 of another edge whose head is v1. The label in
T of this edge is then j if j < i and j− 1 if j > i. Conversely given T ∈ T (s), T can be obtained
by this procedure using at most one connected set X ∈ Cs(v). Thus |Cs(v)| ≤ |T (s)|.
When we consider the sum
∑
v∈V |Cs(v)|, each connected set of Cs(G) is counted s times. There-
fore,
|Cs(G)| = 1
s
∑
v∈V
|Cs(v)| ≤ |V | d
s[s(d− 2) + 2]
(
s(d− 1)
s− 1
)
.
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Corollary 28. Let G = (V, E) be a graph of degree bounded by d ≥ 2. For s ≥ 1, the number of
connected sets of size s satisfies |Cs(G)| ≤ |V |K(d)s where K(d) = (d− 1)
(
1 + 1d−2
)d−2
.
Proof. From Lemma 27, we have:
|Cs(G)| ≤ |V | d
s[s(d− 2) + 2]
(
s(d− 1)
s− 1
)
= |V | d
[s(d− 2) + 1][s(d − 2) + 2]
(
s(d− 1)
s
)
≤ |V |
(
s(d− 1)
s
)
since d ≥ 2 and s ≥ 1
≤ |V |2s(d−1)h(1/(d−1))
= |V |
(
(d− 1)
(
1 +
1
d− 2
)d−2)s
.
We now prove the improved bound (5) on the probability of E to be a connected α-subset of
size ≥ t. The calculation is similar to that in [19, Theorem 3] who considered 12 -percolation in
their proof.
Proof of Eq. (5). For v ∈ V,X ⊆ V,E ⊆ V and s ∈ N, let us define:
Cs(v) = {X ∈ Cs(G) : v ∈ X},
∂X = Γ(X) \X, the boundary of X,
A(E,α, s, v) = {X ∈ Cs(v) : |X ∩ E| ≥ α|X|, ∂X ∩ E = ∅}.
In other words, the sets A(E,α, s, v) are the connected sets E containing v such that |X ∩ E| ≥
α|X| (and whose boundary does not intersect E). The reason for the second condition in the
definition of A(E,α, s, v) is to capture the idea that the setsX ∈ A are of maximum size: indeed,
increasing the size of a set X ∈ A(E,α, s, v) would only decrease the fraction of vertices in
X ∩ E.
By induction on the size |X| of a connected set X ⊆ V , it is straightforward to show that
|∂X| ≤ (d− 2)|X| + 2.
By definition, we have:
P[MaxConnα(E) ≥ t] = P [∃s ≥ t,∃X ∈ Cs(G) : |X ∩ E| ≥ α|X|]
= P [∃s ≥ t,∃X ∈ Cs(G) : |X ∩ E| ≥ α|X|, ∂X ∩E = ∅]
= P [∃s ≥ t,∃v ∈ V : A(E,α, s, v) 6= ∅]
≤
∑
s≥t
∑
v∈V
P [A(E,α, s, v) 6= ∅] .
Note that we used the fact that if there exists X ∈ Cs(G) with s ≥ t such that |X ∩ E| ≥ α|X|,
then we can construct X ′ by repeatedly adding vertices in ∂X ∩ E until we cannot do so. Thus,
X ′ satisfied ∂X ∩E = ∅. In addition, we have |X ′ ∩E| − |X ∩ E| = |X ′| − |X| is the number
of vertices added in this process, which implies that |X ′ ∩ E| ≥ α|X ′|.
For v ∈ V and s ∈ N, we have:
P [A(E,α, s, v) 6= ∅] ≤
∑
X∈Cs(v)
∑
m≥αs
(
s
m
)
pm(1− p)s−m+|∂X|.
22
Note furthermore that for any p, we have
P [A(E, 1, s, v) 6= ∅] =
∑
X∈Cs(v)
ps(1− p)|∂X| ≤ 1. (11)
For p < 1d−1 , we have:
P [A(E,α, s, v) 6= ∅]
≤
∑
X∈Cs(v)
(1− p)|∂X|
∑
m≥αs
(
s
m
)
pm(1− p)s−m
≤
∑
X∈Cs(v)
(1− p)|∂X|2−sD(α‖p) by Lemma 26
=
∑
X∈Cs(v)
(
1− p
1− 1d−1
)|∂X|
2−sD(α‖p)
(d− 1)s (d− 1)
s(1− 1
d− 1)
|∂X|
≤
(
1− p
1− 1d−1
)(d−2)s+2
2−sD(α‖p)(d− 1)s
∑
X∈Cs(v)
(
1
d− 1
)s(
1− 1
d− 1
)|∂X|
since p <
1
d− 1
≤
(
(1− p)(d− 1)
d− 2
)2 [
(1− p)d−2 2−D(α‖p) (d− 1)
d−1
(d− 2)d−2
]s
from Eq.(11)
=
(
d− 1
d− 2
)2
qs
where we defined q = (1 − p)d−1−αpα2h(α)+(d−1)h( 1d−1 ). The main improvement compared to
the local stochastic bound is the factor (1− p)d−1−α.
Summing over s ≥ t and v ∈ V yields:
P[MaxConnα(E) ≥ t] ≤
∑
s≥t
∑
v∈V
(
d− 1
d− 2
)2
qs
≤ |V |
(
d− 1
d− 2
)2 qt
1− q .
Lemma 29. For α ∈ (0, 1], the function q : p 7→ (1 − p)d−1−αpα2h(α)(d − 1)(1 + 1d−2)d−2 is
increasing in the interval [0, αd−1 ] and it satisfies q(0) = 0 and q(
α
d−1 ) ≥ 1. Consequently, there
exists piid in this interval such q(piid) = 1.
Proof. It is simple to verify that q is increasing. Moreover, we have q(0) = 0 and
q(
α
d− 1) =
(
1− α
d− 1
)d−1−α( α
d− 1
)α
2h(α)(d− 1)
(
1 +
1
d− 2
)d−2
=
(
1− α
d− 1
)d−1−α( α
d− 1
)α
2h(α)
(d− 1)d−1
(d− 2)d−2
=
(d− 1− α)d−1−α
(d− 2)d−2 α
αα−α(1− α)−(1−α)
≥ 1 ,
where we used the fact that α ∈ (0, 1].
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The following proposition gives an upper bound on the value of p for which we have only
small connected components. This shows basically that the value in Eq. (3) of Theorem 17 can be
at most improved by a factor of (2
−h(α)
e )
1
α .
Proposition 30. Let d ≥ 3 be an integer, α ∈ (0, 1], ℓ be the smallest integer ℓ > 1α and
p > 1
(d−1)ℓ . Then there exists a constant κ (only depending on d, α, p) such that for any c ∈ N∗,
there exists and a family of graphs Gk on Nk vertices (with Nk → ∞) such that if E contains
each vertex independently with probability p, we have
lim
k→∞
P[MaxConnα(E) ≥ κ|Nk|1−1/c] = 1 .
Proof. We define Gk to be a complete (d− 1)-tree of height ck. Note that every vertex has degree
at most d and the number of vertices is Nk =
(d−1)ck−1
d−2 . We write V for the set of vertices of the
graph Gk and Li for the set of vertices at depth i, where the root is at depth 0.
For every such vertex v ∈ L(c−1)k , we define the event:
Ev =
{
∃w(c−1)k, . . . , wck−1 : w(c−1)k = v, wi+1 is a child of wi and |E ∩ {w(c−1)k, . . . , wck−1}| ≥
1
ℓ
k
}
.
(12)
We define Pv = ∅ if Ev does not hold and if it does hold, then Pv = {w(c−1)k, . . . , wck−1},
where wi are as in (12). We then define the (random) subset S of vertices as
S =
(c−1)k−1⋃
i=0
Li ∪
⋃
v∈L(c−1)k
Pv .
The claim is then that, provided k is large enough, with high probability, S is an α-subset of E
and it is of size Ω(|Nk|1−1/c). To see this, observe that
|E ∩ S| ≥ |{v ∈ L(c−1)k : Ev holds}|
1
ℓ
k
= αk|{v ∈ L(c−1)k : Ev holds}|+
(
1
ℓ
− α
)
k|{v ∈ L(c−1)k : Ev holds}|
On the other hand
|S| = k|{v ∈ L(c−1)k : Ev holds}|+
(d− 1)(c−1)k − 1
d− 2 .
Thus, in order to show that S is an α-subset of E, it suffices to show that for large enough k,
we have with high probability(
1
ℓ
− α
)
k|{v ∈ L(c−1)k : Ev holds}| ≥ α
(d− 1)(c−1)k − 1
d− 2 .
Now to prove this, it suffices to show that for any v ∈ L(c−1)k, P[Ev] ≥ τ with τ > 0 a constant
independent of k and c. In fact, once we have that, |{v ∈ L(c−1)k : Ev holds}| has a binomial
distribution with parameters ((d − 1)(c−1)k,≥ τ) and the inequality will follow easily for large
enough k. Note also the inequality P[Ev] ≥ τ also implies the claimed lower bound on the size of
S.
Now to lower bound the probability of Ev, we look at an even more restricted event. Namely,
we consider the event that w(c−1)k = v ∈ E, and there exists a descendent w(c−1)k+ℓ ∈ L(c−1)k+ℓ
of w(c−1)k that is in E, and there is a descendent w(c−1)k+2ℓ ∈ L(c−1)k+2ℓ of w(c−1)k+1 that is
in E, and all the way until we reach the bottom of the tree. Note that the probability that such a
path exists is lower bounded by the probability of survival of the branching process with offspring
distribution binomial with parameters ((d − 1)ℓ, p). But as p(d − 1)ℓ > 1, the probability of
survival is > 0 and we obtain the desired result.
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