The nite-element, semi-implicit, and semi-Lagrangian methods are combined together to solve the shallow-water equations using unstructured triangular meshes. Triangular nite elements are attractive for ocean modeling because of their exibility for representing irregular boundaries and for local mesh re nement. A \kriging" interpolator is used for the semi-Lagrangian advection, leading to an accurate representation of the slow Rossby modes. The terms that govern fast gravitational oscillations are discretized using the semi-implicit scheme, thereby circumventing a severe timestep restriction. A loworder velocity / surface-elevation nite-element basis-function pair is used for the spatial discretization. Results of test problems to simulate slowly-propagating Rossby modes illustrate the promise of the proposed approach for ocean modeling.
Introduction
For many years, oceanographers have used analytical and numerical models to understand the large-scale oceanic circulation. Pioneering analytical models of the wind-driven circulation were formulated by Sverdrup (1947) , Stommel (1948) and Munk (1950) , by considering an idealized square-box ocean of constant depth with a uid of constant density. The rst numerical ocean circulation models are those of Sarkisyan (1955) , and Bryan (1963) . The latter applied the nite-di erence techniques of numerical weather prediction to solve the barotropic vorticity equation in a rectangular oceanic domain. Cox (1967, 1968 ) and Bryan (1969) then progressed to a multi-level primitive equation model, again formulated using nite di erences with second-order spatial accuracy and a leapfrog scheme for time integration. To allow a longer timestep, a \rigid-lid" assumption was imposed to eliminate rapidly-propagating surface gravity waves. Subsequent primitive-equation models show many realistic features of the known large-scale oceanic circulation (Cox 1970; Gill and Bryan 1971; Holland 1971; Holland and Hirschman 1972) .
However, these models are too \viscous" when compared to the real ocean, due partially to insu cient resolution. They also do not contain mesoscale eddies. To resolve these eddies, Holland and Lin (1975) introduced a quasi-geostrophic eddy general-circulation model applied at high resolution to idealized box-shaped oceans. Since then, primitiveequation eddy-resolving models have appeared for both idealized and realistic geometries. They have led to a better understanding of physical processes related to the mean and eddy distribution of kinetic and potential energy in the world's oceans.
By taking advantage of the multi-processors and enhanced memory of supercomputers, Semtner and Chervin (1988) and Chervin and Semtner (1990) realized the rst simulation of the global ocean circulation that begins to resolve eddies. Their integrations, using a model largely based on Bryan's (1969) formulation, were performed with 1=2 o 1=2 o horizontal resolution and 20 levels. Recently, Dukowicz and Smith (1994) developed a modi ed version of the global Bryan-Cox model for a massively-parallel computer and presented integrations with a resolution of 1=5 o . Nevertheless, global models run on parallel computers still have insu cient resolution, since the Rossby radius of deformation is not resolved everywhere. A uniformly-high resolution is not however required at all locations over the entire mesh. Finite elements o er two potential advantages: the exibility of local resolution enhancement where needed; and a better representation of irregular boundaries.
Since the early 1970's, the nite-element method has been successfully applied to tidal modeling (Grotkop 1973; Connor and Wang 1974; Taylor and Davies 1975) . More recently, Westerink and Gray (1991) and Le Provost and Vincent (1991) have respectively developed nite-element models for coastal dynamics and global ocean tide modeling. The feasibility of using nite elements for ocean modeling was rst investigated by Fix (1975) , using a quasigeostrophic formulation. His non-divergent barotropic model showed many desirable characteristics of the method : accuracy; a natural treatment of boundary conditions; and the exibility of triangulation for representing the boundaries of complex domains. The accuracy of nite elements was also pointed out by Haidvogel et al. (1980) , by comparison with a nite-di erence scheme. Dumas et al. (1982) solved the classical quasi-geostrophic non-linear barotropic wind-driven problem in a closed basin, using nite elements. Their results compared well with those obtained using nite-di erence techniques. In particular, they showed the e ciency of quadratic elements along the western boundary, where large velocity gradients are present. Le Provost (1986) extended Dumas et al.'s model by using slip boundary conditions with no lateral eddy viscosity, and emphasized the importance of resolution along the western boundary. Le Provost (1984) also extended Dumas et al.' s barotropic model to a two-layer quasi-geostrophic baroclinic model. A locally-re ned mesh, with a resolution better than 25 km, was able to resolve baroclinic instabilities along the western and northern walls, and the results compared well with those previously obtained by Holland (1978) using nite di erences. The Le Provost (1984) model was subsequently extended to a three-layer strati ed ocean with realistic geometry (Le Provost et al. 1993 ). The computational cost was estimated to be only twice that of using nite di erences due to the use of a locally-re ned mesh where needed. The nite-element method thus appears to be a promising and feasible alternative to classical nite-di erence schemes for ocean circulation modeling, while o ering the enhanced exibility of using grids of variable sizes, shapes and orientation.
Most, if not all, large-scale ocean models are based on Eulerian advection schemes. This means that the accuracy of the non-linear terms, and thus of the slow Rossby modes, is determined by the order of the spatial discretization scheme. A high-order spatial accuracy is desirable for the treatment of the slow Rossby modes, especially in advection-dominated boundary-current and upwelling / downwelling regions, and has proven practical and bene cial for atmospheric prediction models using regular meshes. Similar spatial accuracy should be suitable for ocean models. However, it seems di cult to improve upon the accuracy of present unstructured triangular nite-element ocean discretizations, which for the most part use quadratic basis functions. Indeed, as indicated by Sani et al. (1981) , the use of higher-order nite elements would not only result in a signi cant increase in computational cost, but might also generate additional computational modes (unrelated to the physical solution) and consequent accuracy and stability problems for non-linear time-dependent ows; the imposition of boundary conditions is also more delicate. Furthermore, Eulerian advection schemes often su er from signi cant numerical dispersion. This usually results in the use of unphysical di usion in order to keep the solution coherent, and can adversely a ect the accuracy of the slow Rossby modes for long-term integrations. The numerical approximation of the advection terms is still an active area of research. For example, recent formulations (Ma 1993; Iskandarani et al. 1995; Taylor et al. 1997 ) using the spectral-element technique take advantage of the rapid convergence rate of spectral methods to attain high spatial accuracy.
In a nite-element context, both the accuracy and dispersion di culties encountered with an Eulerian scheme should, in principle, be surmountable by combining the niteelement scheme with a semi-Lagrangian treatment of advection. Such a combination should bene t from the exibility of nite-element meshes, the small numerical dispersion of a semi-Lagrangian scheme, and the possibility of a high-order treatment of the advection terms. Furthermore, the semi-Lagrangian scheme scheme o ers the possibility of using timesteps that exceed those permitted by the Courant-Friedrichs-Lewy (CFL) stability criterion for Eulerian discretizations of advection-dominated ows. For many years, atmospheric models have successfully combined both methods on regular domains for both the shallow-water and hydrostatic primitive equations (Staniforth and Côt e 1991) .
The aim of the present study is to combine the nite-element and semi-Lagrangian methods on unstructured triangular meshes, and to demonstrate the feasibility of this approach for ocean modeling. Since ocean models typically have unrealistically-large eddy viscosities, a further goal of this study is to develop a numerical model that has minimal viscosity. The paper is organized as follows. In Section 2, the model equations are presented, and in Sections 3 and 4 the time and space discretizations are respectively described. The results of test calculations are presented in Section 5, and conclusions are drawn in Section 6.
Governing equations
Consider an inviscid layer of constant-and uniform-density uid. The surface elevation, (x; y; t), represents the height of the uid surface above the reference level z = 0, and the rigid bottom is de ned by z = ?H(x; y), where H(x; y) is the equilibrium uid depth between the bottom and the reference level z = 0.
The inviscid shallow-water equations in Cartesian coordinates (Pedlosky 1979; LeBlond and Mysak 1978) 
where n is the outward-pointing normal vector at the boundary. It is assumed that the total uid depth, H + , is strictly positive. Eqs. (1) and (2) are solved subject to the boundary condition (3), and prescribed initial conditions for velocity u(x; y; t = 0) and surface elevation (x; y; t = 0).
Temporal discretization
An analysis of a one-dimensional linearization of the shallow-water equations (1) -(2) reveals three solution frequencies per wavenumber. The rst two are fast gravitational modes, while the third is the slow or Rossby mode, the mode of principal interest here. Rapidly-propagating gravitational disturbances usually carry relatively-little energy for many geophysical ows when compared to the Rossby modes of the large-scale dynamics, and they thus play a relatively-insigni cant role. However, they do considerably limit the maximum timestep allowed by the CFL stability criterion in formulations that use an explicit time discretization, e.g. the leapfrog scheme. In an atmospheric context, Robert (1969) and Robert et al. (1972) demonstrated that much larger timesteps can be used if the linear terms responsible for the rapidly-propagating gravitational oscillations are treated semi-implicitly. The semi-implicit scheme reduces the phase speeds of these fast disturbances without modifying their amplitude. Indeed, timesteps of six times greater, or more, than that of explicit leapfrog schemes can be realized without degrading the accuracy of the solution. Unless an accurate representation of the fast modes is important, gravity waves may be regarded as small-amplitude noise superimposed on the slow solution, and they can be justi ably retarded by a semi-implicit or an implicit time scheme.
However, the maximum-allowable timestep when using a semi-implicit scheme still remains much smaller than that based on accuracy considerations alone, and is constrained by an explicit Eulerian treatment of advection. The CFL condition ensures that the domain of dependence of the analytical solution of a hyperbolic partial di erential equation is contained within the domain of dependence of the numerical solution. For advection-dominated ows, a time discretization in a Lagrangian framework can circumvent the CFL bound associated with Eulerian advection. This led to the development of semi-Lagrangian advection schemes inspired by the work of Fj rtoft (1952), Wiin-Nielsen (1959), and Sawyer (1963) . Such methods shift the numerical domain of dependence, in the form of a nite-di erence stencil, to the grid cell containing the upstream departure point of the uid particle trajectory, thus permitting Courant numbers that can greatly exceed unity. They can be considered to be equivalent to Eulerian methods that are shifted upwind by the advecting velocity.
The semi-Lagrangian method combines the gridpoint nature of Eulerian schemes with the enhanced stability of Lagrangian methods, and the treatment of time and space are intimately linked. For atmospheric ows, Robert (1981 Robert ( , 1982 combined the semi-implicit scheme with a semi-Lagrangian treatment of advection to obtain a shallow-water model (and subsequently a hydrostatic primitive equations model; Robert et al. 1985) that is stable with large timesteps. It was found that the timestep could be increased by a further factor of six (with respect to a semi-implicit model having an Eulerian treatment of advection) at a small additional cost (due to interpolation), without reducing the accuracy of the solution. Temperton and Staniforth (1987) and McDonald and Bates (1987) demonstrated a further gain of a factor of two by using a two-time-level instead of a three-time-level scheme. A review of semi-Lagrangian integration schemes for atmospheric models using structured meshes can be found in Staniforth and Côt e (1991) .
Stability analyses show that semi-implicit semi-Lagrangian discretizations are unconditionally stable when applied to linear and constant-coe cient equations. The possibility of stable integration with Courant numbers exceeding unity is not the only virtue of a semi-Lagrangian advection scheme. It also gives good phase speeds with little numerical dispersion when compared to Eulerian schemes. This means that a semi-Lagrangian treatment of advection does not require the signi cant dissipation generally used to damp spurious dispersion in Eulerian ocean models. Some damping does however occur in a semi-Lagrangian scheme due to spatial interpolation, but it is quite scale selective provided su ciently-high-order interpolators are used. Because of this scale selectivity, it is plausibly hypothesized that this damping may be su cient to permit the use of muchsmaller arti cial viscosity terms in semi-Lagrangian formulations of ocean models. A two-time-level scheme is potentially twice as e cient as a three-time-level scheme and is therefore adopted for the present study. A schematic for the two-time-level semiLagrangian scheme of Temperton and Staniforth (1987) , that has O( t 2 ) accuracy, is shown in Fig. 1 in one dimension. A di erent set of particles is selected at each timestep, and these are required to arrive at mesh nodes at the end of the timestep. The straight line ( A 0 C ) approximates the exact trajectory ( A C ), both of which arrive at mesh point x m at time t n + t. The particle is displaced by the distance m during the timestep t.
The total time derivative at mesh nodes is simply the rate of change along ow characteristics; semi-Lagrangian advection thus uses time di erences along particle trajectories. The other terms in the governing equations, such as the Coriolis and surface elevation terms, are treated as time averages along these trajectories. The pressure-gradient term in the momentum equation, and the divergence in the continuity equation, are both time averaged (i.e. treated semi-implicitly) in order to stably integrate with long timesteps, and the consequence is that the propagation of fast-moving gravitational disturbances is greatly retarded. The Coriolis terms are also time averaged because, in the context of a two-time-level scheme, they would give rise to instability if treated explicitly.
The semi-Lagrangian / implicit discretization of the model equations (1) - (2) 
where the superscript \ 0 " denotes evaluation at the departure points ( x m ? m ; t n ), and the absence of a superscript denotes evaluation at the arrival points ( x m ; t n + t (7) To compute the RHS of (6) - (7) the following two-step process is used :
1. Solve for the displacement m by approximate integration of the displacement equation
that de nes the trajectories, where x = (x; y) is the position vector. The two-timelevel scheme of Temperton and Staniforth (1987) and McDonald and Bates (1987) rst extrapolates the velocity eld at all nodes at time ( t n + t=2 ) to yield an O( t 2 )-accurate estimate of the velocities at time ( t n + t=2 ) . Thus :
u ( x m ; t n + t 2 ) = 3 2 u ( x m ; t n ) ? 1 2 u ( x m ; t n ? t ) + O( t 2 ) :
To integrate (8), a rst-order estimate (0) m = t u ( x m ; t n ) is combined with a number of iterations (usually two) of a second-order midpoint Runge-Kutta corrector
A su cient condition for convergence of the xed-point corrector iteration (10) is that t max ( ju x j; jv y j; ju y j; jv x j ) < 1. For one-dimensional ow, this implies that trajectories cannot intersect during a timestep of length t.
When iteratively solving (10), interpolation is required to evaluate the velocityũ at the mid-point ( x m ? (k) m =2 ) of the trajectory at time t n + t=2, since the trajectory midpoint generally lies between meshpoints. It has been found Temperton and Staniforth 1987; Bates et al. 1990 ) that negligibly-small di erences in the solution result from using linear rather than cubic interpolation for the trajectory computations, so linear interpolation is adopted here for this purpose.
2. Once the values of m are known, an interpolator must also be used to evaluate the RHS of (6) - (7) at the upstream departure points x m ? m . The choice of interpolator for the upstream evaluation of advected quantities has a crucial impact on the accuracy of the method. This is because the accuracy of the advection terms, and thus that of the slow Rossby modes, depends strongly on the choice of interpolation procedure and particularly so on its order. This is further discussed below.
In regular domains with structured meshes, various polynomial interpolation schemes have been tried, including linear, quadratic, cubic and quintic Lagrange polynomials, and bicubic splines. Bicubic spline interpolation, which gives fourth-order accuracy with little damping, has been found to be a good compromise between accuracy and computational cost (Purnell 1976; Bates and McDonald 1982; McDonald 1984; Pudykiewicz and Staniforth 1984) . These studies were performed in the context of atmospheric models using a regular Cartesian mesh. A thrust of the present work is to reexamine these issues in the broader context of unstructured meshes for an ocean model. Le Roux et al. (1997) performed experiments for the passive advection of a cosine hill using a kriging interpolator. The accuracy attained on a structured grid was found to be at least as good as that obtained using bicubic spline interpolation, and the damping and dispersion of a cosine hill remained small after very many timesteps. Similar accuracy was also observed for an unstructured triangular mesh, thus demonstrating the potential of the approach. Le Roux et al. (1997) noted that the computational cost of kriging can nevertheless be signi cant, and that further elucidation of this question is needed in the context of a realistic oceanic application. Kriging interpolation for semi-Lagrangian advection is adopted in the present proof-of-concept study and, as con gured herein, is found to be computationally viable.
4 Spatial discretization 4.1 A nite-element basis pair for the coupled momentum-continuity equations
The accuracy of the nonlinear terms mainly derives from the semi-Lagrangian treatment of advection in the present formulation, and not from the accuracy of the nite-element scheme. Furthermore, a semi-implicit scheme is used to discretize the terms responsible for the rapidly-propagating gravitational oscillations, and also for the Coriolis terms. Accurate nite elements are thus not required in such a formulation, and it is argued that low-order velocity / surface-elevation element combinations are cost e ective. However, these elements often su er from computational noise problems when representing geostrophic balance (Le Roux et al. 1998 ). Le Roux et al. (1998) therefore proposed the use of an unconventional and largely-unknown element pair, termed P 1 iso P 2 ?P 0?3 , that is based on piecewise-linear and piecewise-constant basis functions. This element pair was coupled with a semi-implicit treatment of gravity-wave terms. It performed well for the inviscid linear shallow-water equations, and it is adopted for the present study. It facilitates the algebraic substitution of discrete values of surface elevation from (7) into (6), and leads to a discrete Helmholtz problem with a very sparse matrix.
Weak Galerkin nite-element discretization
Let be the model domain with boundary ?. Function spaces are now de ned using standard notation for Sobolev spaces. In particular, H 1 ( ) is the space of functions in the square integrable space L 2 ( ), whose rst derivatives also belong to L 2 ( ). Let u be in a subspace V of H 1 ( ) H 1 ( ) such that u n = 0 on ? for all u belonging to V , and let be a su ciently-regular scalar function. The nite-element weak formulation of the temporally-discretized equations (6) - (7) requires the test functions ' (whose x-or ycomponent is formally denoted by ') and to respectively belong to the same function spaces as u and respectively, such that :
where the area element is d = dxdy.
The Galerkin method approximates the solution of (11) - (12) in a nite-dimensional subspace. The discrete approximation represents each variable as a linear sum of appropriate basis functions over a given triangular element. Recall that the P 1 iso P 2 ? P 0?3 element is adopted in the present study. To avoid computing derivatives, the third term in the LHS of (11) and the corresponding one appearing in the RHS of (11) are integrated by parts using Green's theorem. In this way, only ' derivatives are required, and no derivatives. The former are well de ned since ' belongs to V , which is piecewise di erentiable. The integration by parts leads to the so-called \weak" form: 
Consider a nite-element triangulation T h , of the polygonal domain , where h is a representative meshlength parameter that measures resolution. Each triangle K in the triangulation T h is now divided into four sub-triangles K i (i = 1; 4) by joining the midpoints of each of its sides, thus de ning a re ned triangulation, denoted T h=2 and displayed in Fig. 2 for triangle K of the triangulation T h . For each triangle K i (i = 1; 4) belonging to T h=2 , let P 1 (K i ) denote the space of linear polynomials on K i .
The sought discrete solution u h belongs to a nite-dimensional space V h of V , and the space V h is de ned to be the set of functions u h whose restriction on K i belongs to P 1 (K i ), The discrete solution h is sought in a nite-dimensional subspace Q h of L 2 ( ) consisting of piecewise-constant polynomials over the triangles of the triangulation T h=2 . For each triangle K of T h (one such triangle is shown in Fig. 2 (14) and (12) need to be rst evaluated at the previous timestep at mesh nodes. Using (6) - (7) and (13), and applying the weak Galerkin procedure to orthogonalize the error to the basis, R u and R are respectively sought in V h and Q h such that : Z
for all basis functions ' p and j belonging to V h and Q h respectively.
The dependent variables in (23) are expanded in terms of the basis functions using (16) - (18) and (20) . A linear system is thus obtained for R u at all vertices of T h=2 since u h and h at the previous timestep are known quantities, and the Conjugate Gradient Method with a diagonal preconditioner is used to solve this system. Eq. (24) is simpler to solve since the mass matrix appearing on the LHS is block diagonal, with all of the 3 3 blocks being identical (Le Roux et al. 1998 ). The dependent variables in (24) are expanded in terms of the basis functions using (16) and (20) 
The elds R u and R are then interpolated at the upstream positions ( x m ? m ), using a kriging interpolator as described in Section 3, to obtain R u ] 0 and R ] 0 . It remains to solve (12) and (14) to obtain velocity and surface elevation at the new timestep.
Solution of the coupled system (12) and (14)
The weak Galerkin procedure is used to solve the coupled system (12) 
Eq. (30) is weakly nonlinear due to the presence of the logarithmic term in the LHS. There are several known methods for solving such nonlinear algebraic equations (Ortega and Rheinboldt 1970; Stoer and Bulirsch 1980) . Fast convergence rates can be obtained by applying Newton's method, and to do so, the Gâteaux derivative (Kolmogorov and Fomin 1974) of the logarithmic term on the LHS of (30) is formally computed. For a given initial guess (0) h , Newton's procedure leads to search for a sequence
for each iterative step k = 1; 2; 3; :::, that is expected to converge to the solution of the original problem. The mass matrix appearing in the LHS of (33) is still block diagonal, as in (24), but the 3 3 blocks are no longer identical. At each iteration, the surface elevation in (33) is again represented on each triangle K of T h in terms of the local divergence of u. Thus for each triangle K of T h , (33) leads to
where 
The values of (k) Eq. (29) can then be written using matrix notation as
where M and C are the mass and Coriolis operators respectively and B denotes the RHS.
The matrices M and C are computed once at the beginning since they are time independent. G is the gradient operator obtained after substitution of from (37) in the third term in the LHS of (29), and it involves the computation of products of r ' s and r ' p ; the latter are in turn constant on each subtriangle of T h=2 . The global matrix for the velocity components, denoted by A, is a sparse matrix, having an average of 23 non-zero elements per row. Its structure coincides with that of the velocity mass matrix for the P 2 ? P 1 element. A Compressed Sparse Row (CSR) scheme is used for storage e ciency. An iterative solution method is used since the matrix A is time dependent.
Because the matrix is non-symmetric due to the Coriolis terms, a Generalized Minimal Residual (GMRES) iterative method is used with a diagonal preconditioner. For each iterative step (k), (k) is obtained from (37) and substituted in the third term in the LHS of (29), thus only the matrix G needs to be recomputed. The linear system (38) is then solved to obtain u at iteration (k). The same procedure is repeated until a converged value of is obtained.
At a boundary node it is necessary to apply the condition (3) of no-normal-ow across element boundaries which are not parallel to the Cartesian coordinate axes. For the midside vertex nodes of T h=2 , the normal direction along the boundary is uniquely de ned, but this is not true in general for the vertex nodes of T h . Engelman et al. (1982) suggested the de nition of a unique normal direction at boundary nodes by invoking mass conservation arguments in the incompressible case. This problem has been addressed by Gray (1984) for the more complex case of the shallow-water equations. The components of the normal vector n = (n 1 ; n 2 ) at a boundary node B of T h , shown in Fig. 3 (Fig. 3) . Since is a function of time, the normal components have to be recomputed at each timestep. The x ? y momentum equations corresponding to a boundary node in (38) are transformed into tangential and normal equations, the local x ? y coordinate system at this node is rotated to coincide with the tangential and normal directions, and the no-normal-ow boundary condition is applied (Engelman et al. 1982) .
Results
The results of two tests using the combination of the nite-element, semi-implicit, and semi-Lagrangian methods are now presented.
As previously mentioned, kriging is used as the interpolator when solving (6) - (7). Local or primal kriging is adopted here, rather than dual kriging, since it is easier to implement, and the two variants are in any case formally equivalent (Trochu 1993) . The generalized covariance K(l), where l represents Euclidean distance, governs the type of interpolation obtained by kriging. Matheron (1980) has shown that kriging is, in 1-dimension, equivalent to cubic-spline interpolation when K(l) = l 3 . Le Roux et al. (1997) obtained fourth-order accuracy or better for passive advection on unstructured meshes with this choice of covariance, and it is adopted for the present experiments. In practice, it was found that between 25 and 30 surrounding nodes for the local linear kriging system are su cient to maintain high accuracy.
Although mass is an invariant of most oceanic and atmospheric dynamical systems, the discrete approximation of the governing equations is rarely conservative, and this is so for the present model. The formal lack of conservation is due both to writing the continuity equation in logarithmic form, and to the interpolation of a semi-Lagrangian discretization. This could unacceptably degrade accuracy for long simulations. Here, the strategy is to use a mass xer similar to that used in atmospheric global climate models (Rasch and Williamson 1990) . Speci cally, mass conservation is imposed by pointwise adding an amount = (M (0) ?M (t) )=A to the sea-surface elevation eld at the end of each timestep, where M (0) and M (t) are respectively the mass at initial time and at the current timestep, and A is the area of the domain. The average correction for the experiments presented herein was found to be = 10 ?5 m, which is very small when compared to values of as large as 500 m. The correction is thus negligibly small when compared to the temporal and spatial truncation errors. Note that even without mass correction, the mass surplus was found to be less than 0:1 % after two weeks of simulation.
Equatorial Rossby soliton
The goal of the rst experiment is to test the ability of the shallow-water-equations model described herein to simulate slowly-propagating Rossby modes. The particular case of the propagation of an equatorial solitary Rossby wave is examined. Solitary waves, rst discovered in nature in 1834, are horizontally localized disturbances in which dispersive and non-linear e ects balance to create a wave of permanent form. Equatorial solitons are con ned to a narrow band about the equator by Coriolis forces, and in the absence of dissipation, they should preserve their shape while travelling westward at a constant phase speed. The purpose of this experiment is to reproduce numerically the main characteristics of such a propagation.
The shallow-water equations (1) - (2) (42) where L = a E ?1=4 , T = E 1=4 (2 ) ?1 and U = p g H. In the above E = 4 2 a 2 (g H) ?1 is the Lamb number, a is the radius of the earth, is the angular frequency of the earth's rotation, and H is the so-called \equivalent depth" for a reduced gravity model. A second passive layer is implicitly assumed that is in nitely deep and at rest. This formulation precludes any in uence of the bathymetry, and the mean depth H is therefore set constant in the simulations. By taking H = 0:41 m, the mean gravity wave speed is U = 2 m s ?1 and it corresponds to the wave speed of the rst baroclinic mode. This choice yields a length scale L = 296 km and a time scale T = 41 h.
By substituting the non-dimensionalized variables from (42) into (1) - (2), and omitting the primes, we obtain the shallow-water equations on an equatorial -plane :
which are solved subject to the no-normal-ow condition (3).
The rectangular domain extent is 32 8 non-dimensional units. The triangulation T h , shown in Fig. 4 a, has an average resolution of h 0 = 0:5 in the re ned part of the mesh and h 0 = 1 elsewhere (0.25 and 0.5 respectively for the triangulation T h=2 ) in non-dimensional units, with h 0 = h=L.
The velocity and sea-surface elevation are prescribed at initial time (Boyd 1980; Boyd 1985) : u(x; y; 0) = AB 2 (6y 2 ? 9) 4 sech 2 (Bx) e ?y 2 =2 (45) v ( The semi-implicit semi-Lagrangian discretization permits Courant numbers that exceed unity. However, depending upon the physics of the problem, a long timestep can introduce signi cant truncation error and, for computational e ciency, it should be chosen such that the temporal and spatial truncation errors are approximately equal. In the present experiment, corresponding to the dynamics of the rst baroclinic mode, this balance is obtained for t 0 = 0:25 non-dimensional time unit. The gravitational Courant number is thus C g (U T=L) t 0 = h 0 1, where the node spacing h 0 is de ned here to be the distance between a midside node and an adjacent vertex node (see Fig. 2 ).
At the beginning of the integration, the sea-surface elevation loses approximately 5 % of its initial amplitude which propagates eastward as equatorial Kelvin waves. This is because the initial condition is not an exact solitary solution. Meanwhile the equatorial solitary Rossby wave propagates westward with little change in shape, and is shown in Fig.  4 c after 55 days of integration (32 non-dimensional time units). The present model gives a phase speed of 0:79 m s ?1 for this Rossby soliton, close to that obtained by Iskandarani et al. (1995) with a spectral-element model, while the asymptotic solution of Boyd (1980) predicts a value of 0:78 m s ?1 . It is argued here, as in Iskandarani et al. (1995) , that the observed discrepancy between the numerical solution and Boyd's asymptotic solution is small and essentially due to the asymptotic nature of the Boyd solution.
Anticyclonic eddy propagation
In the second experiment the slowly-propagating Rossby modes are simulated in the case of the evolution of a typical anticyclonic eddy at mid-latitudes. To accomplish this, it is run, as in the rst experiment, as a reduced-gravity model with parameters set to correspond to the rst internal vertical mode of a baroclinic model. The mean depth H is therefore set constant in the simulations.
The Gulf of Mexico is chosen as the domain to test the model in a realistic geometry. The Gulf is a partially-con ned basin with only two passages to the open ocean, the Yucatan Channel and the Florida Straits. Water enters through the Yucatan Channel as the Yucatan Current, then penetrates northward into the Gulf to form the Loop Current, before nally exiting through the Florida Straits as the Florida Current. Every year about 1 ? 3 warm core anticyclonic eddies may separate from the Loop Current and propagate into the western Gulf following a mainly southwestward path with an average speed of 2 ? 6 km per day (Elliott 1982; Vukovich and Crissman 1986; Kirwan et al. 1988 ). Once on the continental shelf, anticyclonic eddies often generate cyclonic eddies, and the anticyclonic / cyclonic eddies then migrate northward (Merrell and Morrison 1981; Merrell and Vazquez 1983; Brooks 1984) . The anticyclonic eddies have a mean diameter of 300 ? 400 km and a depth signature of about 1 000 m. These eddies appear as warm salty bodies with a time-scale of about one year. They are a major feature of the large-scale Gulf circulation. Hurlburt and Thompson (1980) rst studied the circulation in the Gulf of Mexico using three nonlinear models, viz : two-layer; barotropic; and reduced-gravity models. They showed that even with a steady prescribed in ow through the Yucatan Strait and no wind stress, there is a natural quasi-annual ow cycle due primarily to the internal dynamics within the Gulf. After being shed from the Loop Current, the eddies propagate westward as solitary Rossby waves until they interact with the western boundary. Hurlburt and Thompson also noted that a reduced-gravity model having a single vertical mode should be able to simulate the basic dynamics of the Loop Current eddy system. The present simulation ignores in ow and out ow through the Yucatan Channel and the Florida Straits, and the basin is assumed to be closed. Furthermore, wind forcing is neglected. The model is initialized with a symmetric anticyclonic eddy located at the middle of the Gulf. Although this experiment is highly idealized, it is expected that certain observed features of the life cycle of anticyclonic eddies in the western Gulf should be simulated. The westward propagation of the eddy and its interaction with the western boundary are of particular interest. This is why the unstructured triangular mesh shown in Fig. 5 is used, which has higher resolution at the western part of the domain. The domain extent is approximately 1 800 km 1 350 km. The triangulation T h has an average resolution of 20 km in the western part of the Gulf and 60 km in the eastern part. Such a re ned triangulation gives a realistic representation of the western coastline.
Eqs. (1) - (2) In the present experiment the balance between temporal and spatial truncation errors is obtained for t = 300 s. The gravitational Courant number is thus C g p g 0 H t = h 0:1, which is relatively small. Here, h is the distance between a midside node and an adjacent vertex node (see Fig. 2 ). Note that the timestep has been chosen on the basis of accuracy considerations rather than stability, and it is a consequence of having set the parameters to correspond to the dynamics of the rst vertical mode rather than of the external mode.
The rst eddy simulations using the model were performed without any explicit eddy viscosity. However, after several days of integration some small-amplitude noise appeared in the ow-speed eld, which progressively ampli ed as the integration progressed, and ultimately led to unacceptable results. We believe this small-amplitude noise to have the same origin as the noise observed in the simulation of gravity waves using the linear version of the model (Le Roux et al. 1998) . A weak eddy-di usion term was therefore introduced, but only for velocity. At the end of each timestep, after the computation of a provisional velocity eld from (38), denoted by u , eddy di usion is applied by solving u ? u t = r 2 u ;
for u, subject to the zero-ux condition r u n = 0, where is the Laplacian eddyviscosity coe cient. A small value of = 75 m 2 s ?1 was found su cient to suppress the most signi cant noise in the presented simulations. Furthermore, such a value permits the use of u instead of u in the evaluation of the viscous term on the RHS of (49). The computational e ciency of this explicit treatment of viscosity form is further enhanced by mass lumping the mass matrix that appears on the LHS of (49) after its nite-element discretization.
At initial time the eddy is located in the middle of the Gulf of Mexico and di erent stages of its propagation are respectively shown in Figs. 6 and 7 for the sea-surface elevation and ow-speed. Since the velocities are initially in geostrophic balance, shortly after initialization, there will be a readjustment of the ow toward a gradient wind balance on the -plane. During this time, the sea-surface elevation loses approximately 10 % of its initial amplitude. However, the slight imbalance in the initial conditions does not a ect the long-term evolution of the eddy. As predicted by Rossby-wave dynamics, the eddy migrates to the west and its westerly course exhibits a southwesterly drift that is due to non-linear e ects. The average translation is approximately 6:5 km day ?1 and in good agreement with that predicted by theory ( R d by the wake progressively intensi es. By the time the eddy interacts with the western boundary, coastally-trapped waves are found everywhere around the entire basin. At this stage of the propagation, a ner mesh would be needed close to the boundary, to capture the recirculation regions, and continue the experiment. During the 11 weeks of simulation, there is an initial 10 % reduction in sea-surface elevation due to ow adjustment, followed by a further 10 % reduction in its amplitude. This indicates a low rate of numerical diffusion during the experiment, and thus an accurate calculation of the slowly-propagating Rossby modes.
Conclusion
The nite-element, semi-implicit, and semi-Lagrangian methods have been successfully combined together on unstructured meshes. The unforced shallow-water equations have been solved using semi-Lagrangian advection with a kriging interpolator, thereby leading to an accurate representation of the slow Rossby modes. In the absence of arti cial di usion, an equatorial solitary Rossby wave was found to preserve its shape and traveled at an almost-constant phase speed while propagating westward. The propagation of a typical anticyclonic eddy has also been simulated with a realistic geometry, viz. in the Gulf of Mexico, assumed here to be bounded by a rigid wall. Although the experiment is highly idealized, the Rossby wave dynamics of the propagation is well simulated by the model. These encouraging results suggest undertaking further experiments with a realistic bathymetry and wind forcing. facilities of CERCA (Centre de recherche en calcul appliqu e) is also acknowledged. 
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