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А. В. КУзЬМиНА
НАХОЖДЕНИЕ МОМЕНТОВ ОБОБщЕННЫХ ГИПЕРБОЛИЧЕСКИХ ПРОЦЕССОВ  
С ИСПОЛЬЗОВАНИЕМ СЕМИИНВАРИАНТНОГО ПОДХОДА
Рассмотрено применение семиинвариантного подхода для нахождения моментов обобщенных гиперболических про-
цессов Леви: гиперболического процесса, нормального обратного гауссовского процесса, дисперсионного гамма-процесса. 
Эти процессы используются в моделях управления риском и моделях определения стоимостей производных финансовых 
инструментов. Процессы Леви класса обобщенных гиперболических процессов в наибольшей мере соответствуют природе 
эволюции движения цен финансовых инструментов. Обобщенные гиперболические процессы Леви учитывают такие важные 
характеристики финансовых данных, как асимметрия, эксцесс, тяжелые хвосты. Получены выражения для математического 
ожидания, дисперсии, асимметрии и эксцесса гиперболического процесса, нормального обратного гауссовского процесса, 
дисперсионного гамма-процесса. 
Ключевые слова: процессы Леви; обобщенный гиперболический процесс; гиперболический процесс; нормальный обрат-
ный гауссовский процесс; дисперсионный гамма-процесс.
Generalized hyperbolic processes moments determination using cumulant method are considered at the paper. These processes are 
used at stock price models and risk management models. Generalized hyperbolic processes are processes which allow an almost perfect 
fit to financial data. These processes take into account skewness, kurtosis and heave tails of financial data. Mean, variance, skewness 
and kurtosis of hyperbolic process, normal inverse Gaussian process, variance gamma process are deduced.
Key words: Levy processes; generalized hyperbolic process; hyperbolic process; normal inverse Gaussian process; variance gam-
ma process.
Обобщенные гиперболические процессы используются в моделях Леви, которые в настоящее время 
наиболее адекватно отражают эволюцию финансовых характеристик. Свойствам и применению этих 
процессов посвящены работы [1– 4].
В настоящей статье рассматривается применение семиинвариантного подхода при вычислении ма-
тематического ожидания, дисперсии, асимметрии и эксцесса процессов Леви из семейства обобщен-
ных гиперболических процессов. Согласно семиинвариантному подходу математическое ожидание, 
дисперсия, асимметрия и эксцесс случайной величины X определяются следующими выражениями 
соответственно:
EX = c1;
 DX = c2 ;
 
(1)
SX c c= 3 2
3 2/ / ;
KX c c= +3 4 2
2/ ,
где c i
u
un
n
n
X
n
u
=
∂
∂
−
=
ln ( )
( )
ϕ
0
– семиинвариант n-го порядка случайной величины X ; n uX=1 2, , . . . , ( )ϕ  – 
характеристическая функция случайной величины X u, .∈
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Определение 1 [2, 3, 4]. Случайная величина X, заданная на вероятностном пространстве ( , , ),Ω Ρ  
имеет обобщенное гиперболическое распределение с параметрами l, a, b, d, m, если ее плотность рас-
пределения имеет вид 
f x aX
GH ( ; ) ( )λ α β δ µ λ α β δ µ, , , , , , , ,= ×
× + −( ) + −( ) −− −δ µ α δ µ β µλ λ2 2 1 2 2 1 2 2 2( ) ( ) exp ( ( )),( / )/ /x K x x
где a
K
( )
/
/
λ α β δ µ α β
piα δ δ α β
λ
λ λ
λ
, , , , =
−( )
−( )−
2 2 2
1 2 2 22
,
K z u z u u duλ
λ( ) exp= − +( ) − −
∞∫12 121 10  – модифицированная функция Бесселя 3-го рода, z > >0 0, , .µ α∈
δ β α≥ <0, ,  если l > 0;
δ β α>0, < ,  если l = 0;
δ β α>0, ≤ ,  если l < 0.
Случайную величину с обобщенным гиперболическим распределением обозначим как 
X GH~ ( ).λ α β δ µ, , , ,
Теорема 1. характеристическая функция обобщенного гиперболического распределения задается 
следующим выражением:
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α β
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iu
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, , , , = −
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

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2 2
2 2 +( )
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iu
K
)
,
2
2 2
λ δ α β
 (2)
где Kl (z) – модифицированная функция бесселя 3-го рода, z > 0.
Д о к а з а т е л ь с т в о .  Поскольку обобщенное гиперболическое распределение является смесью нор-
мального распределения [5] с математическим ожиданием bY + m, дисперсией Y, т. е. X N Y Y~ ( , ),β µ+  
и обобщенного обратного гауссовского распределения с параметрами l, a = d, b = −α β2 2 ,  т. е. 
Y GIG~ ,λ δ α β, 2 2−( )  [2, 4, 5], то его характеристическая функция представима как [5]:
 ϕ λ α β δ µ µ ψ β λ δ α βX
GH
Y
GIGu iu iu u( ; ) exp ( ) / ; , ,, , , , ,= − −( )1 2 2 2 2  (3)
где ψ λ δ α βYGIG z; ,, 2 2−( )  – производящая функция случайной величины Y, z > 0. Согласно определе-
нию производящей функции 
ψ λ δ α β ϕ λ δ α βYGIG YGIGz E zY iz; {exp( )} ; , ,, , ,2 2 2 2−( ) = = − −( )
где ϕ λ δ α β
λ
λ
λY
GIG u
K ab
iu b K ab iub; ,
( )
/
/
, /2 −( ) = −( ) −( )−2 2 2 21 1 2 1 2  – характеристическая функция 
случайной величины Y с обобщенным обратным гауссовским распределением Y GIG~ , ,λ δ α β, 2 2−( )  
z > 0 [2, 4]. Тогда имеем
ψ β λ δ α βYGIG iu u− −( ) =1 2 2 2 2/ ; ,,
= − −( ) −( ) =ϕ β λ δ α βYGIG i iu u1 2 2 2 2/ ; ,,
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Подставляя (4) в (3), получаем (2). Теорема доказана.
Важное свойство обобщенного гиперболического распределения, доказанное в работе [6], заклю-
чается в том, что это распределение является безгранично делимым. В силу свойства безграничной 
делимости обобщенного гиперболического распределения можно определить обобщенный гиперболи-
ческий процесс.
Определение 2 [2, 4]. Случайный процесс H Ht t= ( ) ≥ 0  с параметрами l, a, b, d, m, заданный на ве-
роятностном пространстве (Ω, ℱ, P) со значениями в ,  такой, что H0 =п. н. 0, называется обобщенным 
гиперболическим процессом, если выполнены следующие условия:
1) H имеет независимые приращения;
2) для любых s t≥ ≥0 0,  H имеет стационарные с гиперболическим распределением приращения
H H H H GH t tt s s
d
t+ − = − 0 ~ ( , );λ α β δ µ, , ,
3) H обладает свойством стохастической непрерывности, т. е. для каждого t ≥ 0 и e > 0
lim | | .P H H
s t s t→
− >( ) =ε 0
В работе [7] для нахождения моментов r-мерного, r ≥ 1, случайного процесса применяется семиин-
вариантный подход. Применим этот подход в случае при r = 1 для вычисления математического ожида-
ния и дисперсии обобщенного гиперболического процесса.
Теорема 2. Математическое ожидание и дисперсия обобщенного гиперболического процесса 
H Ht t= ( ) ≥ 0  с параметрами l, a, b, d, m задаются следующими выражениями:
 
EH t t
K
K
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2 2
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2 2
2
2 2
2 2
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K
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K
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

.  
(6)
Д о к а з а т е л ь с т в о .  В силу свойства безграничной делимости обобщенного гиперболического 
распределения характеристическая функция распределения Ht имеет вид
 
ϕ λ α β δ µ ϕ λ α β δ µHGH HGH
t
t
u u( ; ) ( ; ) ,, , , , , , , ,= ( )1  (7)
где ϕ λ α β δ µHGH u1 ( ; ), , , ,  задано (2).
При семиинвариантном подходе математическое ожидание обобщенного гиперболического про-
цесса H Ht t= ( ) ≥ 0  связано с семиинвариантом первого порядка следующим образом:
EH c i
u t t
ut
H
GH
u
t
= =
∂
∂
−
=
1
1
0
ln ( ; )
.
ϕ λ α β δ µ, , , ,
Учитывая равенства (2), (7), получаем
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Взяв производные с учетом следующих свойств модифицированной функции Бесселя 3-го рода:
K x x K x K xλ λ λ
λ
′ = − −
−
( ) ( ) ( ),1
(8)
K x K x x K xλ λ λ
λ
− += −1 1
2( ) ( ) ( ),
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Дисперсию обобщенного гиперболического процесса H Ht t= ( ) ≥ 0  находим как
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В силу равенств (2), (7) имеем
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Взяв производные с учетом выражений (8), получим дисперсию обобщенного гиперболического 
процесса (6). Теорема доказана.
Важными частными случаями обобщенного гиперболического процесса являются следующие про-
цессы [2, 4].
1. Если l = –1/2, то получаем нормальный обратный гауссовский процесс N Nt t= ( ) ≥ 0  с параметра-
ми a, b, d, m.
2. При l = s2 / n, δ → 0  получаем VG-процесс V Vt t= ( ) ≥ 0  с параметрами α ν θ σ= +2 2 4/ ,/  
β θ σ= / 2.
3. Если l = 1, то имеем гиперболический процесс Y Yt t= ( ) ≥ 0  с параметрами a, b, d, m.
Следствие 1. Математическое ожидание и дисперсия нормального обратного гауссовского про-
цесса N Nt t= ( ) ≥ 0  с параметрами a, b, d имеют вид:
EN tt = −δ β α β/ ;2 2
DN tt = −( )−α δ α β2 2 2 3 2/ ;
SN tt = −( )− − −3 1 1 2 2 2 1 4βα δ α β( ) ;/ /
KN
t
t = +
+
−



3 1
2α β
δ α α β
4 2
2 2 2
.
Д о к а з а т е л ь с т в о .  Поскольку при l = –1 / 2 нормальный обратный гауссовский процесс являет-
ся частным случаем обобщенного гиперболического процесса, то доказательство представления первых 
двух моментов следует из теоремы 2. Доказательство выражений для асимметрии и эксцесса нормального 
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обратного гауссовского процесса проводится на основании соответствующих выражений (1). Причем 
семиинварианты обратного гауссовского процесса имеют вид:
c t t1
2 2( ) / ;= −δ β α β  c t t2 2 2
3 2
( ) ;
/
= −( )−α δ α β2
c t t3
2 2 2 5 23( ) ;
/
= −( )−βα δ α β  c t t4 2 2 2 2 7 23 4( ) ./= +( ) −( )−α δ α β α β2
Следствие 2. Математическое ожидание, дисперсия, асимметрия и эксцесс VG-процесса 
V Vt t= ( ) ≥ 0  c параметрами s, n, θ имеют вид:
EV tt = θ ;
DV t tt = +σ νθ
2 2 ;
SV tt = +( ) +( )−θν σ νθ σ νθ1 2 2 2 2 2 3 23 2 2/ // ;
KV t tt = + − +( ) −3 1 2 4 2 2 2ν νθ σ νθ/ .
Доказательство следствия 2 проводится по аналогии с доказательством выражений для математи-
ческого ожидания, дисперсии, асимметрии и эксцесса нормального обратного гауссовского процесса. 
Причем семиинварианты VG-процесса имеют вид:
c t t c t t t1 2
2 2( ) ; ( ) ;= = +θ σ νθ
c t t c t t t3
2 2
4
2 2 2 3 43 2 6 3( ) ; ( ) .= +( ) = +( ) −θν σ νθ ν σ νθ νθ
Следствие 3. Математическое ожидание и дисперсия гиперболического процесса Y Yt t= ( ) ≥ 0  c па-
раметрами a, b, d, m имеют вид (5), (6) при l = 1.
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УДК 519.21
С. П. СТАшУЛЁНоК, А. А. ТоЕСТЕВ
ФОРМУЛА ЗАМЕНЫ ПЕРЕМЕННОЙ В СТОХАСТИЧЕСКОМ ИНТЕГРАЛЕ  
СТРАТОНОВИЧА И ЕЕ ОБОБщЕНИЯ ДЛЯ СТОХАСТИЧЕСКИХ q-ИНТЕГРАЛОВ
Приводятся отличные от общепринятых определения стохастического интеграла Стратоновича и стохастических 
θ-интегралов для одномерного стандартного случайного процесса броуновского движения, когда подынтегральная функция 
представляет собой функцию одной переменной от броуновского движения. В этом случае доказана эквивалентность приведен-
ных определений классическим. Введенные определения позволяют обосновать использование формулы замены переменной 
применительно к стохастическим интегралам Стратоновича и получить обобщения формулы замены переменной для стохасти-
ческих θ-интегралов (0 < θ ≤ 1). В случае стохастических θ-интегралов замена переменной осуществляется лишь в допредельной 
интегральной сумме. Сходимость интегральных сумм установлена в пространстве L1(Ω, A, P) для дифференцируемых функций 
одной переменной, имеющих непрерывную производную и удовлетворяющих определенным условиям. Полученные результаты 
могут быть применены в стохастическом анализе, а также в его приложениях при вычислении стохастических интегралов.
Ключевые слова: стандартный случайный процесс броуновского движения; стохастический интеграл Ито; стохастиче-
ский интеграл Стратоновича; стохастический θ-интеграл.
