Monotonicity of the Lozi Family and the Zero Entropy Locus by Yildiz, Izzet Burak
ar
X
iv
:1
00
7.
00
70
v2
  [
ma
th.
DS
]  
17
 M
ay
 20
11 Monotonicity of the Lozi Family and the Zero Entropy
Locus
Izzet Burak Yildiz
Abstract
In [11], Ishii and Sands show the monotonicity of the Lozi family La,b in a C1
neighborhood of a-axis in the a-b parameter space. We show the monotonicity of
the entropy in the vertical direction around a = 2 and in some other directions for
1 < a ≤ 2. Also we give some rigorous and numerical results for the parameters at
which the Lozi family has zero entropy.
1 Introduction
Since its discovery in 1976, the He´non map [8] has been one of the most studied examples
in dynamical systems. It was introduced by M. He´non as a simple model exhibiting chaotic
motion. On the other hand, the Lozi map [13] which is a piecewise affine analog of the He´non
map has been also important since it has a simpler structure but similar chaotic behavior.
The He´non family is defined by:
H = Ha,b :
(
x
y
)
7→
(
1− ax2 + by
x
)
, a,b ∈ R, b 6= 0,
while the Lozi family is defined by:
L = La,b :
(
x
y
)
7→
(
1− a|x|+ by
x
)
, a,b ∈ R, b 6= 0.
Thus, the quadratic term ax2 in the He´non family is replaced by the piecewise affine term
a|x|. This results in a considerably simpler family of maps. For instance, in [14] the existence
of attractors is proved for a large set of parameters, while in the He´non family, this is only
proven for a near 2 and b 6= 0 small (see [2]).
In this article we improve some of the entropy results obtained by Ishii and Sands in [11]
and give some partial results about the parameters at which the topological entropy of the
Lozi family is zero.
The following result about monotonicity was obtained in [11]:
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Theorem 1.1. For every a∗ > 1 there exists b∗ > 0 such that, for any fixed b with |b| < b∗,
the topological entropy of La,b is a non-decreasing function of a > a∗.
Our results can be summarized in the next three theorems:
Theorem 1.2. For any fixed a∗ in some neighborhood of a = 2, there exist b∗1 > 0 and b
∗
2 < 0
such that the topological entropy of La,b is a non-increasing function of b for 0 < b < b∗1 and
a non-decreasing function of b for b∗2 < b < 0.
Note that when a∗ > 2, the proof of the above theorem is trivial since those parameters stay
inside the maximal entropy region where the entropy is constant and equals log2 (see Fig. 6).
So, the non-trivial part is the one-sided neighborhood of 2, a∗ ≤ 2.
Let us define R2
>1+ = {(a, b) ∈ R2 | a > 1 + |b|}.
Theorem 1.3. For every 1 < a ≤ 2 there exist N1a , N2a ∈ R+ and two lines γ1,2 : (−δ1,2, δ1,2)→
R
2
>1+, δ1,2 > 0, given by γ1(t) = (a+N
1
a t,−t) and γ2(t) = (a+N2a t, t) such that the topological
entropy of Lγ1(t) and Lγ2(t) is a non-decreasing function of t.
Theorem 1.4. In a small neighborhood of the parameters a = 1 and b = 0.5, topological
entropy of La,b, htop(La,b), is zero.
Remark: The proof of this last result can be extended to other parameters as well. But
applying the method becomes difficult especially when b is close to 1. So we give some
numerical results for such parameters and obtain a picture (see Fig. 8) for the zero entropy
locus H0 = {(a, b)| htop(La,b) = 0} when a > 0 and b > 0.
Outline The remainder of this article is organized as follows. Section 2 gives an introduc-
tion to the Pruning Theory and some results by Ishii and Sands that we are going to use.
Our monotonicity results are proved in Section 3. Then, Section 4 extends these results.
Section 5 describes the results about the zero entropy locus.
2 Pruning Theory
The Pruning Theory was suggested by Cvitanovic´ [4] as a way of obtaining symbolic dynam-
ics for the He´non map. Certain conjectures were formulated which still remain unproved.
Motivated by this, and following suggestions of J. Milnor, Ishii [9], [10] provided an analogous
Pruning Theory for hyperbolic Lozi maps (i.e., those satisfying a > 1 + |b|) and proved an
appropriate ”Pruning Conjecture” which yielded a good symbolic description of the bounded
orbits of hyperbolic Lozi maps.
Let us recall the basic elements of this Pruning Theory:
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Let Σ denote the symbol space {−1,+1}Z with product topology. Define the shift map σ :
Σ→ Σ which is a continuous map given as σ(. . . ε−2, ε−1 ·ε0, ε1 . . .) = (. . . ε−2, ε−1, ε0 ·ε1 . . .).
For any ε ∈ Σ we call εu = (. . . ε−2, ε−1) the tail of ε and εs = (ε0, ε1 . . .) the head of ε.
Let Cu and Cs be the set of all tails and heads, respectively. So Σ may be identified with
Cu × Cs.
Define p(. . . , ε−2, ε−1)(a, b) = 1− bs−2 + b2s−2s−3 − b3s−2s−3s−4 + . . .,
where sn is defined as
sn ≡
1
−aεn +
b
−aεn−1 +
b
−aεn−2 +
b
. . .
. (1)
Similarly define q(ε0, ε1 . . .) = r0 − r0r1 + r0r1r2 − . . .,
where rn is defined as
rn ≡
1
aεn +
b
aεn+1 +
b
aεn+2 +
b
. . .
. (2)
Note that p(εu)(a, b) and q(εs)(a, b) are defined on Cu × R2
>1+ and C
s × R2
>1+ , respectively.
In the rest of the paper, we identify p with p ◦ π˜u and q with q ◦ π˜s where π˜u : Σ× R2>1+ →
Cu × R2
>1+ is the map (ε)(a, b) → (εu)(a, b) and π˜s : Σ × R2>1+ → Cs × R2>1+ is the map
(ε)(a, b)→ (εs)(a, b). So, we consider p and q as functions p, q : Σ× R2
>1+ → R.
For the proof of the next lemma, see lemma 4.3 and 6.1 in [9].
Lemma 2.1. For fixed ε ∈ Σ, the functions p(ε), q(ε), sn(ε), rn(ε) : R2>1+ → R are real
analytic in (a, b). Moreover, p, q, sn, rn and their partial derivatives with respect to a and b
are continuous as functions Σ× R2>1+ → R.
Definition 2.2. We call
Pa,b ≡ {ε ∈ Σ | (p− q)(. . . ε−2, ε−1 · ε0, ε1 . . .)(a, b) = 0}
the pruning front of La,b and
Da,b ≡ {ε ∈ Σ | (p− q)(. . . ε−2, ε−1 · ε0, ε1 . . .)(a, b) < 0}
the primary pruned region of La,b. The pair (Pa,b,Da,b) is known as the pruning pair of La,b.
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We call Aa,b ≡ Σ \
⋃
n∈Z σ
nDa,b = {ε ∈ Σ | (p− q)(σnε)(a, b) ≥ 0 ∀n ∈ Z} the admissible set.
We explain by the end of this section that one can show the increase of the entropy by
showing the decrease of the primary pruned region.
Definition 2.3. The set Pˆa,b ≡ Pa,b ∩Aa,b is the admissible pruning front.
LetK = Ka,b denote the set of all points whose forward and backward orbits remain bounded
under La,b. For a point X ∈ K we define π(X) to be the set of sequences (. . . ε−2, ε−1 ·
ε0, ε1 . . .) where
εi ≡


+1 if Li(X)x > 0
∗ if Li(X)x = 0
−1 if Li(X)x < 0

 .
Here ∗ can be both +1 and −1; and Yx is the x-component of Y . An element of π(X) is
called an itinerary of X . So a point X can have more than one itinerary.
Now let us define the standard partial orders on Cs ∪ Cu:
Definition 2.4.
1. Let εs and δs be two distinct elements in Cs. Then there exists the smallest number
i ≥ 0 such that εi 6= δi. We say εs <s δs if one of the following is satisfied:
(i) The number of +1’s in ·ε0 . . . εi−1 is even and εi < δi,
(ii) The number of +1’s in ·ε0 . . . εi−1 is odd and εi > δi,
where order on the symbols is −1 < +1.
2. Let εu and δu be two distinct elements in Cu. Then there exists the largest number
i < 0 such that εi 6= δi. When b > 0 (resp. b < 0), we say εu <u δu if one of the
following is satisfied:
(i) The number of −1’s (resp. +1’s) in εi−1 . . . ε0· is even and εi < δi,
(ii) The number of −1’s (resp. +1’s) in εi−1 . . . ε0· is odd and εi > δi, where order on
the symbols is −1 < +1.
See Fig.1 for the case b > 0.
In [9], Ishii proves the following version of the Pruning Front Conjecture (PFC) which was
motivated by Cvitanovic´ et al [4].
Theorem 2.5 (the pruning front conjecture). Suppose that La,b satisfies a > |b|+ 1 and let
ε ∈ {+1,−1}Z. Then there exists a point X ∈ Ka,b such that ε ∈ π(X) if and only if σnε
does not lie in Da,b for all n ∈ Z.
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Figure 1: Symbol space Σ = {−1,+1}Z with the proper ordering when b > 0. Note that Σ
can be identified with Cu × Cs. To visualize Cu × Cs which is the product of two Cantor
sets, we identify the endpoints of gaps (i.e., we delete the gaps) at each of the Cantor sets.
Next, we will summarize the results of Ishii and Sands [11], which prove the monotonicity
of the entropy in the positive a-direction.
Recall that the tent map Ta : R→ R is given by Ta(x) = 1− a|x|.
Definition 2.6. An itinerary of a point x ∈ R under the map Ta is an element of ia(x) ≡
{εs ∈ Cs | εiT ia(x) ≥ 0 ∀i ≥ 0}. We call κ(a) ≡ ia(1) the kneading invariant of Ta.
Proposition 2.7. Suppose 1 < a ≤ 2. Then πs(Pˆa,0) = κ(a) where πs : Σ→ Cs is the map
ε→ εs
Lemma 2.8 (Stability of Pˆ). Suppose a > 1 + |b|. Then for every neighborhood U of Pˆa,b
there exists a neighborhood V of (a, b) such that Pˆaˆ,bˆ ⊂ U for every (aˆ, bˆ) ∈ V .
Definition 2.9. We say that (Pˆa,b,Aa,b) < (Pˆ ′aˆ,bˆ,A
′
aˆ,bˆ
) if Aa,b ⊂ A′aˆ,bˆ and Pˆ
′
aˆ,bˆ
∩ Aa,b = ∅.
The main step in the proof of the monotonicity in [11] is the following theorem:
Theorem 2.10 (Local Monotonicity). Suppose f : (−δ, δ)→ R2>1+, δ > 0, is C1 and
d(p− q)(ε)f(t)
dt
∣∣∣
t=0
> 0
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for all ε ∈ Pˆf(0). Then there exists a C1 neighborhood F of f and a neighborhood I of 0 such
that for any C1 curve g ∈ F the map t ∈ I → (Pˆg(t),Ag(t)) is order preserving: if t1, t2 ∈ I
and t1 < t2 then (Pˆg(t1),Ag(t1)) < (Pˆg(t2),Ag(t2)).
It is also proven in [11] that if (Pˆa,b,Aa,b) < (Pˆaˆ,bˆ,Aaˆ,bˆ) then htop(La,b) ≤ htop(Laˆ,bˆ). So, the
above theorem can be used to show the monotonicity of the entropy.
In [11], Ishii and Sands show that ∂(p−q)(ε)(a,0)
∂a
> 0 for any ε ∈ Pˆa,0. Then they use local
monotonicity to prove the following:
Theorem 2.11. For every a∗ > 1 there exists b∗ > 0 such that the map a ∈ (a∗,∞) →
(Pˆa,b,Aa,b) is order preserving for all |b| < b∗.
So Theorem 1.1 follows from these facts.
Remark: Note the relationship between the primary pruned region, Da,b, and the entropy
of La,b. As the primary pruned region decreases, entropy increases. This relation lies at the
core of the arguments below.
3 Results about the monotonicity of the entropy
In [10], Ishii mentions that although we have monotonicity in the direction given above, we
do not know anything about the monotonicity in b direction. We look for a solution to this
question near the point (a, b) = (2, 0).
Now we want to concentrate on the point (a, b) = (2, 0). We will first describe the set Pˆ2,0.
Using the stability of Pˆ this will give us some information about Pˆ2,b for |b| small. After that
we will use the local monotonicity by taking b-derivative of (p− q) to show the monotonicity
in b-direction around (2, 0).
Proposition 3.1. Let δs = (+1,−1,−1,−1 . . .). For (a, b) = (2, 0) we have Pˆ2,0 = π−1s (δs) =
{δu ·+1,−1,−1,−1 . . . | δu ∈ Cu} and D2,0 = ∅.
Proof. First note that by Proposition 2.7, πs(Pˆ2,0) = κ(2) = (+1,−1,−1,−1 . . .). So, Pˆ2,0 ⊂
π−1s (δ
s). To prove π−1s (δ
s) ⊂ Pˆ2,0, we need to show that for any δu ∈ Cu the sequence
δ = (δu · +1,−1,−1,−1 . . .) is in Pˆ2,0 = A2,0 ∩ P2,0, i.e., (p − q)(σnδ)(2, 0) ≥ 0 for n ∈ Z
and (p− q)(δ)(2, 0) = 0. Note that for an arbitrary ε ∈ Σ, p(εu)(2, 0) = 1 and rn = 12εn and
q(εs)(2, 0) = 1
2ε0
− 1
22ε0ε1
+ 1
23ε0ε1ε2
− . . .+ (−1)n 1
2n+1ε0ε1...εn
+ . . .. So, q(εs)(2, 0) is maximized
at only δs = (+1,−1,−1,−1 . . .) and its maximum value is Σi=∞i=1 (12)i = 1. This shows that
for any δ ∈ π−1s (δs), (p − q)(δ)(2, 0) = 0 and (p − q)(σnδ)(2, 0) > 0 for n 6= 0. This proves
π−1s (δ
s) ⊂ Pˆ2,0 and also D2,0 = ∅.
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Lemma 3.2.
∂(p− q)(ε)(2, b)
∂b
∣∣∣
b=0
=
1
2ε−2
for ε ∈ Pˆ2,0.
Proof. Recall that
p(. . . , ε−2, ε−1)(a, b) = 1− bs−2 + b2s−2s−3 − b3s−2s−3s−4 + . . . ,
and
q(ε0, ε1 . . .)(a, b) = r0 − r0r1 + r0r1r2 − . . . ,
where sn and rn are given by (1) and (2). Taking the partial derivative of p with respect to
b we get:
∂p
∂b
= −s−2 − bs′−2 + 2bs−2s−3 + b2(s−2s−3)
′
+ · · · .
Since sn are analytic ∀n ≤ −2 we obtain:
∂p
∂b
∣∣∣
b=0
= −s−2
∣∣∣
b=0
=
1
aε−2
=
1
2ε−2
.
Now for ∂q
∂b
; first note that for ε such that εs = (+1,−1,−1,−1 · · · ) we have q(ε)(a, b) =
b
(a+x)(b+x)
where x = (a−√a2 + 4b)/2 (see A.1).
Since ∂q
∂b
is continuous with respect to b; a calculation (see A.2) shows that:
∂q
∂b
∣∣∣
b=0
= lim
b→0
∂q
∂b
= lim
b→0
∂
∂b
(
b
(a+ x)(b+ x)
)
=
1− 2
a
a(a− 1)2 .
So for a = 2 we have ∂q
∂b
∣∣∣
b=0
= 0.
The previous lemma says that the sign of ∂(p−q)(ε)(2,b)
∂b
∣∣∣
b=0
depends on ε−2.
Proof of Theorem 1.2. First let us define:
X ≡ {· · · ε−3,+1,+1 · ε0, ε1, ε2 · · · },
Y ≡ {· · · ε−3,−1,±1 · ε0, ε1, ε2 · · · },
Z ≡ {· · · ε−3,+1,−1 · ε0, ε1, ε2 · · · }.
Also, define the curve f(t) by t ∈ (−δ,+δ)→ (2, t) ∈ R2
>1+ where δ > 0.
Note that we have Pˆ2,0 = {εu · +1,−1,−1,−1 · · · | εu ∈ Cu} by Proposition 3.1 and D2,0 is
empty (see Fig. 2).
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Figure 2: Symbol space (b > 0) and the sets X , Y , Z, Pˆ2,0 and C. Note that X , Y
and Z are the corresponding horizontal strips in the symbol space. Also note that Pˆ2,0 =
{εu ·+1,−1,−1,−1 · · · | εu ∈ Cu} and C is a neighborhood of Pˆ2,0.
Then by Lemma 3.2, ∂(p−q)(ε)(2,b)
∂b
is positive for ε ∈ Pˆ2,0∩(X∪Z) and negative for ε ∈ Pˆ2,0∩Y .
By continuity with respect to ε there exists a cylinder set C around Pˆ2,0 such that
∂(p− q)(ε)(2, b)
∂b
∣∣∣
b=0
> 0 for ε ∈ C ∩ (X ∪ Z),
and
∂(p− q)(ε)(2, b)
∂b
∣∣∣
b=0
< 0 for ε ∈ C ∩ Y .
Again by continuity with respect to b, there exists a neighborhood B ⊂ (−δ,+δ) around 0
such that if (2, b) ∈ f(B) we have ∂(p−q)(ε)(2,b)
∂b
> 0 for ε ∈ C ∩ (X ∪ Z) and ∂(p−q)(ε)(2,b)
∂b
< 0
for ε ∈ C ∩ Y .
Now we want to show that for b > 0 and small, Pˆ2,b ∩ (X ∪ Z) is empty (see Fig. 3).
To do this, first observe that C is a neighborhood of Pˆ2,0. By stability of Pˆ (Lemma 2.8)
there exists a neighborhood V of (2, 0) such that ∀(a, b) ∈ V Pˆa,b ⊂ C.
We also know that ∂(p−q)(ε)(2,b)
∂b
> 0 for ε ∈ C ∩ (X ∪Z). This means there exists a neighbor-
hood B˜ ⊂ (−δ,+δ) around 0 where (p−q)(ε) is increasing when b is increasing. This implies
there exists b∗1 > 0 such that for every (2, b) where 0 < b < b
∗
1 and for every ε ∈ C ∩ (X ∪Z)
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we have
(p− q)(ε)(2, b) > (p− q)(ε)(2, 0) ≥ 0.
In particular, this tells us that all elements of Pˆ2,b are in C ∩ Y . But then we know that for
these elements ∂(p−q)(ε)(2,b)
∂b
< 0 and so using Theorem 2.10 the entropy is non-decreasing as
b decreases to 0.
A similar argument applies for b < 0 and small where it can be shown that Pˆ2,b ⊂ C∩(X ∪Z)
and that the entropy is non-decreasing as b increases to 0.
Cs
Cu Cu
Cs
(i) a=2 and b=0 (ii) a=2 and b=0.1
Cs
Cu
Cs
Cu
(iii) a=1.95 and b=0 (iv) a=1.95 and b=0.1
Figure 3: This figure shows the primary pruned regions, Da,b, of maps for given parameters.
The x-axis represents Cs and the y-axis represents Cu. One can expect to find some elements
of Pˆa,b at the boundary of Da,b.
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Cs
Cu
Figure 4: Primary pruned region, Da,b, for original parameters studied by Lozi: a=1.7 and
b=0.5
4 Extension of the results to 1 < a ≤ 2
In this section we would like to prove some monotonicity properties for other a values as
well. However, we are not able to prove the monotonicity in the vertical direction because it
is not possible to use local monotonicity when we move away from a = 2. The reason behind
this is the fact that for such a’s and small b, ∂(p−q)(ε)(a,b)
∂b
is positive for some ε ∈ Pˆa,b and
negative for some other ε ∈ Pˆa,b.
So we prove the next best thing: Monotonicity in the direction of lines which make some
angle with the a-axis (see Fig. 5). To prove this result we modify and use some of the
computations done in [11].
Lemma 4.1. (Lemma 11 in [11]) Suppose 1 < a ≤ 2 and εs ∈ κ(a). Then
a3 + 2a2 − 6a + 2
2a2(a− 1) ≤
∂(p− q)(ε)(a, b)
∂a
∣∣∣
(a,0)
≤ a
3 + 2a2 − 6a+ 4
2a2(a− 1) .
In particular; ∂(p−q)(ε)(a,b)
∂a
∣∣
(a,0)
≥ (√2− 1)/2 > 0 if a ≥ √2.
Lemma 4.2. (Corollary 13 in [11]) Suppose 1 < a ≤ 2 and εs ∈ κ(a). Then ∂(p−q)(ε)(a,b)
∂a
∣∣
(a,0)
>
0.
Lemma 4.3. (Corollary 7 and Eqn. 3.11 in [11])
Suppose 1 < a ≤ 2 and εs ∈ κ(a). Then
∞∑
i=0
(−1)i ε0 . . . εi−1
ai
= 0, (3)
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and ∞∑
j=0
(−1)i+j ε0 . . . εi+j
ai+j+1
= (−1)i ε0 . . . εi−1
ai
T ia(1), (4)
where we define the empty product ε0 . . . ε−1 to equal 1.
Now, we use these results and similar techniques to prove the following:
Lemma 4.4. Suppose 1 < a ≤ 2 and εs ∈ κ(a). Then
1
aε−2
− −2a
2 + 7a− 2
2a3(a− 1) ≤
∂(p− q)(ε)(a, b)
∂b
∣∣∣
b=0
≤ 1
aε−2
− −2a
2 + 7a− 8
2a3(a− 1) .
Proof. From the proof of Lemma 3.2 we know that ∂p(ε)(a,b)
∂b
∣∣
b=0
= 1
aε−2
. So, we need to find
some upper and lower bound for ∂q(ε)(a,b)
∂b
∣∣
b=0
.
Remember that q(ε0, ε1 . . .) = r0 − r0r1 + r0r1r2 − . . ..
Let us write q(ε0, ε1 . . .) = T0 − T1 + T2 − T3 + . . . =
∞∑
n=0
(−1)nTn where Tn = r0r1 . . . rn.
Now we have the following:
rn
∣∣
b=0
=
1
aεn + brn+1
∣∣
b=0
=
εn
a
,
and
r′n
∣∣
b=0
=
∂(rn)(ε)(a, b)
∂b
∣∣∣
b=0
= − r2n(rn+1 + br′n+1)
∣∣
b=0
= −εn+1
a3
.
Taking term by term derivative of q, we get the following. Note that ε0 = +1 and ε1 = −1:
T ′0 = r
′
0 = −
ε1
a3
=
1
a3
,
−T ′1 = −(r′0r1 + r0r′1) =
ε1
a3
ε1
a
+
ε0
a
ε2
a3
=
1
a4
+
ε0ε2
a4
,
T ′2 = (r0r1)
′r2 + (r0r1)r
′
2 = −
ε2
a5
− ε0
a5
− ε0ε1ε3
a5
,
−T ′3 = −(r0r1r2)′r3 + (r0r1r2)r′3 =
ε2ε3
a6
+
ε0ε3
a6
+
ε0ε1
a6
+
ε0ε1ε2ε4
a6
,
T ′4 = (r0r1r2r3)
′r4 + (r0r1r2r3)r
′
4 = −
ε2ε3ε4
a7
− ε0ε3ε4
a7
− ε0ε1ε4
a7
− ε0ε1ε2
a7
− ε0ε1ε2ε3ε5
a7
,
. . . =
. . . .
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Note that ∂q(ε)(a,b)
∂b
∣∣
b=0
= T ′0 − T ′1 + T ′2 − · · ·+ (−1)nT ′n + · · · .
Claim: T ′n = (r0r1 . . . rn)
′ = − 1
an+3
(
n−1∑
i=0
ε0 . . . εiεi+1 . . . εn + ε0ε1 . . . εnεn+1), n ≥ 2 where
ε0 . . . εi−1εiεi+1 . . . εn means εi is missing in the term.
Proof of the Claim: Note that T ′n = (Tn−1rn)
′ = T ′n−1
εn
a
+ (r0r1 . . . rn−1)r′n = T
′
n−1
εn
a
−
ε0ε1...εnεn+1
an+3
. So the claim follows by induction.
Let us organize the terms in the following matrix form. The terms in the first column
((−1)nT ′n) are equal to the sum of the terms in the corresponding row. Also note that the
last row denotes the sum of the terms in the corresponding column:


−T ′1 1a4 ε0ε2a4
T ′2 − ε2a5 − ε0a5 −ε0ε1ε3a5−T ′3 ε2ε3a6 ε0ε3a6 ε0ε1a6 ε0ε1ε2ε4a6
T ′4 −ε2ε3ε4a7 −ε0ε3ε4a7 −ε0ε1ε4a7 −ε0ε1ε2a7 −ε0ε1ε2ε3ε5a7
...
...
...
...
. . .
...
...
(−1)nT ′n − (−1)
nε0ε1ε2...εn
an+3
− (−1)nε0ε1ε2...εn
an+3
· · · · · · − (−1)nε0...εn−1εn
an+3
− (−1)nε0...εnεn+1
an+3
...
...
...
...
...
...
...
∞∑
n=1
(−1)nT ′n ⋆1 ⋆2 ⋆3 · · · ⋆n · · · S ε0ε2a4 +R


Since the series which gives the derivative of q is absolutely convergent, regrouping the
suitable terms together, we can write:
∂q(ε)(a, b)
∂b
∣∣
b=0
=
1
a3
+
ε0ε2
a4
+
∞∑
n=1
⋆n + S +R,
where
⋆1 = −ε0ε1ε2
a5
+
ε0ε1ε2ε3
a6
− ε0ε1ε2ε3ε4
a7
+ . . . ,
⋆2 =
ε0ε1ε2ε3
a6
− ε0ε1ε2ε3ε4
a7
+
ε0ε1ε2ε3ε4ε5
a8
− . . . ,
⋆n = (−1)n ε0 . . . εn−1εnεn+1
an+4
+ (−1)n+1 ε0 . . . εn−1εnεn+1εn+2
an+5
+ . . . ,
and
S =
1
a4
− ε0
a5
+
ε0ε1
a6
− . . .+ (−1)i+1 ε0 . . . εi
ai+5
+ . . . i ≥ −1,
and
R = −ε0ε1ε2ε3
a5
+
ε0ε1ε2ε3ε4
a6
− . . .+ (−1)j+1 ε0 . . . εj−1εjεj+1
aj+3
j ≥ 2.
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First let us start with observing that by the equation (3):
S =
1
a4
(1− ε0
a
+
ε0ε1
a2
− ε0ε1ε2
a3
+ . . . ) = 0. (5)
Secondly,
|R| ≤ 1
a5
(1 +
1
a
+
1
a2
+ . . . ) =
1
a4(a− 1) . (6)
For
∑∞
n=1 ⋆n, by the equation (4) we have:
⋆1(−a2ε0ε1) = (−1)2 ε0ε1
a2
T 2a (1),
⋆2(−a2ε1ε2) = (−1)3 ε0ε1ε2
a3
T 3a (1),
and
⋆n(−a2εn−1εn) = (−1)n+1 ε0ε1 . . . εn
an+1
T n+1a (1).
So,
∞∑
n=1
⋆n = − 1
a4
∞∑
i=0
(−1)i ε0ε1 . . . εi−1
ai
T i+2a (1).
Again by (3) we also have
∞∑
n=1
⋆n = − 1
a4
∞∑
i=0
(−1)i ε0ε1 . . . εi−1
ai
(T i+2a (1)− α)
for any α ∈ R. Let α = 1+Ta(1)
2
and δ = 1−Ta(1)
2
= a
2
. Since T ia(1) ∈ [Ta(1), 1] for every
i ≥ 0 we have −δ ≤ T ia(1) − α ≤ δ for every i ≥ 0. Note that by direct calculation
T 2a (1)− α = δ(2a− 3). This gives us:
∞∑
n=1
⋆n = − 1
a4
(T 2a (1)− α−
ε0
a
(T 3a (1)− α) +
ε0ε1
a2
(T 4a (1)− α)− . . .)
≤ − 1
a4
(δ(2a− 3)− δ(1
a
+
1
a2
+
1
a3
+ . . .)) = −2a
2 − 5a+ 2
2a3(a− 1) . (7)
Similar calculations show that
∞∑
n=1
⋆n ≥ −2a
2 − 5a+ 4
2a3(a− 1) . (8)
Now, combining (5), (6), (7) and (8) we get the desired result.
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Proof of the Theorem 1.3. By Lemma 4.2 we know that for any 1 < a ≤ 2 and εs ∈ κ(a),
∂(p−q)(ε)(a,b)
∂a
∣∣
(a,0)
> 0. Also by the previous lemma for any such a, ∂(p−q)(ε)(a,b)
∂b
∣∣
(a,0)
has an
upper and lower bound. So, there exist N1a ∈ R+ such that
N1a
∂(p− q)(ε)(a, b)
∂a
∣∣∣
(a,0)
− ∂(p− q)(ε)(a, b)
∂b
∣∣∣
(a,0)
> 0,
and N2a ∈ R+ such that
N2a
∂(p− q)(ε)(a, b)
∂a
∣∣∣
(a,0)
+
∂(p− q)(ε)(a, b)
∂b
∣∣∣
(a,0)
> 0.
This means that the directional derivatives of (p− q)(ε)(a, b) in the direction ~v1 = (N1a ,−1)
and ~v2 = (N
2
a , 1) are both positive. So by local monotonicity theorem, result follows.
Since we have explicit upper and lower bounds for both ∂(p−q)(ε)(a,b)
∂a
and ∂(p−q)(ε)(a,b)
∂b
we can
compute the directions in which the entropy is non-decreasing (see Fig. 5).
1.2 21.4 1.52 1.6 1.88
~v1 = (10,−1)
~v1 = (3,−1)
~v1 = (2,−1) ~v1 = (1,−1)
1.2 21.43 1.59 1.7
~v2 = (10, 1)
~v2 = (3, 1)
~v2 = (2, 1)
Figure 5: This figure shows the approximate monotonicity results for different N1a and N
2
a
values where 1.2 < a ≤ 2. The topological entropy is non-decreasing in the direction of
arrows.
5 Results about the zero entropy locus
In this section we turn our attention to the parameters for which htop(La,b) = 0. Note that
it is enough to consider the maps with |b| ≤ 1 since the maps with |b| > 1 are, up to affine
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conjugacy, inverses of the maps with |b| < 1.
Let us first review the following theorem:
Theorem 5.1 ([12]). If the Lozi map La,b satisfies either (i) −1 ≤ b < 0 and a ≤ b− 1, (ii)
0 < b ≤ 1 and a < 1 − b, (iii) 0 < b ≤ 1 and a = 1 − b, then htop(La,b) = 0 (see Fig. 6 for
related regions).
Proof. If a ≤ b − 1 ≤ −a then La,b has no fixed points. When b < 0, La,b is orientation
preserving, so by Brouwer’s translation theorem [3] it has an empty non-wandering set and
therefore zero entropy, proving (i). Part (ii) can be investigated in two parts. When 0 < b ≤ 1
and a ≤ b−1, La,b has no fixed points and no period-two points. So, one can apply Brouwer’s
translation theorem to L2a,b (which is orientation preserving when b > 0) to deduce that
htop(La,b) = htop(L2a,b)/2 = 0. When 0 < b ≤ 1 and b − 1 < a < 1 − b, there exists a unique
saddle fixed point p = (1/(1+a−b), 1/(1+a−b)) in the first quadrant. Also note that there
is no period-two point. Now vs = (λ, 1) where λ = (−a +√a2 + 4b)/2 is a stable direction
at p and W s+(p) = {p+ vst ∈ R2| t > 0} is invariant under La,b. Also R2 \ (W s+(p) ∪ {p}) is
homeomorphic to R2 and L2a,b has no fixed points there. Since L2a,b is orientation preserving
when b > 0, htop(La,b) = htop(L2a,b)/2 = 0, proving (ii). When a = 1 − b, note that there
is a unique fixed point p = (1/2a, 1/2a) and a line segment I of period-two points where
I = {(x, y) ∈ R2 | a(x+ y) = 1, 0 ≤ x ≤ 1/a}. Note that p is the midpoint of I. So, one can
similarly apply Brouwer’s translation theorem to L2a,b on R2 \ (W s+(p) ∪ I) to conclude that
La,b has zero entropy, proving (iii).
Note that nothing much is known when −1 ≤ b < 0 except the case a ≤ b − 1. Because
when −1 ≤ b < 0 and a > b − 1, a fixed point may have two negative eigenvalues or com-
plex eigenvalues which do not give an invariant half line going to infinity, so we can’t apply
Brouwer’s translation theorem. Below, we concentrate on the case b > 0.
Let us start stating our results by the following theorem:
Theorem 5.2. For a = 1 and b = 0.5, htop(La,b) = 0.
Proof. First note that when 0 < b < 1 and 1−b < a < b+1, La,b has two saddle fixed points:
p1 = (1/(1+a−b), 1/(1+a−b)) in the first quadrant and p2 = (1/(1−a−b), 1/(1−a−b)) in the
third quadrant. Also, there are two attracting period-two points: n1 = (N, (1−aN)/(1− b))
in the fourth quadrant and n2 = ((1 − aN)/(1 − b), N) in the second quadrant where
N = (1+ a− b)/[(b− 1)2 + a2]. By a direct calculation of L4a,b, one can check that there are
no other period-four points.
Now vs1 = (λ
s
1, 1) where λ
s
1 = (−a +
√
a2 + 4b)/2 is the stable direction at p1 and W
s
+(p1) =
{p1 + vs1t ∈ R2| t > 0} is invariant under La,b. Similarly, vu2 = (−λu2 ,−1) where λu2 =
(a +
√
a2 + 4b)/2 is the unstable direction at p2 and W
u
+(p2) = {p2 + vu2 t ∈ R2| t > 0} is
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a = 1 + |b|
a
b
1 2
1
−1
−1
h(L) = log2
h(L) = 0
(i)
b
=
a
+
1
(ii) (iii)
(1, 0.5)
Figure 6: The sets (i), (ii) and (iii) where the entropy is zero (Thm. 5.1) are shown above.
It was also numerically observed that the light gray region with complicated boundary has
zero entropy. We rigorously prove this at (1, 0.5). The darker gray region on the very right
is the maximal entropy region where the entropy is log2 (see [9]).
invariant under La,b.
The more challenging part is to show that the right and left parts of the unstable manifold
of p1 are attracted by n1 and n2, respectively. We will show that this happens by considering
L4. Now, let Z be the intersection of the line ℓ1 = {p1 + vu1 t ∈ R2| t > 0} and the x-axis
where vu1 = (−λu1 ,−1) and λu1 = (−a−
√
a2 + 4b)/2. See Fig. 7.
Claim: For a = 1 and b = 0.5, L4ma,b (Z)→ n1 as m→∞.
Proof of the claim: Let us use L1,0.5 = L. Let P be the polygon whose corners are given by
Z, L2(Z), L4(Z) and L6(Z). Since L8(Z) ≈ (1.223,−0.375) is in P , L2(P ) ⊂ P , i.e., P is in-
variant under L2. Now consider the Lyapunov function V (x, y) = (x−π1(n1))2+(y−π2(n1))2
where π1 : R
2 → R and π2 : R2 → R are the projections to the x-coordinate and y-coordinate,
respectively. Note that π1(n1) = 6/5 and π2(n1) = −2/5. By direct calculation one can see
that V (L4(x, y)) − V (x, y) = −15
16
((x − 6/5)2 + (y + 2/5)2) < 0 , ∀(x, y) ∈ P \ {n1}. This
implies that (see for ex. [6]), Z (actually every (x, y) ∈ P \ {n1}) is asymptotically stable to
n1 under L4.
Similarly it can be shown that L(Z) is asymptotically stable to n2 under iterations of L4.
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Now let Wr(p1) be the union of forward iterations (under L4) of the line segment connecting
p1 and Z, i.e., Wr(p1) = ∪n≥0L4n(segment [p1Z]). Similarly let Wℓ(p1) be the union of
forward iterations (under L4) of the line segment connecting p1 and L(Z). To complete
the proof of the theorem, we apply Brouwer’s translation theorem to L4. Note that R2 \
(W s+(p1)∪{p1}∪W u+(p2)∪{p2}∪Wr(p1)∪{n1}∪Wℓ(p1)∪{n2}) is homeomorphic to R2 and
L4 has no fixed points there. Since L4 is orientation preserving htop(L) = htop(L4)/4 = 0.
Proof of the Theorem 1.4: The proof of the above theorem, using similar Lyapunov func-
tions, works for the parameters in a small neighborhood of (a, b) = (1, 0.5) as well.
Remark: When we move away from a neighborhood of (a, b) = (1, 0.5), it is sometimes the
case that the unstable manifold of the right fixed point intersects with the stable manifold
of the same fixed point causing a homoclinic point and positive entropy. The parameters
for which La,b is numerically observed to have zero entropy are given in Fig. 6 and Fig. 8.
For more details see [15]. Note that since positive entropy occurs as a result of a homoclinic
intersection of the stable and unstable manifolds of a periodic point (which are piecewise
linear), the boundary of the zero entropy locus is expected to be piecewise algebraic. But
writing the equations explicitly requires more work.
The case a=1+b: When a = 1 + b and b > 0, it can be shown that the portion of the
line ℓ : y = −x + (1 − b2)/(a(1 + b2)) that stays in the region given by 1 + ax + by ≥ 0,
1−a(1+ax+by)+bx ≤ 0, x ≤ 0 and image of that portion of the line ℓ under La,b give all the
period-four points except the fixed points of La,b. In other words, there are infinitely many
period-four points that lie on two line segments. But it can be again observed numerically
that as long as there are no homoclinic points, the unstable manifold of the right fixed point
is attracted by these two line segments causing the entropy to be zero. Note that when
a > 1 + b, the period-two points become saddles, so we can expect that some portion of the
line a = 1 + b, b > 0 is a part of the boundary of the zero entropy locus (see Fig. 8). For
more detailed study of this case, see [16].
Finally, we would like to mention some entropy results for the He´non family. In [1], Arai
introduced a rigorous computational method to show the uniform hyperbolicity of the He´non
family at several regions in the parameter space. This means the entropy is constant at those
regions. Recently Frongillo [7], using the techniques introduced in [5], gave rigorous lower
bounds for the entropy of the He´non family at those parameters studied by Arai. These
studies gave some insight about the approximate maximal entropy and zero entropy regions
for the He´non family. Especially, one should compare the conjectural maximal entropy
parameters in the He´non family [7] with the maximal entropy parameters in the Lozi family
(Fig. 6).
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p1
n1
n2
Z
L(Z)
Wℓ(p1)
Wr(p1)
L2(Z)
L4(Z)
L6(Z)
W s+(p1)
Figure 7: The picture shows the unstable and stable manifolds of the right fixed point of
L1,0.5.
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Figure 8: The shaded region gives the numerically observed parameters for which htop(La,b) =
0.
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A Appendix
Proposition A.1. For ε with εs = (+1,−1,−1,−1 . . . ) we have q(ε)(a, b) = b
(a+x)(b+x)
where
x = (a−√a2 + 4b)/2.
Proof. First note that since εs = (+1,−1,−1,−1 . . . ),
r0 =
1
a+
b
−a + b
−a + b
. . .
=
1
a + x
where x =
b
−a + b
−a + b
. . .
.
Note that the continued fraction for x can be written as x =
b
−a + x and this equation gives
two solutions. We choose x = (a−√a2 + 4b)/2 as in [9].
Also note that rn =
1
−a + b
−a + b
−a + b
. . .
for all n ≥ 1. So rn = xb for n ≥ 1.
Now we have q(ε)(a, b) = r0− r0r1+ r0r1r2− . . . = 1a+x(1− xb + x
2
b2
− . . .) = 1
a+x
(
∞∑
n=0
(−x
b
)n) =
b
(a+x)(b+x)
.
Lemma A.2. For 1 < a ≤ 2 and ε ∈ Pˆ2,0, ∂q∂b
∣∣
b=0
= lim
b→0
∂q
∂b
= lim
b→0
∂
∂b
(
b
(a+x)(b+x)
)
=
(1− 2
a
)
a(a−1)2 .
For a = 2, we have lim
b→0
∂q
∂b
= 0.
Proof. Note that by the above proposition, we have ∂q
∂b
∣∣
b=0
= lim
b→0
∂q
∂b
= lim
b→0
∂
∂b
(
b
(a+x)(b+x)
)
.
Note that ∂q
∂b
= (a+x)(b+x)−b[x
′(b+x)+(a+x)(1+x′)]
(a+x)2(b+x)2
. To find lim
b→0
∂q
∂b
, we need to apply l’Hoˆpital’s
Rule twice. Applying l’Hoˆpital’s Rule the first time, lim
b→0
∂q
∂b
, after cancelation, becomes:
lim
b→0
−b[x′′(b+ x) + x′(1 + x′) + x′(1 + x′) + (a+ x)x′′]
2(a+ x)x′(b+ x)2 + (a + x)22(b+ x)(1 + x′)
,
which equals:
lim
b→0
−b[x′′(a+ b+ 2x) + 2x′(1 + x′)]
2(a+ x)(b+ x)[(x′(b+ x) + (a+ x)(1 + x′)]
.
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Applying l’Hoˆpital’s Rule again, the b-derivative of the numerator becomes:
−[x′′(a+ b+ 2x) + 2x′(1 + x′)]− b[x′′′(a+ b+ 2x) + x′′(1 + 2x′) + 2x′′(1 + x′) + 2x′x′′],
and the b-derivative of the denominator becomes:
2[(x′(b+ x) + (a+ x)(1 + x′))(x′(b+ x) + (a+ x)(1 + x′))
+(a+ x)(b+ x)(x′′(b+ x) + 2x′(1 + x′) + (a+ x)x′′)].
Now, taking the limit of the numerator and denominator as b goes to 0 gives the result. Note
that lim
b→0
x = lim
b→0
a−
√
a2+4b
2
= 0 and ∂x
∂b
∣∣
b=0
= x′
∣∣
b=0
= − 1
a
and ∂
2x
∂b2
∣∣
b=0
= x′′
∣∣
b=0
= 2
a3
:
lim
b→0
∂q
∂b
=
2
a
(
1− 2
a
)
2a2
(
1− 1
a
)2 =
(
1− 2
a
)
a(a− 1)2 .
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