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Abstract 
It is proposed to enhance and simplify the programming of a two dimensional (2-D) torus 
(and mesh) connected SIMD array of simple processing elements (PEs) by introducing two 
dedicated communication registers in each PE. A new SIMD algorithm to transpose a matrix 
using only two buffers at each PE is described. A method is proposed to effectively realize large 
number of arbitrary, one-to-one, personalized, and concurrent communication between the 
PEs, by suitably repeating the matrix transpose algorithm. Implementation of several image 
processing tasks of shift-variant nature, such as hough transform, histogram, median filters, 
which involve such communication, is enhanced by this approach. The dynamic behavior of 
such a SIMD implementation is data independent, unlike the ones that employ greedy methods 
for handling the overall communication. This feature facilitates coordinated use of several 
independently operating SIMD meshes in a newly emerging computer vision paradigm known 
as multiview image-sequence analysis (MVISA) for 3-D perception of unstructured dynamic 
scenes. 
1. Introduction 
An arbitrary operation in image processing (or spatial computation) may be ex- 
pressed by a Freedholm equation of the form 
where (x, y) uniquely identifies a pixel in the image, and f(x, y) is the intensity value of 
the image at the pixel (x, y). A special case of (1) occurs when the kernel & used in (1) 
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where 5 and q are dummy variables. In particular, a 2-D mesh or torus is suitable for 
implementing the computation in (1). Much of the literature has concentrated only on 
the efficient implementation of (2). However, the non-linear, and shift-varying cases of 
(1) have not been fully addressed to the extent they deserve. 
In a typical SIMD system, spatial computations are performed by assigning a PE 
for each spatial point at which the computation is required. The computation is 
decomposed into many spatially independent and identical sequences of spatial 
operations, to be executed in parallel at each PE (or pixel). For example, in computa- 
tions involving J;; x J . n ima g es a data parallel computation may be realized, by 
assigning exactly one PE for each pixel, on a 2-D mesh of processors whose grid size is 
at least fi x Jt;. 
Let, (i,j ) be the processor at which pixel g(ui, Uj) resides, The computation of 
g(Ui, Vi) consists of two steps. First, generation of all the partial sums, 
4(x - Ui, y - Uj)f(x, y), V(x, y). Second, computation of a linear superposition of these 
partial sums such that the result will be available at the processor (i, j ). An alternate 
approach is to compute all the partial sums 4(& q)f(Ui + r, uj+ q) at processor (i, j ) by 
sequentially steering the data f(x = ui + 5, y = Uj + q) into that processor. The total time 
taken by the consolidation phase (method one) and/or steering phase (method two), 
depends on the largest I< I+ ) q 1 for which c$(<, q) # 0. The throughput of the above two 
approaches drop significantly if the spatial operator CJ~(<, q) is not spread-limited, i.e., 
76,s.t. 4(&4=0 v,,, when ,/m > r’. 
The computation of (1) and (2) require concurrent communication of personalized, 
one-to-one messages between a number of destination pixels (id, j,,) = (iI, j, ), (iz, j,), . . . , 
and the corresponding set of source pixels (i,, j,) E (il - 5, j, -q), (iz - c, j, -v), . . . , etc. 
Thus, there is a need for collision free routing to ensure that all the partial sums will 
arrive at their respective destination in a orderly way, within a fixed time, regardless of 
the exact function 4. A special case occurs when the span of the destination space, the 
(u, u) space, is small, of the order O(A). Fast and efficient computation is realized by 
using distributed parallel variables to store the intermediate results. 
A popular, and simple instance of (1) is the matrix transpose operation. The 
computation is both linear and shift varying. Given a ,,& x ,,6 matrix, it involves 
n distinct one-to-one communications, each between location (i, j) and (j, i). The 
operation may be compactly expressed as 
du, Ub-C 4&4u, i, j )f(Lj), 
i, i 
(3) 
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where 
The distance between the source, (i,j), and the destination, (j, i), varies for different 
pairs of pixels. Also, the net time required for the concurrent routing of all individual 
messages is limited by the maximum distance between a source (data) and the 
respective destinations. The algorithm presented in Algorithm 1 performs the compu- 
tation of (3) in J;;- 1 steps. 
Iterative computation is often necessary in some applications. For example, QR 
decomposition of matrices, hough transforms, histogramming and several vision 
algorithms follow such models. The underlying computation is of the form: 
0 * G- dr+%+~ ~G(U,~,X,y,f(x,y),g’f’(u,u)), l~-%y,u,+h. (4) 
x* Y
The general computation of (4) takes O(n) time. 
The computation of histogram space deserves a distinction, in that, the (u, u) space 
is much smaller, say 256 bins, for images of 8 bit resolution. For & greater than 256, 
the histograms will require only O(&) time to complete. 
The computation of arbitrary transfer functions is made possible by a decomposi- 
tion of the required routing into & distinct routing problems, such that, the sources 
(i,, j,) and destination (ud, u4) of the kth problem are related by 
j,=(u,+k)mod& or i,=(“d+k)mod&. 
In fact, the kth subproblem is a simple transpose about the kth diagonal of the grid. 
This paper will present various image processing algorithms, which follow such 
a decomposition of the underlying Freedholm equation. Histogramming and Hough 
transformation algorithms will be explained in this context. 
The dynamic behavior of these SIMD algorithms is data independent. Also, it is 
independent of the exact 2-D image processing algorithm at hand. The data indepen- 
dent behavior of the algorithm design paradigm enhances the feasibility of 
coordinating computation among several independently operating 2-D torus 
connected SIMD parallel computers. 
2. Basic introduction to SIMD system 
The heart of the system is comprised of an array of large number of processing 
elements. The processor array is connected to a distributed memory. Each PE receives 
its operand data from its dedicated memory, or through a common broadcast bus. 
The data can be copied between the distributed memory and the conventional 
memory, with the help of a controller. At any given instant, all the PEs execute a single 
instruction simultaneously, and operate on identical locations within their private 
memory. Each PE can receive its instructions, including constants (spatially invariant 
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operands), from the controller, over a common bus known as the broadcast bus. The 
host computer is responsible for generating the instruction streams, for a specific 
computation, through the controller. The system can perform traditional single- 
thread computation through the host, and carry data parallel computation through 
the SIMD processor array. 
VLSI implementation of SIMD algorithms must strike a balance between the local 
processor capacity, including memory size, with communication requirements. The 
basic block (processor array) to be built in a single VLSI chip must be modular and 
should facilitate the integration of a number of such blocks to design processor arrays 
of any desired size. The application of pipelineing, and buffering, at all levels, must be 
considered to significantly enhance the throughput. The connection network, and the 
intended application influence the exact design of the elements of the processor array. 
Once the design of the basic array is completed, its communication characteristics are 
inherently fixed. 
One purpose of this paper is to illustrate the advantages of using two dedicated 
registers at every PE for the purpose of buffering inter processor communication 
messages, in particular for a 2-D mesh connected system to be used in spatial 
computations. 
3. Concurrent routing of many partial results using two buffers 
3.1. Basic operations and algorithm expression 
An important issue in designing and describing SIMD algorithms is to express the 
algorithms in a notation that can be easily understood and compiled into the basic 
instructions implemented by the array processors. Signal flow graph, systolic and 
wavefront echniques have been proposed, in [4], to efficiently express the algorithms. 
VLSI compilers capable of transforming such algorithms into VLSI arrays have been 
designed [4]. Recent research on parallel program design focusses on the design and 
functional representation [ 181 of parallel algorithms, independent of the exact archi- 
tecture of the parallel machines on which it would be implemented. 
Some basic operations are defined in the following text in order to facilitate easy 
explanation of the SIMD algorithms on a 2-D grid of proposed PEs. 
Definition 1. Grid Address of a particular PE in the 2-D mesh refers to its exact 
position with respect o the top left corner of the underlying 2-D rectangular (square) 
grid. Each processor consists of two registers, X and Y to store and use these values. 
Definition 2. Rotate East a Row operation refers to copying the source operand from 
each processor in a row to a destination operand that resides in its immediate east 
neighbor. The data from the right-most processor are routed to the left-most proces- 
sor in the same row. 
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Definition 3. Rotate South a Column operation refers to copying the source operand 
from each processor in a column to a destination operand that resides in its immediate 
south neighbor. The data from the bottom most processor is routed to the top most 
processor in the same column. 
Definition 4. SWAP VH is a basic instruction that exchanges the contents of the 
V and H registers in each PE where the execution context flag EC is set. 
Definition 5. Address computation is performed using a modulo &arithmetic. Note, 
grid coordinates are labeled such that: 0 < x, y < &. Given a processor, say (x, y), the 




0,: x 0.1 =(x - 1) modulo 6. 
3.2. Algorithm for transposing a matrix 
An algorithm to transpose a ,/& x ,f n matrix, using two buffers at each PEs is 
described in this section. The algorithm takes & steps. It is assumed that the source 
matrix A and the destination matrix B are stored such that the elements ai,j and 
bi,j would reside in the local memory of the PE whose grid address is (x = i, y =i ). The 
grid address of the processors, (x, y), varies from 0 to A- 1; and, the elements of the 
matrix are labeled from 0 to &- 1 in a more natural manner. Thus 
a[x, y] Eai, j. 
The simplicity of the algorithm is mainly a consequence of the ability to selectively 
interchange, say swap, the contents of the H and Vregisters. The algorithm Transpose 
is illustrated in Algorithm 1. 
With enumeration, it can be established that, two matrices, say A and C, can be 
transposed simultaneously in & steps. It is required to appropriately initialize the 
V and H registers with the elements of the matrices A and C, respectively, and extract 
the elements of B = AT and D = CT from the H and V registers, respectively, after the 
execution of Algorithm 1. 
It is important to design both Vand H registers to support sufficiently large number 
of data-bits. Each one of the n processors, say (x, y), has exactly one message, namely 
aX,y, to a specific PE whose address is (y, x). Also, each processor (x, y) expects only 
one message, say a,,, X, to be received. Each message leaves the source at t = 0, and 
each one reaches the destination exactly at t = & - 1. Thus, the overall time required 
to completely transpose a matrix is O(&- 1). This algorithm does not require 
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additional intermediate buffering and any type of skew (spin) compensation. The algo- 
rithm, is indeed a special case of a more elaborate routing scheme to be described later. 
3.3. Any PE to any other PE personalized communication 
Matrix transpose, in fact, is a special case of arbitrarily many, one-to-one individualized 
communication which are of importance in many practical problems. In particular, 
each processor (i, j ) has only one message itexpects to receive. Given a row of processors, 
say (&,*),*=O, l,..., $- 1 it is known that the messages they expect to receive 
originate from a set of processors, ( *,jS), all located in a column, where j, = id. In principle, 
the most general case is decomposable into ,/&- 1 distinct cases, where js=id+ k, 
k=O, 1, . . . . all of which can be suitably handled by the matrix transpose algorithm. 
algorithm Transpose; 
parvar {Distributed Parallel Variables} 
I’, H: register; 
{The two communication registers in each PE} 
X, Y: register; 
{The grid address registers in each PE} 
A, B: integer; 
{The matrices A and B} 
cvar {Controller Resident global variables) 
t: integer; 
begin {Transpose body} 
forall x, y do {Every processor in the grid} 









ux,Yl+ux,Y 0” 11; 
end for 
forall x, y do {Every processor in the grid} 
b&y+ vex, Yl; 
{Copy the result} 
end. {transpose} 
Algorithm 1 
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The problem is formally defined as follows. Each processor holds a local message. 
A message consists of two components, organized in three fields. The, first component 
is made of two fields, (id, j,), and it describes the distination address. The second 
component is the message, which contains the exact message to be transmitted. It is 
assumed, that the V and H registers must be at least log n + 2 bits wide. In fact, the 
length of the message that may be sent is: width (H)-logn bits. 
The computation of arbitrary transfer functions is made possible by decomposing 
the kernel function d, into & distinct terms. The kth term constrains the source (i, j) 
and destination (u, u) such that 
j=(a+k)mod& and i=(v+k)mod&. 
Thus, 
d4u)+ 9 C CG(y--uO~;;k)~(x,y,u,~)l.f(i,j). 
k=O x.y 
4. Applications in image processing and vision 
Most of the early vision tasks involve a set of spatially invariant, linear and/or 
nonlinear image processing operations. Let U be a feature space, where F(u) is an 
inference that can be drawn and used to describe an image, f(x, y). Then, the general 
computation of F (u) can be modeled in the form 
F&)=x MU, i,_i,f(i,j)). 
i.i 
(7) 
Also, let, UEU~=U~,U~ ,..., uK ER, where, UK defines the discrete instances of 
the feature u that may be of interest to a specific study. Since a data parallel com- 
puting approach is used, it is very likely that at least one processor would be 
associated to each uk, to facilitate the computation of several F(uk)‘s in parallel 
at different PEs. Also, at any given time, each processor would require access 
to finitely few pixel values of the original image f(i, j). Consequently, for a given 
uk, the computation is effectively forced to be computed over time for different 
portions of f(i, j) sequentially in time. The exact computation would be modeled 
in the form 
F”‘(u,)cF’‘-“(Uk)+C &uk, F(‘-I)&), i,j,f(i,j)), (8) 
i,j 
where ik=(it’, jf’) refers to the pixel that is currently being accessed by the PE k, 
which in turn is responsible for computing F(uk). Two image processing problems 
and their respective computation strategies are described in the following sections, 
followed by a description of the computation of convolution. 
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4.1. Computing the histogram of an image 
A gray scale histogram of an image describes the frequency of occurrence of pixels 
of a certain gray level value, as a function of its graylevels. Let, Q =ql, . . . , qK, be the 
discrete values that the intensity of a given pixel could assume. That is f(i,j)EQ. 




The function 6 is the well-known Kronecker delta function and is of the form 
6(x)= 
1 if x=0, 
0 otherwise. (10) 
To compute H(qk)‘s for all qkEQ, it is possible to exploit data parallelism by 
distributing one PE for each qk. Then, each PE would require access to all f(i,j) in 
order to compute how often the gray level qk occurs in the image. 
Two distinct cases occur based on the total number of discrete values of u, i.e., 
K, and the size of the mesh & x &. If K <J 
of (9) is realizable in O(J) t 
n, or K-O(&), then the computation 
n ime complexity. However if &4 K < N O(n), then the 
personalized one-to-one communication algorithm described earlier can be simplified 
further. Both approaches are briefly described below. 
Let h(k), k=l,2, . . . . K be a distributed array whose purpose is to store/hold the 
intermediate results when computing H(qk) in (9). To facilitate data parallel 
computation, this array is stored in K distinct PEs, P1 , Pz, . . . , PK, such that H(qt) is 
stored in processor Pk. If K < n, then, there will be n-K processors on the grid in 
which H will not be defined, with regards to the SIMD-memory space. Initially, the 
computation starts by 
@PkVk do: H(q,)cO. 
Each processor (i,j), then tests its local data f(i,j) and determines which one of the 
PE’s among PI, Pz, . . . . PK must be requested to increment its local counter H(k). If all 
the n pixels of the image assumed a single value qk then, the processor Pk would receive 
exactly n repeated requests to update its counter. Thus the computation of (9) may 
take the worst case time to complete, with complexity of O(n). 
It is possible to increase the speed, and compute (9) in O(d) time if K <&. This 
approach distributes the array h(k) into multiple copies, one per column, on the 2-D 
grid. Each PE, say (i, j ), whose content is f(i, j ) = k, is expected to communicate with 
the processor Pi, k. The fixed time taken for this step, fi, is proportional to the length 
of the 1-D ring. In the second phase of the algorithm, the distributed variable h(k, i), 
0 < i < &- 1, is consolidated in h(k, 0), by a series of summations along each row. 
The second phase takes O(x) t’ n ime steps and consolidates h(k, i) for all k’s simulta- 
neously. 
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Generally speaking, the compiler must be aided externally to make a choice 
between these cases, when it translates (9) into machine instruction. Unless it is 
mentioned otherwise, it will be assumed that K> A, and hence full-scale routing 
would be used to compute (9) 
4.2. Hough transforms to extract lines from noisy images 
Hough transform is a powerful technique used to robustly extract an unknown 
number (instances) of a certain feature, for example lines, from noisy images. The 
orientation, position and the number of such features (lines) are not known a priori; 
however, it is assumed that the parametric form of these features (lines in this case) is 
considered available. 
Let (xi,yl), (xz,Yz),..., (xN, yN) be several prominent points that have passed 
a certain necessary condition, based on local observation (computation) to support 
a particular inference, namely the presence of a line. It is required to group the 
candidate points, (xl,yl), (xZ,y2), . . . . (xN,yN) into X1,X2, . . . . XK such that each 
group supports a specific instance of the inference, namely a line. It is preferred that 
these subsets be maximally disjoint. In the case of extracting lines, it amounts to 
identifying K groups subject to the constraint which minimizes, 
e= 5 $J (Xk,jCOS0k+yk,jsin0,-p,)', 
k=l j=l 
(11) 
where, (xk, j, yk, j)EXk, .fk is the size of Xk, K is the total number of lines, and, (ok, Pk) 
uniquely instantiates each line V(k 1 <k < K. The basic equation of line is 
xcos8+ysin8-p=O. (12) 
It is clear, from (12) that for a given x, y both p and 8 are mutually constrained. It is 
likely that at some local neighborhoods, say some (xi, yi)‘s the value of 8 may be 
extracted with relatively more confidence than p, while reverse may be true at others. 
It is assumed in the present method that neither 8 nor p can be extracted reliably. 
From signal processing point of view, Hough transform performs spatial shape 
filtering, of the local measurements hat are inevitably corrupted noise. 
Various factors limit our ability to develop an inference, about the presence of a line 
instance from local computation alone. The approach is, to develop hypothesis based 
frequently occurring (supported by spatially scattered local evidence) p, 8 pairs, and 
thus identify several line-instances for which the global support is prevalent. The 
approach is to sample the (p, 0) space densely into several discrete points each 
describing a possible line, and then compute the degree to which it concurs with 
spatially scattered local evidences. Given a candidate line, characterized by (&, ok), 
and a point (x, Y)EX, the hypothesis L(pk, ok), is said to be supported if: 
(13) 
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where E is very small positive number, nearly zero. The relative strength of a specific 
hypothesis, say, line (pk, 0,) can be computed as 
H’O’(P,, 6$-o, 
where R(x, w) is a rectangular-function defined as 
R(x, w)= 




Also, i(t), for O<t<n, identifies the exact point (xi, Yi)EX, that is currently being 
accessed by the processor k which is exclusively assigned to perform the data-parallel 
computation of H(p,, 0,). The computation takes O(n) time, in the worst case, to 
ensure that all the points would visit all the processors. Once H(p,, 0,) is computed 
completely, H can be sorted to identify the strongly supported lines. To simplify the 
discussion, it is assumed that K is roughly known. Finding the optimal value of 
K involves computing certain cluster validity measures, and eliminating the hypo- 
theses which are ill-conditioned. A variety of cluster validity measures could be found 
in [19]. 
The next task is to assign each point (xi, Yi) to one of the K + 1 groups, including 
K hypotheses and the null hypothesis. Let, (pr , fill), (pl, Q,), . . . , (pk, 0,) be the K stron- 
gest hypotheses, each corresponding to a distinct line. Then, the labelling requires 
computing: 
P’(x. y.) = 0 I), 9 
z’k’(Xi,Yi)=ks(d(xi,yi,Pk, ~k)-d^(xi,Yi)), 
i(xi, Yi)= min dj(xi, Yi, Pj, ej)), 
OSj<K 
(16) 
which is also suitable for data-parallel computation. 
4.3. Shift invariant linear convolution and nonlinear computations 
The previous two are very specific examples of a more general class of information 
processing that may take place in typical image processing tasks. Almost all the steps 
involved in the early and intermediate vision tasks can be modelled into the general 
form described below. Let f(x, y) be the input image, (x, y)~ [w’, called spatial domain. 
Let g(x,Y) be the output image, related to f as follows: 
s(5, ?)=c c &(5, %x, YJ(% Y))> (17) 
x Y 
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which can be conveniently rewritten in the form 
s(5, ?)=c c &(5, % 5+u, ?+%f(5+n, q+u)) (18) 
U V 




A number of interesting cases arise, based on the nature of @. For example, if @ is 
spatially (spread) limited, then it can be described in the form 
@“,“(5?4_f-( I)= 
@0(5,q,u,u,f) if IuLI4GM 
() otherwise. 
The computation would be shift invariant if Go does not depend on c and q. Also, the 
computation is reduced to a linear convolution if @c is of the form 
@0(5, ?, 4 4.05 + 4 rt + a))= @1 (a, u, 5, ?)f(5 + u, ? + u). 
In particular, both linear and nonlinear shift invariant computations can be imple- 
mented efficiently in O(M’) time. At any given time t, each processor (5, q) computes 
the contribution due to the pixel (x= ?j+u, y=q+u), and f(x, y) in the final 
result g(< = i, q =j ). The exact order in which u, u are traversed can be chosen freely 
based on the nature of @. There is no limitation on the exact order. The algorithm 
will traverse the u, u plane, and compute QU,” in the order illustrated in Fig. 1. The 
Fig. 1. The order in which u, v plane is traversed. 
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dashed-lines decimate the UV plane into six regions, corresponding to the six 
distinctly different communication requirements. 
5. Conclusion 
A method has been proposed to simplify the implementation of 2-D spatial and 
image processing operations. The method uses two dedicated communication regis- 
ters at each PE. The importance of arbitrarily many one-to-one communication 
between processors for many image processing tasks has been emphasized. Algorithm 
for transposing a matrix has been described. It is shown how this algorithm can be 
extended to support routing of arbitrarily many one-to-one personalized communica- 
tion between the SIMD processors. The design and analysis of algorithms is greatly 
enhanced by the use of two newly introduced communication registers (at each PE). 
The computational model of several image processing and computer vision prob- 
lems has been emphasized. The direct implementation of these computation is 
expected to take a worst case complexity of O(n) for & x & images based on the 
required communication. In particular, spatially invariant computations can be 
implemented more efficiently in O(M’) time where, M 4 &, is the spatial spread of 
required convolution functions. Operations used to transform the given images into 
discretely sampled feature spaces can be easily implemented using the proposed 
communication algorithms. Special implementation is made possible, in particular, 
when the number K of discrete features within the feature space is very small. 
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