Extraction of the brain -i.e. cerebrum, cerebellum, and brain stem -from T1-weighted structural magnetic resonance images is an important initial step in neuroimage analysis. Although automatic algorithms are available, their inconsistent handling of the cortical mantle often requires manual interaction, thereby reducing their effectiveness. This paper presents a fully automated brain extraction algorithm that incorporates elastic registration, tissue segmentation, and morphological techniques which are combined by a watershed principle, while paying special attention to the preservation of the boundary between the gray matter and the cerebrospinal fluid. The approach was evaluated by comparison to a manual rater, and compared to several other leading algorithms on a publically available data set of brain images using the Dice coefficient and containment index as performance metrics. The qualitative and quantitative impact of this initial step on subsequent cortical surface generation is also presented. Our experiments demonstrate that our approach is quantitatively better than six other leading algorithms (with statistical significance on modern T1-weighted MR data). We also validated the robustness of the algorithm on a very large data set of over one thousand subjects, and showed that it can replace an experienced manual rater as preprocessing for a cortical surface extraction algorithm with statistically insignificant differences in cortical surface position.
Introduction
Quantitative neurological image processing based on structural magnetic resonance images (MRI) typically requires the preliminary step of isolating the brain from non-brain tissues. This skull stripping or brain extraction step is equivalent to a whole brain segmentation that correctly classifies the gray matter (GM) and white matter (WM) of the cerebrum, cerebellum, and brain stem from other tissues such as cerebrospinal fluid (CSF), skull, meninges, etc. In spite of the wide variety of automatic approaches that have been proposed (Ward, 1999; Goldszal et al., 1998; Kapur et al., 1996; Ashburner and Friston, 2000; Dale et al., 1999; Smith, 2002; Ségonne et al., 2004; Shattuck et al., 2001; Hahn and Peitgen, 2000; Rex et al., 2004; Rehm et al., 2004; Shan et al., 2002; Lemeiux et al., 1999; Yoon et al., 2001 ; Lee et al., 2003; Boesen et al., 2004; Fennema-Notestine et al., 2006; Sadananthan et al., 2010) , the gold standard for skull stripping remains that of the human rater. This is not a satisfactory situation for two reasons: human raters invariably introduce unintended biases into their work and can be prone to errors from overwork and they also require considerable time to perform the require task, anywhere from two to four hours depending on the quality and resolution of the image and the experience of the human rater.
There are several key difficulties to overcome in the development of an automated robust approach to the problem of extra-cranial tissue removal. The primary difficulty is the lack of discernible contrast between many of the tissue types that compose the extra-cerebral tissue and the brain. Because of this, automated algorithms will often include non-brain tissues in the resulting brain mask or cut off brain tissues-particularly cortical gray matter-by accident. This difficulty is present in the example shown in Fig. 1 . Here, the original image in panel (a) is shown stripped by an experienced human rater in (b) and then by the Brain Extraction Tool (BET version 2.1) (Smith, 2002) and our approach in (c) and (d), respectively. Companion zoomed images are shown for comparison in (e), (f), (g), and (h). Fig. 1 (i), (j), and (k) provide additional representation of the different masks generated by our human expert (i), BET (j), and our algorithm (k), with the masks used as a color overlay on the original MR image. Another problem arises from the handling of different MR contrasts (e.g., T1-weighted, T2-weighted, etc.) and even the different intensity contrast or dynamic range within a single type of acquisition. Other difficulties include patient orientation differences, wrap-around artifacts, pixel resolution differences, and the scan field of view.
There have been several studies concerned with the comparison and consistency of raters as well as the more widely distributed automated algorithms (Lee et al., 2003; Boesen et al., 2004; Fennema-Notestine et al., 2006; Hartley et al., 2006) . The general conclusions are that each automated algorithm may have utility but a thorough exploration of the biases and suitability of a given method should be explored before adopting any approach. Also, the choice of skull stripping technique should be motivated by the subsequent processing of the data. Consider the case of a PIB/PET imaging study which uses gray matter to help normalize the PIB/PET image data (Davis et al., 2003; Lowe et al., 2009) , would require a reasonable representation of the gray matter, that would be further segmented. Whereas in segmentation of the internal capsule preservation of the peak intensity of white matter is a key objective so that it can be used for histogram equalization (Maldjian et al., 2001) . Unfortunately, to date, there have been few studies detailing how human raters or automatic algorithms influence the performance of a neuroimage processing pipeline. One recent paper explored the effects of skull stripping on intensity inhomogeneity correction on GM segmentation and voxel based morphometry analysis (Acosta-Cabronero et al., 2008) . They drew the conclusion that voxel based morphometry benefits from preprocessing with BET (Smith, 2002) , over alternative methods (Shattuck et al., 2001; Ségonne et al., 2004) , however the differences were not of a significant nature. Of course, as imaging studies and cohorts increase in size and complexity it becomes evermore difficult for minor processing errors to be noticed, thus increased robustness is of increased importance. Ultimately, it is the analysis of this kind of endpoint that determines whether a skull stripping approach is useful in a given application.
In this paper, we present Simple Paradigm for Extra-Cerebral Tissue REmoval (SPECTRE), a brain extraction algorithm that combines elastic registration, tissue segmentation, and morphological techniques, all guided by a novel watershed principle. SPECTRE is specifically designed to retain cortical gray matter so that subsequent processing designed to find the cortex will not be forced into making errors due to skull stripping mistakes. SPECTRE was designed for use with T1-weighted images, and this paper is exclusively concerned with an exposition of SPECTRE on T1-weighted data. However after a simple modification, described below, it can be applied to both T2 and PD weighted data.
The performance of SPECTRE is evaluated in three ways: firstly by comparison against six other skull stripping algorithms on the 38 subjects available from the Internet Brain Segmentation Repository at the Center for Morphometric Analysis (Center for Morphometric Analysis (CMA), 1995; Tsang et al., 2008) ; secondly by comparing SPECTRE to a human rater on a data set of 1046 scans; and thirdly by assessing the effect of skull stripping-manual versus SPECTRE-on the accuracy of finding the inner and outer cortical surfaces using the CRUISE neuroimage processing pipeline (Han et al., 2004) applied to the skull-stripped data.
We note that a preliminary version of SPECTRE was previously reported in a conference paper (Carass et al., 2007) . The present paper provides a complete description of the algorithm, and presents a more complete set of validation experiments.
Background
Existing brain extraction algorithms fall into four broad classes. Firstly, there are the morphology based techniques, which are based on successive morphological operations on the MRI volume. Classically these methods have used user input to determine certain thresholds, the region of interest, or a seed for a region growing scheme. Generally the morphological operations of dilation and erosion are repeated, until a stopping criterion is satisfied or a user-specified end point is reached (Ward, 1999; Goldszal et al., 1998; Sandor and Leahy, 1997; Park and Lee, 2009 ).
The second class of algorithms is the atlas based methods; they register existing brain segmentations-or templates-into the subject in order to determine the brain region to extract. Existing methods use either affine registration (Ashburner and Friston, 2000) or higher dimensional registration methods (Kapur et al., 1996) . Of course, all such methods incur the risk of bias towards the atlas images and there remains the question of "How many atlases are required to be representative of a population?" Deformable surfaces best describe the third class of methods. These approaches, such as BET, evolve a surface using various forces to find the boundary of the brain from an initialization based on user input or other criteria such as the center of mass of the whole head. The brain extraction is thus mostly data-driven, but the initialization of the deformable surface can be critical (Dale et al., 1999; Smith, 2002) .
The fourth class of brain extraction methods can be identified as hybrid methods because they comprise some combination of the first three classes. Many algorithms that could be previously classified distinctly in one of the first three groups are now being refactored to incorporate some benefit of the other methods (cf. (Shattuck et al., 2001; Ségonne et al., 2004) ). The basic idea is to combine the skull stripping results from different approaches to cancel out the bias or inaccuracies inherent to one of the other methods. The BEMA (Rex et al., 2004) approach, for example, does this in a very explicit manner. SPECTRE is best described as a hybrid method as it is a combination of segmentation, registration, and morphological operations.
Objectives
The original goal of our algorithm was to provide an accurate segmentation of the brain as input to CRUISE (Han et al., 2004) , a neurological image processing pipeline that reconstructs a precise surface representation of the cerebral cortex (Tosun et al., 2006) . Because the goal of CRUISE is to reconstruct a precise cortical boundary representationboth GM/WM and GM/CSF boundaries-it is essential that the brain extraction preprocessing step removes skull, meninges, and other tissues without excising any cortical gray matter. In addition, because the CSF surrounding the cortical surface is used to define the GM boundary, we devised SPECTRE to consistently include a thin layer of CSF around the brain whenever feasible. In this context, feasible means we retain CSF around the brain where there is available CSF to retain, meaning that if there is at least one voxel of CSF between brain and non brain tissues we include it our mask.
With this objective in mind, how should we report the efficacy of our method? Firstly, in keeping with the literature, we report the Dice coefficient (Dice, 1945) , which measures the degree of overlap between two sets of voxels, one corresponding to the brain extracted automatically (either SPECTRE or another automated method) and the other being the result from a human rater. In keeping with our objective to retain all brain including a small layer of CSF, we also report the containment index (CI), which is a measure of the fraction of the human rater's result that is included in the result of an automatic algorithm. Finally, since the ultimate objective is to find the cortex of the brain, we also compute the distances between manually selected cortical landmarks and the cortical surfaces that are found by CRUISE when initialized using brains extracted by either our automatic method or by hand.
Method
Assuming our method is to be applied to T1-weighted MR images (which covers the vast majority of neuroimaging scenarios), the following watershed principle applies:
There is a path connecting any two GM/WM voxels, such that from the point of highest intensity along the path to either end point the intensity is never increasing.
This principle can be understood by taking a slice of a T1-weighted MRI data set and viewing its intensities as heights (see Fig. 2 ). A similar connectivity principle can be stated for PD and T2-weighted images, with due care paid to the nature of T2-weighted images. As in the fall set watershed principle of Rutovitz (Rutovitz, 1978) , voxels are considered to be connected if they are on the same hill and disconnected if they are separated by a valley. This implies that we can extract the brain by first identifying the peaks within the white matter and then descend the hill until encountering a valley, which must be the subarachnoid space containing cerebrospinal fluid (CSF). Although the two-dimensional visualization in Fig. 2 aids our understanding, the actual process is carried out in three dimensions. Further, although our overall computational process is guided by this principle, there are several additional steps that need to be taken in order to provide robust and accurate results. Fig. 3 provides a flowchart overview of SPECTRE. The first objective is to identify the crest of the hill corresponding to the connected component comprising both the gray matter (GM) and white matter (WM) together. To achieve this, we first use the adaptive bases algorithm (ABA) (Rohde et al., 2003) to deformably register N atlas brains to the subject brain (see B in Fig. 3 ) using the mutual information similarity criterion. Each atlas comprises both an image and a manually delineated mask, which in this paper is the full brain comprising cerebrum, cerebellum, and brain stem together. In order to save computation time, each registration task is run after downsampling both atlas and subject image by a factor of four.
Algorithm
Each mask is transformed into subject space based on its corresponding registration result and the masks are then combined into a probability image, where the value of the ith voxel is (1) as illustrated in Fig. 4 
(b).
The second step used in computing an initial mask is to generate a tissue segmentation of the whole head (see C in Fig. 3 ). FANTASM, a robust tissue classification method based on the fuzzy c-means methodology (Pham, 2001) , is applied using four classes. The resulting classification result represents an approximation to the tissue classes: Γ 1 comprising CSF, bone, and background, Γ 2 comprising mostly gray matter, Γ 3 comprising mostly white matter, and Γ 4 comprising mostly skin and adipose tissue. Fig. 4 (c) shows a result of this classification process.
We combine the registration and segmentation results to compute our initial mask as follows:
While providing a respectable representation of the GM and WM, this mask (shown in Fig.  4 (d)) may include extraneous tissues such as dura or meninges in the sub-arachnoid space or portions of the brain stem. To address this, we perform a morphological erosion operation four times using a structuring element of size 1 mm and then retain the largest 6-connected component within that result. Fig. 4 (e) shows the mask that remains after this process; it represents a "core" from which the final mask will be grown using our watershed principle.
The next major step in our approach is hill descent. We do this in a robust manner combining the registration and segmentation results together with the underlying data. Starting from the eroded initial mask, we add a voxel i on the boundary of the mask if it meets either of the following two criteria:
with j ∈ , j ∈ Γ 2 ∪ Γ 3 and i ∈ 18 (j), where I i denotes the intensity of voxel i and 18 (j) is the 18-connected neighborhood of voxel j. Fig. 4 (f) shows the mask after the hill descent.
The first condition allows us to grow the mask in regions of non-increasing intensity assuming the appropriate tissue classes and the probability mask is encouraging us to grow. The second condition allows us to expand the mask up to the inclusion of a CSF voxel only if the neighbor which we are descending from, j, is in the GM/WM tissue classes and we are strictly descending in image intensity. Thus, if CSF is evident outside the pial surface, then the mask will grow to incorporate no more than one voxel of sulcal CSF. We allow the mask to dilate in this fashion until there are no more voxels which satisfy either growth condition.
There may still be some voxels that have not been included in the mask which we desire to be added. There are two such types of voxels which we are concerned with, those that are perturbed by noise within the pial surface and cannot be added during the hill descent and those WM voxels which have been misclassified during the tissue segmentation by FANTASM to be in the class meant to contain adipose, dura, and skin (Γ 4 ). Both of these cases comprise a small number of voxels and we handle them by performing a topologically constrained morphological closing. A traditional morphological closing operation consists of a dilation followed by an erosion using the same structuring element. With our topologically constrained morphological closing we first carry out a dilation, then perform a hole-filling, and then carry out an erosion. To think about this topologically, the hole filling will make the mask topologically equivalent to a sphere, which is a desirable property for a brain mask to have. Both the erosion and the dilation use a cubic 1mm structuring element. The hole filling finds the largest 6-connected component that is background and sets all other background components to be part of the mask. The rationale behind doing this as opposed to just a hole filling is simply to avoid those situations where the misclassified voxels are 6-connected to the background.
The next step is to do a "sanity check" of the mask to ensure that there have been no obvious failures. We calculate the volume of the current mask ( S ) and compare it to the volume of the mask given by the ABA registrations ( ABA ). We do not expect the mask to be too much smaller than the ABA registered mask, nor do we expect it to be significantly larger than this mask. If the following inequality holds:
then we assume the mask is reasonable.
In the event that the inequalities are not satisfied, then we repeat the algorithm in the following manner:
1. Create the initial mask from the ABA registration and FANTASM segmentation in the same way as stated previously. Essentially proceeding from the mask denoted as 1 .
2.
Erode the initial mask but decrement by one the number of erosions used.
3. Perform the hill descent in an identical fashion as stated above.
We repeat this hierarchical approach until either the above inequality (Eqn. 3) is satisfied or the number of erosions applied to the initial mask is zero. As we start with the number of erosions set to three, we will at most be going through this cycle four times. It might be argued that one could selectively increase or decrease the repetition of the erosion of the initial mask based on which inequality was not satisfied. It has, however, been our experience that those problematic data sets are a result of too much erosion, usually to the point of leaving only one hemisphere of the cerebral cortex and thus make it difficult to properly recover a correctly skull stripped data set. The final result of our approach is shown in 
Experiments
In this section we present three comprehensive experiments to demonstrate the robustness and accuracy of our approach. The first experiment compares seven algorithms including SPECTRE on the 38 subjects available from the Internet Brain Segmentation Repository (IBSR) at the Center for Morphometric Analysis (Center for Morphometric Analysis (CMA), 1995; Tsang et al., 2008) , with the objective of establishing a benchmark for accuracy of our algorithm and a comparison to the state of the art. The second experiment compares SPECTRE to a manual rater on a large data set comprising 1046 scans. The goal is to establish whether there is a statistical difference in the algorithm and manual rater performances as measured by Dice coefficient and containment index and to demonstrate the robustness of our algorithm. The third experiment studies the impact of brain extraction on the performance of a cortical surface segmentation algorithm that accepts the skull stripped brain as input. The goal of this experiment is to determine whether the automatic algorithm can replace the human rater when a complex postprocessing pipeline is involved and a precise end measurement is required.
The Dice coefficient is the most commonly used volumetric measure for comparing the quality of automatic brain extraction. The Dice coefficient between the SPECTRE output mask S and that of a "gold standard" segmentation G is defined by
Since we are particularly interested in retaining all cortical gray matter, we will also report the Containment Index (CI), which is a measure of how much of the "gold standard" mask is contained within the SPECTRE mask. It is defined as
The Dice coefficient, which is a measure of set agreement, has a range of [0, 1] . A Dice coefficient of 1.0 corresponds to perfect agreement between the algorithm and the rater, while a score of 0.0 represents complete discord between the two. An example of a Dice score of 0.88481 is shown in Fig. 6 , the score is based on a comparison between Fig. 6(b) and Fig. 6(c) . CI also has a range of [0, 1] . A CI of 1.0 means the algorithm result completely contains the rater result, and a value of 0.0 implies that the algorithm failed to contain any portion of the rater's result; in essence it failed to identify any portion of the image correctly. The CI for the example shown in Fig. 6 is 0.99779. The proximity of this value to 1.0 indicates that the automated algorithm almost completely contains the human rater's mask, which can be clearly seen in the figure.
We also use the paired t-test to see if we can distinguish results on the populations. The paired t-test is used to demonstrate that there is a statistically meaningful difference between different sets of results, either between human raters and our algorithm, or between our approach and other skull stripping methods. Unless otherwise stated, the significance level of all used t-tests is 0.001. Additionally, we use the Wilcoxon Rank Sum (Wilcoxon, 1945) test to test the null hypothesis that two populations have the same continuous distribution. We have also computed the co-efficient of variation, where appropriate, which is the standard deviation divided by the mean and is usually reported as a percentage -i.e. scaled by 100. Coefficient of variation, values do not have a global scale, the results depend on the nature of the distributions, though smaller values are considered to show less variation and are therefore more stable.
Experiment 1
In this experiment, we compared SPECTRE with six leading skull stripping algorithms, described below, on the Internet Brain Segmentation Repository (IBSR) data sets. Portions of these results were previously presented in the work of Sadananthan et al. (2010) . The IBSR data is comprised of two cohorts:
1. IBSR Set 1: 18 T1-weighted images with, slice thickness 1.5 mm.
2. IBSR Set 2: 20 T1-weighted images with, slice thickness 3.1 mm.
GCUT (Sadananthan et al., 2010 ) is a graph based approach to skull stripping. The method, at its core, uses a cutting algorithm based on isoperimetric graph partitioning (Grady, 2006) , in which the image is treated as a undirected graph and the edge connections are cut so as to minimize the isoperimetric ratio. The steps of GCUT are to threshold the image to obtain an initial mask, removal of narrow connections (between brain and non-brain tissues) and a post-processing step to catch any partial volume GM voxels removed by the thresholding step. BET, the brain extraction algorithm (Smith, 2002) , uses a deformable surface model that evolves to fit the brain's surface. BSE, brain surface extractor (Shattuck et al., 2001) , is an edge based approach that uses anisotropic diffusion filtering derived from a 2D MarrHildreth operator. WAT, the watershed approach (Hahn and Peitgen, 2000) , is an intensitybased approach which performs a watershed to an intensity inverted image to all slices and all orientations of an image, then selecting a basin to represent the brain. HWA, the hybrid watershed algorithm (Ségonne et al., 2004) , combines the watershed algorithm with a deformable model which adds shape based constraints to guarantee brain like structure. GCUT-HWA denotes the mask generated by intersecting the masks of GCUT and HWA, it is argued in (Sadananthan et al., 2010 ) that the two algorithms differ in their errors in different regions thus the intersection of the two methods should give a more robust result.
The results for this experiment are shown in Tables 1-3 and in Figs. 7 and 8. Table 1 show the results of the comparison, on IBSR Set 1, between SPECTRE and the six named methods, the details of how each of the methods were run, including any non-standard parameter choices, are given in (Sadananthan et al., 2010) . With respect to the Dice Coefficient, SPECTRE, followed by BET, are the best performers in this comparison. We can also see from Fig. 7 , that SPECTRE ranks highest on 11 out of the 18 data sets. Paired ttests between SPECTRE and each of the other algorithms (see Table 1 ) demonstrate that there is a statistically significant difference between three of the methods and SPECTRE with respect to the Dice score. The methods that do not reach statistical significance are BSE, BET, and WAT. All had mean Dice scores below that of the SPECTRE. BSE was better than SPECTRE on four of the 18 subjects, while also being the worst method on four of the 18 subjects. BET was better than SPECTRE on three of the 18 subjects, while also performing quite poorly on one of the subjects (see Subject 10 in Fig. 7) . WAT was better than SPECTRE on four of the 18 subjects, but it performed the worst on two of the subjects, including one failure (see Subject 15 in Fig. 7 ). We can, additionally, look at the paired rank sum comparison between SPECTRE and the other methods, shown in the left column of Table 3 . Here we see that SPECTRE is statistically significantly different from three of the methods, again BSE, BET, and WAT. SPECTRE also has the lowest coefficient of variation of all the methods on IBSR Set 1. In particular, it is lower than BSE, BET, and WAT.
The results for IBSR Set 2, are shown in Tables 2 and 3 , and in Fig. 8 . Again, with respect to the Dice score, SPECTRE is the best performer, this time followed by the Graph Cutting (GCUT) approach. However, the comparison results on IBSR Set 2 are much more complicated to interpret than those of IBSR Set 1. Fig. 8 shows that SPECTRE ranks highest in eight of the 20 subjects in the data set, with the next best performer being BSE which ranked highest on five of the subjects. BSE, however, performs poorly on several of the data sets; it is the worst performer in nine of the 20 subjects. By considering either the t-test scores, shown in Table 2 , or the rank sum scores, shown in Table 3 , we can say that SPECTRE is statistically significantly better than BET and WAT. There is not enough statistical power to state conclusively that SPECTRE is better than the other algorithms, however. Of particular note in Fig. 8 , is how poorly (Dice Coefficient ≤ 0.85) all of the methods did on this data set.
Experiment 2
In this experiment, we compared SPECTRE against 160 subjects from the Baltimore Longitudinal Study of Aging (BLSA) (Shock et al., 1984; Resnick et al., 2003) . The human rater is a certified radiological technologist, with two decades experience in neuroradiography and over 15 years in cerebrum extraction. The skull stripping protocol used, by the human rater, for the experiment is a semi-automated approach (Goldszal et al., 1998) , explained in greater detail in . All subjects were scanned on a GE Signa 1.5 T scanner (GE Healthcare, Waukesha, WI) using a T 1 -weighted SPGR imaging protocol (TR = 35ms, TE = 5ms, flip angle = 45°, NEX = 1). The subjects range in age from 48 to 93 (mean = 73.44 years, standard deviation = 7.98 years). There were 92 male subjects and 68 female subjects. In total there are 1046 scans of these one hundred and sixty subjects, with a mean of 6.5 scans per subject and a standard deviation of 2.8 scans per subject. The cerebrum extraction was done independently on each of the 1046 scans. Four atlases, used by SPECTRE, were selected from the BLSA data pool but not from within the sample of 1046 scans. Each atlas comprises an original MR image and an accompanying image that had been manually segmented. No preselection of atlases was done to influence or enhance results. Data sets in the experiment population did not exclude participants that had suffered some form of brain trauma, such as stroke. Table 4 shows the results of SPECTRE's cerebrum extraction as compared to our human rater for these 1046 BLSA scans. Fig. 6 shows the worst results generated by SPECTRE on this sample. In this case, SPECTRE included the lesion -which we know to be the result of trauma -while the human rater excluded it from the brain mask. In this case it is not clear which is the better result as it is best defined by the nature of the subsequent analysis tasks.
The size of this cohort made it possible to explore the question of the effects of age and gender on our skull stripping algorithm. A linear regression model was used for this analysis. We used a backward elimination from a full model of age * sex, to establish the significance of either term, or the cross product term. Age was statistically significant (pvalue of 2 × 10 −16 ), while gender never reached significance. Fig. 9 shows a plot of Age versus Dice scores, revealing a prominent trend of a decreasing Dice score with age. We believe that the observed dependence of Dice score with age can be explained by considering brain atrophy . In particular, SPECTRE is able to include a thin layer of cortical CSF more easily in the older brain while the rater continues to exclude everything that is not brain (and choosing masks that exclude sulcal CSF, for example). The plot of Age versus CI, shown in Fig. 10 supports this explanation. In particular, the linear fit of CI versus age (shown in Fig. 10 ) though not reaching significance, does show an increasing trend suggesting that the masks are containing more of the human rater result. To further substantiate this idea, we computed the CSF volumes in the SPECTRE brain masks using the topology-preserving, anatomy-driven segmentation (TOADS) method. The CSF volume represents only sulcal and subarachnoid CSF, and does not include CSF volume in the ventricles. The linear fit of these CSF volumes with respect to age was also found to have a significant positive slope (p-value < 2 × 10 −16 ). A plot of sulcal and subarachnoid CSF volume against age for these subjects is shown in Fig. 11 , along with the corresponding linear fit.
Experiment 3
This experiment focuses on the impact of skull stripping on the estimation of the cortical surface using CRUISE (Han et al., 2004) . CRUISE reconstructs the GM/WM interface (inner surface), the central surface and the GM/CSF interface (pial surface or outer surface) of the cerebral cortex from a T1-weighted MR brain image. CRUISE is currently designed to take a data set that has already had extra-cranial tissue excised as its initial input. To demonstrate the usefulness of SPECTRE as a replacement for human raters in this process, we have conducted two experiments in which a human rater picked landmarks on an MR brain image which were meant to represent one of the three surfaces generated by CRUISE. In the first experiment the human rater picked 10 central surface landmarks on each of three data sets. Five landmarks were chosen on each hemisphere. We then had two human raters, different from the rater who chose the landmarks, manually skull strip all three data sets. A comparison between the output of CRUISE given either the manually or SPECTRE skull stripped data as input was generated. The distance of each landmark from the central surfaces given by our two human raters and SPECTRE are shown in Table 5 . Performing a paired t-test between each set of results for the central surface landmarks shows that the distributions cannot be distinguished from each other.
A more comprehensive set of inner and outer surface landmarks were selected by the same rater who selected our central surface landmarks on an additional data set. This data set was stripped by our two human raters and the result was given as input to CRUISE. The landmark rater picked a total of 420 landmarks to represent the inner surface, corresponding to ten landmarks within each of 14 fundi, 14 banks and 14 gyral crowns near major sulci on both data sets. The task was repeated for what the rater perceived to be the outer surface, yielding a total of 840 landmark points. All landmarks were picked on the original MR image. To avoid confusion with the central surface landmark experiment we will refer to this subject as "Subject 4". The results of measuring the distance from the resultant CRUISE surface to the human selected landmarks are shown in Table 6 . An example image, Fig. 12 , shows the output CRUISE surfaces for one of the human raters and SPECTRE, as well as showing some of the landmarks used.
We perform a paired t-test between each rater on each surface with the results given in Table  7 , showing statistically significant differences in the surfaces, generated based on SPECTRE input and those of our human raters. For Subject 4, on the inner surface, we can see that SPECTRE has a statistically significant difference with one of the human raters, while the two raters have given rise to very different distributions in the distances. Our second human rater ( H2 ) having the lower mean on this surface would appear to have done a better job than either SPECTRE or the human rater. There are also significant differences for the outer surfaces between SPECTRE and either rater. Looking at the mean distance between landmarks for each of H1 , H2 , and S , we can see that SPECTRE has outperformed both humans on the outer surface. This result suggests that SPECTRE could be used to replace a human rater in the preprocessing steps of CRUISE.
Discussion
In Experiment 1, we demonstrated that SPECTRE is superior to several existing methods on modern T1-weighted data, IBSR Set 1, with through plane resolutions of 1.5mm. Whereas on legacy data, IBSR Set 2, where the through plane resolution is 3.1mm, SPECTRE is comparable to existing technologies. Visual inspection of Fig. 8 suggests that SPECTRE is superior -at least less prone to dramatic failures as evidenced by the other methods -but our statistical tests do not reveal significance. It is important to note that all the methods performed quite poorly on this legacy data, which shows that there is still significant room for improvement in this area.
Experiment 2 showed that SPECTRE is robust, at least with respect to the task of cerebrum extraction on SPGR data sets for a large sample, one hundred and sixty subjects with over one thousand scans being processed, for the given study (Baltimore Longitudinal Study of Aging). It is interesting to observe that a t-test between the Dice scores for the SPECTRE results from Experiment 1 on IBSR Set 1 and those achieved on the BLSA subjects in Experiment 2 have a p-value of 0.05638. This does not reach the level of significance, but does suggest that SPECTRE has a similar performance across these two populations, or more concisely: SPECTRE has a similar performance across similar resolution data.
Though volume metrics such as the Dice coefficient and the CI are valuable in determining how well a given skull stripping algorithm works, it is the authors' contention that surface based markers representing important tissue boundaries are also of significance. The landmarks used in Experiment 3 demonstrated that when SPECTRE was worse than either of our human raters the difference was measured in terms of hundredths of a millimeter. Additionally, we noted that with regards to cortical reconstruction from CRUISE, SPECTRE contributed to a more accurate (c.f. Table 6 ) outer surface than either of the human raters. This is most likely a side effect of our decision to include at least one voxel of cerebrospinal fluid at the boundary on the brain, thus allowing CRUISE to more accurately articulate the boundary rather than being constrained by the boundary imposed by the skull stripping. Experiment 3 demonstrated achievement of our primary goal; development of a new automated skull stripping algorithm that would provide an accurate segmentation of the brain as input to CRUISE (Han et al., 2004) .
Unlike other methods, which may fail by removing too much cortical GM, as shown in Fig.  6 , when SPECTRE performs poorly it is because it includes more dura then other methods, which can also be seen in Fig. 1 . In our application, cortical reconstruction, this is an appropriate and acceptable error. There are of course other post processing tasks for which the inclusion of excess extra cranial tissue would cause undue harm, and alternative skull stripping methods may be more useful. In specific comparison to other methods, Experiment 1 demonstrated that when BSE fails it can do so dramatically (one subject had a Dice Coefficient of 0.0), this was a result of the wrong selection of the largest connected component (the neck instead of the brain) (Sadananthan et al., 2010) . BET was also capable of producing some poor results, as measured by the Dice metric. WAT, though capable of producing good results, had large standard deviations of Dice and CI, showing that the results are inconsistent. This can easily be seen in Fig. 8 . The other methods (HWA, GCUT, GCUT-HWA) do quite well in containing the human rater's mask (CI scores at or above 0.990). However, because the Dice scores for these methods are low, we can conclude that they produce masks that are generally much too big.
We can observe that the SPECTRE mask is also slightly larger than that of human raters, as shown in Fig. 5 . This larger mask comes about in two ways. Firstly, SPECTRE is recovering a better mask, as evidenced by considering the zoomed region shown in Fig. 1(e) , (f), and (h). Secondly, SPECTRE always tried to include a single voxel of CSF on the boundary of the cortical GM, again clearly shown in Fig. 1 (h) and also visible in Fig. 5(d) . The human rater masks shown in Fig. 5 also demonstrate their failure to include all cortical GM.
Conclusions
Our goal in developing this new skull-stripping software was to create a tool that would be an automated replacement for manual skull stripping in large neurological studies and would have no adverse affects on subsequent processing of the data. Our experiments demonstrate that SPECTRE can accurately perform skull stripping and can be applied to large data sets.
The experimental results suggest that SPECTRE is quite robust in comparison to other skull stripping methods, see Experiment 1, and to a human rater on a large cohort, see Experiment 2. A topographical representation of a slice of a T1 weighted MR image. The heights are the intensities of the image, shown inset, the colors also correspond to the intensities and are used for display purposes only. Flow Chart describing the basic components of SPECTRE. A is the input image. B denotes the flow from the input image registered against 4 atlas images to the creation of the probability mask, ABA . C shows the hard tissue segmentation. D is the morphological operations phase of the algorithm. Image 4, in D, must pass a sanity check before it is approved as the mask. The worst result from the study of 1046 data sets, with the subject having a Dice coefficient of 0.88481. We show (a) the original image, (b) the human rater ( G ), and (c) the result from SPECTRE ( S ). The corresponding Containment Index score for this subject is 0.99779, see the text for an explanation of these numbers. The annotated line graph shows the Dice scores for each of the seven algorithms (SPECTRE, Brain Surface Extractor (BSE), Brain Extraction Tool (BET), Watershed Algorithm (WAT), Hybrid Watershed Algorithm (HWA), Graph Cuts algorithm (GCUT), and an approach based on the intersection of the masks of GCUT and HWA (GCUT-HWA)) on each of IBSR Set 1 (18 1.5mm scans). The y-axis is the corresponding Dice score (closer to 1.0 is better), while the x-axis is an index over the 18 IBSR Set 1 subjects. SPECTRE appears to perform better than the other approaches, it ranks highest in 11 of the 18 subjects. The annotated line graph shows the Dice scores for each of the seven algorithms (SPECTRE, Brain Surface Extractor (BSE), Brain Extraction Tool (BET), Watershed Algorithm (WAT), Hybrid Watershed Algorithm (HWA), Graph Cuts algorithm (GCUT), and an approach based on the intersection of the masks of GCUT and HWA (GCUT-HWA)) on each of IBSR Set 2 (20 3.1mm scans). The y-axis is the corresponding Dice score (closer to 1.0 is better), while the x-axis is an index over the 20 IBSR Set 2 subjects. SPECTRE appears to perform better than the other approaches, it ranks highest in eight of the 20 subjects. Shown is the linear fit for the Dice Coefficient against Age for the one thousand and forty six subjects used in Experiment 2. The Dice Coefficient is based on a comparison between our approach and an expert human rater. The p-value for the significance of Age in a linear model with the Dice Coefficient is less than 2 × 10 −16 . Shown is the linear fit for the Containment Coefficient against Age for the one thousand and forty six subjects used in Experiment 2. The Containment Index is based on a comparison between our approach and an expert human rater. The linear model is increasing but is not statistically significant. Shown is the linear fit for the sulcal and subarachnoid CSF volume against Age for the one thousand and forty six subjects used in Experiment 2. The p-value for the significance of Age in a linear model with the CSF volumes is less than 2 × 10 −16 . (a) Shows the CRUISE outer surface derived from the skull stripping of a human rater, (b) is the CRUISE outer surface based on the output of our algorithm. Both (a) and (b) show the landmarks used on this slice, as red crosses in the posterior portion on the brain, these are some of the landmarks used in Experiment 3. In this case they are landmarks for the banks of the parieto-occipital sulcus on the outer surface. (c) & (d) show a zoomed in image centered on the landmarks (red crosses) with (c) being the outer surface derived from the human rater and (d) the corresponding result for our algorithm. Table 1 Comparison of SPECTRE with six other skull stripping approaches: Brain Surface Extractor (BSE), Brain Extraction Tool (BET), Watershed Algorithm (WAT), Hybrid Watershed Algorithm (HWA), Graph Cuts algorithm (GCUT), and an approach based on the intersection of the masks of GCUT and HWA (GCUT-HWA), on IBSR Set 1 (18 1.5mm scans). The Dice Coefficients of the BSE, BET, WAT, GCUT, and GCUT-HWA, methods were originally presented in Sadananthan et al. (2010) . The P-Value is from a paired t-Test between the result of SPECTRE and the other algorithms for either the Dice or CI. SD denotes standard deviation, and CoV represents coefficient of variation.
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Table 2
Comparison of SPECTRE with six other skull stripping approaches: Brain Surface Extractor (BSE), Brain Extraction Tool (BET), Watershed Algorithm (WAT), Hybrid Watershed Algorithm (HWA), Graph Cuts algorithm (GCUT), and an approach based on the intersection of the masks of GCUT and HWA (GCUT-HWA), on IBSR Set 2 (20 3.1mm scans). The Dice Coefficients of the BSE, BET, WAT, GCUT, and GCUT-HWA, methods were originally presented in Sadananthan et al. (2010) . The P-Value is from a paired t-Test between the result of SPECTRE and the other algorithms for either the Dice or CI. SD denotes standard deviation, and CoV represents coefficient of variation. Table 4 The mean, median, standard deviation (SD), maximum, and minimum Dice coefficient and containment index for both SPECTRE and a human rater over 1046 data sets from the BLSA. Table 5 Mean and standard deviation (SD) in millimeters for the absolute distance from the central surface landmarks to the corresponding central surface as output by CRUISE based on the corresponding skull stripped data set. Table 6 Mean and Standard Deviation in millimeters for the absolute distance from the set of 420 landmarks, per surface, to the corresponding CRUISE surface based on the input of either of the human raters ( H1 , H2 ) or SPECTRE ( S ). The upper triangular portion of the table is the p-value from a simple paired t-test between the distribution of distances from the CRUISE generated surface to the set of landmarks, the CRUISE surface was generated from either of the human raters ( 
