Abstract: The problem of recursive state estimation for a class of distributed parameter systems with an integral quadratic constraint in Hilbert spaces is addressed. Based on solving the linear tracking problem for time-varying systems in Hilbert spaces, necessary and sufficient conditions for robust state estimation problem involving construction of the set of all possible states at the finite interval time with given output measurements and integral quadratic constraints are derived.
INTRODUCTION
Robust state estimation of linear uncertain systems has been for many years a subject of great interest to researchers in control engineering theory. This problem regarding as an extension of the Kalman filter to the case of uncertain systems is to find the set of all states consistent with the given measurements. The solution to this problem was found to be ellipsoid in state space which is defined by the standard Kalman filter equation. There has been a great deal of research effort regarding this problem, see (Bertsekas and Rhodes, 1971; Petersen and Savkin, 1999; Savkin and Petersen, 1998; Xie and Soh, 1994) . However, little attention has been paid towards uncertain infinite-dimensional systems. The motivation of -------
NOTATIONS AND DEFINITIONS
The following notations will be used in force throughout. R n denotes the n− dimensional Euclidean space. Let X, U, Y, W, Z denote Hilbert spaces with the norm . X and the inner product ., . X , etc.X denotes the space X × X; L(X, U ) (respectively, L(X)) denotes the space of all linear bounded operators mapping X into U, (respectively, X into X). L 2 ([t, s] , X) denotes the set of all strongly measurable 2−integrable X−valued functions on [t, s] . C ([t, s] , X + ) denotes the set of all linear bounded non-negative definite operator functions in L(X) continuous on [t, s] .
D(A), A
* and A −1 denote the domain, the adjoint and the inverse of the operator A, respectively. cl
If the inequality is strictly greater than 0 for x = 0, then Q is positive definite (and denote Q > 0). If Q ∈ L(X) satisfies the following condition:
then Q is called a strictly positive definite operator (and denote Q 0). It is obvious that for the finite-dimensional case, X = R n , the positive definite operator is strictly positive definite. Consider a linear abstract uncertain system of the forṁ
where
The uncertainty in the above system is described by
Definition 2.1. (System uncertainties) Let x 0 ∈ X be a given state, d > 0 be a given positive number. For any finite time interval [0, s] , s ≤ T, the uncertainty (2) of the system (1) is admissible
and any corresponding solution of system (1) with the initial condition x(0) the following condition holds 
We will consider the following problem. Let y(t) = y 0 (t), u(t) = u 0 (t) be fixed given measured output and input of the uncertain system (1) 
LINEAR TRACKING PROBLEM
The main technique used in solving robust estimation problem is the standard linear regulator problem which is constructed by solving a Riccati differential equation. There are some results on the linear regulator problem for infinitedimensional systems presented in (Bensoussan et al., 1992; Kuelen, 1993) and the optimal control conditions are derived from the solution of Riccati differential equations in Hilbert spaces. In this section we give optimal control conditions for a linear tracking problem of infinite-dimensional system. The obtained conditions will be implemented to solving the robust estimation control problem in next section.
Consider a linear time-varying control system in Hilbert space of the forṁ
We make the following assumption on the system (5).
such that the system (5) has a unique solution, see (Bensoussan et al., 1992; Curtain and Zwart, 1995) given by
Consider control system (5) with the minimized cost functional
is a solution of the Riccati differential equatioṅ
if the following relation holds for all 
and the optimal cost is
We now apply the linear regular problem to a linear time-varying tracking problem as follows. Consider the following linear time-varying observed control systeṁ
Let y 0 (.) be a measure output of the uncontrolled systemż
given operators satisfying the condition (3). The optimal tracking problem is to find an optimal controller for the system (8)-(9) minimizing the cost functional
We define the following linear operatorsM ,Q : X →X, by settinĝ
, satisfying the following system of Riccati differential equationṡ
with the boundary condition
We can apply the linear regulator problem stated in Proposition 3.1 to obtain the following result. (8)- (10) is solved such that the optimal performance index V (t 0 , .) is finite if the system of Riccati differential equations (11) has the solution P (t),
Moreover, the optimal controller and the optimal cost are given by
c(s) = M z(s), z(s) .

Sketch of the proof. We define a new variable v(t) = [x(t), z(t)] ∈X. This variable together with the operatorsM ,Â(t),Q(t)
are so constructed that we can therefore reduce to the timevarying linear regular problem (8)-(10) inX requiring minimizing the quadratic index 
{ R(t)u(t), u(t) ) + Q (t)v(t), v(t) }dt,(13) with the relationshiṗ v(t) =Âv(t) +Bu(t), v(s) = [x(s), z(s)] ∈X.
Assume that there are operators P (t), P i (t) ∈ C([t 0 , s], X + ) satisfying the system of Riccati differential equations (11). It is easy to verify that the operatorP (t) is a solution of the Riccati equatioṅ P +PÂ +Â * P −PBR −1B * P +Ê * QÊ = 0, withP (s) =M . Therefore, we can apply the linear regulator problem stated in Proposition 3.1 and conclude that the optimal controller is defined by
Moreover, we can see that
Define the function b(t), c(t) by b(t) = P 1 (t)z(t), c(t) = P 2 (t)z(t), z(t) .
Differentiating b(t), c(t) giveṡ
Remark 3.1. Note that by the same arguments that used in the proof of Proposition 3.2, we can extend the linear tracking problem to the systems (8), (9) with respect to two measure outputs:
with the cost functional
The condition (12) holds true for the functions b(t) and c(t) respectively replaced by
In this case the system of Riccati equations is similarly defined by (11).
MAIN RESULT
The solution to the robust state estimation problem involves the following system of Riccati equationsṖ
where P (0) = M. Also, consider the following state estimator equatioṅ
where e(0) = x 0 , H(t) = P −1 (t) and
Let us denote
The main result is the following theorem.
. If the system (1) is robustly verifiable, then the Riccati differential equation (14) has a solution P (t) ∈ C([0, T ], X + ). Conversely, if the Riccati equation (14) has the solution
P (t) ∈ C([0, T ], X + ), which is strictly positive definite for all t ∈ [0, T ], then the system (1) is robustly verifiable. Moreover, let s ∈ [0, T ], x 0 ∈ X, d > 0, u 0 (t), y 0 (t) be given, then X s [x 0 , u 0 , y 0 , d] = x s ∈ X : P (s)[x s −e(s)], [x s −e(s)] ≤ d+η s (u 0 , y 0 ) .
Sketch of the proof : (i) Assume that the system (1) is robustly verifiable. Let s
if and only if there exist functions x(.), v(.) satisfying (1) such that x(s) = x s , the constraint (4) holds. Due to the condition (4) it follows that
where J(x s , w(.)) is defined by
and x(.) is the solution of system (1) with input w(.) and boundary condition x(s) = x s . Taking x 0 = 0, u 0 (t) = 0, y 0 (t) = 0, d = 1, the above cost functional is then rewritten in the form (13) 
where the minimum is taken over all the solution x(.) and w(.) connected by the system (1) with the boundary condition x(s) = x s . We wish to convert this optimal control problem into a tracking problem by setting
where x 1 (t) is the solution of equatioṅ
We can verify that thatx(t) is a solution of the following systeṁ
Therefore, the cost functional can be rewritten in the form
We now consider control system (16) with the measure outputs:
Hence, equation (16) and the cost functional
, define a linear tracking problem, where y 0 (.), u 0 (.), x 1 (.) are all treated as reference inputs and takingĀ(t) = A(t),
By the assumption there is a strictly positive definite operator function P (t) 0, t ∈ [0, T ], which is the solution of the Riccati equation (14). Knowing P (t), we can define the operators P i (t), i = 1, 2 satisfying the Riccati equations (11). Thus we can apply the tracking problem, Proposition 3.2 and Remark 3.1, for systems (16) Remark 4.1. Note that if the system (1) is finitedimensional, then the solution matrix P (t) being positive definite for all t ∈ [0, T ] is invertible, and the condition stated in Theorem 4.1 is necessary and sufficient for the robust verifiability.
