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ABSTRACT 
Nickel-based super alloys are widely used in aircraft engine components, mainly in turbine 
disks and the high-pressure compressor. Extensive data on the mechanical properties of these 
alloys is available. However, fundamental data relating micro-structural features to ultrasonic 
properties, in turn controlling the inspectability, are not available. Understanding the 
sensitivity of flaw detection depends on establishing such a relationship between the 
ultrasonic properties and microstructure of the super alloys. Knowledge of these relationships 
would facilitate improvements in current Ni billet inspections as well as provide data for 
analysis of the Probability of detection (POD) of the inspections for various defect types. 
INCONEL 718 (IN718) and Waspaloy are two classes of the nickel-based super alloys 
currently being investigated. Backscattered noise is caused by the scattering of sound at grain 
boundaries. Such "grain noise" carries useful information about the metal microstructure, but 
it interferes with the detection of echoes from small or subtle defects. A single scattering 
model has been found to be very effective in simulating the effects of backscattered noise on 
the ultrasonic inspection of billets and forgings engine alloy materials. The work on this 
dissertation is focused on evaluating the effectiveness of the single scattering model in 
predicting backscattered noise in the nickel-based alloys. Attenuation, grain size and single-
crystal elastic constants are important input parameters that need to be evaluated for making 
the predictions of noise levels. Determination of these quantities on a number of nickel-based 
super alloy samples is reported and studied how noise levels predicted with the current single 
scattering model compare with the direct measurements of noise on the same samples. The 
deviations observed will provide a guide to future improvements in the model. 
In Chapter 1, experimental investigations of the relationships between ultrasonic 
properties (velocity, attenuation, and backscattered grain noise) and the microstructure are 
reported. The variation of the ultrasonic properties along different inspection directions and 
along the billet diameter has been studied. The attenuation measurements were carried out by 
three different techniques in order to establish that measured attenuation is mainly due to 
scattering at grain boundaries. The backscattered noise measurements were analyzed to 
extract a material parameter, the noise Figure-of-Merit (FOM), a measure of the noise 
generating capacity of the local microstructure. The experimental studies showed how both 
the attenuation and FOM varied with position in IN718 and Waspaloy specimens. A close 
relationship was established between the measured attenuation and the Noise FOM, a result 
consistent with classical theories for backscattering and attenuation but inconsistent to 
observations in titanium. 
Chapter 2 describes a quantitative study of the relationship of the experimental 
observations reported in Chapter 1 to the predictions of classical theories, which require as 
input the single-crystal elastic constants of the grains and the grain size. Detailed 
metallography was carried out in order to deduce precise grain size at different locations in 
the billet coupons. The single crystal elastic constants for these alloys are unknowns and an 
effort to infer the single-crystal elastic constant of the nickel-based super alloys from 
ultrasonic measurements (coupled with grain size measurements) is reported. The proposed 
strategy was first validated on polycrystalline copper and then applied to model-base super 
alloys. 
In Chapter 3, a detailed study of the accuracy of the single scattering model to predict 
the grain noise generated by the microstructure was carried out. The backscattered grain 
noise theory is based on the single scattering assumption. The goal was to determine the 
frequency-dependent FOM parameter that is a measure of the noise-generating capacity of 
the microstructure. The basic assumptions of the Independent Scatterer Noise Model are, if 
the radiation pattern of the transducer is well modeled, and if the microstructure does not 
vary with inspection depth, then the FOM values deduced from the noise data should be 
independent of the time gate used in the analysis. The measured results were compared to the 
predictions of the single scattering theory to test if the model assumptions are justified. In 
general, the good agreements between theory and experiment implied that the single 
scattering model is a good approximation. However in one of the nickel-based super alloy 
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coupons, Waspaloy, the experimental results showed a distinct deviation from the predictions 
of the single scattering model. Detailed measurements and model calculations were carried 
out to more clearly quantify the breakdown of the single scattering model the comparison of 
theory and experiment provided strong evidence for the presence of multiple scattering 
effects. 
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GENERAL INTRODUCTION 
Technological advancements in any field are centered on the materials that can prove useful 
for the intended purpose. Material properties regulate the effectiveness of any innovation. 
The constant demands for materials with varying properties have been met with an 
astonishing degree of success. There is always the hope to develop better materials and the 
realization of this hope has been the driving force for the technological success in any field 
that we can think of. Material properties are dependent on microstructure of the material and 
a variety of techniques are used to manipulate the microstructure so as to yield the desired 
mechanical properties. 
This dissertation is concerned with nickel-based super alloys, which are widely used 
to fabricate rotating jet-engine components. Nickel-based super alloys are used for their high 
temperature strength properties. To ensure safe operation, typical nickel-based alloy 
components are ultrasonically inspected to detect defects such as white spots, dirty white 
spots, and freckles. Extensive material property database exist describing the relationships of 
microstructure to the mechanical properties for nickel-based super alloys. However, 
comparable fundamental data relating micro structural features to inspectability are not 
available. The objective of this dissertation is to develop a fundamental understanding of the 
ultrasonic properties and their relationship to microstructural conditions, motivated by the 
desire for the selection of optimal inspection parameters. Figure 1 interprets this objective in 
terms of the tetrahedron concept developed by the material science community to organize its 
diverse activities. Inspectability may be thought of as the conditions that influence the ability 
to detect flaws. Backscattered noise competes with flaw signals and hence places a limit of 
the flaw size that can be detected. Attenuation decreases the amplitudes of flaw signals and 
hence also has an influence on inspectability. The influence of microstructure on these 
inspectability parameters is the subject of this dissertation. 
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FIGURE 1. The "Materials Science Tetrahedron". The four vertices are decorated with the four 
elements: performance, processing, properties and structure. In addition to these four elements, the 
vertices are linked to the center of the tetrahedron, and this point represents the society that creates 
and uses the material, a) Basic concept, b) Application to mechanical properties, c) Application to 
inspectability properties. 
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FIGURE 2. Material properties & Fracture mechanics concepts governing the prediction of failure 
under conditions of cyclic fatigue. 
Part (a) of Figure 1, shows the tetrahedron concept which illustrates the links between studies 
of processing, structure, properties and performance. Part (b) of Figure 1, illustrates some of 
the key features involved in the study of mechanical properties/performance, a mature field 
in itself. Part (c) of Figure 1, presents the analogous features involved in the study of 
ultrasonic inspectability/performance, a very young field that is the subject of this 
dissertation. A more pragmatic view of the interrelationship of these concepts is managing 
the life of aircraft engine structural components is shown in Figure 2. 
This research is focused more specifically on obtaining and understanding 
fundamental data relating microstructural features to inspectability, using Inconel 718 and 
Waspaloy as representative materials for the nickel-based super alloys. Among the nickel-
based super alloys, Inconel 718 is the most widely used in jet-engine components and this 
was the main criterion used to select this material for study in greater detail. At the same time 
another nickel-based super alloy, designated as Waspaloy, was selected because it generates 
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a greater level of backscattered ultrasonic noise and therefore offers an opportunity to study a 
material that is more difficult to inspect. These two alloys also realize their desirable high-
temperature mechanical properties through different mechanisms, as will be discussed in 
greater details in the next section. 
BACKGROUND OF NICKEL-BASED SUPER ALLOYS 
Inconel 718 and Waspaloy are precipitation-hardened nickel-based super alloys. Inconel 718 
primarily is comprised of 52% Ni and 19% Cr. It also contains significant amounts of Fe, Nb 
and Mo along with lesser amounts of A1 and Ti, as shown in Table 1. Inconel 718 is designed 
to display exceptionally high yield, tensile and creep-rupture properties at temperatures up to 
1300°F (704°C). The precipitation hardening response of Inconel 718 permits annealing and 
welding without spontaneous hardening. Inconel 718 has excellent weldability when 
compared to the nickel-based super alloys hardened by A1 and Ti. It combines corrosion 
resistance and high strength with outstanding weldability including resistance to postweld 
cracking [1-4]. 
Waspaloy is a nickel-based, precipitation-hardened super alloy with excellent high-
temperature strength and good resistance to corrosion, notably to oxidation [5-7]. Waspaloy 
is mainly comprised of 57% Ni, 19% Cr and 14% Co. It contains small amounts of Mo, Fe 
and Al, as shown in Table 1. It is used for aerospace and gas turbine engine components at 
service temperatures up to 1200°F (650°C) for critical rotating applications, and up to 
1600°F (870°C) for other, less demanding, applications. Applications include compressor 
and rotor discs, shafts, spacers, seals, rings and casings, fasteners and other miscellaneous 
engine hardware, airframe assemblies and missile systems. 
TABLE 1. Typical composition of the Inconel 718 and Waspaloy. 
Alloy Cr Co Mo Nb Al Ti Fe C B Zr Others 
Inconel 718 
Waspaloy 
18.(5 - 3.1 5 0.4 0.9 18.5 0.04 - - 0.2Mnr 0.3SÎ 
19.5 13.5 4.3 - 1.3 3 - 0.08 0.006 0.06 
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Most nickel-based super alloys are melted by vacuum induction melting. Inconel 718 and 
Waspaloy are generally subjected to deformation by extrusion followed by forging or sheet 
rolling. Extrusion yields size reductions involving strains that lead to homogenization of the 
alloy during in-process annealing. Super alloys in general are strengthened by intermetallic 
compound precipitation in a FCC matrix [8 -12]. 
The different phases present are listed below: 
Primary Phase y : FCC matrix of Ni 
Secondary Phases y' : NigAl or NigTi (FCC) 
y" : NisNb (Tetragonal BCT) 
8 : NigNb (Orthorhombic) 
r| : Ni3Ti (HCP) 
Carbides : MC, M^C^, M&C and M7C3 
In Inconel 718 the strengthening precipitate is y". Inconel 718 usually contains 18-
20% volume fraction of y" precipitate, and has significantly higher yield strength than most 
super alloys strengthened by larger volume fractions of y' precipitates. The y" precipitate 
occurs in systems where sufficient amount of Nb (or Nb+Ta) is present. The y" precipitate is 
a body centered tetragonal (BCT) structure, and forms semi-coherently as disc-shaped 
platelets within the y matrix. The composition of y" precipitate is NigNb. The 5 phase that 
forms is more stable than the y" phase, and has an orthorhombic structure. The y" precipitates 
at a slower rate than y' which leads to the favorable weldability of the alloy. It is stable for 
over 10,000 hours at 600°C. A disadvantage is that the y" precipitate has a poorer thermal 
stability than y' leading to a faster coarsening rate and to a gradual transformation to form y', 
Nis(Al,Ti) (between 650°C and 850°C), and the orthorhombic form of NigNb (5) (between 
850°C and 1000°C). This limits the use of the Inconel 718 super alloy to below about 704°C. 
In Waspaloy, another precipitation strengthened alloy, y' is the principal 
strengthening precipitate unlike Inconel 718. The y' phase is formed by various combinations 
of Ti and Al. In addition, Waspaloy also contains traces of carbon, boron & zirconium for 
grain boundary strengthening. Waspaloy contains 30% volume fraction of y' precipitate. The 
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y' Nig (Al, Ti) precipitates can strengthen the alloys in two ways. First, coherency strains 
make it difficult for dislocations to penetrate the precipitates and second, when dislocations 
do penetrate the y', antiphase boundary energy must be created because of the ordered 
structure. The y' phase is quite stable with respect to temperature. It has virtually constant 
yield strength at temperatures as high as 870°C. 
The Time-Temperature-Transformation (TTT) diagram for nickel-based super alloys shown 
in Figure 3, indicate that 8 phase precipitates at higher temperatures than the y", and that 
over long periods of time both 8 and y' are more stable than y". It is the y' which is largely 
responsible for the elevated-temperature strength of the material and its incredible resistance 
to creep deformation. The amount of y' depends on the chemical composition and 
temperature, as illustrated in the ternary phase diagrams shown in Figure 4. The y-phase is a 
solid solution with a face-centered cubic lattice and a random distribution of the different 
species of atoms. By contrast, y' has a primitive cubic lattice in which the nickel atoms are at 
the face-centered and the aluminum or titanium atoms at the cube corners as shown in Figure 
5. This atomic arrangement has the chemical formula Ni^Al, Ni^Ti or Ni^(Al,Ti). The y phase 
forms the matrix in which the y' precipitates. 
iioo 
grain IxnincfarvtS — 1000 • 
2 
oOO • 
0 I 10 100 1000 10000 
Time (hours) 
FIGURE 3. Time-Temperature-Transformation (TTT) diagram for IN718 [12]. 
7 
Since both the phases have a cubic lattice with similar lattice parameters, the y' precipitates in 
a cube-cube orientation relationship with the y. This means that its cell edges are exactly 
parallel to corresponding edges of the y phase. Furthermore, because their lattice parameters 
are similar, the y' is coherent with the y when the precipitate size is small. Dislocations in the 
y nevertheless find it difficult to penetrate y', partly because the y' is an atomically ordered 
phase. The order interferes with dislocation motion and hence strengthens the alloy [13-16], 
o.io 
020 
0.10 L 
M 0.80 0. 
1 5 7 3  K  «  N j  9 7 3  K  <  N i  
FIGURE 4. Ni-Al-Ti ternary phase diagram [7], 
Al or Ni 
«/? o </? <A 
FIGURE 5. a) Crystal structure of y. b) Crystal structure of y'. c) Crystal structure of y" [7]. 
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INFLUENCE OF MICROSTRUCTURE ON UT INSPECTABILITY 
The micro structure can influence ultrasonic pulse/echo inspections in several ways. The 
microstructure influences such ultrasonic properties as velocity, attenuation and beam 
distortion. These in turn, influence inspection performance, in particular the probability of 
detection (POD) of flaws. Attenuation of sound energy acts to decrease the amplitude of 
echoes from possible defects. Backscattered noise from grain boundaries acts to mask echoes 
from small or subtle flaws. Velocity inhomogenities cause distortions of propagating sound 
beams, which in turn lead to fluctuations in echo amplitudes. 
Generally, attenuation means the loss of the signal's amplitude with increasing 
propagation distance. The loss is defined as the ratio of two amplitudes and is usually 
expressed in logarithmic units, Neper or dB: 
a ( f X  =  l n —  ( l e p e r s )  ( 1 )  
4 
Ai and Aq denote the ampinuue at positions separated by a propagation distance d .  
The attenuation coefficient is denoted as a. The attenuation computed from Eq. (1) would be 
in units of Nepers per unit length. The unit of dB is proportional to Nepers, with 20dB 
corresponding to a ratio Aq/Ai =10. 
There are two important mechanisms which can contribute to attenuation in a 
material; absorption of energy and scattering induced by grains or other microstructural 
inhomogeneities in a polycrystalline material. In the former case, absorption converts 
acoustic energy into heat via viscosity, relaxation, heat conduction, etc. The absorbed energy 
is dissipated in the medium and lost from the acoustic field. In the latter case, scattering from 
the grains converts the energy of the coherent incident waves into incoherent, divergent 
waves as a result of wave interactions with inhomogeneities in the material. In this way, 
scattering not only reduces the coherent signal but also gives rise to an incoherent grain noise 
which further limits the detectability of the attenuated signal. 
Generally, the attenuation coefficient can be written as the sum of absorption and 
scattering components [17-20]: 
(X ~ (Xabsorpijon ^scattering (2) 
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While scattering accounts for the larger part of attenuation in many structural alloys such as 
polycrystalline metals, absorption is the dominant loss in other materials such as polymers. 
However absorption could become the dominant factor contributing towards attenuation 
when the metals have high internal friction. 
The backscattering coefficient is another important ultrasonic parameter that is 
closely related to the material microstructure. It describes the ultrasonic noise backscattered 
from grain boundaries. Several researchers have developed the independent, single scattering 
model for predicting the rms noise, as influenced by the details of a measurement system, in 
terms of a material property known as backscattering coefficient. The development of this 
model for relating the backscattering coefficient of longitudinal waves to the micro structure 
incorporating the Born approximation, by Rose [21-23] and its extension by Ahmed and 
Thompson to treat single-phase polycrystalline materials with texture and elongated grains 
[24-25] has led some of the most important advancements in understanding the influence of 
microstructure on pulse/echo inspections. Furthermore when the grains have large 
dimensions compared to the incident sonic wavelength, differences in the average ultrasonic 
velocities between neighboring grains act to significantly distort the amplitude and phase 
profiles of the incident sonic beam. As a result, these distortions can lead to large ultrasonic 
signal fluctuations in some circumstances. The flaw signal fluctuations may broaden the flaw 
signal distribution curve in the estimation of probability of detection (POD) [26, 27]. 
Because of the flaw signal fluctuation, a weak flaw signal may be caused by a defect as 
dangerous as one producing a strong flaw signal. The signal fluctuation levels have close 
correlation with the beam focal conditions inside the metal specimen. The ray model 
developed by Margetan et. al. [28] confirmed that the back-wall fluctuation arising from 
beam distortions can be quantitatively related to the velocity inhomogeneities in a Ti-6A1-4V 
sample with enlarged grain. The stochastic nature of the ultrasonic response has obvious 
implications in practical non-destructive testing/evaluation. However the beam fluctuations 
do not play a major role in the nickel-based super alloys covered under this dissertation. 
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An important microstructural parameter is the grain size that influences the 
mechanical properties. Grain size is generally determined by metallography, which involves 
grinding, polishing and photographing the metallographic sample using optical microscopes 
and the analysis of the micrographs obtained. Ultrasonic methods to determine grain size 
would be advantageous since they are nondestructive and relatively less time consuming. 
There has been a significant body of work undertaken by researchers to use the ultrasonic 
attenuation and/or backscattered coefficient to determine the grain size [29-32]. An important 
part of this dissertation involves understanding this correlation between the ultrasonic 
attenuation and backscattering coefficient to the grain size of the local microstructure in 
nickel-based super alloys under study. 
SCATTERING INDUCED ATTENUATION IN POLYCRYSTALLINE MATERIALS 
Scattering of ultrasonic waves in solids arises from the fact that the effective values of 
elastic constants differ from grain to grain when the grains are elastically anisotropic and 
randomly oriented. Additional scattering can occur at crystal defects, precipitates, multiple 
phases, etc. Hence any inhomogeneity can serve as a scatterer. A wealth of literature 
addresses the subject of ultrasonic wave propagation in polycrystalline materials [33-35]. 
General theories have not yet been developed to account for attenuation due to scattering in a 
medium containing several scatterers with given size, shape, material property, and density 
of occurrence. However, for the case of relatively weak scattering, the loss caused by a single 
scatterer is not affected by the presence of other scatterers and the total loss can be calculated 
relatively easily from the scattering cross section of the average scatterer. The scattering 
cross section y is the ratio between the total scattered power (energy per unit time) E 
scattered by the inhomogeneity and the intensity I (power per unit area) of the incident wave. 
E, = X (3) 
Thus a has units of area. 
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Let us consider a volume of given cross section A and length d. The coherent acoustic power 
P =AI transmitted through this region decreases by an amount of dP =N yl. The total number 
N of scatterers in this volume of "Ad" can be calculated from the number density n of the 
scatterers and we obtain a simple differential equation for the acoustic power. 
dP  =  - Pny d  .  (4) 
The solution of Eq. 4 is an exponentially decaying function 
p = (5) 
Since the acoustic power is proportional to the square of the amplitude, from the definition of 
the attenuation coefficient (see Eq. 1) we get the following general formula for the scattering 
induced attenuation. 
a = :4 M y • (6) 
When multiple scattering effects are present, the scattering from each scatterer is not 
independent, and the problem of obtaining an expression for a is much more complicated. 
However, when the scattering inhomogeneity is relatively weak, e. g., in the case of grain 
scattering, Eq. 6 often gives a fairly good approximation. 
Several researchers have been working on the subject of ultrasonic wave propagation 
in polycrystalline materials. Polycrystalline materials are made of collections of grains. The 
change in effective elastic constants between adjacent grains scatters energy from an incident 
ultrasonic wave. Since the physical structure of these materials is so complex, a number of 
common assumptions have been used to simplify analysis. The first assumption under the 
single scattering model is that once the energy has been scattered from a grain boundary, it is 
lost forever from the ultrasonic beam. In contrast, theories considering multiple scattering 
account for the possibility that the energy is still present. The second common assumption is 
that the grains possess a regular geometry. Mostly, they are assumed to be spherical, or 
equivalently, equiaxed, although other shapes have been used. These grain-shape models, 
frequently used by material scientists, can be good approximations for certain materials. The 
last assumption pertains to the sizes of the grains. Researchers often use only a single grain 
size or an average grain size [36-37], The assumption holds when the grain size distribution 
12 
is narrow but is not generally applicable to all systems. 
Ultrasonic attenuation a, depends on the wavelength of the ultrasonic wave,A,, the 
grain diameters, D, and the material properties. These dependencies depend on the relative 
magnitudes of A, and D, and three well-known regions emerge: 
Rayleigh region: a (D,À) = CrD3!™4, X»D 
Stochastic region: a (D,A) = CSDA"2, A,=D 
Diffusion region: a (D,À) = Cd/D, À,«D 
Where Cr, Cs and Cd are constants of the material. 
Stanke and Kino [36-37] developed an approach to solve for the attenuation resulting from 
grain scattering during sound propagation through a polycrystalline solid with a distribution 
of grain sizes. They indicate that their approach is valid for all frequencies and includes the 
most important effects associated with multiple scattering. The approach also be applied to 
textured media, in which the grain sizes or crystal orientations are not independent of 
direction. Essential to this approach is a geometric correlation function, W(r), which is the 
probability that two points separated by a distance r are in the same grain. They have 
demonstrated the essence of this theory with calculations for untextured media and equiaxed 
grains. The model has further been extended to polycrystalline materials with texture and 
elongated grains by Thompson et al [38-39]. 
BACKSCATTERED GRAIN NOISE IN POLYCRYSTALLINE MATERIALS 
Backscattered grain noise can be considered as the incoherent superposition of the 
echoes backscattered by the material micro structure. The echoes essentially occur due to the 
mismatches of the acoustic properties along the grain boundaries in the material. As 
mentioned earlier, the anisotropy of the elastic constants in grains or crystallites is the source 
of the inhomogeneity in a simple poly crystal. In more complex alloys, crystal defects, 
precipitates, multiple phases, etc. also play a role. High levels of backscattered noise can 
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hinder the detectability of small flaws and is therefore an important parameter in UT 
inspections. A model developed by Thompson-Gray [40] can be used to relate the signal 
backscattered from a given grain to the grain's far-field scattering amplitude and the 
amplitude of the field illuminating the grain, as predicted, for example, by the Gaussian or 
gauss-hermite beam model. On the basis of the Thompson-Gray model, a measurement 
model for the backscattered ultrasonic grain noise was developed by Margetan et al. [41-45], 
The independent scattering model assumes the size of the scattering grains is small compared 
to the beam diameter, so that many grains contribute to the noise signal at an instant of time. 
The received backscattered grain noise power is assumed to be equal to the sum of the power 
backscattered from the individual crystallites, equivalent to assuming that the phases of these 
signals would be random. The model also defines another important material parameter 
called "figure of merit (FOM)", to quantify the noise generation capability of the material, 
Although derived from a different point of view the independent scattering model is 
equivalent to the grain noise theory developed by Rose [21-23], describing the effects of a 
varying microstructure on backscattered noise. The FOM has been shown to be identical to 
the square root of (q), the backscattering coefficient, which is material property that Rose 
used to describe the capacity of the material to generate noise (a quantity also used by the 
medical ultrasound community). 
The independent scatterer model makes the assumption that the observed noise is 
dominated by single-scattering events, i.e., events in which sound energy is directly reflected 
back to the transducer by a metal grain. In particular, the model assumes that the received 
noise is an incoherent superposition of the direct echoes from all of the insonified grains. 
Models based on single-scattering assumption have proven to be very useful in simulating 
inspections of engine-alloy billets and forgings [41-45], However this assumption may not be 
accurate if the grain scattering is too strong. In the course of this research evidence of 
multiple scattering has been observed and an effort has been made to systematically deduce 
defining parameters that could indicate the break down of the single-scattering model. 
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OUTLINE OF THIS DISSERTATION 
In Chapter 1, experimental investigations of the relationships between ultrasonic 
properties (velocity, attenuation, and backscattered grain noise) and the microstructure are 
reported. Chapter 2 describes a quantitative study of the relationship of the experimental 
observations reported in Chapter 1 to the predictions of classical theories, which require as 
input the single-crystal elastic constants of the grains and the grain size. In Chapter 3, a 
detailed study of the accuracy of the single scattering model to predict the grain noise 
generated by the microstructure was carried out. 
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CHAPTER 1. VARIATION OF UT PROPERTIES IN NICKEL-BASED SUPER 
ALLOYS AND THEIR RELATION WITH LOCAL MICROSTRUCTURE 
Nickel-based super alloys are widely used in aircraft engine components, mainly in turbine 
disks and high-pressure compressor. Extensive data on the mechanical properties of these 
alloys is available. However, fundamental data relating micro-structural features to ultrasonic 
properties, in turn controlling the inspectability, are not available. Understanding the 
sensitivity of flaw detection depends on establishing such a relationship between the 
ultrasonic properties and microstructure of the super alloys. This relationship would facilitate 
improvements to current Ni billet inspections as well as provide data for analysis of the 
Probability of Detection (POD) of the inspections for various defect types. Backscattered 
noise is the scattering of sound at grain boundaries. Such "grain noise" carries useful 
information about the metal micro structure, but it interferes with the detection of echoes from 
small or subtle defects. 
Single scattering model has been found to be very effective in simulating inspection 
of engine alloy billets and forgings. This work is focused on evaluating the effectiveness of 
single scattering model in predicting backscattered noise in the nickel-based alloys. 
Attenuation, grain size and single crystal elastic constants are important input parameters that 
need to be evaluated for making the predictions of noise levels. As an integral part of this 
dissertation, measurement of these quantities was carried out on a number of nickel-based 
super alloy samples. Comparisons of noise levels predicted with the current single scattering 
model with the direct measurements of noise on the same samples have been made. Any 
deviations observed will be a guide to future improvements in the model. 
Selection of engine materials is a balance between ability to operate at temperature, 
adequate creep/fatigue/strength properties, and acceptable weight. The primary materials 
considered for modern day rotating components comedown to choices between titanium 
alloys, valued for their lower weight but limited to intermediate temperature ranges, and 
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nickel-based super alloys, higher temperature materials with better damage tolerance 
properties but also heavier. This dissertation is based on two nickel-based super alloys, 
IN718 and Waspaloy. Coupons were selected on the basis of backscattered ultrasonic noise, 
from high noise and low noise regions of the billets and therefore offer an opportunity to 
study the various aspects that could hinder or improve inspectability. A primary goal of this 
study was to determine, for representative 10" diameter billets, the manner in which the 
ultrasonic inspection properties depended on position, inspection direction, and frequency. 
The inspection properties of interest were the density and the sonic velocity, attenuation, and 
backscattered grain noise capacity. These properties influence ultrasonic inspections in a 
direct manner. For a given transducer and billet diameter, the density, sonic velocity and 
attenuation determine the shape and strength of the incident pressure field within the billet, 
and thus directly influence the amplitude of the echo from an internal defect. The 
backscattered noise capacity then determines the average strength of the grain-boundary 
echoes that can mask or obscure the defect echo. 
This chapter summarizes the methods and results of the ultrasonic properties of 
interest. The ultrasonic measurements themselves fall into two classes. In preliminary work, 
C-scans of back-surface amplitude, back-surface time-of-flight, and backscattered grain noise 
amplitude were performed to determine the degree of property variability with position and 
inspection direction. Careful measurements of velocity, attenuation and grain noise capacity 
were then made at selected sites, with site locations based on the earlier C-scans. 
BACKGROUND OF NICKEL-BASED SUPERALLOYS STUDIED 
Nickel-based super alloy material intended for the fabrication of rotating jet engine 
components generally begins as a cast ingot. As illustrated in Figure 6, the initial ingot, 
which may have a rectangular or cylindrical cross-section, is subjected to mechanical 
working processes that result in a reduced-diameter cylindrical billet. Although the final 
billet shape has cylindrical symmetry, the ultrasonic properties of the billet do not share this 
symmetry even if the cast ingot is cylindrical. This is because the billet is generally rotated 
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FIGURE 6. Typical production of nickel-based super alloy billets used for fabricating rotating jet-
engine components. 
in fixed increments, rather than continuously, when mechanical working is done. The 
ultrasonic properties are dependent, to some extent, on the thermo-mechanical working 
history, and the lack of cylindrical symmetry during working leads to non- cylindrically-
symmetric ultrasonic properties. IN718 and Waspaloy billets were first inspected in the radial 
direction using a multi-zone inspection system [1, 2, 15] containing several transducers each 
focused at a different depth as shown in Figure 7a. Prominent bands of high and low 
backscattered grain noise were observed in each case. One C-scan from the inspection of an 
IN718 billet is shown in Figure 7b. 
Prominent high grain noise and low grain noise bands can be seen. For this particular 
billet, the bands were especially prominent, and two rectangular "strip" coupons were cut 
from locations indicated in Figure 7b. Two different forging methods known as "GFM" and 
"V-die", respectively, are commonly used to transform IN718 cast ingot into finished billet. 
GFM employs multiple hammers to pound the ingot while it rotates, while V- die used a 
single hammer to strike the ingot while it rotates within in a V-shaped trough. Detailed UT 
property investigation has been carried out on four coupons, selected on the basis of the 
information from the Multi-zone inspections. 
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The four strip coupons were assigned the following designations: 
V-DIE-A: Strip coupon from a high noise band in an IN718 V-DIE billet. 
V-DIE-B: Strip coupon from a low noise band in an IN718 V-DIE billet. 
GFM-A: Strip coupon from a high noise band in an IN718 GFM billet. 
Waspaloy: Strip coupon from high noise band in a Waspaloy billet. 
IN718-V-Die 
A typical billet inspection 
several transducers, each 
focused at a different depth. 
(a) Axial Direction (b) 
FIGURE 7. a) Schematic illustration of a typical multi-zone inspection, b) C-scan of an IN718 V-
DIE billet with coupon locations indicated. 
With an objective to build a coherent picture of how ultrasonic velocity, attenuation, and 
backscattered noise vary with position and sound propagation, the coupon-cutting scheme, 
shown in Figure 8, was used in this study of nickel-based super alloy billets. Rectangular 
"strip coupons" with approximate dimensions of 2" x 2" x 10" were cut along billet 
diameters, as illustrated in Figure 8a, and used for UT measurements in the axial and hoop 
directions. The strip coupons were later cut into "slices" for UT measurements in the radial 
direction Figure 8b, with the number and thickness of the slices dependent upon the radial 
variation of UT properties observed in the strip coupon themselves. Eventually the slice 
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thickness was chosen to be 1.0" for all of the strip coupons studied. In addition to the 
property measurement coupons, which had smooth (ground) surfaces, a "rough-cut" slice of 
adjacent material was obtained for use in metallographic studies. The four strip coupons were 
cut from their respective billets using EDM (electric discharge machining) techniques. The 
four large (2" x 10") surfaces of each coupon having normal vectors pointing in the axial or 
hoop directions were then ground smooth to facilitate accurate UT measurements. 
FIGURE 8. a) Schematic illustration of the strip coupon used for measurements in the axial and hoop 
directions, and the adjacent "rough cut" coupon used for metallographic studies, (b) "Slice" coupons 
for radial property measurements. 
The four strip coupons were cut from their respective billets using EDM (electric discharge 
machining) techniques. The four large (2" x 10") surfaces of each coupon having normal 
vectors pointing in the axial or hoop directions were then ground smooth to facilitate accurate 
UT measurements. The six surfaces of each specimen were labeled 1-6 in the manner shown 
in Figure 9. Note that the outward normal vectors to sides 1, 2, and 3 point in the radial, axial 
and hoop directions of the billet respectively. Sides 4, 5, and 6 are opposite to sides 1, 2, and 
3 respectively as shown in Figure 9. Note that both sides 1 and 4 are slightly curved before 
finish and both are portions of the OD billet surface. In all cases, "side 1" denotes the OD 
face that was the sound entry surface for the backscattered noise C-scan used to select the 
coupon location. 
Billet 
1 "-thick "slice' 
coupons "rough cut" coupon for 
' use in metallography 
_"strip coupon" for UT 
property measurements 
"Strip" ' 
Coupon 
(~ 2"x2"x10") 
possible sites for 
metallography Radial 
(b) (a) 
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Stamped Markings on "Strip" Coupons Cut From 10"-Diameter Ni Billets 
IN718 Billet Coupon Waspaloy Billet Coupon 
6 
numeric 
"side" _ 
9 
2 / labels Z 
G1 3 INCO 718 GFM SITE A HIGH NOISE 
/ 
4 / 1 e 4 
5 101-S1 
5 
Billet 10" 
Markings for the IN718 GFM billet coupon are shown above at left. Markings for the IN718 V-die coupons are 
similar except: 
V-die "low noise " coupon has "INC0718 V DIE SITE B LOW NOISE" stamped on side 3, 
and "V1" stamped on side 1 in place of G1. 
V-die "high noise " coupon has "INC0718 V DIE SITE A HIGH NOISE" stamped on side 3, 
and "W1 " stam ped on side 1 in place of G1. 
FIGURE 9. Stamped markings used to label the surfaces of the billet strip coupons. Here the six 
faces of a given coupon have been "Unfolded" into a plane. 
Strip coupon volume was computed using: 
 ^ {J-1 hoop ) axial ) radial ) 
for the rectangular Waspalloy coupon, and 
V = L„ Lhoop "y/(^ ) ~(Lhoop) L hoop 
V L r adial  J  
for the IN718 coupons which each had two cylindrically-curved surfaces. 
Here, Lxxx denotes the full length in the xxx direction. For the IN718 coupons 
L radiai is effectively the billet diameter: 
(^hoop ) 
Side 2 
radial  )  
FIGURE 10. Volume determination for the nickel-based super alloy billet strip coupons. 
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For each of the four strips, the density was determined in the standard manner by dividing the 
measured mass by the computed volume. The three strips cut from the IN718 billets had 
curved ends (sides 1 and 4) whose cylindrical curvatures were those of the billet OD 
surfaces. For the Waspaloy strip coupon, the two curved ends had been machined flat, 
resulting in a rectangular prism. Formulas used to compute the volumes of the strip coupons 
from the measured dimensions are shown in Figure 10. The measured dimensions and 
masses are listed in Table 2, together with the deduced density values. For the three IN718 
strip coupons the measured densities were the same to within 1 part in 2000, averaging 8.259 
gm/cm. The measured density for the Waspaloy specimen, which has different alloy 
chemistry, was slightly lower at 8.209 gm/cm. 
TABLE 2. Dimension, mass and density values for nickel-based super alloy billet strip coupons. 
Specimen L_radial L_axial Ljioop Mass Density 
(inches) (inches) (awe.) (inches) (a^.) (grams) (gm/cc) 
Waspaloy-A 10.000 1.9975 2.0000 5374 8.209 
G FM-A 10.025 1.9645 1.9905 5272 8.262 
V-die-A 9.983 2.0050 1.9945 5366 8.258 
V-die-B 9.980 2.0080 2.0070 5406 8.258 
A = high noise site 
B = low noise site 
PRELIMINARY UT EXAMINATIONS OF THE BILLET STRIP COUPONS 
Before performing detailed UT property measurements, the strip coupons were scanned at 
normal incidence using the two experimental setups shown in Figure 11. These experiments 
produce C-scan images of back-wall time-of-flight (TOF), back-wall amplitude, and 
backscattered grain noise amplitude. To produce C-scan images of back-wall amplitude and 
time-of-flight, a 10 MHz, 0.25" diameter, planar transducer was used, and a 2" thick fused 
quartz block served as a low-attenuation reference. 
To produce C-scan images of backscattered noise, a 15 MHz focused transducer 
having a 0.5" diameter and 3.5" focal length in water was used. The beam was focused 0.5" 
deep in metal, i.e., midway between the front surface and the center plane. For the noise 
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measurements, a 1/64" diameter flat-bottom hole (#1FBH) in a low attenuation nickel-based 
super alloy step block (IN 100) served as the reference. For producing the various C-scan 
images of a given strip coupon, each of the four 2"xl0" surfaces served, in turn, as the sound 
entry surface. All C-scan images were produced using a SONIX scanning system with the 
digitization rate set at 100 MHz. For backscattered noise measurements local signal 
averaging (64 averages at each transducer position) was used to reduce the effect of 
electronic noise. No signal averaging was required when digitizing the much stronger back-
wall echoes. 
2) Scan Scan 
><f Grains^ 
Fused Quartz 
Reference 
#1 FBH 
Reference Ni coupon Ni coupon 
Setup for Backscattered Grain Noise C-Scan: 
0.5" diameter, 15-MHz, focused probe used. 
Setup for Back-wall Echo C-Scan: 
10-MHz, 1/4", planar probe used. 
FIGURE 11. Experimental setup used to measure a) Back-wall amplitude and Time-of-flight, and b) 
Backscattered grain noise amplitude. 
BACK-WALL TIME-OF-FLIGHT AND AMPLITUDE C-SCANS 
The back-wall echo measurements were performed using the 10-MHz planar 
transducer; the water path was fixed at 5.0 cm (1.97") for both the strip coupons and the 
fused-quartz reference block as well, guaranteeing that the specimen back walls were located 
well within the far field of the sonic beam. If a specimen block is simply laid upon a flat 
support and back-wall echoes are acquired, the echoes will usually be affected by 
reverberations of sound within a thin water layer trapped between the specimen and its 
support. For these measurements, the strip coupons and reference block were each supported 
only by their far edges so that a thick layer of water was immediately below each back wall. 
27 
Thus the reflecting back-wall surface was a simple water/metal or water/FQ interface without 
complicating factors. For RF waveform digitization, a time gate of 2 psec duration was used 
which was approximately centered at the arrival time of the back-wall echo. Amplitude C-
scans were constructed which displayed the peak rectified back-wall amplitude within the 
time gate. TOF C-scans were also constructed which displayed the time at which the leading 
edge of the back-wall echo crossed a preset threshold level. For the strip coupons, the scan 
area typically measured 10.4" (radial) by 2.4" (axial or hoop) with a step size of 0.04" in 
each direction. A smaller scan region of 2.2" x 2.2" was used for the fused-quartz block, but 
the same 0.04" step size was used. As illustrated in Figure 12 for the V-Die-B case, the 
back-wall TOF images showed very little variation. Similar trends were observed in the other 
strip coupons too. Although the sound velocities were quite uniform, a strong dependence of 
back-wall echo amplitude on radial position was typically seen. Back-wall amplitude C-scan 
images for the four strip coupons are shown in Figures 13-16, respectively. Note that back-
wall amplitude images made from opposite sides of the same strip coupon (e.g., sides 2 and 
5) are essentially mirror versions of each other. 
IN718 V-die Billet. Site B (low noise). Back-wall Echo Time-of-Flight. 
Axial Axial Hoop 
1 
sound 
Label for adjac 
whose face is 
the sound proi 
direction. 
propagation direction. 
j cent side 
parallel to 
pagation 
3 6 6 3 5 
Insp. of 2" FQ block 
at 6 dB gain 
0% 100% 
Scan step size 0.04" 
Scan area 2.4" x 10.4" 
for all four sides. 
3 
Insp. thru Side 2 
at 15 dB gain 
Insp. thru Side 5 
at 15 dB gain 
4 
Insp. thru Side 3 
at 15 dB gain 
Insp. thru Side 6 
at 15 dB gain 
FIGURE 12. Back-wall Time-of-Flight C-Scan images for the V-DIE-B coupon. 
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Waspaloy Billet. Site A (high noise). Back-wall Echo Amplitude. 
Axial Axial Hoop Hoop 
1 1 1 1  
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at 18 dB gain 
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FIGURE 13. Back-wall Amplitude C-Scan images for the Waspaloy strip coupon. 
IN718 GFM Billet. Site A (high noise). Back-wall Echo Amplitude. 
Axia 
Insp. thru Side 2 
at 15 dB gain 
3 5 
Insp. thru Side 5 
at 15 dB gain 
2 2 
Insp. thru Side 3 
at 15 dB gain 
Insp. of 2 " FQ block 
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for all four sides. 
Insp. thru Side 6 
at 15 dB gain 
FIGURE 14. Back-wall Amplitude C-Scan images for the GFM-A strip coupon. 
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IN718 V-die Billet. Site A (high noise). Back-wall Echo Amplitude. 
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1 1 1 1  
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Insp. thru Side 5 
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3 5 2 2 
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three sides 
Insp. thru Side 6 
at 16 dB gain 
FIGURE 15. Back-wall Amplitude C-Scan images for the V-Die-A strip coupon. 
IN718 V-die Billet. Site B (low noise). Back-wall Echo Amplitude. 
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FIGURE 16. Back-wall Amplitude C-Scan images for the V-Die-B strip coupon. 
30 
Backwall Echo Amplitude (Rescaled to 100% = 0 attenuation] 
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A 
Axial 
60 80 100 % 
3.5 2.0 1.1 0.5 0 dB/in 
FIGURE 17. Rescaled C-Scan images of Back-wall echo amplitude for axial (Side 2) and hoop 
(Side 3) inspections of the four nickel-based super alloy billet strip coupons. 
Also note that for a given strip coupon, the images for beam propagation in the axial 
direction (through sides 2 and 5) tend to closely resemble those for propagation in the hoop 
direction (through sides 3 and 6). The back-wall amplitude C-scan images for the four strip 
coupons are directly compared to one another in Figure 17. The C-scan images in this figure 
have been rescaled so that the coloration is related to the average attenuation in dB/inch 
units. The rescaling process assumed that the fused quartz (FQ) reference block had 
negligible attenuation, and corrected for the different gain settings used during the scans and 
for the differences in interface transmission/reflection losses. 
The rescaling process involved four major steps: 
1. All measured back-wall amplitudes were first multiplied by a constant scale factor 
chosen such that the re-scaled fused-quartz image had a mean amplitude of 100% full­
screen height (FSFt). Since FQ was assumed to have zero attenuation, an amplitude of 
100% FSH was then associated with zero attenuation. 
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2. The nickel-based super alloy images were then rescaled to correct for gain differences 
between the Ni and FQ scans. These gain differences ranged from 9 to 12 dB. 
3. The Ni images were then rescaled to correct for differences (between Ni and FQ) in the 
reflection and transmission losses at water/solid interfaces. These losses were quantified 
by the product of one reflection and two transmission coefficients, denoted here by 
T01R11T10, where subscripts 0 and 1 refer to water and solid respectively. Plane-wave 
transmission and reflection coefficients were used; these can be easily calculated from 
the measured densities and sound velocities [44]. The product T01R11T10 was 
computed to be 0.291, 0.109, and 0.107 for FQ, IN718, and Waspaloy respectively. 
4. After the above rescalings, all Ni back-wall amplitudes were found to be less that 100%, 
and the reduction below 100% was assumed to result from ultrasonic attenuation. The 
attenuation value (a) was then estimated using 
Amplitude/100% = exp(-2az) ; z = 2 inches. 
Figure 18 provides a second depiction of the same rescaled amplitude data. There, for both 
axial and hoop sound propagation, the rescaled amplitude and estimated attenuation of each 
coupon are shown as functions of radial position. Each radial profile shown is an average (in 
the axial or hoop direction) over the central 1/3 of the coupon surface. The coupon region 
used in the averaging and the sign choice for the radial coordinate axis are both indicated in 
the right-hand portion of Figure 18. The attenuation estimates shown in Figure 17 and Figure 
18 are only approximate. This is because ultrasonic attenuation tends to increase with 
frequency, and a broadband pulse is being used. The center frequency of the sonic pulse is 
near 10-MHz when the pulse initially leaves the transducer, but that center frequency shifts 
downward during propagation since the high frequency components of the beam are 
attenuated more that the low frequency ones. Figure 17 and Figure 18 provide estimates of 
the material attenuation averaged within the bandwidth of the back-wall echo. These 
estimates are useful for quick visual comparisons of the relative attenuations of the four 
specimens. From Figure 17 and Figure 18 it can be inferred that there are significant 
differences in the back-wall amplitude (or attenuation) values of the four strip coupons. 
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Dependence of Average Back-Wall Amplitude on Radial Position 
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FIGURE 18. Dependence of Back-wall amplitude on radial position in the four nickel-based super 
alloy billet strip coupons. 
It is evident that for each coupon there is a clear dependence of back-wall amplitude on 
radial depth, but, at a given radial depth, there is generally little difference between the 
results for the axial and hoop directions. Such a behavior is consistent with strip-coupon 
microstructures that were found to have equiaxed grains whose average grain diameter varies 
with radial depth. It is also interesting to note that the V-Die-A and V-Die-B strip coupons, 
which were cut from high and low-noise bands of the same IN718 billet, differ significantly 
in their effective attenuation values near the coupon ends, but have very similar attenuation 
values near their centers. As might be expected, the asymmetries in the mechanical working 
and the heat treatment procedures that the billets are subjected to, which lead to the 
recrystallization and grain growth accompanied by noise banding and other property 
variations in the hoop direction, evidently have a diminished effect near the billet center. 
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C-SCANS OF BACKSCATTERED NOISE AMPLITUDE 
The measurement setup used to produce backscattered grain noise C-scan images was 
shown earlier in Figure 11. A 15-MHz, 0.5" diameter transducer was used for the 
measurements; it had a nominal focal length of 9.0 cm (3.54 inches) in water. Its geometric 
focal length and actual focal length (peak amplitude from a small ball target in water) were 
measured to be 9.65 cm (3.80 inches) and 9.2 cm (3.62 inches) respectively [1-7]. For the 
inspections of the strip coupons, a 1.66 inch water path was used to so that the actual focal 
depth in metal was about 0.5" deep, or one-quarter of the specimen thickness. The scan area 
used for backscattered grain noise was 10.4" x 2.4", and the step size was 0.04". The time 
gate extended from 2.9 |a.sec to 6.9 p.sec after the front-surface echo, or approximately from 
0.33" to 0.79" deep in the metal. This bracketed the center of the focal zone where the 
absolute backscattered noise amplitudes tended to be greatest. The resulting C-scan images 
of the Ni-alloy strip coupons displayed the rectified gated-peak noise amplitude, i.e., the 
largest absolute noise amplitude seen anywhere within the time gate at a given transducer 
position. For a given strip coupon, the inspection gain was fixed; however, the gain varied 
from coupon to coupon. A #1 FBH located 0.5"deep in a fine-grain IN 100 step block served 
as a reference for absolute amplitude. The FBH was scanned at the same water path used for 
the noise scans; the scan area was 0.078" x 0.078" with a step size of 0.002". The peak 
amplitude seen in the reference scan differed slightly from day-to-day (by 1% to 3 %), due to 
minor difference in water temperature and beam normalization. The four large (2" x 10") 
surfaces of each strip coupon were scanned to produce images of backscattered grain noise 
amplitudes. Results are shown in Figures 19-22, respectively, for the four strip coupons, 
together with the associated images of the #1 FBH reference. It was found that grain noise, 
like attenuation, depended primarily on radial depth in the billet. At a given radial depth, 
noise measurements in the hoop and axial directions tended to yield similar results. To better 
display the dependence of noise on radial depth, radial profiles of averaged noise amplitudes 
were constructed. The procedure used is illustrated in Figure 23 using noise data from the 
Waspaloy coupon. Within each C-scan image, a rectangular area of dimension 0.52" (axial 
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or hoop) by 10.4" (radial) was studied. This area, outlined by the dotted rectangle in Figure 
23a, was centered at the center of the strip coupon. At each radial position, the noise 
amplitudes within the rectangle were averaged over the lateral coordinate (axial or hoop) to 
produce a noise-amplitude-versus-radial-position profile. Because of the random nature of 
backscattered noise, the radial profiles thus constructed have a somewhat jagged appearance. 
As shown in Figure 23b, a 9-point running average was performed to obtain a smoother 
curve that better displays the general trend of the data. The smoothed versions of the radial 
noise profile are shown in Figures 24-27, with results shown for four sides of each strip 
coupon. Recall that the sonic beam propagates in the axial direction for inspections through 
sides 2 and 5, and in the hoop direction for inspections through sides 3 and 6. 
Waspaloy Billet. Site A (high noise). Backscattered Noise Amplitude. 
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Hoop 
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for all four sides. 
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Insp. thru Side 5 
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at 44 dB gain 
Insp. thru Side 6 
at 44 dB gain 
FIGURE 19. Backscattered noise C-Scan images for the Waspaloy strip coupon. 
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IN718 GFM Billet. Site A (high noise). Backscattered Noise Amplitude. 
J# 13 5 
Insp. thru Side 2 
at 44 dB gain 
Insp. thru Side 5 
at 44 dB gain 
2 2 
Hoop 
Reference Scan: 
C-scan of #1 FBH, 0.5" 
deep in fine grain IN100 
block at 10dB gain. 0.078" 
x 0.078" scan area with a 
step size of 0.002". 
100% 
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FIGURE 20. Backscattered noise C-Scan images for the GFM-A strip coupon. 
IN718 V-die Billet. Site A (high noise). Backscattered Noise Amplitude. 
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FIGURE 21. Backscatered noise C-Scan images for the V-DIE-A strip coupon. 
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IN718 V-die Billet. Site B (low noise). Backscattered Noise Amplitude. 
Axial Axial Hoop Hoop 
Reference Scan: 
C-scan of #1 FBH, 0.5" 
deep in fine grain IN 100 
block at 10dB gain. 0.078" 
5 x 0.078" scan area with a 
step size of 0.002". 
Billet coupons scans 
Scan step size 0.04" 
Scan area 2.4" x 10.4" 
for all four sides. 
4 4 4 4 
Insp. thru Side 2 Insp. thru Side 5 Insp. thru Side 3 Insp. thru Side 6 
at 48 dB gain at 48 dB gain at 48 dB gain at 48 dB gain 
FIGURE 22. Backscattered noise C-Scan images for the V-DIE-B strip coupon. 
Note in Figures 24-27, that a uniform amplitude scale has been adopted in which the peak 
amplitude of the FBH reference has a value of 100. The observed grain noise amplitudes 
depend on both the inherent "noisiness" of the micro structure (i.e., the FOM value), and on 
the ultrasonic attenuation which varies greatly among the suite of specimens. The ultrasonic 
attenuation within the Waspaloy coupon is much larger than that within the GFM-A coupon; 
this attenuation difference acts to bring the measured noise amplitudes in Figure 28 closer 
together. Because of the choices of gate depth and lateral width, the insonified volumes for 
these four measurements do not overlap. However, the four curves for a given coupon tend 
to be quite similar in overall amplitude and shape. This indicates that backscattered noise 
levels at a given radial depth are similar for axial and hoop sound propagation; and relatively 
unchanged by translations of an inch or so in either the axial or hoop direction. Again this 
finding is consistent with having, within a given strip coupon, equiaxed micro structures in 
which the mean grain size principally varies with radial position. For example, under this 
interpretation, grain sizes would tend to decrease as one moved radially away from the center 
of the Waspaloy, GFM-A or Vdie-B strip coupon. 
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FIGURE 23. Construction of radial profiles of backscattered grain noise a) Noise analysis region for 
the inspection through side 6 of Waspaloy strip coupon, b) Resulting calculated and smoothed radial 
noise profiles. 
Although the dependence of backscattered noise on radial position is clear in Figures 19-22, 
there are also dependences of noise (and hence microstructure) on axial and hoop position 
within a given billet. This fact is clear from the noise-banding patterns observed in the C-
scans of the original billets. It is also evident from the differences between the V-Die-A and 
V-Die-B curves in, since both strips were cut from the same billet. Recall that V-Die-A was 
cut from a high noise band, and V-Die-B from a low noise band. Thus, as expected, the 
measured noise amplitudes for V-Die-A shown in Figure 26 are generally larger than those 
for V-Die-B shown in Figure 27. However, the grain noise levels in the two V-Die coupons 
are much more similar to one another near the billet center than at other radial depths. This 
mirrors the behavior of back-wall echo amplitudes which were earlier shown to be most 
similar near the centers of these two coupons. 
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FIGURE 24. Dependence of backscattered noise on radial position for Waspaloy strip coupon, 
relative to a #1 FBH at the same depth (0.5") in the IN 100 reference block. 
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FIGURE 25. Dependence of backscattered noise on radial position for GFM-A strip coupon, relative 
to a #1 FBH at the same depth (0.5") in the IN 100 reference block. 
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FIGURE 26. Dependence of backscattered noise on radial position for V-DIE-A strip coupon, 
relative to a #1 FBH at the same depth (0.5") in the IN 100 reference block. 
V-DIE-B 
— Side 2 
— Side 5 
— Side 3 
— Side 6 
h 
s 
5 
o. 
E 
< 
e> to 
'5 
z 
0.2 
5 
Distance from billet center ( inches ) 
FIGURE 27. Dependence of backscattered noise on radial position for V-DIE-B strip coupon, 
relative to a #1 FBH at the same depth (0.5") in the IN 100 reference block. 
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In summary, back-wall echo and backscattered noise C-scans were performed at normal 
incidence through the four large surfaces of each strip coupon. Results were consistent with 
the hypothesis that the nickel-based super alloy billet microstructures have approximately 
equiaxed, randomly-oriented grains. This hypothesis implies that local values of attenuation 
and backscattered noise should be well correlated with one another, with both attenuation and 
noise FOM increasing with mean grain diameter. 
A review of Figure 18 and Figure 28 does indeed reveal that for a given strip coupon, 
large (small) values of estimated attenuation are seen at sites having large (small) values of 
backscattered noise amplitude. This correspondence is also made clear by Figure 29, which 
directly compares the back-wall and noise C-scan images for axial and hoop inspections of 
the GFM-A strip coupon. One sees that the sites having low back-wall amplitude (high 
attenuation) also have high backscattered noise. The close relationship between attenuation 
and noise has been further studied in detail and discussed in later parts of this chapter. 
—Waspaloy 
Distance from billet center ( inches ) 
FIGURE 28. Dependence of backscattered noise on radial position for V-DIE-B strip coupon, 
relative to a #1 FBH at the same depth (0.5") in the IN 100 reference block. 
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FIGURE 29. Comparison of backscattered noise C-Scans images A and B and comparison of back-
wall amplitude scans C and D for the GFM-A strip coupon. 
CONCLUSIONS FROM PRELIMINARY MEASUREMENTS 
The preliminary back-wall and backscattered noise C-scans revealed that the UT properties 
of the strip coupons were primarily dependent on radial depth and were approximately 
symmetric about the billet center. Hence the detailed property measurements were made at 
sites along a single billet radius, rather than along a full diameter. Since the property 
variations with radial depth tended to be systematic and relatively smooth, it was decided that 
detailed measurements at five sites on each strip coupon would be sufficient to obtain a good 
general understanding of the degree of variability. The five sites selected are shown in 
Figure 30, and were located 0", 1", 2", 3", and 4", respectively, from the billet center. For 
sonic beam propagation in the axial and hoop directions, UT measurements at these sites 
were made on the intact strip coupons. For measurements in the radial direction, the strip 
coupons were later cut into approximately 1 "-thick slices centered at these five sites shown in 
Figure 31. 
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FIGURE 30. The five sites on a given strip coupon where detailed ultrasonic property measurements 
were made. 
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FIGURE 31. Cutting and labeling scheme for the Slice coupons, illustrated with GFMA strip 
coupon. 
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DETAILED UT PROPERTY MEASUREMENTS 
The inferences made from the preliminary measurements, served as guiding steps to carry out 
the detailed UT property measurements. In this part of the dissertation, the procedures used 
for detailed UT property measurements and representative examples of the results are shown. 
The measurements were carried out by first measuring the sound velocities, as they are 
required inputs for the procedure used to measure the attenuation at a given site and beam 
propagation direction. This was followed by measuring the longitudinal wave attenuation and 
then measuring the average backscattered grain noise. The measured velocity and attenuation 
were then used as inputs for the grain noise FOM-extraction procedure. All of the 
measurements were performed with the specimens immersed in distilled water using the 
same two transducers that were used for the preliminary C-scans. 
VELOCITY MEASUREMENTS 
The velocity at each measurement site was determined from the average time delay between 
successive back-wall echoes, using the setup shown schematically in Figure 32. The first 
three back-wall (or "back-surface" (BS)) echoes generally used are denoted BS1, BS2, and 
BS3 respectively in Figure 32. 
0.25"-diameter 
10 MHz, planar 
transducer 
k l 5.0 cm 
| water path 
u  U U  U U U N i |  
BS1 BS2 BS3 
FIGURE 32. Setup for ultrasonic velocity measurements using the successive back-surface 
reverberations observed at a fixed measurement site. 
•
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The two transducer-orientation angles were adjusted so that the incident beam was as normal 
as possible to the front and back surfaces of the specimen; this was usually done by 
maximizing the amplitude of the second back-wall echo, BS2. The time delay between two 
echoes (BS1-BS2 and BS2-BS3) was specifically defined as the time difference between the 
corresponding zero crossing points just preceding the dominant positive peaks in the 
waveforms. In practice, time delays were measured with the LeCroy oscilloscope alone by 
amplifying the second echo until its peak-to-peak amplitude approximately matched that of 
the first echo and shifting the second echo to the left by the amount necessary to overlap the 
designated zero crossing points. The successive back-wall echoes decrease more quickly in 
amplitude for Waspaloy than for GFM-A, indicating a higher attenuation in the Waspaloy 
specimen. Because of this higher attenuation, there are more pronounced changes in the 
shapes of the successive back-wall echoes. Measurements for selected cases using both 5 
and 10 MHz planar transducers found very little difference between the two measured 
velocities. Consequently, the dependence of velocity on frequency was deemed to have little 
impact on practical inspections, and subsequent velocity measurements were made using 
only the 10-MHz transducer. The measured velocities are also displayed graphically in 
Figure 33 and the average of the measured velocities over the three inspection directions is 
shown in Table 3. 
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TABLE 3. Results of Longitudinal-wave sound velocity measurements. DT is the average time delay 
between two successive back-wall echoes. 
Inspection Site 
Coupon Inspection 0" (center) 1" 2" 3" 4" 
Direction 
Waspaloy-A axial thickness (in): 1.9975 1.9975 1.9975 1.9975 1.9975 
Dt (usee): 16.8853 16.8843 16.8855 16.8795 16.8715 
v(crrVusec): 0.6010 0.6010 0.6009 0.6012 0.6014 
Waspaloy-A hoop thickness (in): 2.0000 2.0000 2.0000 2.0000 2.0000 
Dt (usee): 16.9035 16.9060 16.9040 16.9020 16.8950 
v (cm/usec): 0.6011 0.6010 0.6010 0.6011 0.6014 
Waspaloy-A radial thickness (in): 0.9682 0.9722 0.9700 0.9700 0.9700 
Dt (usee): 8.2065 8.2075 8.2115 8.19475 8.19425 
v(cm/usec): 0.6006 0.6003 0.6002 0.6013 0.6014 
GFM-A axial thickness (in): 1.9645 1.9645 1.9645 1.9645 1.9645 
Dt (usee): 17.1695 17.1663 17.1665 17.1758 17.1833 
v (cm/usec): 0.5812 0.5814 0.5813 0.5810 0.5808 
GFM-A hoop thickness (in): 1.9905 1.9905 1.9905 1.9905 1.9905 
Dt (usee): 17.4030: 17.4038 17.4033 17 4023 17.4140 
v (cm/usec): 0.5810 0.5810 0.5810 0.5811 0.5807 
GFM-A radial thickness (in): 0.9755 0.9755 0.9755 0.9755 0.9755 
Dt (usee): 8.5340 8.5375 8.5425 8.5420 8.5412 
v (cm/usec): 0.5806 0.5806 0.5801 0.5801 0.5802 
V-Die-A axial thickness (in): 2.0050 2.0050 2.0050 2.0050 2.0050 
Dt (usee): 17.5183 1/5170 17.5220 17.5320 17.5440 
v (cm/usec): 0.5814 0.5815 0.5813 0.5810 0.5806 
V-Die-A hoop thickness (in): 1.9945 1.9945 1.9945 1.9945 1.9945 
Dt (usee): 17.4548 17.4550 17.4458 17.4358 17.4668 
v (cm/usec): 0.5805 0.5805 0.5808 0.5811 0.5801 
V-Die-A radial thickness (in): 0.9755 0.9755 0.9755 0.9755 0.9755 
Dt (usee): 8.54225 8.52625 8.543 8.5305 8.53775 
v (cm/usec): 0.5801 0.5811 0.5804 0.5807 0.5805 
V-Die-B axial thickness (in): 2.0080 2.0080 2.0080 2.0080 2.0080 
Dt (usee): 17.5480 17.5490 17.5503 17.5593 17.5648 
v (cm/usec): 0.5813 0.5813 0.5812 0.5809 0.5807 
V-Die-B hoop thickness (in): 2.0070 2.0070 2.0070 2.0070 2.0070 
Dt (usee): 17.5390 17.5378 17.5420 17.5553 17.5783 
v (cm/usec): 0.5813 0.5813 0.5812 0.5808 0.5800 
V-Die-B radial thickness (in): 0.9820 0.9820 0.9820 0.9820 0.9820 
Dt (usee): 8.5915 8.60175 8.5955 8.6065 8.6045 
v (cm/usec): 0.5807 0.5800 0.5804 0.5796 0.5797 
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ATTENUATION MEASUREMENTS 
Ultrasonic attenuation plays a role in the inspection of metals, and accurate attenuation 
values are needed when making Probability of Detection (POD) [31-36] estimates for 
internal defects in the components. Attenuation measurements are often very critical 
components for the analysis of the internal defects in a material. This part of chapter 
describes two broadband, pulse/echo immersion methods [3-6] for measuring the attenuation 
of a metal specimen: 
(1) comparing the first back-wall echo in the specimen to that in a fused-quartz (FQ) 
reference block; 
(2) comparing back-wall reverberation echoes in the specimen to one another. 
A schematic illustration of the two competing immersion methods for attenuation 
measurement is shown in Figure 34. The attenuation of the metal coupon is deduced using 
the spectral components of the signals observed in the metal specimen as compared to that of 
the reference block. Method 1 is based on comparing the first back-wall echo in the metal 
specimen to that in a fused-quartz (FQ) reference block of similar thickness. The attenuation 
of the reference block is assumed to be negligible. Method 2 is based on comparing the 
back-wall reverberation echoes in the specimen to one another. Method 1 was originally 
developed for scanning applications where the effective attenuation varies from point to point 
and an average attenuation value within a scan region is desired. However, it can also be 
used for single-point measurements, as was the case here. Method 2 does not require a 
reference block; in addition, it is preferred for low-attenuation materials because longer sonic 
path lengths allow the effects of attenuation to accumulate, resulting in greater (and more 
readily measured) reductions to back-wall amplitudes. In our attenuation measurements, the 
W-diameter, 10-MHz, broadband, planar transducer was used. The water path was typically 
5 cm, and the incident sonic beam was perpendicular to the entry surface of the FQ or metal 
block, with beam normalization accomplished in the same manner as discussed above for 
sound velocity measurements. 
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Metal Specimen Metal Specimen 
FIGURE 34. Attenuation measurement methods (a) Method 1 : First back-wall echo; reference block, 
(b) Method 2: Multiple back-wall echoes. 
In the first method the effects of beam diffraction will largely cancel. While in the second 
method beam diffraction effects must be accounted for using models. In either method, the 
metal attenuation coefficient at a given frequency f is deduced from measured spectral 
components of two back-surface echoes. For any given back-surface echo, the spectral 
component at frequency f, denoted by F(f), is written as a product of factors which account 
for the effects of the measurement system, beam diffraction, interface losses, and attenuation, 
respectively. For example, in Method 2, the spectral amplitudes of the first two back-surface 
echoes are written respectively as 
I FBsi(f) I = | |3(f) D(f) Toi Ru Tio | exp[-2a0(f)Zo-2ai(f)Zoi] (7) 
I r„s2(f) I = I P(f) D(f) To, (R„)3 T,o | exp[-2ao(f) Zo - 4 %i(f) Zo,] (8) 
Equations 7 and 8 represent the spectral magnitudes of the FQ reference echo and corner-trap 
echo from the metal specimen respectively. Here (3 is related to the efficiency with which 
electric energy is converted to sound by the measurement system, and D describes the effect 
of beam spread (diffraction) on the back-wall echo. TOI and TIO are displacement-field 
transmission coefficients for water-into-solid and solid-into-water, respectively, and RI 1 is 
the similar solid-into-solid reflection coefficient at the water/solid interface, cto and a, are 
attenuation coefficients for water and solid respectively. When evaluating the reflection and 
transmission coefficients, we use plane-wave values, which are independent of frequency and 
49 
depend solely on the densities and sound speeds of the water and solid media. The diffraction 
correct D is calculated using the well-known Lommel formula [7-12] for calculating the 
effect of diffraction from an ideal, planar, piston transducer. D depends on the sonic 
frequency, the sound speeds in the fluid and solid, the path lengths in each media, and the 
diameter of the transducer. The nominal diameter of the transducer (i.e., 0.25" = 0.635 cm) 
was assumed when diffraction corrections were computed. By measuring the spectral 
amplitudes T and using models, as described, to calculate the R, T and D factors, Eqs. (7) and 
(8) may be regarded as a system of two equations with two unknowns: the system efficiency 
factor P, and the metal attenuation coefficient a,. P can be eliminated by dividing the two 
equations, leaving a single equation that expresses a, in terms of the ratio of the spectral 
components of the two back-surface echoes. Since fast Fourier Transform (FFT) operations 
are applied to the discretized back-wall A-scan signals, the spectral components (and hence 
the deduced attenuation values) are obtained at a number of discrete frequencies within the 
transducer's bandwidth. The attenuation coefficient al, as it appears in Eq. (7) or (8), is 
usually specified in Nepers per centimeter (N/cm), with the Neper being a dimensionless 
unit. A similar logic can be followed for Method 1 in which al is deduced from the spectral 
components of the BSl echo from FQ reference and the BSl echo from the metal specimen. 
Note than when Method 2 is used together with the first three back-surface echoes, there are 
three different ways of choosing a pair of echoes (BSl + BS2, BSl + BS3, BS2 + BS3) and 
each such pair leads to an attenuation estimate. However, one can show that only two of the 
three estimates are independent results, and that the third estimate can be expressed in terms 
of the other two. We have chosen to regard BSl + BS2 and BSl + BS3 as the independent 
pairs. When making the diffraction corrections, an assumption is made that the sound beam 
does not appreciably interact with the lateral sides of the specimen. 
When deciding upon the valid frequency range for an attenuation measurement at a 
given site, one must also consider the bandwidths of the two echoes from which the 
attenuation determination is to be made. This is illustrated in Figure 35. There, for one site 
on the GFMA strip coupon, we show the spectral components of the various echoes used in 
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the attenuation determination, and the attenuation curves deduced from the spectra. Note that 
metal attenuation causes the peak frequency in the spectrum to shift downward from its 
nominal value of 10 MHz, and hence to influence the bandwidths of the various back-surface 
echoes. 
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FIGURE 35. Attenuation measurement for axial sound propagation at the center of billet strip GFM-
A coupon (a) Spectra of back-wall echoes on which the measurements are based (b) Deduced 
Attenuation-Vs-Frequency curves 
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For each analysis (using a pair of echoes) the resulting attenuation-vs-frequency curve 
possesses a general systematic trend (monotonically increasing faster than linear) with some 
"scatter" about that trend. The scatter tends to be larger at the lowest and highest frequencies 
in the plotted range where the spectral amplitudes of the echoes are weakest. Accurate 
attenuation measurements are most difficult for low attenuation materials, since small errors 
in setup (probe alignment and position) can induce small back-wall echo changes on the 
same order as those resulting from material attenuation. For this reason, the "scatter" 
typically appears worse at low frequencies where the attenuation is smallest, other factors 
being equal. From Figure 35b, is clear that there is good agreement between the Method 1 
and Method 2 attenuation results in the frequency range for which the relevant spectral 
components are all appreciable. This frequency range is significantly wider for the GFMA 
compared to Waspaloy, as the amplitude of successive back-wall echoes decrease more 
quickly in amplitude for Waspaloy than for GFM-A. Therefore for specimens with high 
attenuation the method 1 is more suitable, while for the low attenuation specimens the 
method 2 is more appropriate. As attenuation values for the suite of specimens as a whole 
tended to be rather small, Method 2 was used as the preferred measurement technique. Two 
attenuation estimates were then made for each measurement case: one from the BSl and BS2 
echoes, and one from BSl and BS3. For each estimate the valid frequency range was then 
estimated from beam-spread and bandwidth considerations. At frequencies where both the 
BS1+BS2 and BS1+BS3 estimates were deemed valid, the two estimates were averaged. 
Otherwise, the quoted result is that for the BS1+BS2 analysis alone. In some cases, to check 
repeatability, multiple measurement trials were made. In those cases, reported values are an 
average over trials. Results for which the spectral amplitudes of both echoes were deemed to 
be "appreciable" are the only results that have been used for calculations of noise FOM. 
"Appreciable" was usually interpreted as meaning "having spectral amplitude of at least 10-
15% of the maximum amplitude for that echo". As the attenuation of the specimen increased, 
the upper limit on the trustworthy frequency range decreased. In the earlier C-scan studies of 
back-wall echo amplitude, it was noted that the amplitude varied significantly with radial 
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position in all four of the strip coupons. As expected, the same trends were seen for measured 
ultrasonic attenuation values. Figure 36 shows one example of how measured attenuation-
versus-frequency curves vary with radial position. For the case shown, namely hoop 
propagation at sites in the IN718 GFM billet, the measured attenuation at a given frequency 
is highest near the billet center and decreases as the billet OD is approached. A similar 
behavior of decreasing attenuation with increasing distance from the billet center was also 
seen for the Waspaloy and V-Die-B coupons (but not for V-Die-A). 
GFMA - Side 3 (Hoop) - Ave. Attenuation at 5 Sites 
§ 
i < 1 
0.140 
0.120 
0.100 
0.080 
0.060 --
0.040 --
0.020 
0.000 
- -
—•—4" from center 
from center 
— 
from center 
- -
-x 1" from center 
- -
—st—0" from center 
-t—I—I—h H—I—h 
3.08 
2.65 
2.21 
1.76 
1.32 
0.88 
0.44 
0.00 
o 
c 
5 
C 0 
1 
3 
C I 
0 5 10 15 
Frequency (MHz) 
20 
FIGURE 36. Measured attenuation values in 5-15MHz range at the five sites in the GFM-A billet 
strip coupon. Beam propagation is in the hoop direction (i.e. perpendicular to side 3 of the strip 
coupon. 
In the earlier C-scan studies of the strip coupons, it was also noted that at a given radial site 
there was generally little difference in the back-wall amplitudes as measured in the axial and 
hoop directions. As expected, this tendency was also seen in the measured attenuation values 
in hoop, axial and the radial direction as well. Measured attenuation values at a given site in 
a given specimen tended to be fairly isotropic, i.e. similar for all three orthogonal 
propagation directions. Figure 37 and 39 show examples of this trend in the GFM-A and 
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Waspaloy specimen at two sites of inspection, similar trends were observed at all radial 
positions of inspection for all specimens being studied. The ISU models for simulating 
inspections often assume that the attenuation can be approximated as a power law in 
frequency as discussed earlier: 
Attenuation in N/cm units = C (frequency in MHz)p. (9) 
For this reason, each measured atten uation-versus-freq uency curve was fit to such a power 
law. The fitting process consisted of adjusting the values of the multiplicative constant (C) 
and exponent (p) to minimize the sum of the squares of the differences between the measured 
attenuation values and those obtained by evaluating the power law at the discrete frequencies 
in question. Examples of such fits are shown in Figure 38 and Figure 40. Power law fits 
provide a good overall summary of the trend of the measured data within the frequency range 
it is being fit to. For the Ni billet specimens in frequency range of interest (5-15 MHz), 
power-law fits in virtually all cases yielded powers in the 3 < p < 4 range. In all, attenuation-
versus-frequency measurements were carried out for 60 cases: (4 billet specimens)(5 sites per 
specimen)(3 propagation directions per site). Results, including fitted power law parameters, 
are shown in appendix A. 
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FIGURE 37. Measured attenuation values at two sites in GFM-A for the three orthogonal 
propagation directions. 
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FIGURE 38. Power law fits to measured attenuation values at two locations in the GFMA 
specimen. Measurements are for hoop propagation at sites 1" and 4" respectively from the 
center. 
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FIGURE 39. Measured attenuation values at two sites in Waspaloy for the three orthogonal 
propagation directions. 
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FIGURE 40. Power law fits to measured attenuation values at two locations in the Waspaloy billet 
specimen. Measurements are for hoop propagation at sites 1" and 4" respectively from the billet 
center. 
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GRAIN NOISE FOM MEASUREMENT 
Backscattered noise, which arises from the scattering of sound at grain boundaries, is 
often seen in ultrasonic pulse/echo inspections of metal components. From the backscattered 
noise data, a frequency-dependent FOM parameter that is a measure of the noise-generating 
capacity of the microstructure, is extracted. The basic measurement setup is shown in Figure 
41. A focused transducer, oriented at normal incidence, is scanned above the metal specimen. 
For such a constant-gain measurement, the backscattered noise level tends to be highest for 
scattering from grain near the focal zone of the probe. Digitized grain noise A-scans are 
acquired at a few hundred transducer positions, and stored for later analysis. A reference 
echo is also acquired, and subsequently used to deduce the measurement system efficiency 
factor. For FOM determination from measured noise data, it is important to accurately know 
the focal properties of the transducer being used [8-15]. The same ^"-diameter, 15-MHz, 
broadband transducer used earlier for the preliminary noise C-scans was used for the FOM 
measurements. The transducer has an effective diameter of 1.21 cm (0.48"), a geometric 
focal length in water of 9.65 cm (3.80"), and an actual focal length of 9.2 cm (3.6") in water. 
For the noise measurements on the Ni billet "strip" coupons, the water path was adjusted to 
place the actual beam focus 0.6" deep in the metal. Because of metal sound speed 
differences, the water path varied slightly from specimen to specimen, but was typically near 
1.3". 
C o u p o n  R e f e r e n c e  
FIGURE 41. Immersion setup for grain-noise FOM measurement. 
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For the slice coupons, the beam focus was approximately 0.5" deep in the metal, and the 
water path was typically 1.7". At each measurement site, the transducer was scanned over a 
0.54" x 0.54" area using a step size of 0.03" in each direction. Backscattered noise A-scans 
were digitized at a 100-MHz sampling rate, and stored. The depth (time) region for which 
data was stored was approximately 1.8" (16 usee) for the strip coupons and 0.9" (8 jasec) for 
the thinner slice coupons. At each transducer position 500 A-scans were typically acquired 
and these were averaged to reduce the contribution of measurement system (electronic) 
noise. In all cases the reference signal was a back-wall echo from a y2"-thick fused-quartz 
block with the water path adjusted to position the geometric focus at the back wall. In 
deducing the value of the grain-noise FOM at a given frequency, a time gate is first selected 
for the analysis, typically one bracketing the focal zone where the average noise level tends 
to be highest. Using that gate, the spectrum of each stored noise A-scan is computed, and the 
spectra are averaged. The rms noise spectrum is then compared to the spectrum of the 
reference echo, and the formalism of the Independent Scatterer Noise Model is used to 
deduce a FOM-versus-frequency curve [10-19], As illustrated in Figure 42a, the independent 
scatterer model makes the assumption that the observed noise is dominated by single-
scattering events, i.e., events in which sound energy is directly reflected back to the 
transducer by a metal grain [35-43]. In particular, the model assumes that the received noise 
is an incoherent superposition of the direct echoes from all of the insonified grains. As 
summarized in 42b, the model formalism expresses the rms average spectral amplitude of the 
received noise at a given frequency in term of a product of factors. The factors depend on 
both the details of the measurement system (e.g., transducer focal properties, time gate, 
system efficiency), and on the properties of the metal specimen (sound speed, attenuation, 
noise capacity). One of the factors, known as the FOM (Figure of Merit), is a direct measure 
of the noise generation capacity of the microstructure. By using the measured reference 
signal spectrum to deduce the measurement system efficiency factor (|3), the FOM can be 
deduced from the measured noise data. The standard unit for the FOM is cm ~m. 
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FIGURE 42. a) The independent-scatterer noise model neglects grain noise contributions from 
multiple-scattering events, b) Relationship between the average measured noise spectrum and 
microstructure and measurement system factors in the noise model. 
The chosen time gate that brackets the focal zone of the transducer was selected because the 
grain noise level tends to be highest there; this reduces the impact of any residual electronic 
noise that remains after signal averaging. The locations of this principal time gate and several 
other time gates used in preliminary analyses are illustrated in Figure 43a. Times are 
measured relative to the center of the front-surface echo (t = 0) so that noise arrival time is 
d i r e c t l y  p r o p o r t i o n a l  t o  s o u n d  p e n e t r a t i o n  d e p t h .  T h e  s m a l l e r  t i m e  g a t e s  a r e  d e s i g n a t e d  G l ,  
G2, ..., G6 from left to right in the figure, and the larger (principal) gate is designated Gl. 
Figure 43a also shows the depth dependence of the grain noise level at each of the five 
measurement sites. The plotted quantity is known as root-mean-squared (rms) noise level 
[12, 13]. This is computed directly from the stored A-scan voltages. In Figure 43a, a 
prominent focal maximum is seen in the rms noise level near t = 5 usee, at each of the five 
measurement sites. In addition, the absolute rms noise level is seen to systematically decrease 
as one moves from the center of the billet toward the OD. Figure 43b displays deduced 
FOM-versus-frequency curves for six of the measurement trials conducted on the GFMA 
billet strip. 
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RMS Noise Levels and Analysis Gates for FOM 
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FIGURE 43. a) RMS Noise levels measured at 5 sites in the GFM-A specimen in axial propagation 
direction and time gates used for FOM determination b) Deduced FOM values in three propagation 
directions for selected sites in GFM-A using the principal time gate G7. 
60 
Results are shown for three orthogonal inspection directions (axial, hoop and radial) at two 
sites (1" and 4" from the billet center). In each case the principal time gate (G7 in Figure 
43a) has been used in the analysis. One notices that the FOM values tend to rise with 
frequency at a rate faster than linear, and that the results are relatively independent of 
inspection direction at each site. The deduced FOM values are considerably higher near the 
billet center than near the OD for this specimen. This is in good agreement with the 
inferences made from the preliminary C-scans of the backscattered grain noise. Figure 44 
shows examples of rms noise levels and deduced FOM values for the Waspaloy billet. As 
one approaches the billet center, the attenuation becomes substantially large. This large 
attenuation causes grain noise from sites deep within a billet specimen to be diminished 
relative to noise from shallower sites. When the attenuation is large enough, the focal 
maximum in the rms noise curve can be suppressed, as can be seen in Figure 44a. The noise 
analysis leads to FOM values near the center of the Waspaloy billet which are significantly 
larger than those near the OD, as shown in Figure 44b. Again, this is in agreement with the 
preliminary noise C-scans shown earlier in Figure 19. Similar to the trend observed in the 
GFMA specimen, the deduced FOM values for Waspaloy at a given measurement site are 
approximately independent of inspection direction, although some differences in the axial 
and hoop FOM values near the billet center are seen at the higher frequencies. This 
"measured" difference is believed to largely be a manifestation of the uncertainty in 
attenuation values at the higher frequencies. At the 0" site in Waspaloy, measured attenuation 
values are trustworthy up to about 8 MHz. For FOM extraction at higher frequencies, the 
attenuation has been estimated by extrapolating the fitted power law to higher frequencies. 
As may be seen in earlier Figure 39, attenuation values below 8 MHz are very similar for all 
the three propagation directions at the 0" site in Waspaloy. However, at higher frequencies, 
the extrapolated attenuation values for axial propagation are somewhat larger than those for 
hoop propagation. This increase in assumed attenuation leads to a similar increase in the 
deduced FOM value, and accounts for most of the difference between the axial, hoop and 
radial results at the 0" site that are seen at the higher frequencies in Figure 44b. 
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FIGURE 44. a) RMS Noise levels measured at 5 sites in the Waspaloy specimen in axial propagation 
direction and time gates used for FOM determination b) Deduced FOM values in three propagation 
directions for selected sites in Waspaloy using the principal time gate G7. 
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Larger assumed attenuation values will always lead to larger deduced FOM values. This is 
because a larger attenuation value implies that grain noise echoes will be suppressed more by 
attenuation, thus requiring a larger FOM value (larger backscatter capacity) in order to 
produce the grain noise that is observed. 
Another interesting observation was made from the Noise FOM results. The noise 
FOM values exhibited a variation depending on the choice of time gate used for its 
extraction. This indicated that the Noise FOM was exhibiting a dependence on depth. In 
principle, if the assumptions of the Independent Scatterer Noise Model hold, if the radiation 
pattern of the transducer is well modeled, and if the microstructure does not vary with 
inspection depth, then the FOM values deduced from the noise data should be independent of 
the time gate used in the analysis. Several analyses were carried out to further explore the 
dependence of the deduced FOM values on the choice of time gate, shown in Figure 45 and 
46. The time gates used for the analysis are the same as those shown earlier in Figures 43a 
and 44a. As noted earlier, the extraction of FOM values from measured noise echoes requires 
knowledge of the attenuation of the specimen. In particular the attenuation value used in the 
analysis should be that which describes the rate of loss of sound energy with increasing 
propagation distance [14]. Two attenuation choices were made in the analyses leading to 
Figures 45 and 46, first using the attenuation-versus-frequency curve deduced from earlier 
back-wall echo measurements; and the second choice was assuming the energy-loss 
attenuation to be negligible. The attenuation value appropriate for backscattered noise should 
be between these two limits. This is because attenuation values deduced from back-wall 
reverberations generally contain contributions from both energy loss and beam distortion 
during propagation. Only the energy loss contribution is of importance in the backscattered 
noise analysis. In Figures 45 and 46, there is a systematic dependence of the deduced FOM 
on the time gate choice, especially at higher frequencies, with deeper gates generally leading 
to higher FOM values. This trend is less prominent, but still present, when negligible 
attenuation is assumed. One indicator that beam distortion effects are a significant 
contributor to back-wall signal attenuation is the observation of back-wall echo fluctuations 
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when the probe is scanned over a region of uniform average attenuation. 
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Assuming that the energy-loss attenuation is negligible. 
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Such fluctuations were not seen in these nickel billet specimens at inspection frequencies 
under consideration. This suggests that the energy-loss attenuation is quite close to the 
measured back-wall attenuation. The values of noise FOM used in later part of this 
dissertation are based on the measured back-wall attenuation values. 
The fundamental reasons behind the apparent dependence of FOM on gate choice are not 
fully understood. The gate dependence may arise from the neglect of multiple scattering 
events by the underlying noise model. Near the centers of the Ni-alloy billets, the UT 
properties are relatively uniform suggesting that the microstructures are relatively uniform as 
well. This affords an opportunity to test some predictions of the Independent Scatterer Noise 
Model. Chapter 3 will delve into more details to confirm the presence of multiple scattering 
effects in the IN718 and Waspaloy. 
The best estimates of FOM for several inspection frequencies of interest, namely 5, 
7.5, 10, and 12.5 MHz have been calculated. The dependence of FOM on gate choice and 
assumed energy-loss attenuation leads to an uncertainty in measured FOM values. Therefore 
for a given coupon site and inspection direction, this involves analyzing backscattered noise 
data within a time gate, fitting a curve through the data in a localized frequency region, and 
evaluating the fitted curve at the frequency of interest. Curve fitting was deemed necessary 
because the FOM-vs-frequency results deduced from a limited number of RF noise 
waveforms display a significant scatter about the general trend, as evidenced by the 
"wiggles" seen in the FOM curves shown earlier. The curve fitting operation is 
demonstrated in Figure 47 for a typical case. Since the fitting interval is relatively small in 
frequency (about 1.5 MHz in length) we have found that a simple linear fit suffices. For a 
given billet specimen, measurement site, and inspection direction, the variation of noise 
FOM values has been quantified by repeatedly analyzing the stored noise data using different 
time gates and different attenuation choices, and examining the spread in the resulting FOM 
values. 
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FIGURE 47. Examples of local linear fits used to determine the best estimate of the grain noise at 
7.5MHz. Noise FOM at l" site in GFM-A billet strip coupon inspected in axial direction a) 
accounting for the measured attenuation b) neglecting the measured attenuation 
This spread is shown in Figure 48 and Figure 49 for IN718-GFMA and Waspaloy examples, 
respectively. In each figure the deduced FOM values at 7.5 MHz are plotted versus the 
measured back-wall attenuation, with results shown for each of the seven time gate choices. 
In Figures 48a and Figure 49a, the energy-loss attenuation assumed in the FOM analysis was 
equal to the measured back-wall attenuation. In Figures 48b and 49b, the energy-loss 
attenuation was assumed to be zero. In Figures 48 and 49, the dependence of deduced FOM 
on time gate choice is substantial, with time gates in or near the focal zone tending to yield 
the smaller FOM values, as discussed earlier. It would be appropriate to assume that the 
most accurate FOM estimates are obtained when Gate 7 is used, as this gate encloses the bulk 
of the focal zone where noise levels are high and hence easily measured. Thus plotted and 
tabulated FOM values, shown later parts of this dissertation, are always those for Gate 7, i.e., 
a wide gate centered in the focal zone. For the IN718 specimens, the measured attenuations 
tend to be rather low and the influence of attenuation on the deduced FOM values is rather 
small, as can be seen by comparing the two parts of Figure 48. 
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FIGURE 48. Comparison of measured attenuation and Noise FOM values at 7.5MHz for GFM-A 
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extraction b) Attenuation neglected in FOM extraction. 
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FOM @ 7.5 MHz Vs Attenuation @ 7.5 MHz for Waspaloy 
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For the Waspaloy billet, however, the attenuation is quite large, particularly near the billet 
center, and uncertainty in the knowledge of the energy-loss attenuation can lead to a much 
larger uncertainty in the FOM value. This can be seen by comparing the two panels in Figure 
49. Further the importance of the spectra of the reference echo and the backscattered noise 
A-scans must be considered when assessing the reliability of the deduced FOM values. In 
addition, because FOM analysis requires knowledge of the attenuation, the FOM values for 
frequencies where the attenuation values were deemed to be unreliable have not been 
considered even if there was appreciable spectral strength in the reference and (averaged) 
noise echoes. For example, near the center of the Waspaloy billet, FOM values for 10 and 
12.5 MHz are not quoted mainly because of the unreliability of the attenuation data. Detailed 
results for both attenuation as well as Noise FOM for each of the four specimens under study 
inspected in three orthogonal directions have been plotted and tabulated in Appendix A. 
SUMMARY 
The preliminary time-of-flight C-scan images followed by subsequent detailed velocity 
measurements indicated that the IN718 and Waspaloy coupons are fairly isotropic. The 
longitudinal wave velocities measured in three orthogonal inspection directions were found 
to be approximately the same within the range of experimental errors. For IN718 coupons the 
longitudinal velocities were found to range over 0.5805 +/- 0.0009 cm/|a.sec (or +/- 0.15%) 
and for the Waspaloy specimens they range over 0.6008 +/- 0.0006 cm/ja,sec (or +/- 0.10%). 
In contrast to the velocity behavior, attenuation and FOM values varied significantly with 
both frequency and position. However, the same trend was observed for the attenuation and 
Noise FOM at a given inspection site within a given specimen. The same trends were seen 
earlier in the preliminary C-scans of back-wall echo strength and backscattered noise. The 
points to be noted in this chapter are: 
(1) The attenuation or FOM values vary significantly with radial position, being largest 
near the billet center (0") for Waspaloy, GFM-A and V-Die-B, and largest near the 
OD for V-Die-A. 
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(2) On average at a given measurement site, there is little difference between the results 
for the axial, radial and hoop directions. 
(3) Averaged over radial position, the attenuation or FOM value increases for the 
sequence: V-Die-B, V-Die-A, GFM-A, Waspaloy. 
(4) Attenuation and FOM values tend to be correlated: sites with higher (lower) 
attenuation also have higher (lower) FOM. 
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CHAPTER 2. GRAIN SIZE DETERMINATION, CORRELATION WITH 
ULTRASONIC PROPERTIES AND ESTIMATION OF SINGLE-CRYSTAL 
ELASTIC CONSTANTS FOR NICKEL-BASED SUPERALLOYS 
In chapter one the variation of UT properties within billet coupons was measured and 
analyzed at five different locations. The significant differences of attenuation and 
backscattered grain noise values, from the center of the billet coupon to the edges, motivated 
us to carry out detailed grain size measurements at each location. The grain sizes estimated at 
each site have then been correlated to the UT properties, thus defining the effect of grain size 
on UT inspections. Existing theories for the effects of grain size on ultrasonic properties of 
pure nickel have then been used to quantitatively explain these correlations. It has been 
speculated that the small but systematic differences between the theory for pure nickel and 
the experimental data for the nickel-based super alloys provide a basis for the estimation of 
single-crystal elastic constants for alloys. In the later parts of this chapter, the possibility has 
been evaluated by estimating the single-crystal elastic constant for the poly-crystalline 
materials that we are dealing with, namely IN718 and Waspaloy. 
Grain boundaries are bounding surface between crystals. When alloys yield new 
phases, grain boundaries are the preferred location for the appearance of the new phase. A 
narrow zone in a metal corresponding to the transition from one crystallographic orientation 
to another, a grain boundary thus separates one grain from another. The atoms in each grain 
are arranged in an orderly pattern; the irregular junction of two adjacent grains is known as a 
grain boundary. Another important concept that needs to be defined in advance is the 
presence of twin boundaries. Twin boundaries have unique properties relative to other types 
of boundaries. Twin boundaries are a special type of grain boundary across which there is a 
specific mirror lattice symmetry. Atoms on one side of the boundary are located in mirror 
image positions of the atoms on the other side. Region of material between these boundaries 
is termed a Twin. Twin boundaries have been shown to inhibit stress corrosion cracking of a 
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material and are believed to impact the electrical properties of a poly-crystalline material [1-
3], Twin boundaries influence the dislocation movement, just as grain boundaries do. 
However in the course of this study we have decided to ignore the twin grain boundaries in 
order to estimate the grain size. This is based on an assumption that we make that since twin 
grains typically have atomic lattice directions that are nearly aligned with one another. Sound 
energy crossing the boundary between twin grains will thus encounter only a minor velocity 
shift, and the sonic reflection coefficient at the boundary consequently tends to be much 
smaller than that at a typical grain boundary. Since relatively little energy is scattered at twin 
boundaries, they are not believed to play a major role in determining ultrasonic attenuation 
and backscattered noise levels. Since our goal is to correlate grain diameter estimates with 
these two ultrasonic properties, we have made a conscious effort to identify and exclude 
obvious twin boundaries from the grain size analysis. 
METALLOGRAPHIC EXAMINATION OF GRAIN SIZE 
Conventionally the techniques used to characterize the microstructure are X-ray 
diffraction, optical microscopy, SEM (Scanning electron microscopy), TEM (Transmission 
electron microscopy), etc. In the course of this study we have used the optical microscopy 
technique to determine the grain size in the nickel-based super alloys. Observing the 
microscopic structure of materials reveals characteristics that have a tremendous influence on 
their technological utility. Some of the features that contribute to the strength of materials, 
and virtually all of the features that initiate mechanical failure, are resolved by optical 
microscopy. Thus, preparation of optical microscopy specimens, their observation using 
optical microscopes, and interpretation of photographs taken with optical microscopes 
(micrographs) continue to play a vital role in our attempts to understand the origin of 
material properties. Micostructural features that have an important effect on material 
properties, and that can be resolved in an optical microscope are the grain boundaries and the 
second phase particles. A large majority of engineering materials are poly-crystalline and 
grain boundaries must be present in such materials. Determining the grain size is a task 
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routinely carried out by optical microscopy. Some of the essential steps in optical microscopy 
are preparation of metallographic specimens, mounting, grinding, polishing, etching and 
photographing the micrographs. 
Grain size measurement is complicated by a number of factors. First, the three-
dimensional size of the grains is not constant and the sectioning plane will cut through the 
grains at random. Thus, on a cross-section, we will observe a range of sizes, none larger than 
the cross section of the largest grain sampled. Grain shape also varies, particularly as a 
function of grain size. It must be recognized that we are sampling grains with a range of sizes 
and shapes. In most cases, the grains observed on a polished cross-sectional plane exhibit a 
range of sizes around a central mean and individual measurements of grain areas, diameters, 
or intercept lengths exhibit a normal distribution. In the vast majority of cases, we merely 
determine the mean value of the planar grain size, rather than the distribution. A wealth of 
literature [18-20] embraces the subject of effect of grain distribution and its impact on the UT 
properties [23-28], Researchers often use a single grain size or an average grain size. This is 
based on the assumption that the first moment of the grain size distribution is sufficient to 
describe the sizes of the grains. For narrow distributions, this may be valid; however, it may 
not be for wide distributions. The grains are often assumed to possess a regular geometry. 
Mostly, they are assumed to be spherical, or equivalently equiaxed, although other shapes 
have been used. These grain-shaped models, frequently used by material scientists, can be 
good approximations for certain materials. Agreement between theoretical predictions and 
experimental measurements of grain size has validated their use. The grain shapes can be 
distorted by processing procedures so that they are flattened and/or elongated. Different 
product shapes, and different processing procedures, can produce a variety of non-equiaxed 
grain shapes. This, of course, does influence the ability to measure the grain size. 
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There are three basic methods for grain size estimation recommended by the ASTM [4-8]. 
They are: 
1. Comparison method 
2. Intercept (or Heyn) method 
3. Planimetric (or Jeffries) method 
In the comparison method, a micrograph of the specimen under study is compared with a 
series of standard grain size charts projected at the same magnification. By trial and error a 
match is secured and the grain size of the specimen is then designated by a number 
corresponding to the index number of the matching chart. The ASTM grain size number "n" 
may be obtained using the relation N = 2"'1, where N is the number of grains observed per 
square inch at 100X magnification. In the intercept method, the grain size is estimated by 
counting the number of grains intersected by one or more straight lines drawn on the 
micrograph. The length of the line in millimeters, divided by the average number of grains 
intersected by it, gives the average intercept length or grain diameter. In the planimetric 
method, a circle or a rectangle of known area is inscribed on the micrograph. The sum of the 
grains included completely within the known area plus one-half of the number of the grains 
intersected by the circumference of the area gives the total number of grains within the area. 
Knowing the magnification of the micrograph, the number of grains per square millimeter is 
determined by multiplying the equivalent number of whole grains by the corresponding 
magnification factor "f ' known as Jeffries' multiplier. Note that these methods are applied on 
the polished surface of the specimen, that is, on a plane that cuts through the three-
dimensional grains. Thus, these are planar rather than spatial measures of the grain size. The 
planimetric, or Jeffries method, defines the grain size in terms of the number of grains per 
unit area, the average grain area, or the average grain diameter, while the Heyn intercept 
method defines it in terms of the average intercept length. 
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For the purpose of this study we have used two variations of the intercept method to 
estimate the grain size from a given skeletonized image of the grain boundaries using the 
micrographs. Grain size information was deduced from a digitized image of the grain 
boundaries. The first step in the analysis is illustrated in Figure 50. A clear transparency is 
placed over the micrograph and the presumed grain boundaries are traced by hand in black 
ink. The image on the transparency, which has excellent black/white contrast, is scanned and 
digitized. Commercial software is then used to "skeletonize" the image, i.e., to reduce the 
thickness of each grain boundary line to a single pixel. When the tracings are made, an 
attempt is made to identify twin boundaries and exclude them from the tracing. Twin grain 
pairs are characterized by a shared boundary that consists of one or more very straight line 
segments. Typical examples of presumed twin boundaries are shown in Figure 51. For grain 
size determinations it is important to accurately determine the scaling factor that translates 
from pixel coordinates in the skelontonized image to physical coordinates on the metal 
specimen. 
This was done following the procedure shown below: 
1. Selecting two widely separated points on opposite corners of the image (e.g., easily 
recognizable vertices where three grains meet); 
2. Determining the separation between the two points on the skeletonized image in pixel 
coordinates; 
3. Determining the separation between the two points on the original photograph in 
microns; 
4. Equating the two separation measurements to determine the scaling factor in 
microns/pixel. The process is discussed in more detail in Reference 9. 
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GFMA, 0" Site, Hoop View (Metallography coupon "C") 
4 
• S •< 
y/ \J (j /"Vf 
1 MOO ^ 4 I T 
c-tteb- -5J*. 
b) Digitized image of c\ Skeletonized image 
grain boundary tracing (grain boundaries 1 pixel wide) 
FIGURE 50. Example of processing a grain structure micrograph (a) Digitized image of micrograph, 
(b) Images of grain boundaries, (c) Skeltonized image. 
Y — 
25d\pm .. j 
Microstructure photographed, 
(a) 
Grain boundaries traced and digitized. 
(Twin boundaries ignored) 
(b) 
FIGURE 51. Removal of Twin boundaries (a) Micrograph subsection with several presumed twin 
boundaries identified, (b) These boundaries do not appear in the final digitized image. 
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The first variant of the Intercept method, known as the Mean Chord Length (MCL) method, 
is illustrated in Figure 52. This method is equivalent to: 
1. Drawing a set of parallel straight lines through the micrograph; 
2. Examining each line to determine the points where it crosses grain boundaries; 
3. Calculating the average length of the small line segments that connect the points 
4. Multiplying this average chord length by 1.5 to obtain a grain diameter estimate. 
A computer program operating on the digital image of the grain boundaries is used to "draw" 
all possible lines in either the horizontal (X) or vertical (Y) direction, and to calculate the 
chord lengths for each line [9]. The conversion factor of 1.5, is intended to translate from the 
2D geometry of a micrograph to 3D geometry of the real microstructure, is based on the 
following argument. If one considers all possible lines (parallel to some given direction) that 
intersect the sphere, the average line segment within the sphere is 2/3 of the sphere diameter. 
Hence the sphere diameter is 3/2 of the mean chord length. 
2L Method: 
Horizontal (X) or vertical (Y) 
lines are drawn through the 
tracing. 
The average of the chord 
lengths (Sj ) is calculated. 
The average chord length is 
multiplied by 1.5 to obtain an 
estimate of the average grain 
diameter. 
FIGURE 52. Mean chord length (MCL) method for determining average grain diameter 
The alternative approach to grain sizing known as the "P(L) Method" [21-22], is summarized 
in Figure 53. In this method one begins by analyzing the skeletonized grain boundary image 
to determine P(L), the probability P that a line segment of length L, randomly placed on the 
micrograph, lies entirely within a single grain. For a given line segment length (L), a 
computer program is used to generate the line segments, place them on the image, and decide 
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whether a given segment crosses a grain boundary [9], One begins by considering short line 
segments having a length of one pixel, and progresses systematically to longer lengths until 
the line segment becomes so large that it always crosses a grain boundary regardless of 
where it is placed on the image [P(L)=0]. As with the MCL method, the P(L) method can be 
applied separately in the X and Y directions of the image. The X or Y analysis of a 
micrograph yields a probability-versus-length curve, P(L). This curve is then fit to an 
exponential function P(L) = exp(-L/b), and 2b is used as an estimate of the mean grain 
diameter [10]. Typical measured P(L) curves do not exactly follow an exponential function, 
leading to some uncertainty in the fitting parameter "b" and the associated grain diameter 
P(L) Method: 
For a given length L, line segments of that 
length are randomly placed on the tracing. 
Some cross grain boundaries, some do 
not. Count each type to determine: 
P(L) = probability that a segment of length 
L lies entirely within one grain. 
Repeat for a series of different lengths. 
Fit an exponential function e -L,b to P(L). 
Use 2b as an estimate of the average grain 
diameter. 
FIGURE 53. P(L) method for determining average grain diameter. 
estimate. To document this uncertainty, we perform separate fits to different regions of the 
measured P(L) curve. This is illustrated in Figure 54, where fits to the "low L" and "high L" 
halves of the data are shown for one case. In practice we perform separate fits to 10 
overlapping regions of the measured P(L) curve, with each such region comprising 50% of 
the horizontal range of the P(L) data; the minimum, maximum, and mean values of "b" thus 
obtained are then tabulated. We note that the P(L) curve for a given microstructure, 
sometimes referred to as a two-point correlation function, is of interest because it appears in a 
direct manner in certain models of ultrasonic beam propagation and scattering, playing a key 
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role in determining the levels of ultrasonic attenuation and backscattered grain noise [10,11], 
A computer program is used to perform P(L) analyses [9], For a given skeletonized image 
that is input to the program, grain sizing results are summarized in the manner illustrated in 
Table 4. The P(L) and MCL analyses are summarized in the upper portion and lower portion 
of the table, respectively. Note that for each sizing method separate analyses are carried out 
for "X" alone, for "Y" alone, and for "XY". The latter describes an analysis in which the data 
1.2 
1.0  
0.8 
r 06 
0.4 
0.2 
0.0 
The blue curve is a fit to the lower 
half of the data (0 < L < 27 microns). 
The red curve is a fit to the upper 
half of the data (27 < L < 54 microns) 
o Measured P(L) - x&y combined 
Low-L exponential fit (b = 11.50 microns) 
High L exponential fit (b = 9.26 microns) 
10 20 30 40 
L (microns) 
50 60 
FIGURE 54. Examples of exponential fits to measured P(L) curves for a typical case. 
for the "X" and "Y" directions is combined, and then processed to determine a grain size 
estimate. For the P(L) method the third analysis involves averaging the measured "X" and 
"Y" P(L) curves, and then fitting exponentials to the average curve. For the MCL method, 
the third analysis is equivalent to simply averaging the mean-chord-length estimates from the 
separate "X" and "Y" analyses to obtain a new mean-chord-length estimate. Notice the 
"Where" parameter in Table 4, which describes the portion of the measured P(L) curve that is 
being fit to an exponential function. As "Where" varies from 0 to 100, the 50% of the data 
being fit varies from the extreme low-L portion to the extreme high-L portion in a systematic 
manner. For the case shown in Table 4, the P(L) method yielded an average grain diameter 
estimate of 30.20 microns for the analysis in which: (1) the X and Y data were combined to 
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determine the overall P(L) curve; (2) 10 separate exponential fits were made to various 
portions of that P(L) curve; and (3) the 10 grain size estimates resulting from the 10 separate 
fits were averaged. For the case shown in Table 4, the MCL method yielded an average 
grain diameter of 33.07 microns when averaged over the X and Y data. Details of the inner 
workings and use of the software can be found in the Reference 9. 
TABLE 4. Summary of grain sizing analyses for one micrograph of metallography coupon 
Table of b 
"Where" 
0.00E+00 
1.00E+01 
2.00E+01 
3.00E+01 
4.00E+01 
5.00E+01 
6.00E+01 
7.00E+01 
8.00E+01 
9.00E+01 
1.00E+02 
values for 
b for x 
1.63E+01 
1.61E+01 
1.58E+01 
1.55E+01 
1.50E+01 
1.46E+01 
1.41 E+01 
1.37E+01 
1.33E+01 
1.30E+01 
1.27E+01 
P(L) in microns: 
b for y 
1.77E+01 
1.75E+01 
1.73E+01 
1.69E+01 
1.64E+01 
1.59E+01 
1.54E+01 
1.49E+01 
1.44E+01 
1.40E+01 
1.35E+01 
b for xy 
1.69E+01 ) 
1.68E+01 
1.65E+01 
1.61 E+01 
1.56E+01 
1.52E+01 
1.47E+01 
1.42E+01 
1.38E+01 
1.34E+01 
1.30E+01V 
> 
Highest b forx: 
Lowest b for x: 
Highest b for y: 
Lowest b for y: 
Highest b for xy: 
Lowest b for xy: 
b 
16.27 
12.66 
17.72 
13.49 
16.91 
12.99 
P(L) 
Ave. Grain 
Diameter 
32.54 
25.32 
35.44 
26.98 
33.83 
25.99 
AVE b = 14.55 15.81 15.10 
AVE. GRAIN DIA. VIA P(L) (microns, for xy) = 2b = 30.20 
Mean chord length along x (microns) : 21.4803 
Mean chord length along y (microns) : 22.6075 
Average MCL for x & y (microns) : 22.0439 
AVE. GRAIN DIA. VIA MCL (microns, for xy) = 33.07 
AVE. FROM THE TWO METHODS= 31.64 microns 
MCL Average 
Grain Diameter 
32.22 
33.91 
33.07 
METALLOGRAPHY COUPONS 
As mentioned earlier in chapter 1, the metallography coupons were cut from a 'A"-thick 
"rough-cut" slab that was adjacent in the billet to a given "strip" coupon as shown in figure 
55a. For each of the four strip coupons studied there were 12 metallography coupons: three 
each from sites located 0", 2", 3" and 4" from the billet center. The 1" site was skipped as it 
typically showed very similar attenuation and noise values as the central (0") site. One face 
of each metallography coupon was polished, as shown in Figure 55b, so that the collection of 
12 coupons provided axial, radial and hoop views of the microstructure at each of the four 
inspection sites. 
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As shown in Figure 55b, the 12 coupons associated with a given UT property strip were 
denoted A-L. These can be divided into three groups based on their polished surfaces: 
Axial view coupons: A, D, G and J. 
Radial view coupons: B, E, H and K. 
Hoop view coupons: C, F, I and L. 
The micrographs that were used for grain sizing work were taken at points located as close as 
possible to the center of the corresponding UT measurement site. Thus, in the axial-radial 
plane, the photographed regions of the polished metallography coupons were as close as 
possible to the blue dot shown in Figure 55c. That blue dot indicates a point precisely 0", 2", 
3" or 4" from the billet center. Grain structure micrographs were printed on 8.5" x 11" stock, 
with the magnification chosen such that 150-300 grains were typically seen. 
(a) 
"rough cut" slab for 
metallography 
"strip coupon" 
Metallography 'or ^  property 
sites measurements 
axial 
radial 
hoop 
T 
(C) 
EDM 
cuts 
Metallography coupon dimensions: 
(hoop) x (radial) x (axial): 
1/4" x 3/8" x 112" ; polished: 1/4" x 3/8" 
1/4" x 3/16" x 1/2"; polished: 1/4" x 1/2" 
1/4" x 3/4" x 1/2"; polished: 3/4" x 1/2" 
1 Face polished for axial view. 
<C==I Face polished for radial view. 
<C=i Face polished for hoop view, 
(polished surface shaded blue) 
FIGURE 55. Metallography coupons, (a): Slab from which coupons are cut (b): Designation of the 
12 coupons from each slab, (c): Coupon dimensions. 
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FIGURE 56. Axial view of microstructure at the center (0") of axial view of microstructure at the 
center (0") of Waspaloy billet, (a) Full region used for grain size analysis (b) Smaller sub region. 
A typical example of grain structure is shown in Figure 56a. Figure 56b depicts a 
smaller, representative area of the entire micrograph. Such subimages are used in this 
document for discussion purposes and to illustrate variations in average grain size with 
position. For example, Figure 57 uses subimages to compare the microstructures seen in the 
12 Waspaloy metallography coupons. It is evident that at a given radial location in the 
Waspaloy billet, the grains are approximately equiaxed, i.e., the grains tend to have 
approximately circular cross-sections rather than being systematically elongated, and the 
grain structure appears similar from the three viewing directions. In addition, Figure 57 
illustrates that the average grain size tends to decrease as one moves radially outward from 
the center of the billet. Recall that the earlier UT measurements on the Waspaloy coupons 
found both attenuation and grain noise to be approximately independent of inspection 
direction and largest near the billet center. Generally speaking, the grain structures were seen 
to be approximately equiaxed in all of the nickel-based super alloy billet specimens studied. 
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Axial  V iews : Center of the Billet 
Hoop 
Radial  Views : Center of  the Billet 
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FIGURE 57. Axial, Radial and Hoop views of the Waspaloy microstructure at the four 
metallography sites. 
GRAIN SIZING RESULTS 
The results of the grain sizing analyses performed on micrographs from the 48 
metallographic coupons are listed in Table 5 - Table 8. The first two columns of each table 
list the coupon site (distance from billet center) and coupon designation as defined earlier. 
The third column lists grain diameter estimates inferred from the attenuation measurements. 
The tabulated value is the mean grain diameter of an equiaxed pure-nickel microstructure 
having a predicted attenuation-versus-frequency curve that approximately matches the 
measured curve. Note that the third column results are for reference only; we do not expect 
these predicted grain diameters to match the measured ones exactly because the elastic 
properties of pure nickel are different than those of the alloys. 
Table 5 Average grain diameters deduced from Waspaloy metallography. 
WASP From XY From P(L) From P(L) From P(L) From P(L) From P(L) From P(L) From P(L) From P(L) From P(L) 
ave .of P(L) using using using using using using using using using 
From and MCL highest b lowest b highest b lowest b highest b lowest b average b average b average b 
Coupon Atten methods for x for x for y for y forxy forxy forx for y forxy 
0" A 69 115.88 125.01 92.21 128.93 101.78 126.52 95.90 110.40 117.01 113.01 
0" A* 69 82.33 89.18 73.74 92.41 79.51 90.54 75.88 82.63 87.03 84.37 
0" B 117.16 139.60 103.14 115.79 90.06 126.70 96.02 123.28 103.75 112.87 
0" C 66 113.08 119.26 87.93 130.89 106.31 123.85 95.98 105.14 119.32 110.91 
2" D 62 91.85 95.36 68.91 104.18 76.44 98.82 70.33 81.89 92.05 85.55 
2" D* 62 70.94 79.28 66.27 76.15 65.35 77.20 62.15 72.12 71.38 70.04 
2" E 95.29 102.24 74.80 102.85 79.88 102.03 76.45 90.03 92.49 90.59 
2" F 60 105.07 112.99 80.01 114.23 89.43 111.72 79.88 97.11 102.32 96.86 
3" G 47 74.83 83.37 61.36 76.52 55.87 79.78 58.73 73.75 67.40 70.54 
3" G* 47 63.37 69.48 53.76 66.56 51.16 67.82 51.75 62.72 59.93 60.91 
3" H 87.91 112.99 80.01 114.23 89.43 111.72 79.88 97.11 102.32 96.86 
3" 1 45 72.76 80.71 60.24 78.38 56.83 78.27 55.04 71.74 69.17 68.42 
4" J 28 44.36 51.10 36.93 50.14 37.45 50.56 37.05 44.90 44.75 44.74 
4" J* 28 36.04 42.84 33.27 38.99 30.92 40.67 31.46 38.78 35.48 36.77 
4" K 50.01 54.22 40.61 58.48 45.40 55.80 41.86 48.35 52.77 49.80 
4" L 28 47.70 50.24 37.63 50.38 36.21 50.20 36.60 44.53 44.24 44.14 
Notes: All numerical values are average grain diameters in microns. 
From From MCL From MCL From MCL 
Coupon Atten forx for y for xy A, B, C, ..., L identify the 12 metallography coupons: 
0" A 69 116.70 120.82 118.76 A, D, G, J present axial views of the microstructure. 
0" A* 69 79.07 81.49 80.28 B, E, H, K present radial views of the microstructure. 
0" B 131.26 111.65 121.46 C, F, I, L present hoop views of the microstructure. 
0" C 66 111.05 119.46 115.25 
2" D 62 97.33 98.96 98.14 Results are given for analyses in the x and y directions of 
2" D* 62 72.19 71.49 71.84 each micrograph, and for a combined (xy) analysis. 
2" E 102.08 97.88 99.98 
2" F 60 114.44 112.10 113.27 In most cases, apparent twin boundaries were not counted as 
3" G 47 81.12 77.13 79.13 bona fide grain boundaries when making tracings. However for 
3" G* 47 66.40 65.25 65.83 entries denoted A*, D*, G*, J*, twin boundaries were counted as 
3" H 81.53 76.37 78.95 bona fide grain boundaries (leading to a smaller average grain size). 
3" I 45 75.97 78.22 77.09 
4" J 28 42.92 45.02 43.97 The result labeled "From Atten" is the average grain diameter 
4" J* 28 36.13 34.49 35.31 of a pure-Nickel micro structure which has the same attenuation 
4" K 49.46 51.00 50.23 near 7.5 MHz as measured for the Ni-alloy specimen in the 
4" L 28 50.91 51.58 51.25 corresponding inspection direction. 
Table 6 Average grain diameters deduced from GFM-A metallography. 
GFM-A From XY From P(L) From P(L) From P(L) From P(L) From P(L) From P(L) From P(L) From P(L) From P(L) 
ave.of P(L) using using using using using using using using using 
From and MCL highest b lowest b highest b lowest b highest b lowest b average b average b average b 
Coupon Atten methods forx forx for y for y forxy forxy forx for y forxy 
0" A 25 36.28 41.07 39.68 39.17 37.57 39.47 38.20 40.74 38.14 39.09 
0" B 32.63 34.57 26.39 36.59 29.13 35.55 27.82 30.86 33.55 32.22 
0" C 26 31.64 32.54 25.32 35.44 26.98 33.83 25.99 29.10 31.61 30.20 
2" D 24 30.40 32.85 27.25 31.99 23.49 32.37 25.40 30.05 28.27 29.11 
2" E 26.58 30.22 25.16 30.01 22.68 29.68 22.84 27.52 26.79 26.46 
2" F 21 25.06 28.29 22.04 27.27 20.48 27.50 20.64 25.51 24.24 24.47 
3" G 18 24.69 26.23 21.82 27.12 26.23 26.68 23.04 24.61 26.92 25.54 
3" H 23.07 25.31 17.55 24.82 19.09 24.82 17.86 21.90 22.20 21.70 
3" I 18 19.84 21.84 15.60 22.54 15.43 21.56 13.93 19.05 19.58 18.29 
4" J 14 16.75 17.91 12.87 17.70 13.58 17.69 12.83 15.69 15.69 15.47 
4" K 17.27 19.29 15.41 17.62 15.20 18.22 14.94 17.48 16.24 16.44 
4" L 15 14.60 14.15 9.75 16.55 14.28 15.15 12.29 12.20 15.21 13.50 
| Notes: All numerical values are average grain diameters in microns. 
A, B, C L identify the 12 metallography coupons: 
A D, G, J present axial views of the microstructure. 
B, E, H, K present radial views of the microstructure. 
C, F, I, L present hoop views of the microstructure. 
Results are given for analyses in the x and y directions of 
each micrograph, and for a combined (xy) analysis. 
In all cases, apparent twin boundaries were not counted as 
bona fide grain boundaries when making tracings. 
The result labeled "From Atten" is the average grain diameter 
of a pure-Nickel microstructure which has the same attenuation 
near 7.5 MHz as measured for the Ni-alloy specimen in the 
corresponding inspection direction. 
From From MCL From MCL From MCL 
Coupon Atten along x along y along xy 
0" A 25 34.77 32.17 33.47 
0" B 31.89 34.21 33.05 
0" C 26 32.22 33.91 33.07 
2" D 24 32.49 30.92 31.70 
2" E 26.17 27.23 26.70 
2" F 21 26.14 25.17 25.66 
3" G 18 23.59 24.10 23.85 
3" H 24.66 24.21 24.44 
3" I 18 20.11 22.66 21.39 
4" J 14 17.96 18.10 18.03 
4" K 18.57 17.61 18.09 
4" L 15 14.67 16.72 15.69 
Table 7. Average grain diameters deduced from VDIE-A metallography. 
V-die-A From XY From P(L) From P(L) From P(L) From P(L) From P(L) From P(L) From P(L) From P(L) From P(L) 
ave.of P(L) using using using using using using using using using 
From and MCL highest b lowest b highest b lowest b highest b lowest b average b average b average b 
Coupon Atten methods forx forx for y for y forxy forxy forx for y forxy 
0" A 19 24.84 27.05 20.74 28.85 24.89 27.72 21.27 24.31 27.06 25.08 
0" B 25.53 29.97 21.25 26.20 18.89 27.95 20.03 26.11 22.93 24.45 
0" C 18 21.15 25.47 22.96 21.73 16.68 21.87 19.63 23.67 19.48 20.63 
2" D 18 21.63 24.43 19.24 23.12 17.80 23.74 18.50 22.05 20.42 21.20 
2" E 20.48 22.48 18.83 21.48 18.91 21.88 18.41 20.51 20.22 20.15 
2" F 18 23.89 24.19 18.82 27.90 25.19 25.93 22.08 21.99 26.78 24.31 
3" G 21 17.89 19.38 16.16 18.84 15.62 19.10 15.89 17.79 17.31 17.55 
3" H 15.58 18.08 16.70 15.66 11.87 16.49 14.08 17.23 13.97 15.09 
3" I 22 14.14 14.99 13.29 14.55 11.48 14.76 12.43 14.07 12.97 13.51 
4" J 24 20.60 23.11 18.14 21.14 17.06 22.03 17.43 21.02 19.28 20.05 
4" K 23.78 31.11 29.28 20.02 16.66 25.00 23.69 29.99 18.37 24.28 
4" L 22 15.62 15.27 11.45 18.21 15.77 16.51 13.51 13.58 17.02 15.06 
I Notes: All numerical values are average grain diameters in microns. 
A, B, C L identify the 12 metallography coupons: 
A D, G, J present axial views of the microstructure. 
B, E, H, K present radial views of the microstructure. 
C, F, I, L present hoop views of the microstructure. 
Results are given for analyses in the x and y directions of 
each micrograph, and for a combined (xy) analysis. 
In all cases, apparent twin boundaries were not counted as 
bona fide grain boundaries when making tracings. 
The result labeled "From Atten" is the average grain diameter 
of a pure-Nickel microstructure which has the same attenuation 
near 7.5 MHz as measured for the Ni-alloy specimen in the 
corresponding inspection direction. 
From From MCL From MCL From MCL 
Coupon Atten along x along y along xy 
0" A 19 22.45 26.78 24.61 
0" B 27.06 26.21 26.63 
0" C 18 22.15 21.21 21.68 
2" 0 18 21.92 22.23 22.08 
2" E 21.12 20.53 20.83 
2" F 18 22.33 24.65 23.49 
3" G 21 18.41 18.08 18.25 
3" H 16.60 15.55 16.08 
3" I 22 14.85 14.71 14.78 
4" J 24 21.65 20.65 21.15 
4" K 26.99 19.60 23.30 
4" L 22 15.47 16.90 16.18 
Table 8 Average grain diameters deduced from VDIE-B metallography. 
V-Die-B FromXY From P(L) From P(L) From P(L) From P(L) From P(L) From P(L) From P(L) From P(L) From P(L) 
ave.of P(L) using using using using using using using using using 
From and MCL highest b lowest b highest b lowest b highest b lowest b average b average b average b 
Coupon Atten methods forx forx for y for y forxy forxy forx for y forxy 
0" A 17 23.41 26.24 22.97 24.80 19.15 25.49 21.02 24.87 22.43 23.59 
0" B 27.36 31.04 24.89 31.14 23.59 30.77 23.39 28.59 27.91 27.75 
0" C 17 24.58 25.89 18.95 29.11 25.66 26.29 21.08 22.77 27.42 23.65 
2" D 17 21.32 22.37 18.56 23.95 19.63 23.00 18.53 20.67 21.93 21.01 
2" E 21.25 23.42 17.14 22.89 18.77 23.06 17.68 20.60 21.04 20.66 
2" F 19 18.11 18.57 14.49 20.21 16.90 19.15 15.11 16.66 18.52 17.20 
3" G 13 16.73 18.36 12.79 18.15 13.76 17.84 12.46 15.86 16.22 15.47 
3" H 17.10 19.29 15.30 17.11 13.90 18.13 14.52 17.49 15.63 16.50 
3" I 14 15.49 15.99 13.44 17.07 13.19 16.39 12.89 14.65 15.36 14.78 
4" J <5 13.24 14.57 11.01 13.02 9.27 13.75 10.11 12.95 11.35 12.11 
4" K 12.39 13.95 10.24 12.03 9.25 12.90 9.65 12.32 10.75 11.45 
4" L 7 13.82 14.30 10.80 14.52 10.04 14.35 10.30 12.69 12.52 12.51 
I Notes: All numerical values are average grain diameters in microns. 
A, B, C L identify the 12 metallography coupons: 
A, D, G, J present axial views of the microstructure. 
B, E, H, K present radial views of the microstructure. 
C, F, I, L present hoop views of the microstructure. 
Results are given for analyses in the x and y directions of 
each micrograph, and for a combined (xy) analysis. 
In all cases, apparent twin boundaries were not counted as 
bona fide grain boundaries when making tracings. 
The result labeled "From Atten" is the average grain diameter 
of a pure-Nickel microstructure which has the same attenuation 
near 7.5 MHz as measured for the Ni-alloy specimen in the 
corresponding inspection direction. 
From From MCL From MCL From MCL 
Coupon Atten along x along y along xy 
0" A 17 23.18 23.28 23.23 
0" B 25.89 28.06 26.97 
0" C 17 23.90 27.11 25.51 
2" D 17 20.48 22.76 21.62 
2" E 22.77 20.91 21.84 
2" F 19 18.22 19.83 19.02 
3" G 13 17.94 18.03 17.98 
3" H 18.59 16.83 17.71 
3" I 14 15.82 16.57 16.20 
4" J <5 14.96 13.80 14.38 
4" K 14.06 12.61 13.34 
4" L 7 14.97 15.29 15.13 
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The fourth column in the upper halves of Table 5 - Table 8 lists an "overall" estimate of the 
mean grain diameter; this is obtained by averaging the results of the MCL and P(L) analyses 
which use the combined data from the "X" and "Y" directions of the micrograph in question. 
The remainder of the columns in the upper half of each table list various results from the 
P(L) analyses. These include mean grain diameters deduced using the highest, lowest, and 
average b-parameters from the various exponential fits to the measured P(L) curve, with 
values listed separately for the "X", "Y", and combined ("XY") micrograph directions. The 
lower halves of Table 5 - Table 8 list mean grain diameters resulting from the MCL analyses 
of the "X", "Y", and combined ("XY") data. Each of the grain-structure micrographs had its 
"X" and "Y" axes approximately aligned with the principal billet axes, i.e., with the axial, 
radial, or hoop directions. For example the "X" and "Y" axes for micrographs of coupons A, 
D, G, and J are parallel to the radial and hoop directions, respectively. In all of the cases 
examined, the grain cross-sections seen in the micrographs had roughly similar average 
dimensions in the X and Y directions. This indicated that there was no general tendency for 
grains to be preferentially longer, say, in the radial direction than in the hoop direction. This 
is demonstrated in Figure 58 for the MCL method. There, for each of the 4 x 12 = 48 
metallography coupons, the grain diameter estimate from the analysis in the Y direction is 
plotted versus the result for the X direction. The grain diameter estimates are seen to vary 
widely, from about 15 microns for some IN718 coupons to about 120 microns for some 
Waspaloy coupons. However, for each micrograph, the X and Y diameter estimates tend to 
be very similar to each other, and thus the plotted points in Figure 58 lie close to the diagonal 
line that would result from a perfectly equiaxed microstructure. The P(L) analysis similarly 
finds nearly equiaxed grain diameters. When a given micrograph is analyzed, the MCL grain 
size estimate usually falls in between the minimum and maximum estimates of the P(L) 
method. Overall the average grain diameter estimates from the P(L) method tend to be about 
5% below that from the MCL method. 
93 
3 120 
5 100 
GRAIN DIAMETER ESTIMATES 
USING THE MCL METHOD 
GFMA 
V-DIE-A 
V-DIE-B 
WASP 
-Equiaxed Grains 
in microns) 
20 40 60 80 100 120 140 
Estimate along X-direction 
GRAIN DIAMETER ESTIMATES 
USING THE MCL METHOD 
GFMA 
V-DIE-A 
V-DIE-B 
Equiaxed Grains 
O) 20 
(in microns) 
10 15 20 25 30 
Estimate along X-direction 
FIGURE 58. Comparisons of average grain diameters in the X and Y directions of the micrographs 
using the mean chord length method. The right hand panel is a blow-up of the small diameter region 
where the IN718 values lie. 
It was distinctly notable that with the exception of the grain size estimates for V-Die-A strip 
coupon, the rest of the results were in agreement to earlier assumptions made from 
attenuation that the grain size decrease as one moves from the center of the billet to the 
edges. A second round of metallographic study was carried out on the V-Die-A "rough cut" 
specimen to check the original results. However the new results were consistent with our 
earlier findings. One possible explanation for the V-Die-A anomaly would be that 
micro structural variations with position are sufficiently large in the vicinity of the V-Die-A 
strip coupon, that the microstructures of the UT property strip and the metallography slab are 
significantly different. This was validated by comparing C-scan images of backscattered 
noise levels in the metallography coupon to that in the original strip coupon, as shown in 
Figure 59. The C-Scan images of backscattered noise indicate lower noise levels in the 
rough-cut metallography coupon when compared to the noise levels in the original billet slice 
coupon. Similar comparisons were carried out for the GFM-A, V-DIE-B and Waspaloy 
coupons too. However, distinct differences in the amplitudes of the backscattered grain noise 
as observed in V-DIE-A were not seen in other coupons. We conclude that the 
micro structures of the strip coupon and metallography slab are likely more dissimilar for V-
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Die-A than for the other two IN718 cases and Waspaloy. We averaged the estimates of grain 
diameters, from the two methods, over the three viewing directions at each metallography 
site (e.g., over coupons A, B, and C at the billet center) to obtain our best estimate of the 
mean grain diameter at a given radial depth, these estimates are listed in Table 9 
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FIGURE 59. Backscattered grain noise C-scans of the V-DIE-A strip coupon and metallography 
slab. 
TABLE 9. Best estimates of average grain diameters at radial sites in the four nickel-based super 
alloy metallograhy slabs. Site coordinate is the distance from the billet center. 
Average Grain Diameter in microns 
Site WASP GFM-A V-DIE-A V-DIE-B 
0" 115.38 33.52 23.85 25.12 
2" 97.40 27.35 22.01 20.23 
3" 78.50 22.53 15.88 16.44 
4" 47.36 16.20 20.00 13.15 
USING PURE NICKEL EQUIAXED MICROSTRUCTURES AS A MODEL SYSTEM TO 
PROVIDE AN INITIAL THEORITICAL INTERPRETATION OF OUR DATA 
In chapter one we established that, for the nickel-based super alloys, the UT 
properties at a given measurement site are approximately independent of inspection direction, 
and attenuation and FOM values tend to rise or fall together as the measurement site is 
moved. This behavior is consistent with an equiaxed, untextured billet microstructure in 
which the average grain diameter varies systematically with position. As a first step towards 
developing a theoretical interpretation of our experimental data, we have used models to 
calculate attenuation and FOM values for pure nickel microstructures containing equiaxed, 
randomly-oriented grains of constant density [10-12], The single-crystal elastic constants are 
important parameters in such calculations. These constants are known for pure nickel but not 
for Waspaloy or IN718. Thus those initial calculations, one aspect of which was reported in 
Tables 5-8, were only performed for the pure nickel case. Theoretical predictions of 
attenuation values, as functions of frequency and average grain diameter, were obtained 
using an internet-available calculator developed by Joseph Turner [13-17], It is based on the 
First-Order Smoothing Approximation to a stochastic elastic wave equation, and is 
equivalent to the formalism developed by Stanke and Kino [10, 21] to describe attenuation 
resulting from grain scattering during sound propagation through a poly-crystalline solid. 
FOM values were predicted using a model expression developed by James Rose [12]. Both 
the attenuation and FOM model calculations assume that each microstructure considered 
contains a distribution of grain sizes with a well-defined average diameter. Grain size 
information is input through a function P(L), which was described earlier in this chapter. 
Selected results of the model calculations are shown in Figure 60 through Figure 62. Figure 
60 displays predicted attenuation-versus-frequency curves for three pure nickel 
microstructures having average grain diameters of 10, 20, and 30 microns, respectively. As 
the average grain diameter increases, the attenuation is predicted to increase rapidly. For each 
of the three diameters, the attenuation is a rapidly rising function of frequency, which, over a 
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limited frequency range, can be well approximated by a power law [ a = C f p ]. Such 
power-law fits to the attenuation-versus-frequency curves in the 5-15 MHz range are also 
shown in Figure 60. As summarized in Figure 61, the power law exponent for pure nickel 
microstructures is near 4 for small grain diameters, and systematically decreases as the 
average grain diameter rises, being about 3.0 for 50-micron grains, and 2.3 for 100-micron 
grains. It is interesting to note that power-law fits to the nickel-based super alloys 
experimental attenuation data generally yielded exponents in the 3 to 4 range. Finally, Figure 
62 shows predicted FOM-versus-frequency curves for eight pure nickel microstructures with 
different average grain diameters. The curves all rise with frequency within the horizontal 
range shown, but in each case the rate of rise is significantly lower than that of the associated 
attenuation-versus-frequency curve. The relationship between attenuation and FOM for the 
pure nickel microstructures is illustrated in Figure 63, assuming a fixed frequency of 7.5 
MHz. As the average grain size increases, the FOM value rises less rapidly than the 
attenuation, leading to a FOM-versus-attenuation curve whose slope decreases as one moves 
further to the right in the figure (i.e, as the average grain size increases). For the model 
curve, the FOM value is approximately proportional to the square-root of the attenuation 
value. 
Predicted Attenuation of Equiaxed Pure Ni 
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FIGURE 60. Predicted attenuation-versus-frequency curves and associated power-law fits for pure 
nickel microstructures having average grain diameters of 10, 20 and 30 microns. 
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Model Prediction for Equiaxed Pure Nickel 
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10 0.019 3.927 
15 0.062 3.844 
20 0.143 3.739 
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60 2.683 2.828 
70 3.776 2.651 
80 4.971 2.495 
90 6.225 2.356 
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Power law fits are over 
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FIGURE 61. For pure nickel microstructures, predicted relationship between the average grain 
diameter, the attenuation at 7.5MHz, and the exponent in the power-law fit to the attenuation-versus-
frequency curve. 
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FIGURE 62. Predicted FOM-Versus-Frequency curves for pure nickel microstructures having 
average grain diameters ranging from 10 to 100 microns to 100 microns. 
98 
Correlation Between Measured Attenuation and 
Measured Noise FOM for Nckel Superalloys 
10 
9 < 
E 
o 
8 
• WASPALOY 
A GFMA • 
• V-DIE-A 
• V-DIE-B \ 
MODEL Pure Ni • 
Larger grains 
Smaller grains 
1 2 3 
Attenuation (dB/in) 
0.014 
0.012 
~ 0.010 
E 0.008 
o 
O 0.006 
Correlation Between Measured Attenuation and 
Measured Noise FOM for Nckel Superalloys 
5 0.004 
0.002 
• WASPALOY 
A GFM-A 
• V-DIE-A 
• V-DIE-B 
-MODEL Pure Ni 
0.0 0.1 0.2 0.3 
Attenuation (dB/in) 
0.4 
FIGURE 63. Relationship between FOM and attenuation at 7.5 MHz solid curve: Model prediction 
for pure nickel. Plotted points: Measured data for nickel-based super alloy billet specimens. Plot on 
Right shows a blow-up of the low attenuation region shown in the plot on left. 
Also shown for comparison in Figure 63 are the measured (attenuation, FOM) pairs at 7.5 
MFIz for the nickel-based super alloy billet specimens. The general trend of the nickel-based 
super alloy data is similar to that predicted for pure Ni microstructures; however, the nickel-
based super alloy results tend to lie above the pure nickel curve. Attenuation and FOM values 
for polycrystals depend, in part, on the single-crystal elastic constants of the metal. The 
differences seen in Figure 63 may be a result of associated differences in the elastic constants 
of pure Ni and the two nickel-based super alloys under study. Because attenuation and FOM 
increase at different rates as the grain size grows, the absolute grain-noise level seen in an 
inspection does not necessarily increase with grain size. The grain noise level (e.g., the rms 
noise voltage) seen at a particular frequency f and depth z in the metal is expected to be 
proportional to the product [exp(-2a(f)z)] [FOM(f)], with the first factor describing the effect 
of attenuation on the backscattered noise. In addition, a third depth-dependent factor would 
describe the effect of beam focusing and diffraction. 
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Noise-vs-G rain-Size fora Non-Diffracting 
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FIGURE 64. Predicted behavior of the absolute grain noise level seen at three depths in pure Ni, as a 
function of mean grain diameter. 
Let us consider the case of a non-diffracting sonic beam that maintains a constant lateral area 
during propagation through the metal. For such a beam, Figure 64 shows the predicted 
manner in which the noise level depends on the average grain diameter. Results are shown 
for three depths in pure nickel microstructures. In each case, the noise level peaks at a 
particular average grain size; beyond that size, signal loss due to attenuation outpaces the 
increase in signal resulting from the stronger scattering by the larger grains. Note that as the 
depth in the metal increases, the grain size that produces the largest absolute noise level 
decreases. It is this interplay between attenuation and FOM that is responsible for the fact 
that observed absolute noise levels for the Waspaloy and IN718 specimens are much more 
similar than would be expected based on their relative FOM values. From these results we 
can infer that the relationship between attenuation as well as noise FOM and grain diameter 
for the nickel-based super alloys is similar to that for pure nickel. 
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CORRELATIONS BETWEEN UT PROPERTIES AND AVERAGE GRAIN DIAMETERS 
Using the results of measured UT properties and the metallographic analysis 
described earlier in this chapter, we can establish a relationship between the UT properties 
and grain size. In Figure 65, the manner in which average grain diameter depends on radial 
position in each of the four strip coupons is shown. The best estimates of the average grain 
diameters, as viewed from the radial, axial and hoop directions, have been plotted versus 
radial depth from the billet center. For the V-Die-A strip, results are shown for both the 
original set of 12 metallography coupons and the auxiliary set of 4 newer coupons, with the 
latter results labeled "radial-new" in the figure. The dependence of ultrasonic attenuation and 
noise FOM on the radial coordinate of the measurement site was established earlier in 
chapter 1. From Figure 65, we can now infer that for a given strip specimen, one sees that an 
increase in measured grain size is generally associated with an increase in attenuation and an 
increase in noise FOM. The lone exception is the V-Die-A strip. For that case the attenuation 
and noise tend to be highest near the 3" or 4" sites, while the measured grain size is highest 
near the billet center. As discussed above, for the V-Die-A case there is reason to believe that 
the micro structure of the metallography slab is somewhat different than that of the property 
measurement strip, and this likely accounts for the minor divergence between the trends of 
the UT properties and the measured grain diameters. 
Measured attenuation and FOM values are plotted versus the mean grain diameter in 
Figure 66 and Figure 67, respectively. The UT property values are specifically those at 7.5 
MHz. Each plotted point in Figure 66 or Figure 67 represents a UT measurement made at one 
site on one billet specimen for one particular inspection direction. Thus in the upper left 
panel of each figure there are 12 points shown for each strip specimen: (4 inspection sites per 
specimen)(3 inspection directions per site). The UT result for a given sound propagation 
direction has been plotted against the grain diameter measured using metallography coupons 
whose viewing direction was parallel to that of the propagation direction. For example, at 
the billet center (0" site) the attenuation or FOM value for radial propagation is plotted 
against the measured grain diameter for metallography coupon "B". 
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FIGURE 65. Best estimates of grain diameters versus radial position. 
For the V-Die-A case, the grain diameters are those measured using the original suite of 12 
metallography coupons. Because the correspondence between the grain diameters and UT 
properties is suspect for the V-Die-A strip, the V-Die-A results have been omitted from the 
lower two panels of Figure 66 or Figure 67. In the lower panels one observes much stronger 
correlations between grain diameters and UT properties than is seen in the upper panels 
which include the V-Die-A results. For comparison, Figure 66 and Figure 67 also display 
predicted curves for equiaxed pure nickel microstructures with randomly-oriented grains. As 
before, attenuation and FOM values, as functions of the mean grain diameter, were predicted 
using the formalisms of References [14-17], assuming an exponential P(L) curve in each 
case. For the range of diameters shown in Figure 66 and Figure 67, the predicted attenuation 
and FOM values at 7.5 MHz are seen to increase systematically with grain diameter. At 
larger grain diameters, predicted attenuation and FOM both decrease and eventually 
approach zero in the limit where the grain diameter exceeds the specimen thickness. 
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FIGURE 66. Relationship between average grain diameter and measured attenuation (at 7.5MHz) for 
each of the four strip coupons. The plots on the right-hand panel show a blow-up of the small-
diameter region of the plots on the left-hand panel. V-DIE-A data is included in the upper panels and 
omitted in the lower panel. 
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FIGURE 67. Relationship between average grain diameter and measured noise FOM (at 7.5MHz) for 
each of the four strip coupons. The plots on the right-hand panel show a blow-up of the small-
diameter region of the plots on the left-hand panel. V-DIE-A data is included in the upper panels and 
omitted in the lower panel. 
The measured attenuation and FOM values of the nickel-based super alloy specimens tend to 
increase with grain diameter in the ways which are similar in form to those predicted by the 
models. However, the average rise rates for the measured data, which are slightly different 
for the IN718 and Waspaloy cases, are slightly lower than those predicted for pure nickel. 
This may indicate that the single-crystal elastic constants of the two alloys are significantly 
different from those of pure nickel. Alternatively, it may be associated with our decision to 
exclude twin boundaries from the grain size analysis; this choice effectively increases the 
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measured grain diameters and thus alters the rise rates of the attenuation-versus-grain-size 
and FOM-versus-grain-size curves. Upon completion of these studies, it was noted that this 
offered a valuable opportunity to explore the possibility to establish the single- crystal elastic 
constant of the nickel-based super alloys by using the UT properties and grain size 
information. The next section of this dissertation discusses the possible approaches and 
methods to estimate the single-crystal elastic constants for these nickel-based super alloys. 
ESTIMATION OF SINGLE-CRYSTAL ELASTIC CONSTANTS 
Single-crystal elastic stiffness constants are important input parameters for many 
calculations in material science. Elastic constants provide important information concerning 
the strength of materials and the stability of phases in the study of structural transformations. 
There are well established methods to measure these constants using single-crystal 
specimens, but such specimens are not always readily available, particularly for many alloys 
used in structural materials. In the case of engineering materials, polycrystalline aggregates 
are the form usually found in application. The ultrasonic properties of metal polycrystals, 
such as velocity, attenuation, and backscattered grain noise characteristics, depend in part on 
the single-crystal elastic constants. In this section of the dissertation we consider the 
estimation of the single-crystal elastic constants from UT measurements and grain-sizing 
data. We confine ourselves to a class of particularly simple polycrystalline microstructures, 
found in some jet-engine nickel- based super alloys, which are single-phase, equiaxed, and 
untextured aggregates of cubic crystallites. We consider two possible approaches to estimate 
the single-crystal elastic constants from measured ultrasonic velocity, attenuation and 
backscattered noise data accompanied by metallographic analysis of grain size. Both 
approaches are based on the Hill average formulation for relating the polycrystalline moduli 
to the single-crystal moduli. 
When an external stress is applied to a polycrystalline aggregate, different stresses 
and strains are set up in each grain because of the elastic anisotropy of the crystallites. In the 
absence of texture the average or macroscopic strain is related to the applied stress via 
macroscopic elastic constant such as young's modulus (E), shear modulus (G), the bulk 
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modulus (K) etc. These constants can be measured by a variety of well established 
techniques. For the assumed case of isotropy, two of these constants are independent. 
However these constants alone are not sufficient to deduce the anisotropic nature of the 
crystallites. As far as elasticity is concerned, in anisotropic solids it is necessary to specify all 
the independent elements of the elastic tensor C. For cubic system there are three 
independent elements. The macroscopic behavior of a solid is then strongly related to its 
anisotropic properties, which can reveal, in some materials, a degree of anisotropy decidedly 
non-negligible and in some cases so extreme as to suggest the proximity of material 
instability. The form of the elastic constant tensor, in matrix form, is given below, for a 
material with cubic symmetry 
C = 
cubic 
[2, 3], 
'Cn c12 C \2 0 0 0 
ca C n  C n  0 0 0 
cn c12 C n  0 0 0 
0 0 0 C44 0 0 
0 0 0 0 C44 0 
1 0
 
0 0 0 0 C44 
(10) 
The longitudinal and transverse ultrasonic velocities in a material of thus symmetry are 
related to the elastic stiffness constants by the relationships: 
VL[100] = J ^  
^[111] = -
Fr[100] = 
l(cn + cn + c44) 
3 p 
(11) 
C 44 
P 
where p is the density of the material. 
Mechanical stability of homogeneous crystals, based on the well-known Born stability 
criteria is defined by a set of conditions on the elastic constants (Cjj) [5]. For the cubic crystal 
there are three elastic stability criteria defined by the equations below: 
CH+2CI2 > 0; C44 > 0; C11-C12 > 0 (12) 
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The elastic anisotropy of a cubic crystal can be characterized by the ratio A : 
A = 2C, 
C|i - C|; (13) 
An elastically isotropic material has A=l. When A is greater than 1 this signifies that C44 is 
greater than ^(Cii-Cu), whereas the opposite hold when A is less than 1. 
Researchers have proposed several models exist that describe the elastic behavior of a 
polycrystalline aggregate in terms of single-crystal elastic constants [22-28], These models 
assume that the strain and stress state of a grain is only dependent on its crystallographic 
orientation. Among these, the Voigt model which assumes that the strain in a grain is the 
same as that applied on a poly crystal and Reuss model which assumes that the stress in a 
grain equal to that in a polycrystal, are the two extremes; the real situation lies somewhere 
between these limits and the arithmetic average of these limits is sometimes used for a rough 
estimation. Thus the upper and lower bounds on the elastic moduli of a polycrystal can be 
determined by using the Voigt (37) and Reuss (38) methods respectively. Hill (39) proposed 
an averaging scheme which is based on mixed combinations of the Voigt and Reuss models, 
and the result often provides a good, first-order description of experimental data which lie 
between these limiting dependencies. However, with only the measured shear and 
longitudinal velocity information the weighting factors remain uncertain and hence we 
propose to use additional physical information by using ultrasonic attenuation or the 
backscattered noise FOM to provide additional physical parameter to represent the elastic 
behavior of the microstructure. 
The Voigt model relates the single-crystal elastic constants to the ultrasonic velocities by: 
rVOIGT 
tICQi ~C\2 +3C44) (14) 
p 
r VOIGT 
Cu + 2 Cu 
+ 
^ V 
vvl5y 
(C„-C„+3Cj (15) 
P 
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The Reuss model relates the single-crystal elastic constants to the ultrasonic velocities by: 
(16) r REUSS 
5C„(C„-Cj 
3(Cu - C,2)+ 4C4 
C„ +2C,2  
+ 
REUSS v 3 A  
5C^(C„-C,J 
3(Cn - C]2) + 4C, 44 yy (17) 
The Hill model relates the single-crystal elastic constants to the ultrasonic velocities by: 
rHILL 
f j/VOIGT + y REUSS \ 
y HILL _ 
f  4 \ f  y V O I G T  + K REUSS \ 
+ 
C„+2C, 12 
(18) 
(19) 
For all model calculations (both attenuation and backscattered noise FOM) the Hill averaging 
procedure has been used for estimating the elastic constants. 
We consider three approaches to estimate the single-crystal elastic constants from 
measured ultrasonic velocity, attenuation, backscattered noise, and grain size data. In each 
case we vary the three independent stiffness constants of the cubic crystal system (Cn, C12 
and C44) to determine the set which obeys crystal stability conditions and yields model 
predicted velocities, attenuation and/or backscattered noise FOM which are in best agreement 
with the measured values, in a least square sense. All three approaches used measured 
longitudinal and shear velocity data, and the model counterparts are computed using the Hill 
average formulations that relate the polycrystalline sound velocities to single-crystal elastic 
constants. The three approaches have been designated as the "attenuation approach", "noise 
FOM approach" and "combined approach", depending on the measured UT property used for 
comparison with model predicted values in combination with the measured velocities. 
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The "Attenuation approach" is based on using the combination of measured 
longitudinal wave attenuation, material density, longitudinal and shear wave velocities. The 
model attenuation calculations are based on the unified theory proposed by Stanke and Kino 
[10], which predicts the ultrasonic attenuation in terms of grain sizes and single-crystal 
elastic constants. 
A brief description of the theory is presented here. 
Start with the stochastic wave equation: 
V2u(r)+k2(r)u(r) =0 (20) 
Assuming that the solution to the wave equation has the following form, which implies plane 
wave propagation in the z-direction.: 
ù(r) - ) (21) 
Using the Keller approximation approach Stanke and Kino deduced the following 
relationship: 
-(%<), y = 
1 (4) 
525 (C%X w 
1 y: (%,)' 
{arctan( j4)(5) - arctan(C)(D) + (E)} 
1050 (C): (x„,y 
{arctan(F)(G) - arctan(i/)(7) + (J)} 
(22) 
(23) 
The following parameters are used in the above equations: 
(x,) = (W; (24) 
(x0l) = (^OZ^) ' 
(xs ) ~ (k$ d} ; 
(X0j )  =  M '  
(25) 
(26) 
(27) 
Vol -
f ^ 
U11 
v P J 
1 / 2  
Ks = 
c 
1 / 2  
44 
I P J 
(28) 
(29) 
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*0/ ~ 
V Vqi J 
(30) 
^0s ~~ 
^ K s  J  
^ = c.i-Q-2C ; 
(31) 
(32) 
a> 
For longitudinal waves: k, = — = /?,-/« (33) 
CO 
For shear waves: k = — = /?, - ia. 
s y 
(34) 
Here p is the material density, co is the angular frequency, v is the anisotropy factor, d is the 
average linear dimensions of the grains, k is the wave number (complex elastic wave 
propagation constant) V is the elastic wave velocity, a is ultrasonic attenuation and 
subscripts 1 and s represent longitudinal and shear waves. Equation 22 and 23 deduced by 
Stanke and Kino using keller approximation in order relate the attenuation coefficient with 
grain size parameters. 
(x , ) 2  - (x Q l ) 2  -  -
Where: 
r  
A = 
^7 J! 2 f X ' \ 2  (arctan( A ) ( B )  -  arctan( C ) ( D )  +  ( E ) }  
jZj (Cu ) (x0/) 
v 2 + ixm j 
B = B1+B2; B1 
x, 
x ,  [12 + 15(xo;)2] + ^ 3 [48 + 72(x0/)2 + 15(x0/)4] 
B2 = 
C = 
r  \  
[64 + 48(x«j '+12(^/ + (^y] 
1 
D -D1+D2;D1= [12-9(^X] + ^ ^[48-24(^y-9(^y 
x, 
D2 = 
A 
—[64 + 48(x,,y +12(Zo,r +(Xo,n 
v(^/) ; 
(22) 
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E = E1+E2+E3 
El = 
2n\ 
-16(x0/) [4 + 4;(x0Z) + (x,) ] 
4 + 4ix o l  + (x l )  -(xo;) j 
( 2 
E2= [z'(x0/ -x0j]+ 
2 n V  20(^q5 ) [4 + 4i(x0î) + (x/) ] 
4 + 4 ix0s + (x,f - (x0j ) y. 
A 
(4z'(x0/ -xoJ™8(2(xoz)2 + (xoJ2)+~ (23(^o/)3 + 13(*0î)~ 
E3 - (E3a) (E3b) 
1 
E3a 
E3b 
16;((Xo, -XgJ-16((^)" -(XoJ^) 
8î((*0/)3 -(^os)3)~2((x0/)4 -(x0j)4)+/((x0/)5 -(x0j)5) 
+ 
1 / (xs)2 ~(x0,)2 =- n ' 2 p\2 {arctan(F)(G) -arctan(//)(7) + (J)} 
I U j U  ( v 4 4  )  ( X q 5 / )  
Where: 
/ 
F = 
(23) 
\2 + i%o,y 
G = G1+G2; G1 = 
1 ^ 2, 1 r  A O  -m \2 , n/ . \4 
-  x s  [12 - 9(x0Z) ]-- -j[48-24(x0Z) +9(x0/) ] (^) 
G2 = 
H = 
1 
(<) 
x 
[64 + 48(^y+12(x^y+(xg,)'] 
r \ 
V^ + ^o.y 
1 =11+12; Il 
12 
V 
x5 + [12 + 9(X0j)2] + - —[48 + 48(x0j)2 -9(x0j)4] 
x. (^) 
( , ^ 
^[64 + 48(x,J2 + 12(x,jV(xoj'] 
y 
J = J1+J2+J3 
J1 = ~ 2Q(X0/)2[4 + 4z(x0/) + (x5)2]^ 28(x0j)z [4 + 4z'(x0s) + (xs)z] 
4 + 4zx0Z + (x )2 - (x0/)2 ou y 
2 ,  A  
4 + 4zx0s+(xJ) -(X0 J)  0^ y. 
J2-[- z(x0/ -x0s)] -
f \  V  
A 
(8/(x0/ -^0ï)-4(4(x0/)2 +5(x0j)2)--(l3(x0/)3 + 14(X0 J)3  
I l l  
J3 = (J3a) (J3b) 
1 J3a= 
J3b 
+ 8z'((xo;)3 - (^oJ")- 2((x0/)4 - (x0j)4)+ z'((x0,)5 - (x0$)5) 
However, certain assumptions made in the Stanke and Kino theory used for calculating the 
longitudinal wave attenuation are critical in these calculations. Stanke and Kino theory 
assumes that grain scattering is the primary source of attenuation. However, the measured 
attenuation could be caused not only by scattering from grains but by absorption effects. It is 
generally assumed that the absorption effects are not the dominating phenomenon 
contributing towards attenuation in poly-crystals of engineering alloys used in most 
structures. The operative mechanism responsible for the attenuation in the poly-crystalline 
aggregate is not evident from the measured attenuation values. Hence care has to be taken in 
the procedure of estimating the single-crystal elastic constants to consider the attenuation 
values only when grain scattering is the primary source of attenuation. 
Our second approach designated "Noise FOM approach" is based on using the 
combination of measured backscattered noise FOM, material density, longitudinal and shear 
wave velocities. The noise FOM is a frequency dependent parameter that describes the noise 
generating capacity of the microstructure and is determined by evaluating the measured 
Trmsif) which is position-averaged, root-mean-square (rms) value of the magnitude of the 
Fourier spectral component (at frequency I) of the noise seen within some time gate of 
interest [40]. Rose has developed expressions for backscattered noise power and FOM values 
for weakly scattering micro structures considering the single scattering effects in terms of the 
spatial deviations of the elastic moduli and density from their isotropic values. This model 
has been used for all the calculations to determine the backscattered noise FOM. It is also 
possible to correlate backscattered grain noise to the microstructure and the single-crystal 
elastic constants using the model developed by J.H. Rose [12]. This model is made under the 
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assumption that only single scattering effects are important and the wavelength is much 
larger than the mean grain size. The model assumes weak scattering in order to incorporate 
the Born approximation. The Born approximation is based on a Green's function approach, 
leading to an integral equation describing the scattered wave field. In order to avoid a volume 
integration, the Born approximation is in general coupled with the far-field approximation, 
leading to simple expressions characterizing the properties of the scattered wave. The 
relationship between the measured noise data and noise FOM is discussed in detail in 
reference 40. Rose describes the backscattered noise FOM (Figure of Merit) for longitudinal 
wave backscatter from an equiaxial distribution of randomly oriented grains for hexagonal 
crystal symmetry as follows: 
P(L) : Probability that a line segment of length L, arbitrarily placed in the specimen, is 
entirely enclosed by a single grain. 
For the purpose of this dissertation, we are dealing only with cubic crystal symmetry and 
hence the term <(8C33)2> in the above equation can be represented as follows [40]: 
The backscattered noise FOM can further be simplified by fitting a smooth function to the 
P(L) data and representing it in the form below: 
FOM - \P(L)dL 
Where: 
p : Material density, 
f : Frequency. 
v : Voigt averaged longitudinal velocity. 
(36) 
P(L) = e"L/b (37) 
Here the parameter b, represents an estimate of the average grain radius. 
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Using this b parameter the noise FOM can be evaluated using the equation below: 
FOM= 
"Cu -2Cj)> 
2 Y 
1 
(38) 
The third approach, "combined approach" is based on using a combination of both the 
attenuation and backscattered noise FOM data. This approach is more suitable than the 
"Noise FOM approach", when there is sufficient evidence that grain scattering is the primary 
contributor to the measured attenuation. However this method should be taken into 
consideration only when the both the attenuation approach and the noise FOM approach 
yield approximately similar results with the measured grain sizes. The effect of the grain size 
estimation is dealt with in later parts of this chapter, where a high sensitivity of these Cij 
estimation procedures to the measured grain sizes is found. 
The procedure used to estimate the single-crystal elastic constants is based on varying 
each of the three independent stiffness for the cubic crystal system (Cn, C\2 and C44) and 
computing all possible combinations that are in agreement with the crystal stability 
conditions and yield model calculated velocities and attenuation and/or backscattered noise 
FOM (for a selected range of frequency) which are in good agreement with the measured 
values of velocities, attenuation or backscattered noise respectively. In each approach we 
define and minimize a function %2, which describes the differences between measured and 
predicted properties. When computing %2, we have assigned each UT property an equal 
weighting (w). However, one can envisage weighting each contributing parameter depending 
on the experimental errors contributing towards the measured parameters. Measured 
velocities (V) are approximately independent of frequency. While attenuation (a) and noise 
FOM are frequency dependent. The parameter "n", denotes the number of frequencies at 
which attenuation or noise FOM are evaluated. 
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For the regression analysis we define the chi-square (x2) as follows: 
When using attenuation approach, 
(nw) (nw) (vrCalcf ~(vTExp J 
V 
Freqs 
Exp (39) 
When using backscattered noise FOM approach, 
% Noise (nw) 
,2 V 
+ (nw) (yï
ak)2 -(yTExpJ^ 
+(w)x 
Freq\ 
(40) 
When using combined approach, 
jèombo (n\$ 'M-ki +(«Vl) (vfi-{vT
Expf 
. M 
V 
'Wc-Wp N fFOJ\4at-FOK(' ,\
2 
Freqby 
(41) 
The numerators of the fractions compare either V,Va or FOM. These combinations were 
chosen because each is approximately directly proportional to the Cij. 
In order to evaluate the three approaches of estimating the single-crystal elastic 
constants in polycrystalline materials we first carried out measurements on two cubic 
polycrystalline aggregates; a pure nickel specimen and a pure copper specimen. Since the 
single-crystal elastic constants of the two materials are well known and published in 
literature, this would provide a good check for the consistency of our two approaches of 
establishing the single-crystal elastic constants. The three independent single-crystal elastic 
constants of pure copper are; Cn = 170 GPa; C\2 = 120 GPa and C44 = 75 GPa and that for 
pure nickel are; Cn = 250 GPa; CJ2 = 160 GPa and C44 = 118 GPa. Cube specimens (1V2") of 
pure nickel and pure copper were fabricated with intent to have fairly uniform, equiaxed and 
randomly oriented microstructures similar to the nickel-based super alloys studied in this 
dissertation. Detailed measurements of density, longitudinal and shear wave velocities, 
longitudinal wave attenuation and the backscattered grain noise were carried out on the two 
specimens in a similar fashion as described in earlier parts of this dissertation. Before 
carrying out the UT measurements detailed metallography work was carried out on each of 
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the two specimens and an average grain size was determined using the same approaches 
described in the first section of this chapter. The table below shows the densities, grain sizes, 
and velocities measured on the two specimens: 
Specimen Grain Size Density L-Velocity T-Velocity 
(microns) (g/cc) (cm/|isec) (cm/|isec) 
Pure Nickel 
Pure Copper 
19 8.892 0.574 0.297 
15 8.905 0.475 0.233 
TABLE 10. Measured densities, velocities and average grain diameters in pure copper and nickel 
specimens. 
For all attenuation measurements, a broadband, 10MHz planar transducer of 0.25" diameter 
was used, and echoes were digitized at a 100-MHz sampling rate using a LeCroy 9400A 
digital oscilloscope. Assuming that the single-crystal elastic constants of these specimens 
were approximately same or close to those published in literature, and using measured grain 
size and literature values for Cij as inputs into the model calculations, model predictions for 
the attenuation in these two samples were made. The comparison of the measured and model 
predicted values for attenuation are depicted in the plots below. As is evident from the plots 
the measured values of attenuation in the pure nickel sample were significantly higher than 
the model predictions. However for pure copper specimen the measured and model predicted 
values of attenuation are fairly close to each other. There are two possible reasons for the 
significant difference in the measured and model predicted values of attenuation in the pure 
nickel specimen. The model predictions are based on using literature values of single-crystal 
elastic constants and measured grain size. We assume that the single-crystal elastic constants 
in our pure nickel sample are reasonably close to the literature values for pure nickel. Hence, 
if the attenuation theory is applicable, errors in the measured grain size (19p.) would be the 
most likely reason of the difference in the measured and model predicted values of 
attenuation. However, the grain size would have to be increased by a factor of 4 to approach 
a good fit. Another possible explanation for the significantly higher attenuation in the pure 
nickel specimen could be due to the fact the predicted values of attenuation are based on the 
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Stanke and Kino model which assumes that attenuation is primarily due to grain scattering 
and not absorption. Ultrasonic attenuation values deduced using conventional pulse/echo 
methods contain contributions from both grain scattering and energy absorption (arising from 
internal friction). 
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FIGURE 68. Comparison of measured and model predicted attenuation in a) Pure Nickel, b) Pure 
Copper. 
The likelihood that errors in measured grain size values caused the discrepancy in attenuation 
can be evaluated on the basis of our second approach to establish the single-crystal elastic 
constants, which is based on using the backscattered noise FOM data. This approach solely 
depends on grain scattering and not the absorption effects unlike the attenuation 
measurements. We can thus validate the accuracy of the measured values of the grain size in 
each specimen. 
Backscattered noise FOM measurements were carried out on the pure nickel and pure 
copper specimens, in order to provide the required measured data to carry out our second 
approach of estimating the single-crystal elastic constants and also to validate the accuracy of 
the measured grain sizes. The measurements were carried out in the same fashion as 
described in chapter 1 for the nickel-based super alloys. For all backscattered noise 
measurements, a broadband, 15MHz focused transducer of 0.5" diameter was used, and 
echoes were digitized at a 100-MHz sampling rate using a LeCroy 9400A digital 
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oscilloscope. Once again making the same assumption (as was the case for the model 
predictions for attenuation) that the single-crystal elastic constants of these specimens were 
approximately same or close to those published in literature. The measured grain size and 
literature values for Cu were used as inputs into the model calculations. Model predictions 
for the backscattered noise FOM in these two samples were made. The comparison of the 
measured and model predicted values for backscattered noise FOM are depicted in the plots 
below. From the plots it is evident that there is good agreement between the measured and 
model predicted values of noise FOM for both the samples. From these plots we have 
quantitatively established that the measured grain sizes used in model predictions for 
attenuation are accurate and are within the limits of experimental errors. 
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FIGURE 69. Comparison of measured and model predicted backscattered noise FOM in a) Pure 
Nickel, b) Pure Copper. 
Model predictions of attenuation and backscattered noise FOM, for pure nickel, detailed in 
earlier section of this chapter (Figure 60 and Figure 62) had established that high attenuation 
is accompanied by high backscattered noise levels. This general trend is expected for 
specimens with equiaxed grains: as the mean grain size increases, the attenuation and noise 
FOM both increase since each is controlled by scattering processes. The measured 
attenuation and noise FOM values for the pure nickel specimen contradict this relationship, 
since they have a significantly high attenuation but have low noise FOM, considering that 
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they have very small grains (15microns). This confirms our earlier inference that the possible 
cause for the high attenuation observed in pure nickel specimen could be due to absorption 
effects and not grain scattering. This prompted us to carry out a detailed study to measure the 
internal friction in four specimens (pure nickel, pure copper, GFMA and Waspaioy). The 
details of the measurement setup and the data analysis involved in measuring the internal 
friction have been described in reference [21]. The discrepancy in the measured attenuation 
values and the contributing scattering mechanism can be validated on the basis of ultrasonic 
diffuse field measurements. In contrast to the measured attenuation values (which contain 
contributions from grain scattering and energy absorption arising from internal friction), the 
diffuse field measurements (the energy loss mechanisms which contribute) are believed to be 
insensitive to scattering, and hence provide information on internal friction only. The 
comparison of the Q"1 (f) values, which is a measure of internal friction in the different 
specimens, is shown in Figure 70. It is evident from the plot that the pure nickel specimen 
has significantly higher internal friction, than the pure copper, GFMA and Waspaioy 
specimens. Measurements such as these provide a useful indication to distinguish between 
attenuation data in which grain scattering is the dominating mechanism and attenuation data 
in which absorption is the dominating mechanism. As a result of this conclusion we decided 
not to estimate the single-crystal elastic constants using the pure nickel data and use only the 
pure copper data for further investigations. 
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FIGURE 70. Comparison of measured internal friction in the samples under study. 
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It is important to understand the minimization function chi-square being used in our 
estimation procedure in order to validate the uniqueness of our final estimates. For non-linear 
least-squares data fitting, the algorithm searches for the minimum value of chi-square. Chi-
square defines a surface in a multidimensional error space. The search process involves 
starting with an initial guess of the values of single-crystal elastic constants. Starting from the 
initial guesses, algorithm searches for the minimum value by traveling down hill from the 
starting point on the chi-square surface. We want to find the deepest valley in the chi-square 
surface. This is the point on the surface where the coefficient values of the fitting function 
minimize, in the least-squares sense, the difference between the experimental data and fit 
data (the model). Depending on the form of the surface of chi-square, some curve fitting 
functions may have only one valley while others may have multiple valleys. We have 
analyzed the surface of our chi-square to understand the complexity of the minimization 
function. Our chi-square value is dependent on three variables and it is not possible to plot a 
^-dimensional plot. Hence we have plotted the chi-square surface by fixing one variable at 
the initial guess and varied the two remaining variables. The three different combinations of 
the chi-square surface give a fairly reasonable estimate of complex surface of the chi-square 
surface. The surface of the chi-square for the FOM approach of estimating the single-crystal 
elastic constants is illustrated in the plots shown in Figure 71. 
The contour plots of the chi-square surface shown in Figure 71 and 72, give us a 
better understanding of the multiple valleys present in the chi-square surface. However, it is 
important to visualize the three contour plots together to understand the unique point of 
convergence, when all the three variables influencing the chi-square are varied. Further, the 
absolute value of chi-square should not be interpreted without absolute knowledge of the 
experimental errors in the measured data. 
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FIGURE 71. Surface plots of chi-square for pure copper indicating the well defined valley. Figures 
al-bl-cl are plots displaying the high chi-square values deduced during the start of the minimization 
algorithm. Figures a2-b2-c2 are plots indicating the low chi-square values as the minimization 
algorithm approaches a final result. 
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FIGURE 72. Surface contour plots for pure copper, each surface plotted by fixing the third variable 
at a known value of Cij from literature. 
Contour plots like those shown in Figure 72 for pure copper, aid in visualizing the 
relationship between the three variables (CI 1, C12 and C44) and x,2, with lower values of %2 
representing better agreement between theory and experiment. The contour plots indicate that 
some combinations of elastic constants are pinned down better than others, suggesting that 
further information would be helpful in determining the elastic constants. The elastic 
anisotropy of a cubic crystal can be characterized by the anisotropy factor. There are 
different formulations that researchers have developed to define the anisotropy factor. We 
consider two such formulations which appropriately explain the anisotropic behavior in the 
context of the ultrasonic properties under examination. 
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If we consider the ideal case for a pure copper sample, then with the knowledge of its elastic 
stiffness constants from literature, we can determine the anisotropy factor (A") using Eq. 42. 
A « |Cn -CI2 -2C44| (42) 
This combination of Cu values serves as a measured of the anisotropy of a cubic crystallite, 
with A" = 0 corresponding to elastic isotropy. Lines of constant A" are shown in white in 
Figure 72, and one observes that the value of A" is well specified when x,2 is minimized. That 
is, near its minimum, %2 resembles a valley that runs parallel to lines of constant A". This 
seems to make physical sense, since the value of "A" is an important factor in the theories for 
both attenuation and backscattering (see Eq.36). Changes in elastic constants that do not alter 
"A" will not influence attenuation and backscattering. 
We evaluated the effectiveness of each of our three approaches using the measured data for 
pure copper at frequencies of 7.5MHz, 10MHz, 12.5MHz and 15MHz. Figure 73 compares 
the measured quantities (attenuation and noise FOM) to those predicted from the deduced 
values of the single-crystal elastic constants from each fitting trial. The average grain 
diameter was taken to be 15p, The resulting estimates of single-crystal elastic constants are 
fairly close to the literature values. As might be expected the "Attenuation approach" results 
in a better overall fit to the attenuation data, while the "Noise FOM approach" provides a 
better overall fit to the noise data. The results are better understood in context of the 
dimensionless anisotropy factor A (refer Eq. 13). The comparison of the anisotropy factor A, 
as calculated from the estimated single-crystal elastic constants for each approach to that 
from the literature values, better indicates the accuracy of each of the approaches. Figure 74a 
shows that when the measured grain diameter of 15p, is used the estimated single-crystal 
elastic constants from each of the three approaches yields an anisotropy factor (A) 
consistently lower than that found from literature values. 
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FIGURE 73. (a) Comparison of measured attenuation and attenuation predicted from the estimated 
single-crystal elastic constants (b) Comparison of measured Noise FOM and Noise FOM predicted 
from the estimated single crystal elastic constants. 
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It was further evident that by slightly varying the assumed grain size a different set of 
estimates would be deduced from each of the three approaches. The sensitivity of Cij 
estimates on the measured grain size is demonstrated in Figure 74b. A change from 15|a to 
14p. is seen to bring the known and estimated anisotropy factor (A) values into better 
agreement. Recall that our 15p. estimate was based on analysis of a single micrograph. In 
general as the assumed grain size decreases, the deduced Cij will have a larger anisotropy. 
We also note that measured grain size and model predicted attenuation and backscattered 
noise FOM, all assume that the P(L) curve is an exponential. This may not always be 
accurate, although it is a good approximation for the super alloys we studied. It is also 
important to note that: 
1. The theory neglects scattering from twin boundaries which could lead to error. 
2. It is clear that the results must be sensitive to grain size since attenuation and 
backscattering do vary as a3 in the long wavelength limit. 
APPLICATION TO NICKEL-BASED SUPER ALLOYS 
Evaluations of the three approaches to estimate single-crystal elastic constants for pure 
copper indicate that the combined approach provides a balanced fit to all measured UT 
properties (if internal friction is judged not to be a contributing factor). The accuracy of the 
deduced Cij values (in particular the anisotropy factor) are quite sensitive to the assumed 
grain size. Thus the accuracy of the Cij is dependent on accurate grain size measurements. 
Application of the estimation procedure using all the three approaches on the nickel-based 
super alloys yield a fairly consistent set of single-crystal elastic constants for both IN718 and 
Waspaioy, which are reasonably different from the single-crystal elastic constants for pure 
nickel. Our best estimates of single-crystal elastic constants for the two nickel-based super 
alloys are shown in Table 11. 
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TABLE 11. Estimates of Cij at each of the four sites for the two nickel-based super alloys. 
Grain Diameter C12 C11 C44 Anisotropy 
GFMA (microns) (GPa) (GPa) (GPa) 
SiteO 34 137.66 244.37 101.96 1.91 
Site 2 27 140.02 239.82 106.61 214 
SiteS 23 138.87 242.35 104.03 2.01 
Site 4 16 145.10 231.29 117.29 2.72 
Average ' 138.85 " 242.16 ' 104.20 2.02 
Grain Diameter C12 C11 C44 Anisotropy 
Waspaioy (microns) (GPa) (GPa) (GPa) 
5k 0 115 141.38 267.74 103.71 1.64 
Site 2 97 141.60 266.80 104.52 167 
Site 3 78 14100 265.00 105.00 169 
Site 4 47 141.26 265.53 105.27 169 
Average 141.31 266.27 104.63 1.67 
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FIGURE 75. Results for IN718-GFMA specimen (a) Comparison of measured attenuation and 
attenuation predicted from the estimated single-crystal elastic constants (b) Comparison of measured 
Noise FOM and Noise FOM predicted from the estimated single-crystal elastic constants. 
These estimates are in close proximity of the single-crystal elastic constants of pure 
nickel (Cu=250 GPa; C,2=160 GPa and C44=118GPa), which is expected since these are 
nickel- based alloys. In general, each measurement site yielded similar Q/s. However, site 4 
in the GFMA coupon has a significantly different anisotropy factor; this may be attributed to 
errors in grain size measurement. The results from this site are therefore not included in our 
averaged "best estimate" of single-crystal elastic constant for the IN718-GFMA specimen. 
The model predicted attenuation and noise FOM deduced from our best estimates are 
compared to measured attenuation and noise FOM at two sites (0" and 4" site) for the IN718 
(GFMA), shown in Figure 75. Model results are shown separately for all three fitting 
approaches. 
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SUMMARY 
Single-crystal elastic constants for pure copper obtained using the combined approach were 
in reasonable agreement with literature data. Also, the single-crystal elastic constants 
deduced for the two nickel-based super alloys were reasonably consistent over a suite of 
specimens having different grain sizes and also in close proximity to those of pure nickel as 
one would expect them to be. However, the accuracy of the procedure is heavily influenced 
by to the accuracy of the grain size measurement. It may be possible to improve the 
procedure by using weighting factors that better represent the confidence in measured UT 
and grain size data. 
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CHAPTER 3. MULTIPLE SCATTERING EFFECTS IN NICKEL-BASED SUPER 
ALLOYS 
In Chapter 1, the grain noise FOM measurements indicated a systematic dependence of the 
deduced FOM on the time gate choice, especially at higher frequencies, with deeper gates 
generally leading to higher FOM values. This is a deviation from the predictions of the single 
scattering approximation, wherein one would expect the noise FOM values to be independent 
of the depth of the gate used for analysis, assuming that the metal microstructure is 
independent of depth. 
A study of these deviations provides an opportunity to test some predictions of the 
Independent Scatterer Noise model. In the Independent Single Scattering Model, the degree 
of microstructural inhomogeneity is described by a material figure-of-merit (FOM) which for 
single phase microstructure, is proportional to the rms average of the scattering amplitude of 
an individual grain embedded in an appropriate effective medium. The model also assumes 
that the effective attenuation of metal is known, so that the decrease in backscattered 
coefficient with time due to attenuation effects can be taken into account. The model predicts 
that the noise FOM deduced from the rms noise average should be independent of time, as 
would be represented by a horizontal line in the graph of FOM versus depth or noise arrival 
time. As was shown in chapter 1, this is evidently not true in the case of the nickel-based 
super alloys. The fundamental reasons behind the apparent dependence of FOM on gate 
choice are not fully understood. It has been hypothesized that the gate dependence may arise 
from multiple scattering events that are neglected by the underlying noise model. 
This chapter delves into the details of such departures and establishes the presence of 
multiple scattering effects in some of the nickel-based super alloys studied. 
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SINGLE SCATTERING NOISE MODEL 
The scattering of sound waves by metal microstructure is usually described using the 
differential scattering amplitude,r), a frequency-dependent quantity which is a property of the 
microstructure alone [1], For incident and scattered waves of given types (e.g., both 
longitudinal) and fixed frequency (f), r\ is defined such that: 
dQ dV - ^tota' power scattered by grains within volume dV into solid angle 
^ ^ ^ dfi at direction (0, §) per unit incident sound intensity at frequency f. 
For backscatterer (9=180, <|)=0) the grain noise is quantified using the square root of r\, 
referred as the Figure-of-Merit (FOM) for inherent noise severity [2, 3], The average grain-
noise voltage seen on an oscilloscope display during an inspection is approximately 
proportional to the FOM value at the center frequency [3], 
The noise FOM or r| is usually measured using focused transducers and broadband 
sound pulses. The approach is summarized in Figure 76. The metal specimen is immersed in 
water and the transducer is scanned above it. At each of several hundred transducer positions 
the grain noise A-scan that follows the ring-down of the front-wall echo is examined. An 
FFT is performed within a fixed analysis gate (time gate) that is usually centered in the focal 
zone, and the square of the spectral magnitude (i.e., the power spectrum) is computed. The 
power spectrum at a given frequency is averaged over transducer position, and the square 
root is then taken to obtain the root-mean-squared (rms) noise spectrum, Frms(f). The noise 
spectral data is then analyzed using a so-called single-scattering (SS) model which neglects 
multiple scattering (MS) events. The model assumes that the phases of the direct echoes from 
individual scatterers (grains) have random phases, and hence that, on average, their powers 
add. The specific formulae used in data analysis can be found elsewhere [2, 3]. Under the 
approximations used, the measured rms spectral amplitude at a given frequency, Frms(f), is 
directly proportional to the FOM value at that same frequency. The model expressions can be 
used to either deduced FOM(f) from measured noise data, or to predict average grain noise 
characteristics given FOM(f) as an input. A key factor in the formalism involves an integral 
over the volume of the metal which can contribute backscattered noise signals within the 
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time gate of interest. Both the incident radiation field in the metal and the effective ultrasonic 
attenuation must be known to evaluate this factor [2, 3], The results shown in Chapter 1 
(Figures 45 and 46), indicate that grain-noise FOM values determined in this manner were 
generally sensible. FOM values were found to be well correlated with measured attenuation 
values, with both FOM and attenuation increasing systematically with mean grain diameter. 
Flowever, some peculiarities were seen [4, 5], particularly at higher frequencies and larger 
grain diameters, which suggested that the single-scattering assumption might not always be 
accurate for inspections of nickel-based super alloys. 
Transducer 
Ni alloy 
Front Surface Grain Analysis Gate 
Echo Noise 
' -r 
Voltage 
Signal 
Echo Arrival Time 
F FT of grain noise is performed within gate. 
Spectral magnitude squared is computed : |I'n0jSe(OI 
Then average over scan positions, take square root. 
Yes 
Neglect multiple scattering events. 
For single-scattering processess, assume 
phases are random, and hence that powers add. 
Multiple scattering events will contribute extra 
noise, particularly at later arrival times. 
FIGURE 76. (Left) Acquisition and analysis of backscattered grain noise for FOM determination. 
(Right) Single-scattering noise model assumptions. 
When significant multiple scattering is present, more grain noise will be seen than is 
predicted by single-scattering models. Since multiple scattering events by their nature tend to 
involve longer sound travel paths, the excess noise is expected to preferentially occur at later 
arrival times. One method to assess the importance of multiple-scattering effects is to 
compare measured and predicted average noise levels in the time domain. There, one first 
determines the FOM value by analyzing the measured noise within a fixed time gate, and 
then, using the resulting FOM-versus-frequency curve as a model input, one predicts the 
average-noise-voltage-versus-time curve beyond the original time gate. If the predicted 
noise-vs-time curve underestimates the observed noise level at later times, that may signal a 
breakdown of the single-scattering assumption. An alternative approach, employed by 
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Russell and Neal in an earlier study of copper-beryllium alloys [1], is to look at the 
dependence of the deduced r| (or FOM) value on the time gate used in the analysis. The 
FOM value, being a property of the microstructure alone, should be independent of the gate 
choice if the micro structure is uniform. When significant multiple scattering is present 
(causing noise levels to be unexpectedly high at later times), the FOM value deduced using 
single-scattering models will tend to rise when the analysis gate is shifted to later times. This 
is because the enhanced noise is interpreted as stronger single scattering (larger FOM value) 
rather than as due to its true cause (multiple scattering). 
EXPERIMENTAL VALIDATION OF MULTIPLE SCATTERING EFFECTS 
The single scattering model can be used to predict the depth dependence of the rms noise 
level from an input FOM-vs-frequency curve. Such model predictions, which assume a 
homogeneous (depth independent) microstructure, are compared with experiment in Figure 
77 for axial sound propagation near the center of the GFMA billet (as was described in 
Chapter 1). Two model results are shown; these use the measured attenuation and zero, 
respectively, for the assumed energy-loss attenuation in the FOM extraction analysis and the 
ensuing rms noise level prediction. In each case the FOM values were deduced by analyzing 
noise signals within time gates centered near the focal zone of a 15 MHz focused transducer 
having a nominal 0.5" diameter and 3.54" focal length in water. 
The model is seen to do a good job of predicting the overall shape and location of the 
focal maximum. However, the measured noise levels tend to be above the predicted result for 
times that are either well before or well after the focal maximum. Departures from the model 
predictions at early times are not unexpected, since ring-down of the front-wall echo tends to 
boost the measured rms noise level over that due to grain noise alone. Departures at later 
times are of more interest. One possible explanation is that multiple scattering events are 
contributing significantly to the observed noise, particularly in the insonified regions away 
from the focal zone. These multiple-scattering contributions, which are not treated by the 
model, tend to boost the grain noise level above that expected based on single-scattering 
alone. 
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FIGURE 77. Measured and predicted RMS grain noise levels for axial beam propagation at the 
center of the IN-718 GFMA billet. 
Consequently, when noise data is analyzed using the single-scattering model, the enhanced 
noise level is translated into an over-stated FOM value. The observed dependence of FOM 
on the time gate choice may indeed be due to multiple scattering events and the manner in 
which they contribute to the observed noise in and away from the focal zone. 
In order to investigate further, an additional set of experiments were carried out to 
shed further light on the dependence of deduced FOM values on the choice of time gate. The 
experimental setups and results for two complementary FOM measurements in the GFMA 
billet are contrasted in Figure 78. In the first experiment, which we have already described, 
the inspection water path was fixed and grain noise data was gathered. The resulting rms-
noise-versus-time curve is shown in Figure 78b, together with four of the time gates that 
were subsequently used for FOM determination. The FOM-versus-frequency curves, 
deduced by analyzing the spectral components of the backscattered noise within each time 
gate, are shown in Figure 78c. One sees that backscattered noise data beyond the focal zone 
generally led to a larger deduced FOM value than noise data from within the focal zone. A 
second round of measurements was then made using the same transducer. As depicted in 
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Figure 78d, the water path was varied to alter the depth of the beam focus in metal. Shifting 
the beam focus downward caused the peak in the rms grain-noise level to shift to later arrival 
times, as expected. For each of the three water paths, the FOM-vs-frequency curve was 
deduced using a time gate enclosing the focal maximum, as shown in Figure 78e. The 
resulting FOM curves (Figure 78f) were very similar to one another, and in good agreement 
with the earlier result that used noise data from the focal zone. Thus, measured FOM does 
not appear to depend on metal depth per se, but rather on the location of the analysis region 
relative to the focal zone. 
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FIGURE 78. Additional FOM measurements and analyses at the center of the IN-718 GFMA billet 
specimen (a, d): Measurement setups, (b, e): RMS grain noise profiles, with analysis gates indicated, 
(c, f): Resulting FOM values. 
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The trends evident in Figure 78 are consistent with preliminary computations of a two-
dimensional noise model recently developed by R. Roberts and A. Li [5]. In those 
computations, ensembles of model grains are generated with each grain having a randomly 
selected sound velocity in the beam propagation direction (simulating random grain 
orientations). Backscattered rms grain noise levels were then computed assuming an incident 
focused sound beam. Two types of computations were made: one using the full model 
formalism which includes both single-scattering and multiple-scattering effects; and another 
in which only single-scattering effects were accounted for. The difference in rms noise levels 
between the full computation (including multiple scattering effects) and the single-scattering 
computation was found to increase as one moved away from the focal zone in either direction 
[5]. This would lead to deduced FOM values that increase away from the focal zone when 
the single-scatterer model is used in the extract FOM from measured noise data that is 
influenced by multiple scattering. 
In order further demonstrate the presence of the multiple scattering effects, additional 
measurements and analyses were carried out to look for evidence of the breakdown of the 
single-scattering models. The Waspaioy billet specimen was used since average grain 
diameters are larger in this specimen compared to the IN718 (GFM-A and V-DIE) 
specimens, leading to stronger single-grain scattering and hence a greater likelihood of 
significant multiple scattering effects. As indicated in Figure 79, three measurement sites 
were selected (designated 2, 3, and 4) located 2", 3", and 4", respectively, from the billet 
centerline. As one gets closer to the billet centerline in this specimen, the average grain 
diameter increases, with measured values ranging from 47 to 97 microns at these sites. 10-
MHz, broadband, planar and focused transducers were used in these new measurements. The 
ratio of the longitudinal sound wavelength at the center frequency to the average grain 
diameter ranged from 6 to 13 at the three measurement sites, respectively. The planar 
transducer we used had a nominal diameter of 0.25" and its effective "piston probe" diameter 
was assumed to equal its nominal diameter. The focused transducer had a nominal diameter 
of 1" and a nominal 10" focal depth in water; subsequent beam mapping measurements 
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revealed that the radiation pattern could be well approximated by that of an ideal piston 
transducer having an effective diameter of 1.005 inches, and a geometric focal length of 
11.29 inches. 
Attenuation At Three Sites 
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FIGURE 79. (a): Billet specimen used, (b): Attenuation at the three measurements sites, (c) and (d): 
Setups for grain noise measurements using planar and focused transducers. 
We note that knowledge of the microstructure, per se, is not required for FOM measurement 
or for subsequent grain noise model predictions which use FOM values as inputs. However, 
FOM values do depend on details of the microstructure, and generally increase with mean 
grain size if the sonic wavelength exceeds the grain diameter. Thus the grain diameters listed 
in Figure 79a are stated for informational purposes only. Attenuation-versus-frequency at 
each site was measured by comparing the spectrum of the first back-wall echo in metal to 
that in a fused quartz (FQ) reference block of the same 2" thickness [3, 4, 6]. The measured 
values and extrapolations to higher frequencies are shown in Figure 79b. The extrapolations 
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are based on the attenuation theory of Stanke and Kino [7], with the single-crystal elastic 
stiffness constants which are input to the model are varied such that predicted attenuation 
values best matched measured values at the higher frequencies in the measurement range. At 
10-MHz, measured attenuation values ranged from 1.3 to 7.4 dB/inch at the three sites. 
The setups for the grain-noise measurement experiments are schematically illustrated 
in Figure 79c-79d. Each transducer was scanned over a 'A" x V" region above each site. After 
the ring-down of the front-wall echo, noise A-scans were captured out to the onset of the 
back-wall echo. Three overlapping analysis gates denoted Gl, G2, and G3 were used for 
noise FOM measurements. A fixed water path of 5.0 cm was used for the planar probe noise 
measurements. For the focused-probe measurements, three water paths were used to position 
the beam focus near the center of each analysis gate, respectively. Electronic or "system" 
noise was measured by replacing the metal specimen with either a FQ block or an additional 
water layer, and repeating the scan. All measured grain-noise characteristics (and deduced 
FOM values) were then corrected to remove the contribution from system noise. Measured 
and model predicted (assuming single-scattering) average-grain-noise-versus-time curves are 
compared in Figure 80. The noise amplitudes shown are specifically the position-averaged 
rms noise voltages [2, 3], with the time origin taken to be the arrival of the center of the 
front-wall echo. Measured noise curves for the planar-probe measurements are shown in 
panels (a)-(c) with the same system gain (amplification) and same semi-logarithmic scale 
used for all three measurement sites. One observes a tendency of the noise level to decrease 
with time, due to the combined effects of beam spread and attenuation. At early times, the 
larger the mean grain size the higher the measured noise level, as expected. This same 
ordering persists throughout the 2" measurement depth. The predicted noise curves in Figure 
80a-c were each obtained by: (1) analyzing the measured noise within analysis gate Gl to 
deduce an FOM versus frequency curve in the usual way [2, 3]; and using the measured 
attenuation values (2) using the single-scattering model formalism to predict rms-noise-
versus-time [2, 3], using the measured FOM values as inputs and assuming that the 
microstructure is uniform with depth. Good agreement is seen between model and 
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experiment at early times (within gate Gl) as expected from self-consistency, since the same 
model formalism is used to deduce FOM values and to predict noise-vs-time. At the later 
times, corresponding to sound travel paths of up to 2" down and 2" back, clear discrepancies 
can be seen. These discrepancies increase systematically with average grain diameter, and at 
site 2 (97 microns), the model prediction is too low by about a factor of three for this planar 
probe case. The single scattering model actually predicts that near the back-wall, the ordering 
of the three noise levels is reversed from what is seen experimentally. 
Are these discrepancies due to multiple scattering? For a back-of-the-envelope check, we 
have used a model expression developed by Goebbels [8] with the results shown in Figure 
80c (top panel). For a non-diverging, single-frequency (toneburst) beam this approximation 
relates the total noise amplitude (AMs, including multiple scattering) to the contribution from 
single scattering alone (Ass). The correction factor relating AMs to Ass involves the length of 
the sonic pulse (Ax), and the attenuation coefficient due to scattering alone (as). Assuming 
that the measured attenuation at site 2 is 90% due to scattering, and 10% to absorption, we 
evaluated the correction factor at the nominal center frequency (10 MHz). We then 
multiplied our single-scattering model prediction by that depth-dependent correction factor to 
obtain the "hybrid" model curve shown in Figure 80c which is in much better agreement with 
experiment. This analysis should be viewed with some skepticism, since we are applying a 
single-frequency correction to a broad-band noise situation, and making an (optimal) ad hoc 
division of attenuation contributions. However, it does suggest that multiple-scattering 
effects may potentially explain the factor of three difference between measured and predicted 
noise levels seen in Figure 80c. Comparisons of measured and predicted noise levels curves 
for selected focused-probe measurements are displayed in Figure 80d-f. For the cases shown, 
the water path was chosen to focus the beam within Gate 1, and the FOM values 
subsequently used in model predictions were deduced from noise spectra measured in that 
gate. Again results are shown for the three measurement sites using a common vertical scale. 
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FIGURE 80. Comparison of measured and predicted rms-grain-noise-versus-time curves for 
inspections using planar (a-c) and focused (d-e) transducers. Different gain settings were used for the 
two transducers. 
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At the site having the smallest mean grain size (site 4), the focal maximum in the rms-noise-
versus-time curve is fairly well defined and approximately centered in gate Gl. The focal 
maximum shifts to earlier time and becomes less well defined as the grain size increases. 
Noise curves predicted by the single-scattering model are in good agreement with experiment 
at early times. Again the model underestimates the noise level at later times, with the 
discrepancy tending to increase with grain size. However the fractional errors at the later 
times are smaller than for the planar probe case, and the ordering of the noise levels (with 
measurement site) at later times is correctly predicted by the SS model. 
The alternative method of critiquing the single-scattering model is, in the spirit of Russell 
and Neal [1], summarized in Figure 81. Using the same logarithmic scale for all cases, the 
graphs show the deduced FOM values at three frequencies within the measurement 
bandwidth: 7, 10 and 13 MHz. FOM values are plotted vertically, and the horizontal axis 
indicates which of the three successively deeper time gates was used in the analysis. For the 
focused-probe measurements, the beam was always focused within the time gate used for 
FOM determination. If the SS model were exact and if the microstructure were uniform with 
depth at each measurement site, then each curve shown in Figure 81 would be a horizontal 
line. This is approximately the case at 7 MHz, particularly for the focused-probe 
measurements. However, as the frequency and mean grain size rise, the curves in Figure 81 
become noticeably tilted indicating a dependence of the measured FOM value on the gate 
used, and likely signaling a breakdown of the single-scattering model. When compared to the 
planar-probe results, the focused-probe curves in Figure 81 are seen to be less tilted with 
lower mean values, suggesting better model performance. This finding is in agreement with 
other work that indicates that contributions of multiple-scattering to backscattered grain noise 
are smallest in the focal zone of focused-probe inspections [5]. 
In summary, backscattered grain noise measurements and analyses were undertaken to search 
for evidence of significant multiple scattering in pulse/echo inspections of jet-engine nickel 
alloys. At or above about 7 MHz frequency and 50 micron grain diameter, problems were 
seen with single-scattering noise models that are likely due to the neglect of multiple 
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scattering by the models. The modeling errors were less severe for focused-probe 
measurements in the focal zone than for planar probe inspections. Single-scattering noise 
models are likely adequate for simulating current billet inspections which are carried out 
using 5-MHz focused transducers. Those models may also be sufficient for modestly higher 
frequency inspections (say at 7.5-MHz) of Inconel billets, since the local mean grain 
diameter is typically 30 microns or smaller. However, it is likely that multiple scattering 
effects will have to be taken into account in some fashion when simulating higher-frequency 
inspections of Waspaloy billets, since mean grain sizes can be considerably larger there. It is 
important to keep in mind that discrepancies between experiment and the predictions of 
single-scattering noise models could be due to factors other than multiple scattering [18-24], 
For example, the following aspects could lead to errors in single scattering model 
calculations: 
(1) The metal microstructure may be depth dependent, although a uniform 
microstructure is assumed by the model; 
(2) The effective attenuation coefficient of the metal which must be input to noise 
model calculations may be different than that measured using back-wall echoes; 
(3) The incident sonic radiation pattern in the metal may be different than that 
assumed in the model calculations (typically that of an ideal piston radiator). 
Alternatively, the gate dependence may be due to the accuracy of the "ideal piston probe" 
assumption: the transducer's actual radiation pattern may be similar to that of a piston probe 
near the focal zone, but depart from it systematically as one moves away from the focal zone. 
Since transducer characterization procedures tend to emphasize data acquired near the focal 
zone, noise data analyses and model predictions based on such transducer characterizations 
are likely more trustworthy in the focal zone. 
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FIGURE 81. Dependence of deduced FOM values at 7, 10, and 13 MHz on the choice of the analysis 
gate for inspections using planar (top) and focused (bottom) transducers. In each case two values are 
plotted, based on two different methods for smoothing the measured FOM-versus-frequency curve in 
the vicinity of the target frequency. The difference between the two plotted values may be regarded 
as a measure of experimental uncertainty. 
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In order to determine whether any of these effects led to errors in the single-scattering 
calculations that might provide an alternative explanation to multiple scattering, experiments 
were carried out in order to reaffirm our initial inputs into the model calculations. To 
investigate the depth dependence of the microstructure, the grain noise measurements were 
repeated for two opposite directions of inspection using the same probes, water paths and 
gains. Figure 82 illustrates the results at two sites of the Waspaloy specimen (site 2 and 3) 
using the 10-MHz focused probe and waterpaths of 1.9cm, 3.0cm and 4.03cmrespectively. 
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FIGURE 82. Measured RMS noise and polynomial fits at Waspaloy Sites 2 and 3, inspected through 
opposite directions (Side 2 and Side 6). 
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The time notations in Figure 82 (e.g. 6.56 usee) indicate the round-trip travel time to the 
beam focus in the absence of attenuation. The plots indicate that, irrespective of the direction 
of inspection, the measured RMS noise-versus-time curves are similar in shape and 
amplitude. This confirms our model assumptions, that the micro structure of the test specimen 
is relatively uniform and independent of depth over its 2" thickness. Hence one would expect 
the extracted FOM at different depths to be approximately the same. This criterion is not 
satisfied by the measured quantities and the model calculations based on the single scattering 
approximation. 
Another explanation for the systematic dependence of measured noise FOM on depth could 
be the use of improper attenuation values. The effective attenuation to be input in the noise 
models is assumed to be that due to energy loss only. We have tacitly assumed that the 
attenuation measured by using the multiple back-walls is equal to the energy-loss attenuation. 
This assumption may not be accurate. In order to validate this assumption; the energy loss 
attenuation was measured directly by through-transmission beam mapping experiments. The 
experimental setup is shown in Figure 83a. 
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FIGURE 83. a) Experimental set-up for through-transmission measurements, b) Comparison of 
attenuation measured by multiple back-wall echoes and through-transmission procedure. 
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A 10 MHz, !4" diameter planar probe was used as the transmitter and a 10 MHz, %" diameter 
focused probe having a 1" focal length in water was used as a receiver. The energy 
attenuation is deduced by comparing the measured pressure fields transmitted through fused-
quartz (FQ) and Waspaloy specimen, with the fused quartz serving as a microstructure-free 
reference with negligible attenuation. The method is essentially that of Pannetta et al [9], 
although here we use a tightly focused transducer (focused on the specimen surface) as a 
receiver rather than the planar pinducer used by Pannetta. It is evident from Figure 83b that 
the attenuation measured from multiple back-wall echoes is in relatively good agreement 
with the attenuation measured by through transmission technique. 
Alternatively, one can also craft an explanation for the measured dependence of noise 
FOM on depth that does not rely on the presence of a significant multiple-scattering 
contribution to the observed grain noise. One could posit that the transducer in question has a 
radiation pattern that differs from that of an ideal (planar or focused) piston probe (IPP). If 
the measurements performed use the same portion of the radiation field (e.g., the focal zone), 
the error made in assuming that the radiation field is the same as that of an IPP would be 
similar for each measurement. Thus the deduced FOM values, although in error, would be 
the same for each measurement, as is the case in Figure 78f. However if different 
experiments use different regions of the radiation field in their analyses (as is the case for 
Figure 78a or Figure 79c), the error made by assuming an IPP radiation field would be 
different for each experiment, and hence lead to differing deduced FOM values, as is the case 
in Figure 78c or Figure 81. 
For the planar probe measurements, where the dependence of deduced FOM on depth 
is greatest, this argument can be ruled out by using the same beam mapping data used to 
measure the energy-loss attenuation. The measured lateral beam profiles at distinct 
frequencies can be compared to model predictions for an IPP (Ideal Piston Probe) as 
computed using the ISU beam models [10-17]. If the measured and model predicted beam 
models are in good agreement, this would validate the beam modeling assumptions used in 
FOM measurements. The beams mapped out for the through transmission energy attenuation 
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measurements are shown in Figure 84. The beam profiles from the ISU beam models and the 
measured beam maps were extracted at 10MHz frequency for the three measurement sites 2, 
3 and 4. The results are shown in Figure 85, where the measured and model calculated beam 
profiles at 10MHz frequency are plotted. 
-0.4 -0.2 0.0 0.2 0.4 -0.4 -0.2 0.0 0.2 0.4 
FIGURE 84. Broadband beam amplitude maps gather during experiments to deduce through 
transmission energy attenuation, a) Fused Quartz, b-c-d) Waspaloy sites 2, 3 and 4. 
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FIGURE 85. Measured and model predicted normalized beam amplitudes at 10-MHz. 
a) Fused Quartz, b-c-d) Waspaloy sites 2, 3 and 4. 
The results shown in Figure 85 indicate that the radiation beam pattern of the focused probe 
used in the measurements is in good agreement with that of an ideal focused piston probe. 
SUMMARY 
Through this work, we have gained fundamental understanding of the presence of 
multiple scattering effects in the nickel-based super alloys. The reasons underlying the 
dependence of deduced FOM on gate choice strongly suggest the presence of multiple 
scattering effects. The multiple scattering effects will have to be taken into account in some 
fashion when simulating higher-frequency inspections of materials with considerably large 
grains. The study has lead to better understanding of the effects of multiple scattering and 
calls for the need to incorporate the multiple scattering effects while inspecting coarse 
grained materials. 
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OVERALL CONCLUSIONS 
This work contained a number of major findings. 
• Extensive database of ultrasonic properties, as a function of grain size, for nickel-
based super alloys. 
• Use of this database to establish relationships between attenuation and 
backscattering. These relationships are consistent with classical theories but 
inconsistent with experimental observations in titanium, believed to be anomalous 
because of elongated grain size. 
• A new procedure to infer single-crystal elastic constants from measurements of 
ultrasonic properties and grain size. This could have considerable practical 
importance in materials for which it is difficult to grow single crystals. 
• A clear demonstration of the contribution of multiple scattering to backscattered 
noise in coarse grained materials future research whose need is suggested by this 
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FIGURE A. L-wave attenuation measured in three orthogonal inspection directions at five 
measurement sites in the nickel- based super alloys, a) GFM-A b) Waspaloy c) V-DIE-A and 
d) V-DIE-B 
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SUMMARY OF ATTENUATION FOR INCONEL AND WASPALOY COUPONS 
Power Law parameters Fitting Range Atten. Atten. Atten. Atten. Atten. 
in N/cm units f_min f_max At 5 MHz At 7.5 MHz At 10 MHz At 12.5 MHz At 15 MHz 
Coupon Side - Site C P (MHz) (MHz) (dB/inch) (dB/inch) (dB/inch) (dB/inch) (dB/inch) 
Waspaloy Axial - 0" 1.378E-04 3.526 3.91 7.81 0.885 3.696 
Axial -1" 7.279E-05 3.828 3.91 7.81 0.761 3.596 
Axial -2" 8.757E-05 3.644 3.91 7.81 0.681 2.986 
Axial -3" 5.070E-05 3.585 3.91 9.77 0.358 1.533 4.298 
Axial -4" 7.778E-06 3.849 3.91 13.3 0.084 0.400 1.211 2.858 
Waspaloy Hoop - 0" 2.227E-04 3.242 3.91 7.81 0.907 3.376 
Hoop -1" 7.768E-05 3.813 3.91 7.42 0.793 3.719 
Hoop - 2" 9.284E-05 3.582 3.91 7.81 0.653 2.791 
Hoop - 3" 3.818E-05 3.667 3.91 9.77 0.308 1.362 3.912 
Hoop - 4" 1.198E-05 3.638 3.91 13.3 0.092 0.403 1.149 2.587 
Waspaloy Radial - 0" 1.280E-04 3.551 4.3 8.2 0.857 3.615 
Radial -1" 9.822E-05 3.685 4.3 8.2 0.815 3.632 
Radial -2" 6.200E-05 3.803 4.3 8.2 0.623 2.911 
Radial - 3" 8.065E-05 3.394 4.3 8.2 0.420 1.661 
Radial -4" 1.794E-05 3.563 4.3 8.2 0.122 0.518 
GFM-A Axial - 0" 6.558E-06 3.765 3.91 13.3 0.062 0.285 0.841 1.949 
Axial-1" 9.736E-06 3.593 3.91 13.3 0.070 0.299 0.840 1.873 
Axial-2" 9.686E-06 3.495 3.91 13.3 0.059 0.244 0.668 1.456 
Axial-3" 3.015E-06 3.713 3.91 15.2 0.026 0.118 0.343 0.786 1.546 
Axial-4" 7.931E-07 4.029 3.91 15.6 0.011 0.059 0.187 0.459 0.958 
GFM-A Hoop - 0" 1.075E-05 3.585 3.91 13.3 0.076 0.325 0.912 2.030 
Hoop -1" 6.492E-06 3.781 3.91 13.3 0.063 0.291 0.864 2.009 
Hoop - 2" 3.968E-06 3.801 3.91 13.3 0.040 0.185 0.553 1.292 
Hoop - 3" 3.174E-06 3.703 3.91 15.2 0.027 0.122 0.354 0.808 1.587 
Hoop - 4" 1.396E-06 3.827 3.91 15.6 0.015 0.069 0.207 0.485 0.975 
GFM-A Radial - 0" 1.132E-05 3.567 3.91 16 0.078 0.330 0.920 2.039 3.907 
Radial -1" 7.136E-06 3.724 3.91 16 0.063 0.286 0.835 1.916 3.778 
Radial -2" 9.800E-06 3.478 3.91 16 0.058 0.239 0.650 1.412 2.663 
Radial-3" 3.033E-06 3.735 3.91 16 0.027 0.124 0.364 0.837 1.654 
Radial - 4" 1.601E-05 2.896 3.91 16 0.037 0.121 0.278 0.530 0.898 
SUMMARY OF ATTENUATION FOR INCONEL AND WASPALOY COUPONS (continued) 
Power Law parameters Fitting Range Atten. Atten. Atten. Atten. Atten. 
in N/cm units f_min f_max At 5 MHz At 7.5 MHz At 10 MHz At 12.5 MHz At 15 MHz 
Coupon Side - Site C P (MHz) (MHz) (dB/inch) (dB/inch) (dB/inch) (dB/inch) (dB/inch) 
VDIE-A Axial-0" 2.985E-06 3.734 3.91 15.2 0.027 0.122 0.357 0.821 1.621 
Axial-1" 2.995E-06 3.697 3.91 15.2 0.025 0.114 0.329 0.750 1.472 
Axial-2" 3.021E-06 3.691 3.91 15.2 0.025 0.113 0.327 0.745 1.460 
Axial - 3" 5.663E-06 3.563 3.91 14.5 0.039 0.164 0.456 1.010 1.935 
Axial -4" 1.795E-05 3.199 3.91 13.3 0.068 0.249 0.626 1.278 
VDIE-A Hoop - 0" 1.899E-06 3.889 3.91 15.2 0.022 0.106 0.324 0.773 1.570 
Hoop -1" 2.914E-06 3.715 3.91 15.2 0.025 0.114 0.333 0.763 1.502 
Hoop - 2" 2.776E-06 3.736 3.91 15.2 0.025 0.114 0.334 0.768 1.518 
Hoop - 3" 1.189E-05 3.331 3.91 14.5 0.056 0.216 0.562 1.182 2.170 
Hoop - 4" 1.330E-05 3.292 3.91 13.3 0.059 0.223 0.574 1.197 
VDIE-A Radial - 0" 1.003E-05 3.249 6.25 14.1 0.041 0.154 0.392 0.810 
Radial -1" 7.161E-06 3.363 6.25 14.1 0.035 0.138 0.364 0.771 
Radial -2" 4.178E-06 3.603 6.25 14.1 0.030 0.131 0.369 0.825 
Radial - 3" 1.371E-05 3.348 6.25 14.1 0.066 0.257 0.674 1.422 
Radial - 4" 1.137E-05 3.454 6.25 14.1 0.065 0.264 0.713 1.542 
VDIE-B Axial -0" 1.699E-06 3.898 3.91 15.2 0.020 0.097 0.296 0.707 1.439 
Axial -1" 3.952E-06 3.558 3.91 15.2 0.027 0.113 0.315 0.697 1.334 
Axial -2" 4.298E-06 3.440 3.91 15.2 0.024 0.097 0.261 0.563 1.054 
Axial - 3" 2.634E-06 3.322 3.91 15.6 0.012 0.047 0.122 0.256 0.469 
Axial -4" 1.998E-09 5.474 10 15.6 0.000 0.003 0.013 0.045 0.121 
VDIE-B Hoop - 0" 1.707E-06 3.889 3.91 15.6 0.020 0.095 0.292 0.695 1.412 
Hoop -1" 2.809E-06 3.668 3.91 15.6 0.023 0.100 0.289 0.654 1.277 
Hoop - 2" 8.309E-06 3.243 3.91 15.2 0.034 0.126 0.321 0.662 1.195 
Hoop - 3" 6.766E-06 2.995 3.91 15.6 0.018 0.062 0.147 0.288 0.496 
Hoop - 4" 9.009E-08 4.361 10 13.3 0.002 0.013 0.046 0.121 
VDIE-B Radial - 0" 3.791E-06 3.606 7.43 14.1 0.028 0.120 0.338 0.755 
Radial -1" 3.004E-06 3.681 7.43 14.1 0.025 0.110 0.318 0.722 
Radial -2" 7.937E-06 3.249 7.43 14.1 0.033 0.122 0.311 0.642 
Radial - 3" 2.750E-06 3.342 7.43 14.1 0.013 0.051 0.133 0.281 
Radial -4" 6.444E-06 2.881 7.43 14.1 0.015 0.047 0.108 0.206 
Values in blue require extrapolations of the power-law curve beyond the frequency range of the measured data. 
TABLE A Summary of measured attenuation values for the nickel-based super alloys. 
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FIGURE B. Grain Noise-FOM at five measurement sites in the nickel- based super alloys, a) GFM-A 
b) Waspaloy c) V-DIE-A and d) V-DIE-B 
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SUMMARY OF FOM VALUES FOR INCONEL AND WASPALOY COUPONS (Gate 7) 
Noise FOM Noise FOM Noise FOM Noise FOM Noise FOM Noise FOM Noise FOM Noise FOM 
At 5 MHz At 7.5MHz At 10 MHz At 12.5MHz At 5 MHz At 7.5 MHz At 10 MHz At 12.5MHz 
Coupon Side - Site (cmA-0.5) (cm *-0.5) (cmA-0.5) (cm *-0.5) 
F I (cm *-0.5) (cm *-0.5) (cm*-0.5) 
Measured Measured Measured Measured Atten = 0 Atten = 0 Atten =0 Atten = 0 
atten. used atten. used atten. used atten. used assumed assumed assumed assumed 
Waspaloy Axial - 0" 0.0142 0.0425 0.0124 0.0251 
Axial-1" 0.0135 0.0427 0.0120 0.0254 
Axial - 2" 0.0122 0.0386 0.0110 0.0250 
Axial - 3" 0.0086 0.0238 0.0081 0.0190 
Axial - 4" 0.0049 0.0119 0.0048 0.0112 
Waspaloy Hoop - 0" 0.0128 0.0413 0.0112 0.0256 
Hoop -1" 0.0130 0.0407 0.0115 0.0239 
Hoop - 2" 0.0114 0.0360 0.0103 0.0241 
Hoop - 3" 0.0088 0.0250 0.0084 0.0205 
Hoop - 4" 0.0049 0.0122 0.0048 0.0115 
Waspaloy Radial-0" 0.0156 0.0473 0.0136 0.0291 
Radial -1" 0.0153 0.0454 0.0134 0.0278 
Radial - 2" 0.0134 0.0401 0.0121 0.0266 
Radial - 3" 0.0099 0.0275 0.0093 0.0219 
Radial - 4" 0.0062 0.0144 0.0060 0.0134 
GFM-A Axial - 0" 0.0045 0.0107 0.0201 0.0360 0.0045 0.0102 0.0178 0.0271 
Axial -1" 0.0049 0.0110 0.0201 0.0351 0.0048 0.0105 0.0178 0.0267 
Axial - 2" 0.0040 0.0092 0.0171 0.0291 0.0040 0.0088 0.0155 0.0235 
Axial - 3" 0.0030 0.0065 0.0122 0.0214 0.0030 0.0064 0.0116 0.0191 
Axial - 4" 0.0026 0.0051 0.0093 0.0163 0.0026 0.0050 0.0091 0.0152 
GFM-A Hoop - 0" 0.0047 0.0109 0.0201 0.0360 0.0046 0.0104 0.0178 0.0271 
Hoop -1" 0.0048 0.0112 0.0201 0.0351 0.0047 0.0108 0.0178 0.0267 
Hoop - 2" 0.0040 0.0093 0.0171 0.0291 0.0040 0.0091 0.0155 0.0235 
Hoop - 3" 0.0030 0.0070 0.0122 0.0214 0.0030 0.0069 0.0116 0.0191 
Hoop - 4" 0.0026 0.0054 0.0093 0.0163 0.0026 0.0054 0.0091 0.0152 
GFM-A Radial-0" 0.0050 0.0118 0.0214 0.0361 0.0049 0.0113 0.0190 0.0279 
Radial -1" 0.0050 0.0110 0.0204 0.0334 0.0049 0.0106 0.0183 0.0262 
Radial - 2" 0.0048 0.0102 0.0188 0.0306 0.0047 0.0098 0.0173 0.0256 
Radial - 3" 0.0041 0.0076 0.0128 0.0211 0.0041 0.0074 0.0122 0.0190 
Radial - 4" 0.0032 0.0066 0.0118 0.0196 0.0032 0.0065 0.0113 0.0184 
TABLE Bl. Summary of measured grain Noise-FOM values for the nickel-based super alloys. 
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SUMMARY OF FOM VALUES FOR INCONEL AND WASPALOY COUPONS (Gate 7) (continued) 
Noise FOM Noise FOM Noise FOM Noise FOM Noise FOM Noise FOM Noise FOM Noise FOM 
At 5 MHz At 7.5 MHz At 10 MHz At 12.5 MHz At 5MHz At 7.5 MHz At 10 M Hz At 12.5 MHz 
Coupon Side - Site (cm *-0.5) î
 1
 
(cm *-0.5) (cm *-0.5) (cm *-0.5) (cm *-0.5) (cm *-0.5) (cm *-0.5) 
Measured Measured Measured Measured Atte n = 0 Atten = 0 Atten = 0 Atte n = 0 
atten. used atten. used atten. used atten. used assumed assumed assumed assumed 
VDIE-A Axial - 0" 0.0034 0.0064 0.0121 0.0204 0.0034 0.0063 0.0115 0.0181 
Axial - l'­ 0.0032 0.0061 0.0119 0.0199 0.0031 0.0060 0.0114 0.0179 
Axial-2" 0.0030 0.0063 0.0117 0.0197 0.0030 0.0062 0.0111 0.0177 
Axial - 3" 0.0036 0.0074 0.0129 0.0218 0.0036 0.0072 0.0120 0.0188 
Axial - 4" 0.0040 0.0089 0.0174 0.0304 0.0040 0.0086 0.0159 0.0252 
VDIE-A Hoop - 0" 0.0036 0.0080 0.0137 0.0223 0.0036 0.0079 0.0130 0.0199 
Hoop -1" 0.0035 0.0073 0.0126 0.0201 0.0035 0.0072 0.0120 0.0180 
Hoop - 2" 0.0034 0.0072 0.0122 0.0197 0.0034 0.0071 0.0116 0.0176 
Hoop - 3" 0.0036 0.0080 0.0145 0.0242 0.0036 0.0078 0.0133 0.0203 
Hoop - 4" 0.0037 0.0082 0.0149 0.0251 0.0037 0.0079 0.0137 0.0211 
VDIE-A Radial - 0" 0.0038 0.0080 0.0214 0.0361 0.0038 0.0078 0.0190 0.0279 
Radial -1" 0.0034 0.0075 0.0204 0.0334 0.0034 0.0073 0.0183 0.0262 
Radial-2" 0.0035 0.0076 0.0188 0.0306 0.0035 0.0074 0.0173 0.0256 
Radial-3" 0.0048 0.0109 0.0128 0.0211 0.0048 0.0107 0.0122 0.0190 
Radial-4" 0.0045 0.0102 0.0118 0.0196 0.0045 0.0099 0.0113 0.0184 
VDIE-B Axial - 0" 0.0030 0.0061 0.0111 0.0193 0.0030 0.0060 0.0106 0.0174 
Axial -1" 0.0030 0.0059 0.0105 0.0185 0.0030 0.0058 0.0100 0.0167 
Axial - 2" 0.0026 0.0052 0.0094 0.0167 0.0026 0.0051 0.0090 0.0153 
Axial - 3" 0.0020 0.0033 0.0058 0.0101 0.0020 0.0033 0.0057 0.0098 
Axial - 4" 0.0018 0.0022 0.0037 0.0065 0.0018 0.0022 0.0037 0.0065 
VDIE-B Hoop - 0" 0.0033 0.0071 0.0116 0.0193 0.0033 0.0070 0.0111 0.0174 
Hoop -1" 0.0037 0.0078 0.0122 0.0196 0.0037 0.0077 0.0117 0.0178 
Hoop - 2" 0.0030 0.0064 0.0112 0.0179 0.0030 0.0062 0.0107 0.0162 
Hoop - 3" 0.0025 0.0045 0.0076 0.0124 0.0025 0.0044 0.0074 0.0119 
Hoop - 4" 0.0017 0.0029 0.0048 0.0076 0.0017 0.0029 0.0048 0.0075 
VDIErB Radial - 0" 0.0038 0.0078 0.0137 0.0230 0.0038 0.0077 0.0131 0.0209 
Radial-1" 0.0037 0.0074 0.0137 0.0233 0.0036 0.0073 0.0131 0.0213 
Radial - 2" 0.0030 0.0059 0.0111 0.0191 0.0030 0.0058 0.0106 0.0176 
Radial - 3" 0.0021 0.0040 0.0072 0.0125 0.0021 0.0039 0.0071 0.0121 
Radial - 4 " 0.0019 0.0028 0.0046 0.0077 0.0019 0.0028 0.0045 0.0075 
TABLE B2. Summary of measured grain Noise-FOM values for the nickel-based super alloys. 
