Introduction For more than a century, the display of threedimensional images has inspired the imagination and ingenuity of engineers and inventors. Automultiscopic displays offer uninhibited viewing (i.e., without glasses) of high-resolution stereoscopic images from arbitrary positions. These displays consist of viewdependent pixels that reveal a different color to the observer based on the viewing angle. View-dependent pixels can be implemented using conventional high-resolution displays and parallax-barriers (Figure 1, left) , or lenticular sheets. Although the optical principles of multiview auto-stereoscopy have been known for over a century, it is only recently that displays with increased resolution have made them practical. As a result, 3D television is getting renewed attention with Grundig's announcement that they will acquire, transmit, and display 3D content during the 2006 soccer world cup.
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However, automultiscopic displays today have several major drawbacks. First, they are plagued by disturbing aliasing artifacts. Second, the acquisition of artifact-free 3D content is challenging. Photographers, videographers, and professionals in the broadcast and movie industry are unfamiliar with the complex setup required to record 3D content. There are currently no guidelines for multicamera parameters, placement, and post-production processing. Signal Processing for 3D Displays We have developed a signal processing framework to deal with aliasing on 3D displays in a principled way. Our approach is based on a ray-space analysis and builds upon previous work on light fields [Levoy and Hanrahan 1996] and plenoptic sampling [Chai et al. 2000] . We extend the work by Isaksen et al. [2000] , which also makes the connection between light fields and automultiscopic displays. In contrast to their work, we focus on aliasing artifacts due to the sampling grid of the display, a problem that they did not address. As shown in Figure 1 on the right, we represent 3D displays using their higher dimensional sampling grid in ray space. According to classical signal processing theory the Nyquist limit of this grid corresponds to the bandwidth of the 3D display. This ray space characterization of display bandwidth also concisely explains the notion of depth of field of the display. Our approach marks a significant departure from earlier attempts to describe aliasing on 3D displays, which were based on geometric considerations or wave optics [Moller and Travis 2005] . These techniques lead to antialiasing algorithms that perform spatially varying 2D filtering using per-pixel depth, or conservative 2D filtering, which results in overly blurry results. In contrast, our algorithm is based on linear filtering in ray space and it does not require knowledge of scene depth. We also extended our approach to resampling multi-view input that is acquired at a limited resolution. Resampling involves the combination of a reconstruction filter, as described by Chai et al. [2000] , and a display prefilter, which has not been described before. We show simulated views of an automultiscopic 3D display in Figure 2 , comparing aliasing on the left with our antialiased result on the right. Aliasing appears as jagged edges on the stripe pattern on the left. The antialiased result on the right is free of such artifacts, but it exhibits a shallow depth of field imposed by the display bandwidth.
Unfortunately, the depth range of many scenes exceeds the depth of field of typical 3D displays. This can lead to very blurry results as shown in Figure 3 on the left, where only a small fraction of the scene is rendered sharp. To solve this problem we introduce a method that allows adapting the depth range of the acquired content to the depth of field of the display during post-production. For example in Figure 3 on the right we mapped the depth range of the locomotive to the depth of field of the display. Finally, our signal processing framework allows us to derive practical guidelines and formulas for 3D content acquisition. For example, given acquisition and display configuration, we can compute the display bandwidth utilization. Conversely, we can compute the optimal configuration, number, and placement of the multi-view cameras given an estimate of the scene parameters.
