We consider a log-concave density f in R m satisfying certain weak conditions, particularly on the Hessian matrix of ? log f . For such a density, we prove tail exactness of the multivariate saddlepoint approximation. The proof is based on a local limit theorem for the exponential family generated by f . However, the result refers not to asymptotic behaviour under repeated sampling, but to a limiting property at the boundary of the domain of f . Our approach does not apply any complex analysis, but relies totally on convex analysis and exponential models arguments.
Introduction
In a wide range of interesting cases saddlepoint approximations of probability distributions turn out to be highly accurate not only in large deviations regions, but even at the very extremes of the distributions. This is a surprising and useful, but poorly understood phenomenon (cf. for instance Barndor -Nielsen and Cox (1989, 1994) , or Whittle (1993) : \A conversation with Henry Daniels", see p. 350)). The asymptotic derivations of saddlepoint approximations which refer to increasing sample size give no clues to the question.
The present paper considers the problem from a geometric or convex analysis viewpoint and provides some simple su cient conditions ensuring that the (unnormalised) saddlepoint approximation is not only accurate but in fact becoming exact as one approaches the boundary of the support of the associated probability distributions. Our discussion concerns multivariate distributions, the much simpler univariate case having been treated in Barndor -Nielsen and Kl uppelberg (1992) .
We consider densities in R m of the form f(t) = e ? (t) ;
where the function is a convex function in C 2 , and we show that, under some further regularity conditions, the (unnormalized) saddlepoint approximation f y (t) of f(t) becomes exact as t approaches the boundary of the domain of . (For general discussions of saddlepoint approximations and their role in statistics, see Barndor -Nielsen and Cox (1989, 1994) and Jensen (1995) .)
The density f generates an exponential family f (t) = e h ;ti? (t) =C( ) for 2 R m such that C( ) = R e h ;ti f(t)dt < 1.
The conditions which we impose on imply that f is asymptotically normal; i.e. there exist norming constants a > 0 and b 2 R m such that the normalised densities satisfy g (t) = a f (b + a t) ! '(t) uniformly on R m for tending to a boundary point of the domain of possible values of and where ' is a non-degenerate normal density in R m . Such results have been derived for a slightly more general class of densities in R in Balkema, Kl uppelberg and Resnick (1993) , the latter is henceforth abbreviated as BKR (1993). The results of BKR (1993) have been applied in Barndor -Nielsen and Kl uppelberg (1992) to show that for a rather wide class of log-concave densities in R the saddlepoint approximation becomes exact in the tail. In the present paper we generalise this result to a multivariate setting.
The paper is organised as follows. In Section 2 we set the stage and present some analytic concepts. The main result there states uniform asymptotic normality of the exponential family f which yields the asymptotic behaviour of the moment generating function C( ) as tends to boundary points of the domain of C. This generalises Theorem 6.6 of BKR (1993) . In Section 3 we show, under regularity conditions, that the saddlepoint approximation f y (t) f(t) as t tends to boundary points of the domain of f. Here means that the quotient of lhs and rhs tends to 1. In Section 4 we introduce conditions, which are easy to check for many examples, where our results hold. Section 5 concludes the paper with some examples.
Stage setting
We consider an m-dimensional probability distribution having density with respect to Lebesgue measure of the form f(t) = e ? (t) ; t 2 R m ; (2.1) where is a closed convex function on R m . The domain of is denoted by dom , i.e. The exponential family F generated by the density f and the identity mapping on R m consists of all probability measures P with density of the form f (t) = e h ;ti? (t) =C( ) Throughout the paper we will work under the following conditions (where (i) was intro-duced above).
(i) is convex and closed.
(ii) 2 C 2 and r 2 is positive de nite on D.
(iii) r is a one{to{one mapping from D onto D , with inverse r , and if t 2 D and = r (t) then ht; i = (t) + ( ) :
(vi) Let t n denote a sequence of points in D, and let n = r (t n ), whence t n = r ( n ).
Furthermore, let be an arbitrary square root of (r 2 ) ?1 . We assume that as n ! 1 T (t n ) ?2 (t n + x (t n )) (t n ) ! I locally uniformly in x 2 R m :
The matrix I denotes the identity matrix and by local uniform convergence we mean that the limit relation in (2.4) holds uniformly in x on each compact subset of R m . In particular, this requires that for all K 0 R m , K 0 compact, we have that t n + K 0 (t n ) D for all n n(K 0 ).
The conditions (iii){(v) hold under a fairly simple condition (in addition to (i) and (ii)), as shown in Theorem 4.1 below.
In general we think of vectors as row vectors. In certain formulas we shall have to work with column vectors; the appropriate interpretation will, however, be clear from the operation at hand. For notational ease we shall therefore refrain from indicating transposition of vectors but rely on the common sense of the reader.
De nition 2.2 A matrix which satis es (2.4) is called self-neglecting with respect to the sequence t n .
Suppose is self-neglecting. For t 2 D de ne a function ' t with argument x 2 R m by ' t (x) = (t + x (t)) ? (t) ? x (t)r (t) : (2.5) Then for any given M > 0 and > 0 j' tn (x) ? 1 2 hx; xij 2 hx; xi ; kxk M; holds for all su ciently large n. This follows simply via Taylor expansion invoking (2.4).
By this property we can derive convergence of the properly standardised exponential family to a parabola on compact sets. For our purpose, however, this does not su ce, we need to control the tails as well. As in the one-dimensional case, we use a concept, called ANET, which has been introduced in BKR (1993, Section 6). We summarise the de nition and some properties of ANET from that paper.
De nition 2. (b) The sequence (X n ) is asymptotically normal with exponential tails (ANET) if the vectors A n (X n ) have densities g n which satisfy the condition: For any > 0 there exists an index n 0 such that for n n 0 jg n (t) ? '(t)j < e ?ktk= ; t 2 R m ; (2.6) where ' is the m-dimensional standard normal density. 2
The reason for the name \with exponential tails" comes from the fact that the tails of g n (t) (for t ! 1) decrease exponentially fast eventually (see Proposition 6.1 of BKR (1993)). We want to apply this concept in the following situation:
Let X = (X 1 ; : : : ; X m ) be a random vector with density f = e ? such that conditions or, analogously, we consider 2 as a function of t by = (t) = r (t) :
The following result generalises Theorem 6.6 of BKR (1993). For notational ease we write j (t)j for j (t) T (t)j 1=2 .
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Theorem 2.4 Let X = (X 1 ; : : : ; X m ) have density f = e ? such that conditions (i){(vi)
hold. De ne the exponential family f as in (2.3). Let t n be a sequence of points in D such that is self{neglecting with respect to t n , let n = r (t n ) and suppose that n 2 .
Then the normalised densities g n (x) = j (t n )jf n (t n + x (t n )) of (X n ?t n ) ?1 (t n ) are ANET as n ! 1. Furthermore, the moment generating function C( ) of f and the conjugate transform of are related by the asymptotic equality C( n ) (2 ) m=2 j (t n )je ( n) ; n ! 1 :
Proof. For t 2 D, let g (x) = j (t)j C( ) expfht + x (t); i ? (t + x (t))g: By Taylor expansion we have (for some j j 1):
Inserting this in the expression for g (x) and taking = r (t) and using condition (iii) we obtain g (x) = j (t)j C( ) exp ( ) ? 1 2 x T (t)r 2 (t + x (t)) (t)x :
Now, inserting t n for t and n for we nd, by the self{neglecting property (2.4), that g n (x) = j (t n )j C( n ) expf ( n ) ? 1 2 hx; xi + r n (x)g where r n (x) ! 0 as n ! 1 locally uniformly in x. Hence for n ! 1, g n (x) d( n )e ? 1 2 hx;xi locally uniformly in x, where
Now since = ? log f is convex, also ? log g is convex and by Proposition 6.5 of BKR (1993) g n is ANET for n ! 1. (2.9) holds and hence for n ! 1
where t n = r ( n ). As before we write j (t)j for j (t) T (t)j
1=2
. This implies K( n ) ? h n ; t n i = ( n ) + logf(2 ) m=2 j (t n )j)g ? h n ; t n i + o(1) = ? (t n ) + logf(2 ) m=2 j (t n )jg + o(1) = logff(t n )(2 ) m=2 j (t n )jg + o(1):
Hence expfK( n ) ? h n ; t n ig (2 ) m=2 j (t n )jf(t n ) ; n ! 1 ; and, since (t n ) ?2 = r 2 (t n ), the result follows. Proof. The assumptions of the theorem imply that is essentially smooth (i.e. D 6 = ;, is di erentiable on D and steep) and essentially strictly convex (i.e. r (t 1 )\r (t 2 ) = ; for t 1 5 Examples
One{dimensional densities f(t) = e ? (t) The major problem for explicit examples in the multivariate case will be to check the self-neglecting condition (2.4). In some cases asymptotic estimates are possible; in some cases can be calculated explicitly.
In particular, for a 2 2 non-singular symmetric matrix 
