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Resume { Cette article presente une analyse asymptotique de l'estimateur semi-autodidacte propose par A. Gorokhov dans
[3] combinant lineairement le critere des moindres carres sur la sequence d'apprentissage et le critere sous-espace autodidacte
[6]. Cette analyse s'inscrit dans le contexte des radiocommunications numeriques a acces multiple a repartition dans le temps
(AMRT) et a reception multicapteurs. Nous presentons l'analyse asymptotique de l'estimateur semi-autodidacte pour deux
hypotheses asymptotiques dierentes et proposons deux techniques issues des resultats de cette analyse permettant de regler de
facon optimale le compromis entre le critere des moindres carres (utilisant la sequence d'apprentissage) et le critere sous-espace
autodidacte. Les simulations eectuees montrent que ces approches permettent d'ameliorer signicativement les performances de
la methode tant en termes d'estimation que de reduction du taux d'erreur.
Abstract { This paper is devoted to the analysis of a \semi-blind" estimation framework in which the standard input-output
(training sequence based) estimation is enhanced by using the statistical structure of the whole observation sequence. More
specically, we consider the case of a general TDMA frame-based receiver equipped with multiple sensors, and restrict our
attention to second-order based subspace methods which are suitable for most standard communication applications due to
their moderate computational cost. The channel estimator is obtained as a regularized least-squares solution where the blind
subspace criterion plays the role of the regularization constraint. The main contribution of the paper consists in showing by
asymptotic analysis how to optimally tune the balance between the blind criterion and the least-squares t depending on the
design parameters of the system. Simulations show that the proposed solutions are very eective and signicantly improve the
eciency of the equalization.
1 Introduction
Les techniques autodidactes d'estimation par sous-espace
[9, 6] sourent parfois d'inconvenients majeurs, par ex-
emple en terme de robustesse au bruit, ou de robustesse
a la sous et surmodelisation. Les techniques dites semi-
autodidactes [4, 7] permettent quant a elles de mettre en
oeuvre des estimateurs a la fois robustes et performants :
certaines de ces techniques consistent ainsi a coupler des
criteres bases sur la connaissance d'une sequence d'ap-
prentissage (ou de symboles connus) et des criteres dits
autodidactes. D'autres techniques utilisent quant a elles
une information supplementaire contenue dans la struc-
ture du signal emis.
On se propose dans cet article d'analyser les perfor-
mances asymptotiques d'une technique d'estimation semi-
autodidacte pour laquelle le critere des moindres carres
issu de la sequence d'apprentissage est combine lineairement
a un critere sous-espace utilisant les statistiques du se-
cond ordre du signal observe [3]. Cette analyse permet
ainsi de mieux comprendre quel ro^le joue le coecient de
ponderation donne a l'un ou l'autre des deux criteres (au-
todidacte et semi-autodidacte). Cette analyse nous per-
met enn de proposer deux techniques d'estimation semi-
autodidactes optimales dont les performances depassent
de facon signicative celles de l'estimateur des moindres
carres sur la sequence d'apprentissage.
2 Modele et hypotheses
On suppose qu'un seul utilisateur est actif sur un inter-
valle de temps qui lui est alloue (systeme AMRT, Acces
Multiple a Repartition dans le Temps) et que la trans-
mission s'eectue par l'intermediaire d'une modulation
lineaire a travers un canal de transmission lineaire et inva-
riant dans le temps. Le signal recu en bande de base y(t)
peut ainsi s'exprimer comme
y(t) =
+1
X
k= 1
h(t  kT )s
k
+w(t); t 2 R (1)
ou h(t), fs
k
g, et w(t) designent respectivement le canal
equivalent de transmission, les symboles d'information et
le bruit.
2.1 Hypotheses
On suppose par la suite que les hypotheses suivantes
sont veriees :
(S1) Le temps symbol T est connu.
(S2) La reponse impulsionnelle du canal h(t) est a va-
leurs complexes, causale et a support ni (L+ 1)T ,
et s'ecrit h(t) = [h
(1)
(t);    ; h
(N)
(t)]
T
lorsque N
capteurs sont utilises a la reception (h
(i)
(t) est la
reponse impulsionnelle du canal sur le capteur i).
(S3) On suppose que les symboles d'information, notes
fs
k
g, sont des variables aleatoires complexes i.i.d
(independants et identiquement distributes), a moyenne
nulle et veriant : E(js
k
j
2
) = 
2
s
, E(s
2
k
) = 0. En-
n, les symboles de la sequence d'apprentissage sont
notes fs
k
g
1 Lkm
et sont supposes connus par le
recepteur.
(S4) Le bruit, note w(t) = [w
(1)
(t);    ; w
(N)
(t)]
T
, est un
processus aleatoire complexe aux moments d'ordre
4 nis : (Ekw(t)k
4
<1). On suppose de plus que ce
bruit est spatialement blanc et circulaire : E [w(t)] =
0, E [w(t)w
H
(t)] = 
2
I
N
, et E [w(t)w
T
(t)] = 0
N
avec I
N
matrice identite de dimension N . Enn, le
bruit est suppose independant de la sequence d'in-
formation.
2.2 Notations et Modeles
On note y
(i)
k
, y
(i)
(kT ) le signal recu sur le capteur i
echantillonne a la periode symbole T et y
k
, [y
(1)
k
: : : y
(N)
k
]
T
le vecteur spatial d'observations. Selon l'hypothese (S1),
le vecteur d'observation y
k
suit alors le modele lineaire
(2)
y
k
= [h
0
: : :h
L
] s
k
+w
k
(2)
en notant s
k
, [s
k
: : : s
k L
]
T
les symboles d'information,
et h
l
, [h
(1)
l
) : : : h
(N)
l
]
T
les coecients issus de l'echantil-
lonnage du canal sur chaque capteur a l'instant lT . Par
la suite, on notera h = [h
T
0
: : :h
T
L
]
T
le parametre sous
forme vectorielle du canal. De la me^me facon, le vecteur de
regression y
k
, [y
k
T
: : :y
k M
T
]
T
suit le modele lineaire
mono-entree / sorties-multiples (3)
y
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ou T
M
(h) est la matrice toeplitz par blocs N(M + 1) 
(L+M + 1) denie par :
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Pour les observations generees par la sequence d'appren-
tissage (dont les symboles sont connus), le modele peut
s'ecrire sous la forme
y = Sh+w (5)
ou on note y =

y
T
1
: : :y
T
m

T
le vecteur desm observations
spatio-temporelles generees par l'apprentissage S. On peut
montrer que S se met sous la forme S = [S
1
: : :S
m
]
T
en
posant S
T
k
, [s
k
: : : s
k L
]
 I
N
, ou 
 est le produit matri-
ciel de kronecker
1
.
3 Estimation Sous-Espace: Rappels
Dans cette partie, on rappelle brievement le principe
d'identication par sous-espace [6, 9, 5, 8]. Supposons que
1.A 
 B est la matrice obtenue en substituant chaque element
a
ij
de A par le bloc (a
ij
B)
le vecteur polynomial h(z) = h
0
+ h
1
z
 1
+    + h
L
z
 L
s'ecrive comme le produit d'un po^lynome scalaire, note
p(h; z), et d'un vecteur po^lynomial
e
h(z) ne possedant pas
de zeros communs a ses dierentes composantes. Notons
d le degre du po^lynome p(h; z). Alors, sous les hypotheses
(S3)-(S4), la matrice de covariance du signal y
k
peut s'ecrire
[9]
R , Efy
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ou r , N(M + 1), p , L + M + 1,  est une matrice
diagonale de dimension p d dont les elements sont positifs
et non-nuls, et U est une base orthonormale de l'espace
image de T
M
(h).
L'equation (7) s'obtient en procedant a la decomposition
en valeurs singulieres de T
M
(h) en notant que la matrice
T
M
(h) possede un espace image de dimension p   d [9].
Le critere sous-espace autodidacte propose dans [6] ex-
ploite alors l'orthogonalite entre T
M
(h) et . En eet,
les solutions du systeme d'equation
T
M
(f) = 0 (8)
sont donnees par
f(z) = r(z)
e
h(z) (9)
ou r(z) est un po^lynome de degre d [6, 5, 1]. Il en resulte
que si h(z) n'a pas de zero commun (i.e. p(h; z) est de
degre nul), alors h(z) est identiable a une constante pres
par la methode sous-espace. Enn, remarquons que les
equations du systeme (8) sont lineaires en f : on peut alors
reecrire le systeme (8) en la forme vectorielle (10) en uti-
lisant l'operateur de vectorisation colonne vec(:)
vec(T
M
(f)) =D()f (10)
ou D() est une matrice Toeplitz par bloc de dimension
r(M + 1)N(L+ 1).
Du principe d'identication precedent et de la forme
lineaire (10) se deduit alors une procedure d'estimation
simple : supposons que le canal h(z) est irreductible et que
l'on ait recu n observations fy
k
g
1kn
, le critere autodi-
dacte par sous-espace consiste alors a estimer le projecteur
bruit  gra^ce a la matrice d'autocorrelation estimee em-
piriquement
b
R
n
= n
 1
n
X
k=1
y
k
y
k
H
(11)
En procedant a la decomposition en valeurs propres de
b
R
n
, on peut ecrire que
b
R
n
=
b
U
n
b

n
b
U
H
n
(12)
ou
b

n
= diag(
b

1
; : : : ;
b

r
), les (
b

i
)
1ir
etant rangees par
ordre decroissant, et ou
b
U
n
est une base orthonormale.
En extrayant de
b
U
n
les vecteurs propres associes aux r  
p (dimension du sous-espace bruit) plus petites valeurs
propres de
b

n
, on peut ainsi former le projecteur bruit
b

n
. Les coecients du canal peuvent alors e^tre estimes
au sens des moindres carres sous la contrainte kfk = 1, la
solution etant donnee par (13)
b
h = argmin
kfk=1
n
f
H
b
Q
n
f
o
(13)
ou l'on note
b
Q
n
, D(
b

n
)
H
D(
b

n
). Cet estimateur est
p
n-consistant lorsque d = 0, c'est a dire lorsque h(z) ne
possede aucun zero commun.
Des inconvenients demeurent cependant lorsqu'on sou-
haite mettre en oeuvre la technique sous-espace : on sup-
pose en eet que le canal h(z) est irreductible mais aussi
que l'ordre du canal est connu ou determine de facon
exacte. Ce sont la deux hypotheses dont on ne peut e^tre
assure en pratique et qui peuvent entra^ner l'inconsistence
de l'estimateur (dans le cas d'une surestimation de l'ordre
du canal) ou bien un biais du^ a la troncature (dans le cas
d'une sousestimation de l'ordre). La condition d'absence
de zeros communs peut cependant e^tre assuree lorsque
l'apport de diversite est susant (par exemple dans le
cas d'une reception multi-capteurs). La seconde hypothese
necessite quant a elle l'estimation de l'ordre du modele.
Enn, lorsque ces deux conditions sont rencontrees, le ca-
nal estime est donne a un facteur d'echelle pres.
4 Estimation Semi-Autodidacte
Le critere semi-autodidacte combine de facon lineaire le
critere d'apprentissage et le critere sous-espace. On sup-
pose pour simplier que les observations peuvent e^tre mises
sous la forme de deux sequences d'observations indepen-
dantes : une sequence de n observations y
k
generees par
les symboles d'information, et une sequence d'observation
y de taille m generee par la sequence d'apprentissage. Le
critere semi-autodidacte s'exprime alors comme:
C
SB
(h; ) = ky  Shk
2
+ nN h
H
b
Q
n
h (14)
ou h
H
b
Q
n
h est la forme quadratique estimee du critere
sous-espace [6] base sur la matrice d'autocovariance des
observations y
k
. La solution qui minimise le critere (14)
est directement donnee par
b
h
n;
=

S
H
S+ 
n
m
b
Q
n

 1
S
H
y: (15)
4.1 Analyse asymptotique de l'estimateur
semi-autodidacte
On suppose, pour eectuer l'analyse asymptotique de
l'estimateur semi-autodidacte (15), que les longueursm et
n tendent vers l'inni. Cette analyse (cf. [2] pour le details
des calculs) montre que le comportement asymptotique
de l'estimateur semi-aveugle depend surtout de l'accrois-
sement relatif entre les longueurs m et n et que l'on doit
considerer les deux situations asymptotiques suivantes:
(H1) m = o (n)
(H2) m  n
menant aux deux propositions suivantes:
4.1.1 Estimation semi-autodidacte par projec-
tion sous-espace
Proposition 1. Sous (H1),
b
h
n;
est une famille d' esti-
mateurs consistants de h. De plus, m
 1=2
(
b
h
n;
  h) est
asymptotiquement normal de matrice de covariance
 
n;
(h) = 
2
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 
S
H
S

 1
(16)
ou P un projecteur (non-orthogonal) sur l'espace nul de
Q deni comme
P ,
 
S
H
S

 
1
2
e
P
 
S
H
S

1
2
(17)
avec
e
P projecteur orthonormal sur l'espace nul de la ma-
trice
e
Q , (S
H
S)
 
1
2
Q(S
H
S)
 
1
2
.
De plus, si
b
h represente l'estimateur "entree/sortie" de
l'apprentissage et si
b
P est un estimateur
p
n-consistant de
P (par exemple issu de la decomposition en valeurs sin-
gulieres de (S
H
S)
 
1
2
b
Q
n
(S
H
S)
 
1
2
) alors l'estimateur semi-
aveugle suit le developpement asymptotique suivant :
b
h
n;
=
b
P
b
h+O
p
(m
 1
+ n
 1=2
) (18)
La proposition 1 montre que sous l'hypothese (H1) la
covariance de l'estimateur
b
h
n;
donnee par (16) ne depend
pas du coecient de regularisation . Cette propriete est
liee au fait que, lorsque l'apprentissage est negligeable de-
vant l'information, le critere des moindres carrees n'a d'in-
uence dans l'equation (14) que dans le sous-espace nul de
b
Q
n
, c'est a dire dans le sous-espace ou justement  n'a au-
cune inuence.
Enn, le developpement (18) montre que
b
h
n;
est equi-
valent sous (H1) au projete de l'estimateur des moindres
carres sur
b
P. L'estimateur projete etant plus simple a cal-
culer, on s'attachera a le substituer au calcul de
b
h
n;
qui,
lui, necessite le choix d'un facteur de regularisation opti-
mal. Cet estimateur projete necessite l'estimation du pro-
jecteur P. Pour estimer P, on estime
e
P, le projecteur sur
le sous-espace nul de
e
Q, en procedant a une decomposition
en valeurs propres de
e
Q (la dimension de son espace nul
est egale a celle de l'espace nul de Q qui, elle, est sup-
posee connue). Puis, de l'estimation de
e
P, on en deduit
directement celle de P gra^ce a l'equation (17).
4.1.2 Estimation semi-autodidacte regularisee
Proposition 2. Sous (H2),
b
h
n;
est une famille d'esti-
mateurs consistants de h. De plus, n
 1=2
(
b
h
n;
  h) est
asymptotiquement normal de matrice de covariance
 
n;
(h) = 
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 
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nNQ
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2
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S+ nNQ
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(19)
L'expression deM(h) est donnee dans [2]
Sous l'hypothese (H2), la facteur de regularisation 
joue un ro^le non negligeable : il s'agit de trouver le coef-
cient qui regle de facon optimal la ponderation entre les
deux criteres dans (14). De facon equivalente, on choisit
celui qui permet de minimiser la trace de la matrice de
covariance  
n;
(h).
Bien que ne l'ayant pas demontre, nous observons en
pratique que tr( 
n;
(h)) est une fonction rationnelle uni-
modale de , i.e. n'admettant qu'un seul minimum en
. De plus,nous ne pouvons evaluer exactement  
n;
(h)
qui fait intervenir des grandeurs deterministes inconnues :
on est donc oblige de passer par une estimee de  
n;
(h)
en remplacant les grandeurs inconnues par des estimees
consistantes issues de l'analyse par sous-espace. Le cout
de calcul de la trace de  
n;
(h) etant de plus assez impor-
tant, la recherche du coecient de regularisation peut se
faire de faccon iterative en approximant la courbe estimee
de tr( 
n;
(h)) par une cubique n'impliquant le calcul de
la trace tr( 
n;
(h)) qu'en quelques points.
5 Simulations et Conclusions
Les simulations sont eectuees pour une transmission
AMRT, avec une modulation BPSK, a travers un canal
de type Urbain genere selon le modele de Clarke. On
considere deux types de trames, "longues" et "courtes"
pour lesquels respectivement on a n = 232 et n = 116.
Les ltres de reception et d'emission sont des racines de
Nyquist dont l'exces de bande est de 30%.
Les gures 1 et 2 illustre les taux d'erreur obtenus avec
les techniques d'estimation proposees. Les gures illus-
trent aussi, a titre de comparaison, l'estimation a mini-
mum de variance ainsi que l'estimation a maximum de
vraisemblance (algorithme EM). La detection des sym-
boles est eectuee via l'algorithme de Viterbi.
Les performances en terme de taux d'erreur illustrees
sur les gures 1 et 2 montrent un gain en terme de rapport
signal a bruit de l'ordre de 1dB a 1:5dB par rapport a
l'estimation par sequence d'apprentissage seule.
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Fig. 1: Taux d'erreur pour 1000 trames emises courtes .
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Fig. 2: Taux d'erreur pour 1000 trames emises longues.
(8 capteurs, M=4)
Les deux techniques d'estimation semi-autodidactes pro-
posees dans cet article ameliorent donc tres sensiblement
la qualite de l'estimation et de la detection des parametres
du systeme tout en possedant la robustesse de la technique
par apprentissage. Leur cou^t d'implementation reste de
plus raisonnable car elles utilisent les statistiques du se-
cond ordre du signal recu ne necessitant pas, a l'instar
d'autres criteres semi-aveugles, de procedure d'optimisa-
tion iterative.
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