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Abstract 
We show that the problem of deciding whether aconnected bipartite graph of degree at most 
4 has a cubic subgraph is NP-complete. 
Keywords: Computational complexity; Cubic subgraphs; Bounded-degree bipartite graphs 
In this note we examine in further detail the problem of deciding whether a given 
graph has a cubic subgraph: this problem has been shown to be NP-complete in 
general (see [11), and to remain so when restricted to the class of planar graphs of 
degree at most 7 [4] and to the class of uniquely partially orderable graphs (a 
sub-class of the class of comparability graphs) [5]. In particular, we show that this 
problem also remains NP-complete when restricted to the class of connected bipartite 
graphs of degree at most 4 (note that we can determine in polynomial time whether 
a graph of degree at most 3 has a cubic subgraph). 
It can easily be verified that no grid graph (being a subgraph oftbe two-dimensional 
grid with vertices indexed by pairs of integers) has a cubic subgraph. Consequently, 
the problem of deciding whether a given graph has a cubic subgraph remains 
NP-complete when restricted to the class of planar graphs (of degree at most 7) and 
also to the class of (connected) bipartite graphs (of degree at most 4), but is (trivially) 
solvable in polynomial time for the class of grid graphs. Johnson [3] r=marked that 
the only problem for which this statement is known to hold is the problem of deciding 
whether a graph can be partitioned into 4-cycles; so we now have another. 
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Before we prove our main result, we need the following definition. A graph G is built 
from a graph H(xt, x2 . . . . .  Xm) if H is a subgraph of G such that for every vertex x of 
H different from xl,x2 . . . . .  xm, any edge of G involving x must be an edge of H. 
Theorem 1. The problem of deciding whether a graph of degree at most 4 has a cubic 
subgraph is NP-complete. 
Proof. Let G=(V,E)  be a digraph where V= {0,1 . . . . .  n -1} .  We modify the 
construction i  [4] and build a graph a(G) of degree at most 4, in stages, such that 
a(G) has a cubic subgraph if and only if G has an Hamiltonian path from vertex 0 to 
vertex n - 1. 
Stage (i): The graph Ho(x,y) is defined as follows; 
o the vertices are [x,y}u{zi: i = 1,2,3,4,5}; 
• the edges are { (x, z i), (y, z l), (zl, z2), (z2, za), (za, z4), (z4, zs), (zs, zl), (z2, z4), (zs, Zs) }, 
and can be visualized as in Fig. 1, along with its pictoral abbreviation. Note that if 
some graph K is built from Ho(x,y) and an edge of Ho(x,y) appears in some cubic 
subgraph C of K then exactly one of the edges {(x, zl),(y, zO} appears in C. 
Stage (ii): Given any vertex x of any graph, we can tag x by introducing new 
vertices x i ,x2sxa ,x4 ,x  5 and new edges (X, X I ) , (X I ,X2) , (X I ,X4) , (X2,X3) , (X2,XS)  , 
(xs,x4),(xs,xs),(x4,xs). A tagged vertex can be visualized as in Fig. 1, as can the 
pictoral abbreviation of a tag. Note that if a vertex of some graph K is tagged and an 
edge of the tag appears in a cubic subgraph C of K then all the edges of the tag appear 
in C. 
Stage (iii): The graph HI (x ~ . . . . .  Xm, yl . . . . .  Ym) is defined as follows: 
• there are vertices {xi,yl,zo:i, j = 1,2 . . . . .  m}; 
• there are edges {(x/,ziO,(zo, zo+O,(zi,,,yi): i , j  = 1,2 . . . . .  m,j  ~ m}; 
• the vertices {z,: i = 1,2 . . . . .  m} are tagged; 
H~(x~ . . . . .  xm, y~ . . . . .  Ym) is built from the graphs {Ho(zo, z~/): i , j  = 1,2 . . . . .  m, 
i ~:j}, and can be visualized as in Fig. 2. Note that if some graph K is built from 
H i (x 1 . . . . .  xm, y ~ . . . . .  Ym) and an edge of H ~ (x ~ . . . . .  xm,yl . . . . .  ym) appears in some 
curie subgraph C of K then exactly one of the edges { (x/, zit): i = 1, 2 . . . . .  m} is in C, 
exactly one of the edges { (z~m, y~): j = 1, 2 . . . . .  m} is in C, and if(xl, z/l) and (z~,~, y~) are 
in C then i = j. 
Fig. I. The graph H0lx, y) and a tagged vertex. 
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Stage (iv): The graph H2(x~ . . . . .  x . ,y )  is defined as follows: 
• there are vertices {xi,zl, y: i = 1,2 . . . . .  m}; 
• there are edges {(zl,zi+ l),(zm,y): i = 1,2 . . . . .  m - 1}; 
• the vertices {z~: i = 1,2 . . . . .  m} are tagged; 
• H2(x l  . . . . .  x . ,  y) is built from HI (xl . . . . .  x . ,  zl . . . . .  z.),  
and can be visualized as in Fig. 3. Note that if some graph K is built from 
H2(x~ . . . . .  x . ,y )  and an edge of Hz(x l  . . . . .  x . ,y )  appears in some cubic subgraph C
of K then exactly one of the edges of Hz(x~ . . . . .  x . ,y )  involving a vertex from 
{x~: i = 1,2 . . . . .  m} is in C and the edge (z, ,y) is in C. 
Stage (v): The graph H3(xt  . . . . .  x . ,y l  . . . . .  y,,), for 1 ~ m ~ n -  1, is defined as 
follows: 
• there are vertices {xi ,y i ,  ui, vij, z~,wi j :  i , j  = 1,2 . . . . .  m}; 
• there are edges {(x~, vil),(vij, vi~+ 1): i, j = 1, 2 . . . . .  m, j ~ m} u{(vij, zij): (i, j )  is an 
edge of the digraph G}; 
• the vertices of {v~i, zij, w~j,u~: i , j  = 1,2 . . . . .  m} are tagged; 
X l~ 
x~t@! 
Xm m w 
mm~ • mm 
-L II-  IIm  II 11[1  











~ ., xm z l ..... Zm) 
bO 
'O --Y 
Fig. 3. The graph H,(xt . . . . .  xm, y). 
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• the graph H3(xt  . . . . .  x , ,y t  . . . . .  Ym) is built from the graphs 
{Hi  (zil . . . . .  Zlm, wu . . . . .  Wmi), H2(wi l  . . . . .  Wire, U~): i = 1, 2 . . . . .  m} 
u{H, (u ,  . . . . .  Um, yl  . . . . .  Ym)}, 
and can be visualized as in Fig. 4. Note that if some graph K is built from 
H3(x~ . . . . .  Xm,yl  . . . . .  Ym) and an edge of H3(x l  . . . . .  xm, ) l  . . . . .  Ym) appears in some 
cubic subgraph C of K then exactly one of the edges of H3(x l  . . . . .  Xm, yl  . . . . .  ys )  
involving a vertex from {xi: i = 1,2 . . . . .  m} (resp. {yj: j = 1,2 . . . . .  m}) is in C, and if 
this edge involves xl (resp. Yi) then (i, j )  is an edge of the digraph G. 
Stage (vi): Set N = n - 2. The graph a(G) is built as follows: 
• there are vertices {xi, y~, w~, zu: i, j = 1,2 . . . . .  N }; 
• there are edges {(x~,zli): i = 1,2 . . . . .  N, (0,i) is an edge of the digraph G}u 
{(zm,y~): i = 1,2 . . . . .  N ,  (i ,n - 1) is an edge of the digraph G}; 
• each vertex of {x~, y~, w~: i = 1, 2 . . . . .  N } is tagged twice; 
• a(G) is built from the graphs {Ha(zn . . . . .  ZiN, 7, i+ll  . . . . .  ZI+ IN): 
i = 1,2 . . . . .  N - l}u{Hz(zu  . . . . .  zm,  wl): i=  1,2 . . . . .  N}, 
and can be visualized as in Fig. 5. 
Suppose that tr(G) has a cubic subgraph C. Then by the above remarks the vertices 
xn ,z l i , , z2 i  . . . . . .  zm~.,y~N, where each i~{1,2  . . . . .  N} and the i~'s are pairwise 
HI( 7..i 1 ..... Ztm, Wll ..... Wra I ) H2(Wll ..... Wlm, U I ) 
x vlis fs 
edges dependent • V * / : 
oo~ / : A . : /  " 
~. ~,,~_,~ .--- /~., '~.---~ I 
Hl(  Zm! ..... Zrma, wire, "~ ~ ~ n~ wm! ..... Wren, urn) 
Fig. 4. The graph H~lxl .... ,x~,yl . . . . .  )'m). 
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Fig. 5. The graph a(G). 
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distinct, must be vertices of C and the edges (0, i~), (it, i2), .. . .  (is - :, is), (i~, n - 1) must 
be edges of the digraph G: hence G has an Hamiltonian path from vertex 0 to vertex 
n - 1. The converse follows similarly. As a(G) has degree at most 4, a(G) can be built 
from G in polynomial-time, and the problem of deciding whether a given digraph has 
an Hamiltonian path from one specified vertex to another is NP-complete, the result 
follows. [] 
Corollary 2. The problem of deciding whether a given connected bipartite graph of 
degree at ~.:ost 4 has a cubic suboraph is NP-complete. 
Proof. Adopting the nomenclature of Theorem 1, we may assume that ~r(G) is 
connected where G is any digraph (the only case where ~r(G) is not connected in that 
proof is when vertex 0 does not have out-degree n - 1 in G or when vertex n - 1 does 
not have in-degree n - 1 in G, and such a case can be easily spotted). Given any 
connected graph H, for each edge e of t-/, joining vertices u and v, say, remove from 
H and add two new edges (u, re) and (re, v) where v~ is a new vertex. Denote this new 
graph by H also and let H'  be a disjoint copy of H. Join any vertex ve in H with its 
corresponding vertex in H', and denote the resulting graph by Ho. Then 6(G)o is 
connected and bipartite, and ¢(G)o has a cubic subgraph if and only if ~r(G) has a 
cubic subgraph. The result follows from Theorem 1. []  
Note that Corollary 2 subsumes the result of [4] that the problem of deciding 
whether a uniquely partially orderable graph has a cubic subgraph is NP-complete, as 
any connected bipartite graph is uniquely partially orderable. 
Those interested in logical reductions between problems may favour the following 
slightly strengthened version of Corollary 2 (see [2], for example, for definitions of 
notions concerning descriptive complexity theory). The proof of Corollary 3 is 
straightforward (we simply describe the construction in the proof of Theorem 1 as 
a projection translation after modifying this construction so that the ~esulting raph 
a(G) is always connected whatever G looks like: then we use the facts that the problem 
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of deciding whether a given digraph has a Hamiltonian path from one specified vertex 
to another is complete for NP via projection translations [4] and that the composi- 
tion of two projection translations is again a projection translation.) 
Corollary 3. The problem of deciding whether a given connected bipartite graph of 
degree at most 4 has a cubic subgraph is complete for NP via projection translations. 
It would be interesting to know whether we can improve the degree bound of 7 in 
the result that the problem of deciding wLether a given planar graph of degree at most 
7 has a cubic subgraph is NP-complete [4]: in particular, can we improve it to 4.* 
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