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Abstract
We present a federated learning approach for
learning a client adaptable, robust model when
data is non-identically and non-independently
distributed (non-IID) across clients. By sim-
ulating heterogeneous clients, we show that
adding learned client-specific conditioning im-
proves model performance, and the approach is
shown to work on balanced and imbalanced data
set from both audio and image domains. The
client adaptation is implemented by a conditional
gated activation unit and is particularly beneficial
when there are large differences between the data
distribution for each client, a common scenario in
federated learning.
1. Introduction
As of 2019, an estimated three billion mobile phones are
connected to the internet, collectively amassing a staggering
amount of information (Lim et al., 2019), and it is highly
desirable to make this data available for ever more data-
demanding neural networks. Traditional approaches for
training neural networks require that all data is collected
in one place for training. However, as the data is often
sensitive, and contains a wealth of private information about
the user, centralized data collection is not always realizable
or desirable.
Federated learning (FL) provides an approach to learn a cen-
tralized model from decentralized data in a privacy-aware
manner (McMahan et al., 2016). Local copies of a global
model are trained at participating decentralized nodes (or
clients) with local data, and the model is then consolidated
episodically. While there are privacy concerns about poten-
tial data leakage through model updates, federated learning
is often preferable to training a model in a centralized man-
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ner (Wei et al., 2020). Learning in this decentralized man-
ner does, however, pose new problems for training neural
networks, especially when the data available at individual
clients is highly heterogeneous as well as sensitive from a
privacy perspective. An example of such highly sensitive
data is audio collected by personal mobile devices.
A federated learning approach where the data does not leave
the person’s phone is particularly well-suited for this sce-
nario. Yet, such data from smartphones is challenging in
multiple points. Not only might the data be class imbal-
anced, but even conditioned on the class the feature distribu-
tions between clients can diverge, as people are in different
environments with different soundscapes and use different
phones to record the data. Li et al. (2019b) noted that while
the original federated learning algorithm FederatedAverag-
ing algorithm (FEDAVG) will converge under certain strong
assumptions, it lacks this guarantee under this more realistic
assumption that data distribution between clients will be
diverse.
However, certain features of the input, while variant across
clients, are likely to be consistent for a single client, as
people tend to e.g. use the same phone for a long amount
of time and do not change their voice or speaking patterns
substantially. Motivated by this, we propose to learn a lo-
cal embedding for each client along with the global model
as shown in Fig. 1. We evaluate this approach, which we
coined the conditional gated activation unit (CGAU), on
two classification tasks, one from the audio domain and
one from the image domain, covering both balanced and
imbalanced data. CGAU outperforms a baseline in both sce-
narios, showing the usefulness of learning localized features
explicitly as opposed to encoding them in the global model.
The current paper presents two contributions. Firstly, we
propose the conditional gated activation unit (CGAU),
an enhancement for current neural network architectures
suited for federated learning that captures features in client-
dependent non-IID data. CGAU can be utilized in conjunc-
tion with currently used federated learning algorithms such
as FEDAVG. Secondly, to evaluate CGAU, we present a
principled approach to simulate clients with non-IID data
for evaluating federated learning. The approach utilizes
embeddings from pre-trained networks to simulate clients
ar
X
iv
:2
00
7.
04
80
6v
1 
 [c
s.L
G]
  9
 Ju
l 2
02
0
Client Adaptation improves FL with Simulated Non-IID Clients
by finding clusters in the embedding space.
2. Background
In 2016 McMahan et al. (2017) coined the term federated
learning to refer to the training of a model with data that is
only available at many distributed devices. This setting is
characterized by a few properties that challenge traditional
machine learning approaches. For one, the data is typically
distributed on a large number of clients. Additionally, since
there is a large variance in the behaviour and environment
of the typical phone user, it is non-IID. Finally, the data is
likely to be unbalanced, i.e. there is a large variance in the
number of samples and class distributions at each client.
To combat those issues they proposed the FEDAVG, a variant
on traditional stochastic gradient descent (SGD). FEDAVG
consolidates training updates from a large number of differ-
ent sources with potentially unbalanced training data. Each
client has a local copy of the model to be trained. In each
round, a fraction of the total clients available computes the
weight update of the model on their locally available data.
The number of weight updates before global consolidation
E is a hyperparameter. After E weight updates on the local
model, the client sends the local model to the server. The
server averages the model weights from all clients into the
global model. By only synchronizing the local models every
E steps, the communication cost is greatly reduced, making
FEDAVG feasible for training on distributed clients.
Since McMahan et al. (2017) a number of papers have fol-
lowed up on this approach, aiming to e.g. reduce the neces-
sary communication between clients, examine the vulnera-
bility of the model towards adversarial attacks or deal with
non-IID data (Konecˇny` et al., 2016; Sattler et al., 2019; Li
et al., 2019b; Bagdasaryan et al., 2018; Nguyen et al., 2020).
We focus specifically on approaches dealing with non-IID
data, and we will in the following assume a traditional super-
vised learning task, learning a function that maps an input to
an output class. This covers the most common tasks where
federated learning is used.
Zhao et al. (2018) showed that federated learning is vul-
nerable to data being non-IID in the distribution of classes
with the extreme case being that each client only sees one
class. They show that the difficulty arises because the model
weights from different classes diverge too much before
global synchronization. They also show how weight di-
vergence in between clients is bounded by the earth mover’s
distance in between the distributions of classes from the
clients and the global distribution. The model performance
can be partly recovered by sharing a small proportion of the
data globally to all clients. In contrast to our work, they only
consider differences in distribution over the classes, not in
characteristics of the input data (non-IID feature distribu-
tions as opposed to class distributions).
Sattler et al. (2019) proposed a new compression scheme,
sparse ternary compression (STC) to reduce the communi-
cation necessary in a non-IID setting regarding the class
distributions from the individual clients.
Recently Li et al. (2019b) further examined the influence of
non-IID data on model performance. They show empirically
and theoretically that heterogeneous data will slow down
convergence of the model to the minimum and established
that with non-IID data, the learning rate must be decayed
over time for the model to converge to the optimal state.
Peng et al. (2019) aim to mitigate the effect of domain shift
heterogeneity by learning invariant features with adversarial
reconstruction. They split up the embedding of the input into
a domain-specific and domain-invariant part by minimizing
mutual information between the two components. Then only
the domain-invariant component is used for classification of
the original task while an additional loss function is placed
on a complete reconstruction of the input embedding from
both. In this way, the network learns to disentangle the
domain-invariant features and becomes more robust towards
domain shift.
Finally, Ghosh et al. (2019) proposes a solution for training
with heterogeneous data distributions on the clients. They
propose first finding independent locally optimal solutions
for each client. The clients then send their model to the
server. The server clusters the clients based on the locally
optimal solutions. Consequently, a traditional FL optimiza-
tion is run for each client cluster. Like in our work, they ex-
plicitly consider diversity in the data distributions. However,
in contrast to our work Ghosh et al. (2019) do not work with
neural networks as it assumes a (relatively) low-dimensional
representation of the learnt algorithm parameters.
3. Methods
3.1. Federated learning with pre-trained networks
Deep learning requires, in general, a large amount of data
and computational power for training, and the resulting
models are often of considerable size in terms of memory.
In settings where resources like computational power, data,
and data transfer are limited, e.g., for federated learning
on mobile devices, the resource demands of training deep
neural networks from scratch can be prohibitively large. Pre-
trained neural networks, fine-tuned on the task at hand via
transfer-learning present a viable solution for these issues.
We investigate the use of pre-trained networks for classifi-
cations tasks in a federated learning scheme, where a pre-
trained network is used as a “frozen” feature extractor (that
is, the pre-trained network is not further trained using feder-
ated learning). By using a pre-trained network, we off-load
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the needed computational power and data required from the
federated learning process as the feature extractor network
can be trained centrally using any available but task-relevant
data, or taken from already trained networks from a relevant
domain. Additionally, the communication costs are reduced,
as the feature extractor does not need to be sent back and
forth between rounds of federated learning. The federated
learning then only has to learn to solve the problem of in-
terest by learning a (much smaller) classifier on top of the
embedding that the pre-trained network produces.
3.2. Client adaptation through conditional gated
activation units
Heterogeneous clients with features that are non-IID are
an inevitable part of federated learning in realistic settings.
Given a set of completely homogeneous clients, anything a
model learns based on a particular client would generalize
to other clients. With heterogeneous clients, however, some
class characteristics for a particular client might, or might
not, generalize to other clients. Similarly, some shared class
characteristics might be expressed differently at each client.
Learning in such heterogeneous settings is more difficult, in
part, as the information that can be shared between clients is
reduced (e.g. by patterns distinct to a subset of clients, which
we will call client-specific expression) and the information
that can be shared is obfuscated (the same underlying pattern
looks somewhat different at different clients, which we will
call client-specific modulation).
We propose the use of a simple architectural component for
enabling a (federated learning) model to identify whether
global features are expressed at a client and how each client
modulates global patterns. Specifically, for the classifiers
on top of the pre-trained networks, we use a feed-forward
neural network with gated activation units and enable the
model to condition the units based on the client. We will
refer to units as a conditional gated activation units, CGAU,
see Fig. 1. A federated learning algorithm, such as FEDAVG,
can then be used to optimize the classifier.
The CGAU consists of two parts. In a gated part (orange),
an input x is processed by filter- and gate-weights (learnable
Wf , Wg ∈ RD×N , respectively, where N is the number
of units and D is the dimensionality of the input) followed
by a hyperbolic tangent or a sigmoidal activation function.
The conditioning part (green) shifts the responses of the
filter (W>f x) and gate (W
>
g x) before applying the acti-
vation functions. A simplifying view of the process, to
provide some intuition, is that the conditioning of the filter-
ing responses modulates the global features (“what the fea-
ture is”), and the conditioning of the gating responses con-
trols the client expression of features (“whether this feature
is active”), each through corresponding learnable weights
Vf ,Vg ∈ RK×N , where K is the number of clients.
Figure 1. A gated activation unit with conditioning. Input features,
x, are processed by a gated activation unit (orange), and the re-
sulting filtering and gating outputs are conditioned (green) based
on client one-hot encoding, h, resulting in the output, z. Blue
indicates matrix multiplications with learnable weights, yellow are
activation functions, and red are element-wise binary operators.
In total, the output of the CGAU, z, is:
z =
filter︷ ︸︸ ︷
tanh(W>f x + V
>
f h︸ ︷︷ ︸
modulation
)
gate︷ ︸︸ ︷
σ(W>g x + V
>
g h︸ ︷︷ ︸
expression
),
(1)
where x are and z are the input to and output of a layer in
the classifier (biases omitted,  is the Hadamard product,
and tanh and σ are the hyperbolic tangent and sigmoidal
activation functions). In the simulated setup, the condi-
tioning is a one-hot encoding of clients IDs, captured as
h ∈ RK . Importantly, in a real federated learning setting,
we do not need to share the learnt client conditioning; for a
particular client, the one-hot encoding, in essence, selects
the dimension of the matrices Vf and Vg that pertains to
the client. This conditioning can simply be maintained lo-
cally and can be thought of as an additional local, learnable
translation of the filtering and gating responses. Gated ac-
tivation units with conditioning in this format have been
used both in the WaveNet and PixelCNN architecture (Oord
et al., 2016; Van den Oord et al., 2016) in a convolutional
form, and are based on previous work on gated activation
units in e.g. highway networks (Srivastava et al., 2015) and
long short-term memory cells (Hochreiter & Schmidhuber,
1997).
3.3. Simulating clients with non-IID features
While non-IID clients, both in terms of their label distri-
bution and feature distributions, are inevitable in realistic
federated learning, most data sets that are commonly in-
vestigated in deep learning do not have any inherent client
identification for the samples of the data set. One approach
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to simulate a more realistic scenario in lieu of actual clients
is to assign only a subset of all labels to any given client in
a set of simulated clients. This approach mimics a scenario
in which the label distributions are non-IID across clients
(as in e.g. (Zhao et al., 2018)).
However, in realistic settings, we might encounter that
clients express a particular class differently, which can also
be thought of as having features that are (even class condi-
tionally) non-IID. In order to simulate such non-IID client
feature distributions, we investigate simulated clients where
the samples of a particular class are clustered based on the
feature embedding from a pre-trained network.
We simulate clients by splitting the data, D, in K nodes,
K = {1, . . . ,K}. Each node k has a disjoint data set Dk ⊂
D available for federated training, such that
K⋃
k=1
Dk = D.
For a given data set with C classes, we partition the data in
training and test data, and embed the available data using
a pre-trained network (cf. Section 3.1). We then learn a
dimensionality reduction on the training partition of the
embedded data through principal component analysis. For
simplicity, we use the first two principal components of the
training data and project all the available data onto these.
For each class, we then cluster the training data using a
K-means clustering, thereby obtaining a set of C times K
cluster centroids. Each of the K clients are then assigned
a set of centroids such that samples that are the closest to
one of a client’s C centroids belongs to that client. In this
manner, we obtain data distributions in the embedding space
that are locally clustered and distinct in each client.
3.4. Quantifying heterogeneity of client feature
distributions
We are interested in understanding how non-IID data distri-
butions (beyond class distributions) affects federated learn-
ing. We consider data from K clients, where the k’th client-
specific data Dk consists of Mk pairs of input/label-pairs
{xkm, ykm}Mkm=0. We can say that the class distribution fol-
lows a categorical distribution over C classes, each with
some probability for that client, expressible as a vector pk,
such that ykm ∼ Cat(C,pk). Previous studies have con-
sidered how differences in pk for different clients affect
learning. In contrast, we are interested in how differences of
the input data, xkm ∼ pk (x), affect learning. We consider
derived features, or embeddings, as learnt in a pre-trained
network zkm = fθ(x
k
m) as the basis for investigation—partly
inspired by the use of the Fre´chet Inception Distance (Heusel
et al., 2017) for evaluating the performance of generative
adversarial networks.
For the purposes of this paper, we define the overall client
data heterogeneity as the average distances from any given
client to the rest of the clients in their distributions of embed-
dings, zkm ∼ pk (z). Under a strong assumption of normal-
ity, the level of heterogeneity is quantifiable as a distance be-
tween multivariate Gaussians, and we consider the Fre´chet
distance between two distributions D1 and D2, d2(D1, D2)
(among other names also know as the 2nd Wasserstein dis-
tance).
The Fre´chet distance between two multivariate Gaussians,
D1 = N (µ1,Σ1) and D2 = N (µ2,Σ2), can be deter-
mined as:
d2(D1, D2) = ||µ1−µ2||22+Tr
(
Σ1 + Σ2 − 2 (Σ1Σ2)1/2
)
.
(2)
For a given set of clientsK = {1, . . . ,K}, we are interested
in measuring the overall level of heterogeneity, and so we
quantify this heterogeneity of clients by determining the
distance from any given client to all other clients in their
embeddings. We determine sample mean, µk, and covari-
ance, Σk, of the embeddings for both the client-specific data
(thus assuming zkm ∼ Dk = N (µk,Σk)), and a pooling of
the data from all other clients (DK\k = N
(
µK\k,ΣK\k
)
)
We determine the distance using Eq. (2), and then use the
average distance as our measure of heterogeneity, Γ:
Γ =
1
K
K∑
k=1
d2(Dk, DK\k) (3)
4. Experiments
We use two data sets to evaluate our proposed scheme, one
based on audio data and one on image data. We chose
the two data sets to cover imbalanced and balanced data
as well as binary and multi-class tasks. In both settings
we use a pre-trained network that was not trained on the
data set at hand. The pre-trained networks are used as
feature extractors to provide the features for a classifier.
Experiments were carried out with Tensorflow Federated
(Abadi et al., 2015).
We investigate the performance of a classifier that utilizes
client adaption through conditional gated activation units,
as described in Section 3.2. We contrast the effect of client
adaption with a standard feed-forward neural network with
rectified linear units without conditioning.
We simulated clients with non-IID features by clustering the
embedding features in the manner described in Section 3.3.
We can control the level of client heterogeneity by shuffling
a certain percentage of the sample client assignments. For
a shuffling proportion of 0.0, no samples are randomly re-
assigned to any of the K clients. In this case, we consider
the simulated clients to be maximally non-IID (all samples
that are the closest to a particular centroid are collected in
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(a) Experiment 1: results on FSD (audio) data.
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(b) Experiment II: results on CIFAR-10.
Figure 2. Experimental results. The model trained with CGAU (in red) performs better (or equally well) than the baseline (in blue) at all
levels of shuffling. CGAU is particularly beneficial for simulated very heterogeneous (non-IID) clients), marked by the performance
difference at no shuffling.
one client). On the other hand, a shuffling of 1.0 corresponds
to completely random assignment of samples to clients.
In Experiment I, we investigate data from the Freesound
Database (FSD) Kaggle 2018 data set (Fonseca et al., 2018).
FSD contains approximately 11k audio clips from 41 differ-
ent classes (such as laughter, keys jangling, writing, trumpet,
and coughing). In Experiment II, we investigate CIFAR-10
(Krizhevsky et al., 2009), a popular image dataset featuring
32x32 resolution natural images from ten different classes.
Additionally, we illustrate how the conditioning through
CGAU changing the neural network solution on a XOR-
problem in Appendix A.
4.1. Experiment I: audio cough detection
In our investigation of audio data, we construct a binary
problem from the FSD by subdividing the labels into a
positive class of audio labelled as cough, and a much larger
negative class of any other label in FSD. FSD as a whole
has a total of 273 examples of the cough label.
We use a pre-trained MobileNet (Howard et al., 2017) called
YamNet1 trained on the AudioSet data (Gemmeke et al.,
2017) to obtain embeddings. Audio inputs are resampled to
16 kHz mono signals, and converted to stabilized log-mel
spectrograms. YamNet outputs a 1024-dimensional vector
for each patch in the log-mel spectrogram, where a patch
corresponds to 960 ms of waveform input (only full 960
ms patches are considered and any remainder of the signal
is dropped). We obtain an embedding robust to varying
time-length of the FSD audio samples by max-pooling the
patch-features across the patches (the temporal dimension).
1Maintained by M. Plakal and D. Ellis and available in the
Tensorflow AudioSet research repository.
We train a 2-layer classifier with 64 units with 50 % dropout
between layers. The classifier is trained using FEDAVG
(McMahan et al., 2017) with 10 simulated clients, and at
each round of federated learning all 10 clients were included.
Each client completed 10 steps of gradient descent with
batch sizes of 32 samples, or until all client data had been
seen once—each client had a variable size of data set, seeing
as samples are assigned based on proximity to the cluster
centroids. The clients utilized a stochastic gradient descent
optimizer2. We retain the original FSD training and test
partitions. While training, we monitor the loss of a held-out
sub-partition of 5 % the training set (a validation partition)
by centrally collecting the outcomes on the validation data
points at each client. The best model (model weights) with
the lowest cross-entropy loss on the validation partition
across clients after a total of a 1000 rounds of federated
learning is then used in the final evaluation on the test set.
We determine the average Fre´chet distances from any given
client’s features to all others (as described in Section 3.4).
The results averaged across replicates of the shuffling pro-
portion are shown in Table 1.
We evaluate the performance for shuffling proportions rang-
ing from 0.0 to 1.0 in steps of 0.2 with 12 repetitions of the
experiment at each level for both with and without client
adaption. Since the data is imbalanced, we measure the
model performance in terms of the area under the receiver
operating characteristic (AUC). The results are shown in
Fig. 2a. We see that a model without client adaption (in
blue) performs consistently at about 0.994 across the range
2A momentum and a decay was specified, but at a later stage
it was discovered that the states were erroneously resat at each
round (i.e. at each 10 steps), effectively thus having no decay, and
momenta building over only 10 steps.
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of shuffling. The model with client adaption (orange) out-
performs this baseline model for the most non-IID clients
(lowest levels of shuffling), and has an AUC of about 0.998,
thus improving performance for the most heterogeneous
simulated clients. For more homogeneous clients, we see
no discernible difference between the performance of the
two models.
4.2. Experiment II: image label classification
To show that our approach also works on a balanced and
more challenging data set, we show results on CIFAR-10
(Krizhevsky et al., 2009).
We use an Inception architecture pre-trained3 on ImageNet
(Szegedy et al., 2016; Deng et al., 2009). The embeddings
were extracted from the next to last layer. To align the
CIFAR-10 images with the resolution of ImageNet, we
upsampled the images to 299x299 pixels. We randomly
partitioned the training data set into 80 % training data and
20 % validation data. The classifier network mirrors the one
used in the audio-experiment, except the dimensions were
increased to 128 hidden units each in the two layers. The
federated learning scheme is similar to the audio experiment,
but utilizes an increased learning rate of 0.01, and all models
were trained for 500 epochs. All configurations were run
five times with different seeds. Training with CGAU took
roughly 85% longer per epoch in the simulated setting.
We show results for this task in Fig. 2b. Since the class sizes
of CIFAR-10 are balanced, we show model performance
in terms of the accuracy. The model with client adaption
outperforms the baseline (without client adaption) at all
levels of label shuffling. However, it works particularly well
when there is a large difference in the training distribution
between clients.
5. Discussion
In Fig. 2a and Fig. 2b we see that the models trained with
the proposed conditional gated activation unit outperforms
or perform equal to the baseline model at all levels of di-
versity between clients. In additional experiments on a toy
dataset we show that CGAU does enable the network to
learn client specific features and feature expressions (results
in Appendix A).
Notably, CGAU is particularly useful when there is a high
diversity between clients (no or little label shuffling). This
may be more pronounced due to the effects of transfer learn-
ing, i.e. fine-tuning an already pre-trained model on the
available task-specific data. As a result, the embeddings
from the lower layers may be worse at “discounting”’ client-
variant features, making it particularly important to learn
3Model from github.com/pytorch/vision/tree/master/torchvision
client-specific embeddings along with global embeddings.
In preliminary experiments on CIFAR-10, we found that
the gain in using CGAUs were not as pronounced when
the feature embeddings are extracted from a network pre-
trained with CIFAR-10—and not with ImageNet as shown
on Fig. 2b. We theorize that CGAUs are particularly useful
when the feature extractor was not trained on the same data
distribution, as the feature extractor will not be as adept
at extracting invariant features while discarding spurious
features in the embedding.
To ensure that low shuffling does correspond to higher di-
versity in between client data distributions we provide the
average Fre´chet distance from each individual client to the
remaining data, Γ, in Table 1. We see that label shuffling
rates correlate well with Γ, implying that clustering based
on the embedding may be a good alternative, or addition, to
class clustering for artificially creating non-IID data sets. In
particular it allows us to measure the impact of data that is
non-IID even when conditioned on the classes.
A surprising effect is that applying CGAU results in predic-
tive accuracy increasing for diverse data distributions (low
proportion of shuffling). We would expect the accuracy to
be decreased for the base model for diverse data distribu-
tions as the models diverge between synchronizations and
to stay relatively equal for the model with CGAU. Instead
the base model performs relatively equal across all levels of
label shuffling whereas the CGAU model performs better
for a low proportion of label shuffling. We hypothesize that
this is due to the model learning the specific data distribution
from each client.
While the cough detection problem is highly imbalanced, the
classification task is a less challenging problem when using
a well-suited pre-trained network. A considerable portion of
the audio samples are, e.g., musical instruments with tonal
qualities, that are quite straightforward to distinguish from
coughs. This is also evident from the experimental results,
where even the baseline effectively solves the task with an
AUC of about 0.994.
A marked difference in problem complexity between Exper-
iment I and II is evident in the performance difference at
homogeneous clients (shuffling of 1.0). The model capacity
(if naı¨vely measured as parameter count) is doubled by the
filtering and gating alone in using the CGAU compared to
the baseline. This increase in capacity is not beneficial for
the homogeneous clients in the audio task, but does increase
the test accuracy on the CIFAR-10 problem from about
0.780 to 0.785. This also increases the computational power
needed for each round of learning, potentially exacerbat-
ing problems with e.g. stragglers in real federated learning
systems; whether the performance gains of CGAU is worth
such trade-offs remains to be investigated.
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Table 1. Client average Fre´chet distances, Γ, in relation to proportion of shuffled labels, for the audio data in Experiment 1. Increasing the
proportion of shuffled labels decreases the distances.
Proportion of shuffled labels 0.0 0.2 0.4 0.6 0.8 1.0
Average client Fre´chet distance 1784.4 980.0 550.5 271.0 91.8 19.9
In our experiments, we worked with a relatively low number
of clients (ten clients for both experiments). This was done
to ensure that the clustering as described in Section 3.4
resulted in semantically meaningful clusters of data samples.
Examining the effect with a larger number of clients is
needed, seeing as FL usually works with a (much) larger
number of clients. A potential alternative solution may be to
use a clustering scheme as suggested in Ghosh et al. (2019)
to find clients with shared attributes. However, sharing
characteristics specific to a client in a privacy-compliant
manner may be a challenge.
Incorporating client-information directly in federated learn-
ing models, even if only locally, is a potential opening for
attacks on privacy. The client-specific conditioning does not
need to be shared, yet any use of conditioning in the manner
of the investigated CGAU would need to be evaluated for
robustness to attacks.
6. Conclusion
Extant previous work has shown that models trained in a
federated learning manner converge much slower if the used
data sets are non-IID between clients (Li et al., 2019a).
Since this is an extremely common characteristic when
learning from sensitive user data, it presents a serious hin-
drance to the utilization of federated learning.
We present a simple approach to reduce the impact of local
features by learning patterns specific to each client along
with the global model. In experiments we show that our
approach outperforms the baseline for scenarios with het-
erogeneous clients. We find evidence that our approach may
be particularly beneficial when using a transfer learning
approach to extract embeddings.
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A. CGAU on XOR dataset
We can illustrate the workings of the CGAU by investigating
an augmented version of the classic XOR-problem. We
consider a two-class problem with two features, x1 and
x2. The negative class (red) consists of two clusters for
which the features have the same sign, and the positive class
(blue) is characterized by having the features of opposite
sign. The augmentation to the XOR-problem is that we
consider the clusters to be from two different clients: client
one (“up client”) has only positive x2, and client two has
only negative x2 (“down client”). Ignoring the clients and
solving the problem using a multi-layer perceptron (MLP,
with two hidden units) results in a solution of the form
shown on Fig. 3a, whereas a CGAU with one gated unit
(N = 1) results in a solution of the form shown on Fig. 3b.
The un-conditioned filter and gate outputs are shown on
Fig. 3c and Fig. 3d. We see how the filter has learnt a split
on the sign of x1, and the gate is shutting off any information
for negative x1. Looking at Fig. 3e and Fig. 3f, we see how
the CGAU has learnt to modulate the up clients filter feature
by moving the shift in activation towards more positive x1,
and similarly, we see that the it has learnt to shift the gating
for the down client towards more negative x1.
In a sense, this enables the CGAU to solve the problem
for the down client using “client-specific expression”, and
enables the CGAU to solve the problem for the up client
by using “client-specific modulation”; this assertion can be
confirmed by turning off the two types of conditioning in
making a plot like Fig. 3b, which is shown on Fig. 3h and
Fig. 3g.
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(a) Decision boundaries for MLP. (b) Decision boundaries for CGAU.
(c) CGAU filter activation without conditioning. (d) CGAU gating activation without conditioning.
(e) CGAU filter activation with conditioning. (f) CGAU gate activation with conditioning.
(g) Decision boundaries for CGAU without client modulation. (h) Decision boundaries for CGAU with client expression.
