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1. Introduction 
It has increasingly been recognized that a number of countries, primarily the United States 
and other countries in the West, are at some unique historical crossroad of great significance. 
This crossroad is usually described as a transition from an industrial into a post-industrial type 
of society. It is compared in its significance with the previous major societal transition-the 
change from the pre-industrial into industrial society. Although the transition into the industrial 
society occurred in most Western countries in the nineteenth and early twentieth centuries, most 
of the world today is still characterized by the pre-industrial society. 
According to Daniel Bell [l], there are four basic criteria for classifying societies: 
(1) involvement of the majority of population, 
(2) main resources, 
(3) overall characterization of life, 
(4) intellectual base of technology. 
Each of the three major societies is characterized in terms of these four criteria in Table 1, which 
is based on views expressed by Bell. 
For example, more than 70% of the U.S. population was involved in agriculture until about 
1830, when this percentage started to decline. As shown in Fig. 1, the decline has been steady, 
and the current fraction of the U.S. labor force employed in agriculture is only about 3%. A 
turning point, when the labor force in agriculture became less than 50% of the total U.S. labor 
force, was reached around 1880. That was one of the indicators of a major transition in the 
society, from the pre-industrial society to the industrial one. 
The term “post-industrial society” was originally used for a society which is primarily 
involved in services, such as transportation, utilities, trade, finance, health-care, education, arts, 
research, government, recreation, and others [4,18]. This view is based on the observation of the 
societal trends in the United States after World War II, where for the first time more than 50% of 
the labor force became engaged in the production of various services, and the expectation that 
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Table 1 
Characteristics of the three major types of societies 
Pre-industrial society Industrial society Post-industrial society 
1 Extractive industries 
such as agriculture, 
mining, forestry, 
fishing, etc. 
2 
3 
4 
Raw materials and Financial capital 
natural power such and created energy, 
as wind, water and such as electricity, 
human or animal coal, oil, gas or 
muscle. nuclear energy. 
A game against 
nature. 
A game against 
fabricated nature. 
Craft skills, 
tradition, common- 
sense, trial and 
error, primitive 
science. 
Advanced and highly 
specialized and 
experimentally-based 
disciplines of science 
and their engineering 
counterparts 
Goods-production 
based on machine 
technology. 
Services such as trans- 
portation, trade, utilities, 
finance, government, art, 
education, research, 
recreation and others. 
Information and 
theoretical knowledge 
together with computer 
technology. 
A game between 
persons. 
Integration of experi- 
mentally-based science and 
structurally-based science 
or systems science. 
these trends will continue. (At present, over 70% of the labor force in the United States is 
engaged in services, compared with less than 30% in industry, and only about 3% in agriculture.) 
Whether these trends will continue or not is a matter of current discussion among various 
forecasters. For example, Jonathan Gershuny and some others argue that the service society will 
eventually evolve into a different kind of society, referred to as a self-service society [lo]. 
While I do not intend to take any position on this particular issue, I want to express my views 
regarding other characteristics of the post-industrial society. They are quite similar to those 
expressed by Daniel Bell [l] and, more recently, John Naisbitt [21]: the main difference between 
an industrial and a post-industrial society is that the sources of innovation are derived 
increasingly from the codification of theoretical knowledge, rather than from ‘random’ inven- 
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Fig. 1. Historic decline in the fraction of the U.S. labor force employed in agriculture. 
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tions; the strategic resources of the post-industrial society become information and theoretical 
knowledge, just as the strategic resources of the industrial society are energy and financial 
capital; the post-industrial society rests on a knowledge theory of value rather than a labor 
theory of value; life is primarily a game between persons such as research team members, 
educators and students, doctors and patients, and the like. 
In summary, the post-industrial society is basically an information society. Indeed, the real 
increase in the so-called service sector has been in the various information related occupations 
(programmers, systems analysts, educators, accountants, managers, secretaries, and the like). In 
fact, more than 60% of the labor force in the U.S. has now information related jobs [21]. It is 
thus not surprising that the emergence and development of this new society has been strongly 
correlated with the emergence and development of computer (or information processing) 
technology as well as a number of associated intellectual developments such as cybernetics, 
general systems theory, information theory, decision analysis, and artificial intelligence. All these 
intellectual developments have one thing in common: they deal with such systems problems in 
which informational or structural aspects are highly predominant while, on the other hand, the 
kind of entities which form the systems is less significant. It is increasingly recognized that it is 
useful to view these interrelated intellectual developments as parts of larger fields of inquiry, 
referred to as information, computer, and systems sciences. 
2. Information, computer, and systems sciences 
According to the U.S. National Science Foundation (NSF), “information science deals with the 
study of information as idealized organization or structure as well as its many facets, i.e., 
measures, storage, manipulation, retrieval, coding, and interpretation” [23]. Subject areas that are 
listed under the NSF Information Science Program are: 
_ “the ways in which information can be represented and used by humans and machines; 
_ the interface between human beings and information systems; 
_ formal characterization of properties of information and information systems; 
_ objective and quantitative measures of attributes of information such as quantity, complexity, 
meaning, utility, and value; 
- structural properties of information collection as well as statistical theories of information 
structures; 
_ pattern recognition in text, image, and numerical archives and files; 
- human information processing, including those aspects of learning, memory, problem solving 
and pattern recognition that are relevant to information processing principles; 
_ information representation; 
_ generalization and abstraction from specific biological mechanisms to the human factors of 
information processing capacity especially in connection with measures and methods of 
effective performance.” 
The NSF Information Science Program is one of three programs under the Division of 
Information Science and Technology; the other two programs under this Division are the 
Information Technology Program and the Information Impact Program. 
Let us turn now to computer science. The following definition is given in an Encyclopedia of 
Computer Science [26]: “Computer science is concerned with information processes, with the 
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information structures and procedures that enter into representations of such processes, and with 
their implementation in information processing systems. It is also concerned with relationships 
between information processes and classes of tasks that give rise to them.” The following are the 
major subject areas of computer science that are listed in the Encyclopedia: 
_ “representations in computer language of problems, data, and procedures in various applica- 
tion areas; 
- theory of computation and analysis of algorithms; 
_ higher-level languages for various application areas, schemes for structuring data and proce- 
dures, language descriptions, and translation schemes; 
- machine-level languages, storage schemes, and programming mechanisms; 
- system organization schemes, executive and control mechanisms, and computer design 
processes; 
_ theory of formal languages, automata theory, and switching theory.” 
An alternative, succinct definition of computer science was proposed by Allen Newell and 
Herbert Simon: “ Computer science is the study of the phenomena surrounding computers” [22]. 
As far as systems science is concerned, it is perhaps the least developed of the three sciences 
under discussion. As the name implies, systems science is the study of the full scope of the 
phenomena recognized as various types of systems. The following are some of its main subject 
areas: 
_ systems analysis; 
- systems modelling and simulations; 
_ systems design; 
_ organized systems complexity: measurement, management, simplification; 
_ decision theory; 
_ various phenomena of systems, such as communication, control, regulation, adaptation, 
learning, self-organization, self-production, autopoiesis, etc. 
The three sciences discussed in this paper have two common features. First, they all are 
predominantly concerned with structural properties of systems, rather than the kind of entities 
that form the systems; this is similar to mathematics. Second, they all are heavily dependent on 
computer technology. This dependence is obvious in computer science-the study of the 
phenomena surrounding computers. In information and systems sciences, the computer is 
employed as a laboratory. It allows the scientists to perform experiments in virtually the same 
way they are performed in other, more traditional laboratories. The only difference is that the 
system or information scientists deals with abstract systems, selected from a particular class of 
systems and simulated on the computer, rather than specific real-world objects. Computer 
experiments can be used for deriving experimental laws of systems or information 
[6,8,19,25,29,30], testing postulated hypotheses regarding specific types of systems or information 
[13], determining metamethodological characteristics of specific methods for dealing with sys- 
tems problems [12,13], and generating predictive or retrodictive scenaria based upon systems 
models simulated on the computer and various assumptions [20]. 
It is clear that the domains of information, computer and systems sciences overlap with each 
other to some extent. Since information as well as computing phenomena are systemic in nature, 
systems science is more general than the other two sciences. Due to its orientation to the study of 
systems problems (such as systems modelling, design, simplification, etc.) that emanate from the 
various traditional disciplines of science, engineering, and other areas, systems science plays also 
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Fig. 2. The role of systems science as a ‘bridge’ between problems and methodological tools. 
an important role of a ‘bridge’ between problems and methodological tools developed within 
computer science and mathematics (Fig. 2). 
One of the major characteristics of each of the three levels of societies introduced in Section 1 
-the pre-industrial, industrial, and information societies-is its intellectual base of technology. 
The pre-industrial society is characterized by common sense, the method of trial and error, craft 
skills, and the emphasis on tradition. The industrial society is primarily characterized by machine 
technology based on advanced disciplines of science and their engineering counterparts. It is 
important to realize that science in industrial society is basically one-dimensional in the sense 
that its various disciplines and specializations emerge primarily due to differences in experimen- 
tal (instrumentation) procedures rather than differences in the relational properties of the 
investigated systems. 
The information society is clearly characterized by the emergence of the computer (informa- 
tion) technology and a new dimension in science (Fig. 3). According to this new dimension which 
is represented by information, computer and systems sciences, systems are recognized and 
classified by their structural properties rather than the kind of entities that form the properties. 
Such alternative point of view transcends the artificial boundaries between the experimentally 
based sciences and makes it possible to develop a genuine crossdisciplinary methodology, more 
adequate for dealing with the large-scale societal problems inherent in the information society. 
Hence, my opinion about the role of science in the three types of societies can be summarized 
as follows: the pre-industrial society is basically prescientific; the industrial society is associated 
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Fig. 3. Two-dimensional science in information society. 
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with one-dimensional science, which is essentially experimentally based; the information society is 
characterized by the emergence of a new dimension in science, the theoretically-based con- 
glomerate of information, computer and systems sciences, and its integration with the experi- 
mentally-based science. Science in the information society can thus be described as a two-dimen- 
sional science. The significance of this radically new paradigm of science is not fully realized as 
yet, but its implications for the future are, in my opinion, quite profound. 
3. Computer science and technology 
At this time, the second dimension of science is in its infant age, comparable with the classical 
experimental science in the seventeenth century. Since the computer is the principal laboratory of 
information and systems sciences, their further progress will undoubtedly be closely correlated 
with advances in computer science and technology. 
The overall progress of computer technology proper (i.e., circuits and other physical compo- 
nents) can be expressed in terms of several factors such as the number of ordinary instructions 
that are executed by a single central processing unit (CPU) of the high-end type, the number of 
transistors on a single CPU chip, the number of bits per chip of a dynamic random access 
memory, the number of bits per square inch of a magnetic disc storage, and the speed and 
resolution of input and output devices. Each of these factors has shown a steady exponential 
growth, and it is likely that this trend will continue over the period of the next 10 years or so. 
According to H. Gerola and R.E. Gomory, the overall capability of computing systems will 
increase approximately 20% each year for the next 10 years due to advances in physical 
components [9]. 
Through improvements in lithographic techniques, switching circuits have increasingly been 
made smaller and, consequently, faster. If the same trend continues, as anticipated, some 
physical limits will be reached at about 1990. The basic difficulty is that very fast switching 
circuits will require that the whole processor be very small or, else, the time required for 
transferring a signal from one place in the processor to another will start to slow the processor 
down. However, the smaller the processor, the more difficult it is to remove the heat dissipated 
by the high-speed switching circuits. 
The necessity of the heat dissipation in performing logic operation has recently been 
questioned by some scientists. They argue that logically reversible and, consequently, dissipation- 
less computation is possible, at least in principle. Other scientists disagree with this view and 
maintain that computation inherently requires some minimum amount of dissipated heat per 
logical operation. This issue remains undecided. Although a definite answer is of no significance 
to the near term future of computer technology, it will likely become significant in the 1990’s. 
The progress in computer technology is only one factor contributing toward increases in the 
overall capabilities of computing systems. Another factor is the underlying computer architec- 
ture. With a few exceptions, computers have been designed within the Von Neumann computer 
architecture. That means that each computation is performed in a serial mode, one operation at a 
time. An alternative possibility is to build computing systems with many independent processes 
that are capable of performing computations simultaneously (in parallel); such computing 
systems are usually referred to as parallel computers. 
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Although the idea of parallel computers was proposed as long ago as the 1940s it has become 
feasible to build such computers only recently, primarily due to the tremendous reduction in the 
cost and size of computer hardware. Computer systems with perhaps as many as several million 
simple processors are currently under considerations. Problems in designing such systems are 
formidable, but there is no doubt they will be given great attention in the years to come. 
While there is essentially only one way of building a serial computer, there are virtually 
unlimited numbers of ways of building parallel computers. One of the main issues of current 
research on parallel computers is to determine which architectures work best for which problems. 
Systems science, one of whose main concerns has been a comprehensive study of systems 
problems, should be an important resource in this respect [15]. 
An important part of computer architecture, which also influences the overall capability of a 
computing system, is the nature of the man(user)-machine interface. There is a spectrum of 
difficult problems associated with it. Perhaps the most important problem is to make the 
computer able to communicate with the user in a natural (human) language, such as English or 
French, rather than in an artificial language, such as FORTRAN or PASCAL. This requires that 
the computer be capable of understanding a natural language as well as common sense reasoning 
in that language. These difficult problems are currently subject of active research in computer 
science, but it will likely take at least another decade before satisfactory solutions are reached. 
This is in contrast with the great enthusiasm about computer translation between natural 
languages in the early 1950s when it was anticipated that computer translation (viewed at that 
time as a decoding problem!) would be completely solved within a few years. As we know, these 
expectations turned out to be unwarranted, and natural language is still an unconquered beast. 
4. Three ranges of complexity 
The most fundamental role of the second dimension of science and technology, as introduced 
in Section 2 (Fig. 2), is to deal with complexity. Although mathematics has also attempted to 
deal with complexity, it is now well understood that its role in this respect is rather limited. 
In a well known paper, published in 1948 [31], Warren Weaver distinguished three significant 
ranges of complexity, which considerably differ from each other in the mathematical treatment 
they require. Weaver called them: organized simplicity, disorganized complexity, and organized 
complexity. 
Organized simplicity is represented by systems that are adequate models of some real world 
phenomena and, yet, consist of a very small number of variables (typically two or three), which 
depend on each other in a highly deterministic fashion. Systems of this sort had been predomi- 
nant in science prior to the twentieth century. Indeed, the recorded history of the main 
discoveries in science from the seventheenth through the nineteenth century consists basically of 
variations on the same theme: a discovery of hidden simplicity in a phenomenon that appears 
complex. Phenomena of this sort are characterized by small numbers of significant factors and 
large numbers of negligible factors. This allows the scientist to introduce experimentally 
acceptable simplifying assumptions, according to which a few significant factors can be isolated 
from a large number of presumably negligible factors. 
Due to their nature, systems with the characteristics of organized simplicity are perfectly 
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suitable for analytic mathematical treatment, usually in terms of the calculus and differential 
equations. They are best exemplified by systems based upon Newtonian mechanics. 
While organized simplicity is characterized by small numbers of variables and high degrees of 
determinism, disorganized complexity possesses characteristics that are exactly opposite to these: 
it is represented by systems with very large numbers of variables and high degrees of random- 
ness. Interest in systems of this sort began in the late nineteenth century with the investigation of 
systems representing the motions of gas molecules in a closed space. Such a system would 
typically consist of, say, 1O23 molecules. The molecules have tremendous velocities and their 
paths, affected by incessant impacts, assume the most capricious shapes. 
It was obvious that systems with these characteristics could not be studied in terms of the 
ideas and methods developed for dealing with systems in the category or organized simplicity. A 
radically new paradigm was needed. It eventually emerged at the beginning of this century, 
primarily due to the work of J.W. Gibbs [ll], in terms of statistical methods. Their purpose is not 
to deal directly with the individual variables (e.g., motions of the individual molecules), but to 
use a small number of calculated average properties. These calculations are based on the 
assumptions of large numbers and randomness. Disorganized complexity is thus best exemplified 
by systems based upon principles of statistical mechanics. 
While analytical methods are impractical for even a modest number of variables (say five 
variables) and a small degree of randomness, the relevance and precision of statistical methods 
increase with a rise in the number of variables and their degree of randomness. These two types 
of methods are thus highly complementary. They cover the two extremes of the complexity 
spectrum. Where one of them fails, the other excels. Unfortunately, despite their complementar- 
ity, these two methods cover in fact only a tiny fraction of the whole complexity spectrum. 
The large range of complexity between the two extremes, which Weaver calls organized 
complexity, is methodologically undeveloped in the sense that neither analytical nor statistical 
methods are adequate for dealing with systems that fit into it. Such systems are rich in factors 
that cannot be neglected. That is, if they are neglected, the systems loose their relevance as 
adequate models of the real world phenomena involved. And, by the same token, they do not 
involve sufficient number of entities that are sufficiently random to yield meaningful statistical 
averages. This means that systems or organized complexity are not susceptible to either of the 
two simplification strategies invented within the first dimension of science (Fig. 3) and, 
consequently are currently beyond mathematical treatment. 
In my opinion, information and systems sciences emerged primarily as sciences for dealing 
with organized complexity. It is thus not surprising that their emergence and development are 
closely correlated with the emergence and development of computer technology. Indeed, without 
the computer-their laboratory-these sciences would be vacuous. Hence, it is primarily the 
advancing computer technology that allows us to make steady advances into the unknown 
territory of organized complexity. 
While we become increasingly more successful in dealing with systems of organized complex- 
ity, we also begin to understand that there are definite limits of our capabilities in this regard. 
One such limit was determined by simple considerations based on quantum theory by Bremer- 
mann [2]. He expressed it by the following proposition: “No data processing system, whether 
artificial or living, can process more than 2 X 104’ bits per second per gram of its mass.” Hence, 
a hypothetical computer the size of Earth could not process during the whole period of the 
estimated age of Earth more than about 1O93 bits of information. 
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5. Simplification strategies for organized complexity 
Even if a problem regarding a highly complex system can be handled without any simplifica- 
tion by a computer, the solution must be eventually reduced to a level of complexity that is 
acceptable to the mind of a user (e.g., a decision maker) who is in a position to utilize it. Since 
neither the Newtonian nor statistical simplification strategies are applicable in the range of 
organized complexity, new avenues to the simplification of systems are needed. 
Systems complexity has obviously different meanings for different types of systems that are 
now recognized in systems science [HI. Notwithstanding these differences, two general aspects of 
complexity are normally recognized: 
(i) descriptive complexity, expressed in terms of the minimum amount of information required 
to describe the system, and 
(ii) uncertainty complexity, expressed in terms of the amount of information needed to resolve 
any uncertainty associated with the system involved. 
There are, of course, many different forms which these two kinds of complexity can take. 
Regardless of which forms are used, however, a general problem of systems simplification can be 
formulated as follows. 
Given a system of some type, let X denote the set of all its admissible simplifications. Let <d 
and <” denote two fundamental preference orderings on X, which are based on the descriptive 
and uncertainty complexities, respectively. Both of these orderings are, in general, only weak 
orderings (i.e., reflexive and transitive relations on X). Let <* , <p , . . . denote other (optional) 
orderings on X (weak, partial or total), which express special preferences specified by the user of 
the given system. In terms of all the orderings involved, we define a joint preference ordering 
<* by the following formula 
(Vx, y~X)(x<* yoxddy and x<“y and x<*y and X<~Y and .._). 
The solution set X, of the simplification problem consists of those systems in X which are either 
equivalent or incomparable with respect to the joint preference ordering. Formally, 
x,= {xEX~(vyEX)(y~*x~x~* y)}. 
All simplification strategies can be formulated as special cases of this general formulation, 
which is based on a formulation for systems identification proposed by Gaines [5]. They differ 
from each other in: 
_ the type of the system to be simplified; 
_ the set of admissible simplifications; 
_ the specific forms of the descriptive and uncertainty complexities; 
_ the nature of the additional (optional) preference orderings. 
Let us overview some important simplification strategies, each of which is subsumed under the 
general formulation of the simplification problem. 
One way of simplifying a system of any type is to exclude some variables from the system or 
to replace them with a smaller number of aggregated variables. Another way is to reduce 
resolution of some variables, i.e., to partition their state sets into equivalence classes. These are 
standard simplification strategies, which are well developed for various types of systems and 
complexity measures [ 151. 
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An important strategy for making very complex systems manageable is to break them down 
into appropriate subsystems. This strategy has been extensively investigated since the mid 1970s 
within the context of reconstructability analysis-a set of computer-aided methodological tools 
for dealing with the relationship between wholes and parts, i.e., between overall systems and 
their various subsystems [15,17,28]. 
Another way of dealing with very complex systems that possess the characteristics of 
organized complexity, perhaps the most significant one, is to allow imprecision in describing 
properly aggregated data. Here, the imprecision is not of a statistical nature, but rather of a more 
general modality, even though the possibility of imprecise statistical descriptions is included as 
well. The mathematical apparatus for this new modality, which is recognized under the name 
“theory of fuzzy sets”, has been under development since the mid 1960s [3,16,32,33]. This 
important simplification strategy has not been developed to its full potential as yet, but it is a 
subject of active current research [16]. 
6. Computational complexity 
When we formulate the various strategies for simplifying systems, yet another face of 
complexity emerges- the computational complexity associated with each of the specific simplifi- 
cation problems. In general, computational complexity is a characterization of the time or space 
(memory) requirements for solving a problem by a particular algorithm. Either of these 
requirements is usually expressed in terms of a single parameter that represents the size of the 
problem. For the various simplification problems, the problem size may adequately be char- 
acterized, for example, by the number of variables in the given system. 
Given a particular problem, say one of the simplification problems, let n denote its size. Then, 
the time requirments of a specific algorithm for solving this problem are expressed by a function 
f: R-+R 
such that f(n) is the largest amount of time needed by the algorithm to solve the problem of size 
n. Function f is usually called a time complexity function. 
It has been recognized that it is useful to distinguish two classes of algorithms by the rate of 
growth of their time complexity functions. One class consists of algorithms whose time complex- 
ity functions can be expressed in terms of a polynomial 
f(n) = uknk + uk_Ink-1 + ’ ’ ’ +a,n + a, 
for some positive integer k. They are usually called polynomial time algorithms. The second class 
of algorithms consists of those whose time complexity functions are based upon a formula in 
which n appears in the exponent, e.g., 2”, lo”, 22”, etc. They are usually referred to as exponential 
time algorithms. 
The distinction between the polynomial and exponential time algorithms is significant, 
especially when considering large problems (large n). This can be seen by comparing plots of 
some polynomial and exponential time complexity functions in Fig. 4. 
Although computational complexity has been predominantly studied in terms of the time it 
takes to perform a computation, the amount of computer memory required is frequently just as 
important. This requirement is usually called the space requirement. It is studied in terms of a 
space complexity function, analogous to the time complexity function. 
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Computational complexity has been extensively investigated since the early 1970s. Many 
important results are now available in this subject area, but it is beyond the scope of this paper 
to cover them here. A good overview of the main issues regarding computational complexity and 
results available in the late 1970’s was prepared by Garey and Johnson [7]. 
Thus far, computational complexity has predominantly been studied in terms of the ‘worst- 
case’. This approach often leads to vastly misleading results, which do not represent the actual 
(average) computational complexity in practice. Current research on computational complexity 
attempts to improve the situation by placing more emphasis on the determination of computa- 
tional complexities for typical (or average) problem instances for the various problems of 
interests. The main difficulty lies in the characterization of what are typical problem instances, 
i.e., in the characterization of the set of problem instances that one expects to encounter in 
practice with some specific probability distribution. 
7. Organizations in the information society 
There seems to be a general agreement that the information society will be a fundamentally 
different environment for organizations than was industrial society [14]. It is expected that the 
amount of available knowledge, the level of complexity, and the degree of turbulence will be 
significantly greater in the information society than they were in the industrial society. In 
addition, it is also expected that even the absolute growth rates of these three factors will be 
significantly greater than in the past. 
In the information society, organizations will have no choice but to deal with this radically 
different environment. To survive, they will have to adjust their structures, processes and 
technologies to be able to cope with the new environment. This implies that designs of 
organization in the information society will be qualitatively different from those in industrial 
society. 
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Confronted with an environment that is characterized by more and increasing knowledge, 
complexity and turbulence, organizations will be faced with challenging demands on decision 
making. Not only will decision making be considerably more complex, but decisions will also be 
required more frequently and will have to be made faster. 
To keep organizations compatible with the environment, substantial portions of decision 
making in the information society will be concerned with organizational innovations, i.e., radical 
changes in produced goods or services, as well as in the technologies, processes, and structures of 
the organizations themselves. In general, demands on organizational innovations will be more 
frequent, more extensive, and will have to be implemented faster than in the past. 
All these demands on organizations in the information society indicate that organizations will 
be required to function as anticipatory systems, i.e., systems that possess on-going capabilities of 
building relevant systems models of their environments and are able to use these models for 
making decisions and actions that optimize specific goals. This means that an on-going systems 
modelling of relevant aspects of the environment will be an essential feature of the decision 
making infrastructure of organizations. 
The fact that organizations will have to function as anticipatory systems implies that expertise 
in systems science will be in increasing demand by organizations. Indeed, research on anticipa- 
tory systems [27] and the associated problems of systems modelling and decision making 
[24,34,35] is at heart of systems science. I expect that expert systems will eventually be built that 
will incorporate enough relevant knowledge and methodology from systems science to reach 
expert levels of performance for the modelling, decision making, and problem solving needs of 
organizations in information society. Some initial ideas regarding the architecture of such expert 
systems are presented in my recent book [15]. 
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