The Higher-Order Petri Net is a new class of Petri Nets that exploit the properties of higher-order neural networks. Adding time to HOPN produces a new class called Higher-Order Time Petri Net, this is the subject of our study .In this paper, a method to model the internet host reliability with Higher-Order Time Petri Net is proposed. Analysis of HOTPN model is presented. A reachability graph is defined in a discrete way by using an enumeration procedure and the reachable states of the Time Petri Net and HOTPN. Finally, we compare between TPN and HOTPN by using the behavior properties and reachability graph.
INTRODUCTION
Petri nets have many applications in different issues in the different systems. These systems may be complex. It is for this reason that different Petri net types have been formally defined and created. Every one of them has its own particular specialized use which is very interesting to solve and address a particular problem. But having so many different types of Petri nets creates issues as how to choose the best Petri net type or class for a particular problem. Petri nets can be used to test and verify rigorously, system functionality and design implications at the very initial phases of analysis. They can be used to determine critical performance issues related to time and failure. Petri nets can be used to create different viewpoints of a system related to the conceptual, logical or physical design structures [1] .
In some cases, the classical Petri nets cannot model the behavior of the system accurately. To solve this problem, researchers proposed a new class of Petri nets called Higher Order Petri Nets (HOPN) that are based on the properties of higher-order neural networks.
Time Petri Nets are derived from classical Petri nets. Additionally, each transition t is associated with a time interval [a t , b t ]. Here, a t and b t are relative to the time, when t was enabled last [2] . Every possible situation in a given TPN can be described completely by a state z = (m, h), consisting of a (place-) marking m and a transition marking h.
liveness. These properties are decidable for an arbitrary classical PN, but not for an arbitrary TPN in general. However, there are restricted classes of TPN for which the properties are decidable.
In paper [3] 
BASIC NOTATIONS AND DEFINITIONS
Definition 1 (Higher-Order Petri Net) An HOPN is formally defined in the same way as the classical Petri nets, HOPN = (P, T, F, W, M 0 ), where [4]  F ⊆ (P×T) ∩ (P 2 ×T) ∩………. ∩ (P m ×T) ∩ (T×P) is a set of arcs.  W: F → Ν is a weight function;
The main difference is the definition of the set of arcs.
Definition 2 (Firing Rule of HOPN)
A transition t is said to be enabled or firable if there exist at least one of its kth-order input arcs such that each of this arc's places have at least as many tokens as the weight of this kth-order arc. Such an arc is defined as an enabled arc.
Definition 3 (Time
and I 1 (t) ≤ I 2 (t) for each t ∈ T , where I(t) = (I 1 (t), I 2 (t)).
The Petri net S(Z) is referred to as the skeleton of Z. I is the interval function of Z, I 1 (t) and I 2 (t) are the earliest firing time of t (eft(t)) and the latest firing time of t (lft(t)), respectively. A transition t is called immediate, if eft(t) = lft(t) = 0. A TPN is called strong, if there does not exist an infinite latest firing time in the net, i.e., 
The state z 0 := (m 0 , h 0 ) with is set as the initial state of the TPN Z.
The interpretation of the notion "state" is as follows: within the net, each transition t has a clock h(t). If t is enabled at a marking M, its clock h(t) shows the time elapsed since t became most recently enabled. If t is disabled at m, the clock is switched off (indicated by h(t) = #). Thus, the vector h which is a vector of clocks is actually a transition marking and the already defined notion "marking" is in fact a place marking. In the following we call the places marking M a p-marking and the transitions marking h a t-marking. The state z = (m, h) is called an integer state, if h(t) is an integer for each enabled transition t in m.
Each transition t  T induces the marking t − and t + , defined as follows:
The behavior of a TPN is defined by changing from one state into another by firing a transition or by time elapsing. 
 the state z = (m, h) is changed into the state zʹ = (mʹ, hʹ) by the time elapsing
e. the time elapsing τ is possible), and iii.  t is called live in the state z iff:
 Z is live iff all transitions are live in z0.
The set of all reachable states in Z, starting at
The sequence of transitions σ = t 1 . . . t n can fire in Z starting at z 0 , because there is a sequence n n t t
We call such a transition sequence σ a feasible one (or a firing sequence for short). The sequence σ(τ), which is a concrete execution of σ in Z, is called a (feasible) run of σ. It is clear that in a given TPN the state changes generally consist of alternating series of time elapsing and transition fires. Obviously, for a given run the transition sequence is well defined, and for a given transition sequence there are infinitely many runs in general.
Definition 10 (An Enumeration Procedure of TPN)
Starting at the initial state all integer-state successors of a reached integerstate can be derived in a successive way (i.e. breadth-first search) [6] :
Step: Let z be in RG(Z) already. 
THE PROPOSED HIGHER-ORDER TIME PETRI NET
We now integrate the concept of the network with the concepts of Net to obtain new definitions and suitable for the proposed class. and I 1 (t) ≤ I 2 (t) for each t ∈ T , where I(t) = (I 1 (t), I 2 (t) ). Firing rule of HOTPN 
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The Modeling of HOTPN
In this section, we build a model for internet host reliability using Higher-Order Time Petri net from Time Petri Net. In Fig.2 (cf. [3] ) is a extension of Fig.1 by the introduction of second-order arc of transition t 1 . We note the most important differences between the two figures, as follows  The static behaviour of model can be represented using places, transition and arcs.
a. An increase in the number of places (p 11 ), then become the number 11 instead of 10.
b. The same number of transitions.
c. The emergence of a second-order arc of p 1 and p 10 to t 1 . Also the emergence of a second-order from p 9 and p 11 to t 0 .
 The dynamic behaviour of model can be represented using token in the state of the model.
a. The number of token in initial state is
In Fig. 1 , we note the presence of a single period of time on the transition t 1 , while the rest transitions (t 2 to t 9 and t 0 ) do not contain the times. Thus, we suppose that part of the net that contains places p 1 , p 2 , p 10 and p 11 and transition t 1 ) is a subnet which denoted HOZ 1 . While denote to the other part HOZ 2.
In the subnet HOZ 1 , in the initial state, the transition t 1 is enabled, thus, z 0 can change into another state only as time elapses. For example, the change of It present in every sequences firing in net HOZ.
Analysis of HOTPN
To analyze the behavior of Model using the reachability graph and it apply behavioral properties.
The Sequences of Transitions:
a. 
The enumeration procedure for computing the reachable graph of a given TPN defined above can be performed using the definition 5. The reachability graph of the TPN is shown in Fig.2. 
The behaviour properties of the models
Depending on definitions of TPN (and HOTPN) properties and Fig. 2 (and Fig.3 ), we can deduce following table. From Table 1 we note that:
 TPN model is reachability, Boundedness and not liveness.
 HOTPN model is reachability, Boundedness and liveness. Table 4 summarizes the place set of the reachability graph. The header represents places and the left-most column represents the place set having marking. The reachability analysis was very useful to validate state transitions of the places. 
