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Abstract
This project consists of performing upgrades to the massively parallel NRLMOL electronic structure
code in order to enhance its performance by increasing its flexibility by: a) Utilizing dynamically
allocated arrays, b) Executing in a parallel environment sections of the program that were previously
executed in a serial mode, c) Exploring simultaneous concurrent executions of the program through the
use of an already existing MPI environment; thus enabling the simulation of larger systems than it is
currently capable of performing. Also developed was a graphical user interface that will allow less
experienced users to start performing electronic structure calculations by aiding them in performing the
necessary configuration of input files as well as providing graphical tools for the displaying and analysis
of results. Additionally, a computational toolkit that can avail of large supercomputers and make use of
various levels of approximation for atomic interactions was developed to search for stable atomic
clusters and predict novel stable endohedral fullerenes.
As an application of the developed computational toolkit, a search was conducted for stable
isomers of Sc3N@C80 fullerene. In this search, about 1.2 million isomers of C80 were optimized in
various charged states at the PM6 level. Subsequently, using the selected optimized isomers of C 80 in
various charged state, about 10,000 isomers of Sc3N@C80 were constructed which were optimized using
semi-empirical PM6 quantum chemical method. A few selected lowest isomers of Sc3N@C80 were
optimized at the DFT level. The calculation confirms the lowest 3 isomers previously reported in
literature but 4 new isomers are found within the lowest 10 isomers.
Using the upgraded NRLMOL code, a study was done of the electronic structure of a
multichromoric molecular complex containing two of each borondipyrromethane dye, Zn-tetraphenylporphyrin, bisphenyl anthracene and a fullerene. A systematic examination of the effect of structural
strain and the presence of ligands on the ionization energy and the electron affinity was also done.
Finally, calculations were performed on a few lowest charge transfer states involving electronic
transitions from the porphyrin component to the fullerene subunit of the complex using the perturbative
delta-SCF method.
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Chapter 1: Introduction
“The underlying physical laws necessary for the mathematical theory of a large part of physics
and the whole of chemistry are thus completely known, and the difficulty is only that the exact
application of these laws leads to equations much too complicated to be soluble. It therefore becomes
desirable that approximate practical methods of applying quantum mechanics should be developed,
which can lead to an explanation of the main features of complex atomic systems without too much
computation”.

Paul Dirac[1]

The advent of recent computer technologies has made it available to effectively harness the
combined power of computers connected through a network to work together as a group in solving large
and complex numerical problems which would be otherwise difficult to solve on a single computer.
Although not impossible, the time it would take to solve it would not be of practical use. Thus,
networked computers (known as clusters) or supercomputers are the most viable means of solving large
numerical problems, the mathematical operations and data must be divided amongst the computing units
to work independently and communicate with each other to construct a final solution. Computation is
nowadays considered the third pillar of scientific investigation along with theory and experiment. One
such active area in computational research involves the prediction of properties of new materials that
have yet to be produced in the lab. Computational simulations can screen materials and their properties
in order to avoid the time that material scientists and chemists would spend synthesizing materials and
testing their properties, by performing these simulations of materials on the quantum level, it is possible
to effectively determine their properties and thus construct databases that chemists can reference to
select the best candidates for production. Both computational simulations and experimentation provide a
stream of data that each other can benefit from, (Fig. 1.1).

1

Figure 1.1: Interrelation between disciplines and results.

1.1

Quantum Mechanics for materials
The material properties at the atomistic level can be accurately described through quantum

mechanics. The time independent formulation of the Schrödinger equation can be written as

,

where Ψ is the total wavefunction of the system. In principle all the properties of the system can be
extracted from its wavefunction. Various approximations are used in deriving a quantum mechanical
solution of the Schrödinger equation to describe the materials properties. Most often, the BornOppenheimer approximation is invoked to decouple the electronic and the nuclear degrees of freedom.
The electronic part of the Hamiltonian of a many-body system with N electrons and M nuclei within the
Born-Oppenheimer approximation becomes:

∑

∑

∑

|⃗

⃗⃗ |

∑

∑

|⃗

⃗ |

(1.1)

In ab-initio methods, the solution of the electronic part is obtained variationally. Wave function
based methods for solution of the electronic Hamiltonian require large amounts of calculations. The
many-body wavefunctions include all electronic degrees of freedom and are expressed as determinants
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constructed from the single-electron orbitals. The wavefunction of a system containing N electrons
becomes a function of 3N variables. The single-particle orbitals are products of two functions – one that
depends on the space part and one that depends on the spin part. Thus, the number of variables
increases as the size of the system increases. As opposed to the wave function based methods for solving
the Schrödinger equation, density functional theory (DFT) provides a means of reducing the number of
variables by using the electronic density as the basic variable. In density functional theory, the total
energy of the system is a functional of the density, and the ground state density can be obtained
variationally by varying an initial density until it minimizes the total energy. Although the theory is
exact, practical implementation requires approximations related to the kinetic energy and exchangecorrelation functionals. In the Kohn-Sham approach, the kinetic energy of an N-electron system is
approximated as that for a non-interacting N-electron system. The difference between the interacting and
non-interacting system is included in the correlation energy. The exact form of the exchange-correlation
energy functional is not known, but various approximations exist in practice. The variation of total
energy with respect to density yields N number of single-particle equations known as Kohn-Sham
equations:

( ⃗)]

[

where

( ⃗)

Here

( ⃗)

( ⃗)

(1.2)

( ⃗) is the single-particle wavefunction, ( ⃗) is the electron density of the system and

∑

| ⃗ ⃗⃗ |

∫ |⃗

(⃗ )

( ( ⃗))

⃗ |

( ( ⃗)) is the exchange correlation potential.
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(1.3)

One advantage here is that the exchange-correlation potential is a local function of density as
opposed to the non-local exchange potential in Hartree-Fock method. In practice, a trial N-electron
density is initially used to obtain the effective one-electron potential and the Kohn-Sham equation. The
set of N Kohn-Sham equations are solved to obtain the Kohn-Sham orbitals. The Kohn-Sham orbitals
are used to calculate the density, total energy and the effective potential. The process is carried out
iteratively until self-consistency is achieved.
Compared to other wavefunction based ab-initio methods, a density functional theory
calculation is computationally less demanding. But even with this reduction, only systems with an order
of approximately 200 atoms are considered for effective simulation, as a larger number of atoms require
additional memory for storage, this starts to conflict with the actual memory limitations of the
computing units. Often, the Kohn-Sham orbitals are expressed in terms of a basis set. The size of the
basis set determines the computational costs. While a larger basis set ensures accuracy, it also becomes
computationally expensive.
The NRLMOL code, which is the subject of this work, is a density functional theory based code
that is used by our group to study the electronic structure of molecules and clusters and their properties
such as vibrational, optical, magnetic, and photovoltaic properties. The photovoltaic properties of
organic molecules are currently being studied by various groups to develop organic photovoltaic
devices. Though currently organic photovoltaics offer much lower photoconversion efficiency compared
to semiconductor based devices, it has the advantage of low production cost and flexible devices. The
active materials in organic photovoltaics are generally a combination of electron donor and acceptor
moieties which typically are molecules or polymers. Our group is currently engaged in studying the
excited state properties of such molecular donor-acceptor complexes at the quantum mechanical level.
The sizes of such systems are typically several hundreds of atoms. While computational screening of
4

materials can reduce the material discovery time, the codes also need to be upgraded to suit such large
scale applications. The present work is aimed at upgrading the NRLMOL code to make it suitable for
large scale applications.
1.2

The NRLMOL project
NRLMOL, the Naval Research Laboratory Molecular Orbital Library [2-10]is a massively

parallel code for electronic structure calculations on large molecules and clusters. It was principally
developed by Mark Pederson from Naval Research Laboratory and collaborators. The code is based on
Kohn-Sham formulation of density functional theory and solves Kohn-Sham equations by expressing the
Kohn-Sham orbitals as a linear combination of atomic orbitals where each orbital is a linear combination
of Gaussian functions. These Gaussian functions have the origin at the atom centers and have the
Cartesian form:

( ⃗)
where ⃗⃗⃗⃗⃗

(
̂

)(
̂

) (

)

( ⃗ ⃗⃗ )

(1.3)

̂ is the position vector of atom A, l, m and n are integers.

The default basis set of the NRLMOL has been specifically optimized for the PBE exchangecorrelation functional [11] and is larger than the triple-zeta basis set. In this basis set, the same primitive
Gaussians are used to build all the contracted functions for a given atom. The set of primitives is
comparatively large, e.g. for carbon atom the number of primitives is 13. The large basis set results in
more accurate energies and forces. While the default is an all-electron basis set, the code also allows use
of pseudopotentials. The pseudopotentials developed by Bachmann, Hamam, and Schluter are
implemented along with a corresponding optimized basis set. Other tabulated pesudopotentials can also
be used. The molecular point group symmetry is effectively used to reduce computation. The advantages
5

of Gaussian orbitals are: a) integrals involving the Gaussian functions have simple analytic forms which
aids in the construction of the secular equations and total energies and forces, b) since Gaussians orbitals
are localized in space, the overlap matrix becomes sparse leading to an O(N) storage rather than O(N2);
c) the Gaussian framework allows easy parallelization of the code.

The following flowchart (Figure 1.2) describes the various steps taken in solving the Schrödinger
equation for a molecule. The code performs calculation on a single-point on the potential energy surface.
The single point on the potential energy surface is determined by the geometry i.e. positions of the
atoms.

Figure 1.2: Schematic diagram of NRLMOL execution.
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The inputs to the code include the positions and the atomic number of the atoms of the initial
structure, the total charge and spin of the molecular system. The code then generates the basis set. It first
solves the Schrödinger equation for each type of atom to generate the self-consistent atomic potential.
The atomic potentials are then used for the determination of the numerical grid to be used for numerical
integrations in the molecular calculation. The starting potential of the molecule is taken as a least-square
potential generated from the atomic potential which is used to calculated the Hamiltonian matrix. This
step is necessary only for the cases where an approximate starting Hamiltonian or potential or
wavefunction are absent. The Hamiltonian matrix is then diagonalized to obtain the eigenvectors which
combined with the basis functions yield the Kohn-Sham orbitals. This step also requires the calculation
of the overlap matrix. Once the wavefunctions are determined, it is necessary to calculate the potential
due to these wavefunctions. The single-particle effective potential in density functional theory consists
of the potentials due to the nuclei, the Coulomb potential due to the other electrons, and the exchangecorrelation potential due to the other electrons. The Coulomb potential depends on the electron density
and the pure DFT approximations to the exchange-correlation potentials require either electron density
or both electron density and its gradients. Once the potentials are calculated again, the secular equation
is solved to obtain the new wavefunctions. The process is carried out iteratively until self-consistency is
achieved. The self-consistency is determined by the change is total energy from previous iterations.
Typically, a change less than 1×10-6 Hartree is considered as converged, where the energy comes from
(1.4):

∑
∫ ⃗∫ ⃗

( ⃗) (⃗⃗⃗⃗)
| ⃗ ⃗⃗⃗⃗|

|⃗⃗⃗⃗⃗⃗ ⃗⃗⃗⃗⃗⃗|

∑

∫ ⃗ ( ⃗)

⟨

|

[ ]

(1.4)
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∑
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|

⟩
,

where:

( ⃗)

|

∑

( ⃗)| .

(1.5)

Once the self-consistency is reached, the forces on each atom are calculated. The HellmannFeynmann part of the force (first two terms of 1.6) is relatively easy to calculate.

⃗⃗
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⃗ ⃗⃗
| ⃗ ⃗⃗ |

⟩

],

(⃗⃗ )

(

(1.6)

where:

∫ ⃗

|⃗⃗ ⃗⃗ |

[ ])

(1.7)

The Pulay part of the force (last term of 1.6) arises for localized basis functions and is
computationally expensive. The total energy and the forces are used in an optimization scheme to reach
a local minima on the potential energy surface. The code permits full or partial structure optimization.
Once the structure is optimized, various propertied such as harmonic vibrational frequencies, infra-red
spectra, Raman spectra, polarizability, density of states, joint density of states, vibrational polarizability
etc. can be determined.
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The NRLMOL code is massively parallelized. The parallelization uses a master-slave paradigm
where the master is responsible for all the input and output to the disk and dividing up the work among
the slave processors. A honey-bee algorithm is used which proved particularly useful for heterogenous
platforms of Beowulf clusters of late 90s or early 2000s. Only the computationally intensive parts of the
code are parallelized. These parts are: calculation of the variational mesh, solving the Poisson equation
to calculate the Coulomb potential, construction of the Hamiltonian and overlap matrices, calculation of
the density gradients, and Pulay forces. The code has been used for systems containing 200-300 atoms
which are considered large for DFT calculations at the all-electron level.

The code shows linear

speedup with the number of the processors (up to 256 processors) used for systems containing hundreds
of atoms. Our group typically uses the code to run on 128-256 processors for systems containing 200300 atoms.
While the need to maintain accuracy and a linear scaling with an increasing number of
processors has been useful for applications to large systems, one aspect of the code has created a bottle
neck for such applications. Large parts of this code were developed in late eighties and early nineties
whereas the parallelization using MPI[12] was developed in late nineties and early 2000’s. It was
originally written in FORTRAN 77 using static allocation. This feature has created problems for large
applications which were somewhat remedied using common memory space. However, such common
spaces are not desirable. Moreover, FORTRAN 90 and 95 allows dynamic allocation which is
advantageous for code speed up. Therefore, one purpose of the present work is to allow the code to take
advantages of new developments of the FORTRAN programming language and newer compilers
available in modern supercomputing clusters like the ones in TACC[13] and NERSC[14]. The idea is to
make more efficient use of the available memory. This part of the work is described in Chapter 2.

9

Currently the second most time consuming part of a self-consistent calculation is the
diagonalization of the Hamiltonian. Parallel diagonalization is implemented only for block diagonal
Hamiltonian. The Hamiltonian is block diagonal only for symmetric systems. The systems used for
photovoltaic purposes hardly have any symmetry and are large in size. Large system size also results in
large matrices. Serial diagonalization routines take a large part of the computational time for such
applications. Another purpose of the present work is therefore to implement parallel diagonalization
routines such as ScaLAPACK. The details of this implementation are presented in Chapter 3.
Rapid computational screening of materials requires not only high throughput but also high
accuracy. The present day supercomputers have enormous computing capabilities with hundreds of
thousands of processors interconnected amongst them. Thus, the thrust has been to adapt the codes for
applications using tens of thousands of processors. One of the ways rapid results can be obtained is
through automated parallel execution of thousands of jobs. One such example is the vibrational
frequency calculation where it is necessary to calculate the Hessian matrix. Numerical determination of
the Hessian matrix, which is shown to be highly accurate, requires 6N single point self-consistent
calculations for a system containing N atoms. These SCF calculations are independent of each other or
“embarrassingly parallel”.

Making use of advanced parallelization techniques the codes can be

upgraded for such large applications. We use advance MPI features to achieve this goal.

The

implementation and its test application are described in Chapter 4.
While the NRLMOL code is quite powerful, its user friendliness is limited due to the lack of a
graphical user interface.

To increase the user friendliness particularly for non-experts such as

undergraduate students or experimentalists who need to use it for a specific purpose, we undertook a
project to include a graphical user interface which will be helpful for learning purposes as well as for

10

visualization of results too. Chapter 5 details this upgrade. There are a few other upgrades related to the
excited state calculations using OpenMP features. These are described in Chapter 6.
Apart from the above mentioned upgrades to the NRLMOL code, I have also developed a utility
code for generation of carbon fullerene structures. While the structure of C60 is well known, it is not
known that 60 carbon atoms can form about 18,000 different cages – all derived from hexagons and
pentagons. The endohedral fullerenes, where the carbon cage encapsulates a molecular unit, form a
novel class of fullerenes. Among these, the Sc3N@C80 is the most known endohedral fullerene due to its
higher abundance compared to other endohedral fullerenes. In recent years, several studies were carried
out on the photovoltaic properties of the endohedral Sc3N@C80 fullerene which was found to be a good
electron acceptor. In this work we carried out a detailed study on the stability of Sc3N@C80 isomers. The
number of isomers of this fullerene exceeds 31,000. The algorithm for the generation of the isomers is
presented in Chapter 7. Finally, in Chapter 8 the results of applications of the upgraded code to a large
antenna-like molecule, a TCNE-Benzene system to test upgrades to the excited state code, and also a
study on the endrohedral fullerenes are presented. Finally upgrades to the joint density of states
calculation is presented.
Quantum chemical codes are generally large in size. The NRLMOL code in its original version
contained more than 50,000 lines. The current size of NRLMOL is given in Table 1.1. Over time, the
file extensions represent the code that has been upgraded or added to the project:


Files with the .f extension are FORTRAN 77 files; these represent some of the original serial
code.



Files with .ftn are mostly files were MPI has been implemented.

11



Files with .f90 are the newest files added, and make use of the FORTRAN 90 compiler
specification.
Table 1.1: NRLMOL code breakdown.
File extensions

Files

Lines

.f

169

29,861

.ftn

122

24,542

.f90

12

12,576

Total

303

55,679

The code used many features of the FORTRAN 77 specification such as the use of common
memory locations which are discontinued in modern versions of FORTRAN. The migration of the
NRLMOL code from FORTRAN 77 to FORTRAN 90/95 required careful, systematic and persistent
undertaking.
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Chapter 2: Dynamic Allocation
Dynamic allocation is the procedure through which an array can take any specified size once the
program has been compiled and is already being executed. Previously, arrays had to be declared initially
to a given size which remained unchanged throughout the execution of the program. Dynamic allocation
allows an array to take any size (or change it during execution) without the need to recompile the code.
This allows more flexibility since it allows the program to become less dependent of the input values
that the user must specify and must recompile the program before each execution.
In NRLMOL, this input values are managed by modifying the values of a file called PARAMS,
which contains parameter values that determine the size of various arrays that the program uses. Since
the code was originally written in FORTRAN 77, all the array sizes had to be declared before execution
leading to waste of memory. Dynamic allocation ensures that arrays only use the memory they need, so
no extra memory is wasted when they are too big, which limits the size of the molecules to be worked
on. And it also assures that the program does not crash because their size is insufficient. However, care
must be taken when using dynamic memory, since the allocation and deallocation of arrays consumes
time which can actually degrade the performance of the program.
The code uses several large size arrays to store the potential, electron density, Hamiltonian, and
the overlap matrices. These arrays are not used throughout the execution which means at some points
during the execution some the arrays can be deallocated thereby releasing memory. In the following we
describe some of these arrays.

2.1

Coulomb array
The array named COULOMB contains the solution of the Poisson equation. The size of this one

dimensional array depends on the value of the calculated mesh (which in itself depends on the system
13

size), which is stored in a variable called NMSH. In previous versions of NRLMOL, this array was just
defined to have a size of a parameter called MAX_PTS, whose value had to be given explicitly before
compiling the code (in the PARAMS file). A comparison was made by the code to ensure that
, otherwise the code stopped so the user could manually increase the value of
MAX_ PTS, recompile and rerun the program. By allocating this array dynamically, the value of
MAX_PTS is not used and the calculated size of the mesh (NMSH) is used to allocate the array. This
ensures maximum memory savings as the size of the array is allocated to only the size needed, this
makes the process automated and the user does not need to intervene. The size of the Coulomb array is
where MXSPN is the spin of the system (also defined in PARAMS). For spinpolarized calculations MXSN is 2 otherwise it is 1.

2.2

Rhog array
The RHOG array contains the electron density and its first and second order derivatives at each

mesh point. In DFT the exchange-correlation functional is an approximate functional. In the simplest
approximation known as local density approximation, it depends on the local density.

More

sophisticated approximations known as generalized gradient approximation also use the gradient and
second derivatives of the electron density at each point. Thus, depending on the approximation that the
user requests for the description of exchange-correlation functional, partial derivatives of the electron
density will be calculated, which are then are stored in this array. Its size is
, where NMSH was just described above, KRHOG is the number of different partial derivatives,
this is given as a parameter in the PARAMS file. For local density approximation, only the density is
required which means KRHOG=1. For generalized gradient approximation, the first order derivatives
with respect to x, y, z and the second order partial derivatives with respect to xx, yy, zz, xy, yz, zx are
required. For GGA KRHOG=10. Also, when running in parallel mode, at the end of the iteration cycle
14

only the master node needs the information of the Coulomb array, so copies of the array are deallocated
for the rest of the nodes.
2.3

Hamiltonian Array
This 2 dimensional array originally contained the Hamiltonian matrix, its size is determined the

by the variable NBAS, the number of basis functions needed to represent the wave function. The

⟨ | ̂|

Hamiltonian matrix elements are
(1.2).

⟩ where ̂ is the single particle Hamiltonian given in

’s are basis functions. Since the Hamiltonian matrix is symmetric, only the upper triangle was

written to file. The values are read into a linear array called HSTOR which are then transferred to the
upper triangle of the Hamiltionan and its values copied to the lower triangle. Currently, the
diagonalization of this array is done in a packed from directly from the HSTOR array. The array is still
allocated to size

, but only because the diagonalization routine uses it to store the

calculated eigenvectors by the master node.
2.4

Overlap Array
This matrix contains the overlap between the adjacent atomic sites. The overlap matrix is

calculated as

⟨

|

⟩ where

’s are the basis functions. Same as with the previous array, this

matrix is no longer allocated and its values are used in packed form directly from HSTOR.

2.5

Packed arrays
Another upgrade done to the code is the utilization of packed arrays, since there are two main

matrices of size

where N is the number of basis functions that the code utilizes (the Hamiltonian

and overlap matrices described above), as these matrices are symmetric, there is no need to store the
entire matrix in memory, and only either the upper or lower diagonals needs to be stored. Since it is
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impossible to allocate two dimensional arrays in a non-rectangular size, only a one dimensional linear
(

array of size

)

must be allocated (Fig. 2.1).

In order to access the elements of the linear array using the coordinates of a two dimensional
array

(

matrix of size

)

(

), a mapping must be established between the two coordinates of the
(

and the index of the linear array

value of iaux being calculated as

(

)

∑

)

with the

. The formulas only give the index for the

range of coordinates where the upper triangle is the one that is stored in the linear array. Thus, this is
only valid when

. To obtain the elements in the lower triangle

must invert the indexes, making use of symmetry of the matrix( (

)

from the linear storage, we
(

)).

Figure 2.1: Mapping a matrix to a linear array.
Another reason for storing matrices in packed arrays is because some of the new
implementations of LAPACK[15] introduce variations of functions to calculate eigenvalues that can
now handle packed arrays as inputs instead of matrices, so the full storage of matrices is therefore not
needed and the code make use of them.
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Chapter 3: Group Calculation
One of the functionalities of the NRLMOL code is the ability to calculate the vibrational
frequency of a molecular structure. The vibrational frequencies are calculated by diagonalizing the
Hessian matrix:

where E is the total energy and i & j denote the two nuclear coordinates of a

total of 3N coordinates. To build the Hessian matrix, a total of 6N single point calculations are required,
each of them are independent of the result of others.
3.1

Communicator Splitting
In order to concurrently calculate a series of these single point calculations, once the parallel

execution begins, the default global communicator which contains all nodes available when the parallel
environment is generated, is divided into several smaller communicators (Fig. 3.1), now called groups.
Each group contains a smaller number of nodes, but sufficient to run the calculation effectively, without
communication overhead.

Figure 3.1: Communicator split.
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3.2

Execution
In a single job submission, the modes are calculated by splitting the default global communicator

into a smaller communicator (one for each single point calculation). Since there will be several copies of
NRLMOL being executed concurrently, each will not have any communication with the other copies
and will work independently. Before the communicator is split, each node calculates what its new rank
and group will be; the master node (rank 0) of each of the new groups generated does the following:
1. Creates the directory in which all nodes belonging to that group will work on.
2. Copies the necessary input files from the parent directory to its specific directory.
3. Generates the RUNS file which specifies which single point this group will calculate.
All nodes move to their corresponding directory and begin execution. Once the calculations are
done for all groups, their communicator is discarded and they all go back to the original communicator
before shutting down the parallel environment.
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Chapter 4: ScaLAPACK Driver
An important part of the upgrades to the code, the implementation of a parallel diagonalization
routine was essential to avoid a current bottleneck in the calculation.
During the execution of the program, the eigenvalues and eigenvectors of the Hamiltonian and
overlap matrices need to be calculated by solving the generalized eigenvalue problem

, where

A is the Hamiltonian matrix and B is the overlap matrix. Previously, the program executed a LAPACK
command to obtain these values. The problem is that LAPACK is a series of functions that execute on a
single processor, causing that only the master processor on the existing parallel environment to execute
the function while the rest of the processors remain idle. This causes an unnecessary delay on the
program and wastes time that could be used by the rest of the processors, so implementing a
ScaLAPACK function became essential.
ScaLAPACK[16] is a library of high-performance linear algebra routines for parallel distributed
memory machines, built upon LAPACK[15] and BLAS[17] (Fig. 4.1). ScaLAPACK solves dense and
banded linear systems; least squares problems, eigenvalue problems, and singular value problems. The
key ideas incorporated into ScaLAPACK include the use of:
1. A block cyclic data distribution for dense matrices and a block data distribution for banded
matrices, parametrizable at runtime.
2. Block-partitioned algorithms to ensure high levels of data reuse.
3. Well-designed low-level modular components that simplify the task of parallelizing the high
level routines by making their source code the same as in the sequential case.
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Figure 4.1: ScaLAPACK structure dependencies.
This parallelization is different than the MPI implementation of the rest of the code, since it does
not implement the honey bee algorithm, where a large calculation is segmented as a series of subtasks
which are delivered to a smaller number of processors on a per request queue of available processors by
the master processor[9]. In this case, the Hamiltonian and overlap matrices are distributed to all nodes
involved in the execution of the code so as to achieve the maximum distribution of the data to all
processors, dynamic load balancing cannot be applied to this portion of the code, since once the data has
been distributed to the existing processors, the addition of more processors will not cause any speed up
of the calculation and such additional processors will be ignored by the program during the execution of
this function.
4.1

Configuration
Some preliminary configuration and operations must be done on the data as well as the

processors that will execute a ScaLAPACK function:
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1. The matrix to be worked on must be divided into sub matrices using block cyclic distribution, so
every node has a portion of the matrix to work on. For this, a block data size must be defined;
that is, a small sub matrix of given number of rows and columns which are smaller than the
original global matrix, this block data size must be small enough to ensure that all processors get
a similar size of sub matrix to work on to ensure homogenous calculation time amongst the
processors, but not too small so that the data is fragmented too much. There are no recommended
values for this so a trial and error method must be implemented.
2. The existing processors must be distributed in a processor grid (a matrix of processors), where
processors are now accessed by their coordinates on the grid and not just by their processor
number assigned by the MPI environment. Again, for this we must define how many rows and
columns make up this processor grid, again there are no guidelines except that a square processor
grid is recommended.
3. The matrix must be distributed to the processors. This is done by mapping the data grid
cyclically on the matrix and assigning the resulting data blocks to the processors on the processor
grid (Fig.
4. Other auxiliary arrays and matrices must be allocated; ScaLAPACK provides an auxiliary
function NUMROC from which processors can determine how many data blocks they will have,
so they can allocate their respective memory for their assigned part of the global matrix
accordingly.
5. Once the ScaLAPACK function has been successfully executed the eigenvalues will be located
in an array that has the same content for all processors. To calculate eigenvectors however, these
are block cyclic distributed amongst the processors, so a block cyclic collection must be
performed so that the master node has the full matrix of eigenvectors.
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4.2

Block cyclic distribution
To perform the block cyclic distribution the matrix is partitioned starting from the upper left

corner into blocks of size

, where the initial block will be given to the processor with

coordinates (RSRC,CSRC) on the processor grid of size
(4.1) can give the coordinates (

. Thus, for matrix entry (I,J) equation

) of the processor where it will be stored, equation (4.2) gives to

coordinates (l,m) of the local block in which this entry will be located, equation (4.3) gives its local
coordinates (x,y) on that block.
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Once the function has executed successfully, the eigenvalues will be stored in an array accessible
to the master node. However for eigenvectors, these are distributed in block cyclic form across the
processor grid, so a collection must be performed, so the master node can have them available before the
rest of the calculation can continue.
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Figure 4.2: Block cyclic distribution.
This process is more efficient since it allows to utilize all processors in the calculation of the
eigenvalues and eigenvectors of the Hamiltonian matrix, therefore taking less time to obtain these
values, it also is more efficient in memory management since only the master node needs a full copy of
the matrix, all the temporary matrices that the processors need in the execution of the ScaLAPACK
function are allocated only during the execution of the function and deallocated immediately afterwards.
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Chapter 5: GUI Frontend
In order to help new users get involved in performing molecular calculations with NRLMOL, a
Graphical User Interface (GUI) was developed using the Java[18] language. This GUI will help new
users understand how to create the necessary input files and submit executions on the different systems
available to our group.
5.1

Main Window
The main window of the program (Fig. 5.1) informs the user that there is no working directory

set, this is the first task to be done, since all files will be handled there, this allows that whenever a file
dialog window opens the directory where that file resides is already set. Also (in the case of new
projects), it informs the user that the two main input files that NRLMOL needs have not been crated yet,
these files are called: CLUSTER and NRLMOL_INPUT.DAT. The last global configuration needed is
to set the preferred terminal, this is a system dependent value, since it depends on which graphical
window system the user has installed on his computer: GNOME or KDE. It allows the usage for other
generic terminal programs which the user may have installed on his system.
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Figure 5.1: Main window of the GUI.

In order for the user to specify the directory where his files will be defined and stored, the user
must open the directory selection window from the main menu (Fig. 5.2). Once this is done, the user can
proceed to create the required input files.

Figure 5.2: Selection of the working directory.
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5.2

CLUSTER file
The CLUSTER file creation window (Fig. 5.3) provides the user with the options that this files

requires to be defined:
1. The required approximation, this can be: General Gradient Approximation or Local Density
Approximation.
2. The Density Functional to use on the molecules.
3. The point group symmetry of the molecules.
4. A text area where the atom coordinates can be entered, additionally for each atom an all electron
basis set or pseudo-potential can be requested.
5. The net charge of the system.
6. The net spin of the system.

Figure 5.3: Creation of the CLUSTER file.
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5.3

INPUT file
The other input file creation window, for NRLMOL_INPUT.DAT (Fig. 5.4) asks the user to

determine which subroutines will be executed once the calculation has converged, these are:


JNTDOS.- Calculates the joint density of states of the atoms.



WFGRID.- Allows plotting of wave functions.



DOSOCCU.- Calculates the density of states of the molecules.



FORMFAK.- Calculates form factor.



ATOMSPH.- Calculates charges on an atom center.



ATDIPOLE.- Calculates atomic dipoles of Voronoi charges.



EXCITEDV.- Determines the executions of the excited state code



NONSCFV.- Performs a single iteration of a calculations wit1hout a resulting SCF
Additionally, the user must specify which specific subroutine to use in order to perform

diagonalization on the Hamiltonian and other arrays that the program uses, and which subroutine to use
for packed arrays.
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Figure 5.4: Creation of the input file.
5.4

Execution window
Once these files have been created, the user can now perform calculations on the structure

defined in the CLUSTER file. The user can choose to perform a local or remote calculation: that is,
perform the calculation on the computer he is working on or connect to a remote cluster. To do this, the
user must open the execution window (Fig. 5.5), where these options are defined.
For remote executions, the user must specify in which remote system the execution will be
submitted, the appropriate username and password on that system. The next options are needed to
generate a job request script needed to submit the execution to an execution queue on the remote system.
Once the user presses the submit button, the CLUSTER, NRLMOL_INPUT.DAT and job script files are
copied to the remote system on the remote directory that the user has specified, where the appropriate
NRLMOL binary must already exist. After that, the program submits the job script to the appropriate
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execution queue, the execution of the script that launches the application will depend on the workload
on the remote cluster.
When submitting a remote execution, this window requests extra information from the user,
since the program will create a job script locally, copy it to the remote system to be placed in a queue.
For local executions, no options are needed; the program launches the NRLMOL binary file on
the working directory which will begin the calculation using the input files defined earlier.

Figure 5.5: Submission of an execution.
5.5

Molecular viewer
In order to visually inspect the molecular structure that the user will work on, a molecular viewer

has been added to the code (Fig 5.6). It consists of embedding of the graphics engine from the Jmol[19]
package. It can read molecular structures stored in the .xyz file format and display them on screen.
Additionally, the user may create the CLUSTER file to submit an execution from the
information contained in the .xyz file; this action opens the CLUSTER file creation window (Fig. 5.3)
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with the information from the .xyz file transferred into it. It should be noted that .xyz files utilize letters
to designate atoms and the CLUSTER file requires the atomic numbers of the elements, the process of
transferring a .xyz file to a CLUSTER file does this conversion automatically.
The user can also open files with the .cube extension in order to view orbital density plots.
An export button can save the displayed graphics in several formats.

Figure 5.6: Molecular Viewer.
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Figure 5.7: Orbital density plot.

5.6

Downloading results
Once a calculation has finished, the user can open this window (Fig.5.7) in order to retrieve

output files from the remote system, the download of files is divided into two groups: those that are
created on every run, and those that are created based on the post-convergence options defined in
NRLMOL_INPUT.DAT, all of these files contain the final results that will be needed for analysis and
plotting.
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Figure 5.8: Downloading result files
5.7

Plotting density of states
The user can create density of state plots by opening this window (Fig. 5.8). However, the

density of states files must already be downloaded in the case of a remote execution. NRLMOL creates a
file called DOSO0XX with XX being the atom number in the complex. In order to generate the plots, an
interface to the GNUPlot[20] utility has been used. The user can plot the density of states by atom type
(the program can identify the different types of atoms that make up the molecule), or for a series of
atoms whose number must be defined in a text file listing how many atoms and their individual
identifier number (called membership file). In the case of a plotting the density of state for a single atom,
the appropriate check must be set.
When generating the density of state plot, the user can determine if the Fermi level will be
shown, this value is read from the EVALUES file that must be present in the working directory. The user
also has the option to generate a picture in the png file format.
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Figure 5.9: Plotting density of states

Figure 5.10: Density of state plot
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5.8

Plotting spectrums
The user can also generate spectrum plots (Fig.5.9), NRLMOL can generate several spectrum

outputs such as Raman or infrared, these can be plotted directly from this menu which can customize the
output interfacing several of the GNUPlot options into the menu. The plotting options are similar to the
plotting of density of states, except for the fact that there are no additional file options such as plotting a
single DOS file or a list of atoms.
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Figure 5.11: Plotting spectrum files

Figure 5.12: Spectrum plot
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5.9

Viewing vibrational modes
The user cal also plot the result from vibrational calculations using the option (Fig. 5.10), a file
called vibs.out is created that contains all the vibrational modes for the submitted structure. An
additional file that is needed is the final geometry for the given structure, which contains the final
coordinates written in a file in xyz format.
The file vibs.out lists in sequential form the different modes of vibrations of the structure, so
when a mode is selected, one must take this section of the file, coupled with the final geometry file
and combine them to create plot of the structure showing its vibration. Doing this manually was
cumbersome since the modes are listed in that single file, so one had to scan the file to look for a
particular mode.
The GUI program takes the information from vibs.out and automatically creates a list with all the

modes, listing them in order of frequency, as the user selects a frequency to plot, the program fetches the
vibrational information and combines it with the final geometry file and creates a an output xyz file, the
program then opens the molecular viewer for visual inspection of the vibrational mode.

Figure 5.13: Creating vibrational files

36

5.10

Creating excited state execution
This option in the program allows the user to generate the excited state input, which is the central

file needed to run an excited state calculation.
Its execution depends on that the working directory must contain the files from a previously run
ground state calculation, since this is the basis for executing an excited state calculation. In particular
two files must be present EVALUES and SUMMARY, the first one contains the eigenvalues and
occupations for the states in the system, as well as the Fermi level of the system (which determines
the energy gap). The second file contains the final energy obtained for the system.
By the use of dropdown menus, the user can select the occupied state (called hole state) and
electron would move to an unoccupied state (called particle state). For spin polarized calculations,
the user can also modify the spin for the transferred electron.
This information is collected and a file called OCCEXC is created, this file marks the occupation
of states in both the ground states and excited states. For spin polarized calculations, this information
is duplicated to reflect the states of each spin of the system.
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Figure 5.14: Setting an excited state calculation
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Chapter 6: Other Upgrades
6.1

Modules
To take advantage of the new features available in FORTRAN 90, the code has been modified so

it can make use of modules. Previously, every subroutine included the file COMMONS.INC, in which
all global variables were declared and were shared through the use of common spaces. However, this
posed a security risk since all global variables were available to all the subroutines even though they did
not need to make use of them (Fig. 6.1), this meant that the value of some variable or array could
accidentally be modified by a subroutine. To avoid this, the variables and arrays originally contained in
COMMONS.INC have been grouped into a series of modules which can be accessed only by those
subroutines that need them; this permits a more restrictive access to the data by the subroutines (Fig.
6.2).

Figure 6.1: Data access using include files.

Even when a given module is used by a subroutine, the access is still limited to using only the
variables that the subroutine needs and not the entire collection of variables and arrays available in the
module.
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Figure 6.2: Data access using module files.
6.2

Excited state code
In order to minimize the run time of the code, a series of implementations of BLAS[17] and

OpenMP[21] where done to the recent addition to the code that calculates the excited state orbitals, in
order to increase its efficiency.
The BLAS functions were not directly implemented; instead, specialized wrapper functions were
created: this allows a more code specific call to the functions. These were placed in a module called
BLAS_ MODULE, so that any future subroutines that needs to perform matrix or vector operations may
just use the operations defined in this module.
6.3

Input file
In the previous versions of NRLMOL, whenever post-processing of the calculation was required,

the program checked for the existence of empty files that the user had to manually create in the directory
of execution to determine which additional calculations were to be performed. This was changed by the
way of utilizing an input file called NRLMOL_INPUT.DAT, where the different post-convergence
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options are listed with a Y or N to determine their execution. Additionally, there is also a switch to
determine which diagonalization subroutine to use in the code, depending on the accuracy required.
The contents of the file currently are:
# Put Y,N or number next to the equal sign to determine execution
# Don't forget the quotation marks for the letters
# All variables in this list end with v

&input_data
ATOMSPHV='N'
DIAG1V =0 ! diagonalization to use on regular arrays (diagge.f90)
DIAG2V =0 ! diagonalization to use on packed arrays (diag_dspgv.f90)
DOSOCCUV ='N' ! calculates density of states
EXCITEDV = ‘N’ ! Determines if this is an excited state calculation
FORMFAKV ='N' ! this controls if form factor is calculated
JNTDOSV ='N' ! this controls execution of joint density of states
MATDIPOLEV='N' ! Calculates atomic dipole.
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NONSCFV = ‘N’ ! Performs a non SCF calculation
WFGRIDV ='N'
&end
At anytime during the execution of the program when the program needs to decide whether or
not to execute a subroutine, it runs an internal subroutine call CHECK_INPUTS, which in turn reads the
contents of NRLMOL_INPUT.DAT through a data scanner to decide on its execution. The values in this
file can be modified at runtime and do not affect the normal execution of the code. The ordering of the
variables is not important, but they are placed in alphabetical order for clarity and quick reference.
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Chapter 7: Toolkit for computational search for atomic clusters and endohedral
fullerenes
7.1

Introduction

The work presented in this chapter though not directly a part of the existing NRLMOL suites,
can serve as an extension of it for certain applications in the area of atomic and molecular clusters and
endohedral fullerenes. The suite of codes developed in this part can be used with NRLMOL and/or
other electronic structure codes to search for stable isomers of atomic clusters of novel endohedral
fullerenes.
Clusters are small aggregates of atoms. The electronic and chemical behavior of atomic clusters
is very different than their bulk (solid) counterpart. By forming a bridge between small molecules and
bulk materials they allow an opportunity to investigate the size evolution of structure and electronic
properties. Indeed, how the properties of atoms evolve into the bulk, or in other words, at what size do
the clusters exhibit properties like bulk is one of the most fundamental and challenging questions.
Besides the academic interest how the structural and electronic properties evolve from small atomic
clusters to bulk form, clusters have also been found to be of practical usefulness in catalysis,
photovoltaics, photophysics etc. One of the most notable atomic clusters is the 60 atom soccer ball
shaped hollow carbon clusters, called C60 fullerene. A cluster of a given size can have a large number of
possible isomers. Finding the enegertically most stable one is a computationally very challenging task,
especially if the atomic interactions are described using quantum mechanical theories. Typically, the
most stable isomers (global minima) are obtained using global optimization techniques such as
simulated annealing, genetic (evolutionary) algorithm, random searches, swarm algorithms and basin
hopping algorithms. We have developed a suite of codes to obtain the initial candidate structures for
local optimizations using the NRLMOL code or any other electronic structure code. This project can be
further developed to rapidly screen large numbers of isomers using neural networks.
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We have also developed a toolkit for predicting novel endohedral fullerenes. As previously
mentioned, fullerenes are hollow cages of carbon atoms.

Each atom in a fullerene is three fold

coordinated (has 3 nearest neighbors) and the surface of the fullerene consists of pentagonal (five-fold)
and hexagonal (six-fold) rings. It can be shown using the Euler formula that exactly 12 fullerenes are
required to form closed cages of carbon starting from planar graphene clusters. Since there are many
possible ways of juxtaposing hexagonal and pentagonal rings, a fullerene of a given size has a large
number of isomers. For example: the C60 fullerene has 1,812 isomers [22]. This number increases to
31,924 isomers for the C80 fullerene. Since fullerenes are hollow, they can accommodate atoms or
atomic clusters inside the cavity, such fullerenes are called endohedral fullerenes. Indeed, the first report
of an endohedral fullerene appeared soon after the report of discovery of the fullerene. Since then, a
large number of endohedral fullerenes have been identified. Prominent among them is Sc 3N@C80 which
the third most abundant fullerene after C60 and C70 [23]. These fullerenes are often synthesized using the
arc discharge method pioneered by Krätschmer-Huffman [24] and are identified with the help of
theoretical calculations.

We have developed a toolkit that allows computational search for new

endohedral fullerenes. This toolkit which can make use of large number of available processors was
tested to search for the most stable isomers of Sc3N@C80.

The application of the procedure as

illustrated in fig. 7.1 involved optimizing all 31,924 isomsers of C80 in various charge states, selecting a
candidate host fullerene, generating the candidate endohedral fullerene geometries and optimizing the
candidate structures. The procedure involved more than 1.2 million structural relaxations using the semiempirical quantum chemical PM6 method and thus correctly identified the most stable isomer of
Sc3N@C80. It also found a few (3), new lowest isomers than previously reported in literature.
7.2

Random structure generation
As mentioned before, the work presented here has no direct relation to the execution of

NRLMOL. It is an auxiliary application that will help build a database of the energies of various isomers
of a given complex.
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The preliminary steps taken to generate a complex are:
1. Taking a list of elements that will make up the complex,
2. Defining the bond length between each type of atom,
3. Defining a radius that represents a sphere where the complex will fit into.
4. Defining a percentage of acceptable bond length deviation.
Once these steps are covered, the program takes the first atom to be generated and places it in the
origin. From here, every atom to be generated is placed in a random point inside the sphere that was
described in step 3 above ( this is done to reduce the number of atoms that are too far away from the
complex to be considered, thus saving execution time). Its distance to every other atom is checked to see
if any one of them will form a bond with the new atom. If it does, then the atom is accepted at that
location, if not, the atom is discarded and a new point in space is generated for the atom.

The process continues until all atoms from the input list are generated, this generator was then
encapsulated into a program that generates a series of complexes to be compared with each other at
some later stage. Using this code a large number of isomers of boron clusters containing 20,21,23 and
27 atoms were constructed and were optimized using the NRLMOL code to find the most stable
isomers.
7.3

Complex testing
The previous program was used to develop random complexes of different number and types of

atoms. However, our research group was able to produce all the different isomers for several types of
fullerenes in order to test published results.
An approach similar to the group calculation mentioned before was used, where a large number
of nodes were split into independent groups. However, some differences were implemented: the last
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node in the last group was made a “super master” that provides batches of calculations to the master of
each group as well as receive the confirmation from individual nodes if the calculation was successful of
not.
The execution can be seen as a double level job scheduler, as the master nodes from each group
request a batch of calculations from the super master, which hold the total list of calculations to be done
and offer a batch of calculations to requesting master nodes from each group. In turn, within each group,
the individual nodes request calculations from the current batch to their respective master node (Figure
7.1).
In this case there is communication between each group’s master node to the super master, as
they request batches of calculations for the nodes in their groups; each calculation in a batch is given to
a single processor in the group, each individual processor runs an external program to calculate the
energy, this processor also reports the conclusion or failure of the calculation directly to the super
master. No new batch is requested by the master of the group to the super master until all nodes finish
the calculation in the batch and each individual node reports back to the super.
The final results were collected and stored in a database for analysis.
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Figure 7.1: Batch calculation processing.
7.3

Endohedral unit fitting
An additional program was developed to test the capability for each fullerene to hold an

endohedral unit inside of it. The process is similar to the previous section, except that when a node
receives a calculation it checks the possibility of the fullerene cage holding a unit inside it by trying
different orientations of the unit inside the fullerene before calculating the energy of the complete
complex.
The steps to perform this are:
1. Their center of mass is independently calculated, so that the original coordinates of the atoms are
shifted so that the coordinates center of mass corresponds to the origin,
2. An initial orientation for both the cage and the endohedral unit is desired, so the moments of
inertia of both the cage and enclosing unit are independently calculated. With this, their principal
axis can be determined; the structures are then rotated so that the principal axis coincides with
the z axis.
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3. The endohedral unit is now rotated by each axis, and at each rotation the program checks to see
if any of the atoms lie outside the enclosing unit, if they do, the orientation is rejected. However,
if the unit is completely inside the enclosing an additional constraint is imposed so that the
distance between the outermost atoms of the endohedral unit and the cage must be 1.5
Angstroms with a tolerance of 5% before the orientation is accepted.
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Chapter 8: Applications and Results
8.1

Application of the excited state code to small donor-acceptor system
The upgrades to the excited state part of the NRLMOL code were tested on a non-bonded

TCNE-benzene complex. Tetracyanoethylene (TCNE) (Fig. 8.1), a clear colored organic compound
consisting of ethylene with the four hydrogen atom replaced with cyano groups, is an important member
of the cyanocarbons. A non-bonded complex of TCNE with benzene was selected in which the HOMO
of the complex resides on benzene and TCNE acts as acceptor. Fortunately, an experimental value of
the lowest charge transfer excited state of this complex in gas-phase is available to compare with our
results to verify the accuracy of the calculation.
For the excited state part, the focus is not in memory savings but in enhancing the performance
of the code. Since this complex has a small number of atoms, memory handling is not compromised.
BLAS and OpenMP were implemented as mentioned before in the excited state part of the code. The
simulations were run on the Lonestar cluster at TACC, on a single computing core of 12 processors for a
maximum job execution of 1 hour, the results are listed in table 8.1.
Table 8.1: Excited state code results
Code

Time(sec)

Original

1,326.06

Modified

267.39
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Figure 8.1: TCNE-Benzene molecule.
8.2

Application to a large molecular antenna.
In order to test the updated memory capabilities of NRLMOL, a large system of approximately

450 atoms was selected, a multi-chromophore organic heptad antenna (Fig. 8.2). This system is made
from a wheel shaped hexaphenyl benzene ring with each of the phenyl rings connected to a
chromophore.

There

are

two

bis(phenylethynyl)

anthracene

chromopphores

(BPEA),

two

borondipyrromethane (BDPY) chromphores and two zinc-tetraphenyl porphyrin (Zn-TPP) chromopores.
These last two are connected to a C60 fullerene. The idea behind the use of this molecule for light
harvesting calculations is that the BPEA and BDPY act as antennas and funnel the absorbed photon
energy to the porphyrin, this helps increase the range of energy that can be absorbed by the molecule
since the BDPY moeties absorb in the 475-530nm and 330-430nm regions, the BPEA moeties absorb in
the 430-475nm range which widens the spectrum for the regular Soret (418nm) and Q-band
(557,598nm) absorption of the Zn-TPP.
Another advantage is that singlet-singlet energy transfer takes place from both the BPEA and
BODIPY to the porphyrin. Similar to the reaction center in natural light-harvesting systems, an electron
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transfer takes place from the porphyrin to the fullerene. The dynamics in the base porphyrin hexad
without the fullerene moieties is slightly different from that of the Zn-porphyrin hexad. In the absence of
an acceptor moieties, an electron transfer takes place from the Zn-porphyrin to BODIPY. However, in
the presence of a C60 molecule, rapid electron transfer takes place from the porphyrin to the C 60. The
experiments were performed in 1,2 difluorobenzene and 2-methyltetrahydrofuran both of which are
polar solvents with 1,2 difluorobenzene (dielectric constant ε = 13.8) being more polar than 2methyltetrahydrofuran(ε = 7.36).
The large size of the complex presents challenges for quantum mechanical calculations. To
reduce the computational costs, the methyl groups are replaced by hydrogens resulting in a complex
with 421 atoms. The structure optimization of the heptad was carried out using PAW pseudopotentials
as implemented in the VASP code[25]. The VASP optimized structure is then used to derive all the
results reported here using the NRLMOL code. In this work, we have used both the all-electron
formalism and pesudopotential formalism wherever all-electron approach was difficult to apply due to
the large size of the molecule. We used a mixed all-electron and pseudopotential approach for the
ground state calculations. In the ground state calculation, all-electron basis is used for the hydrogens and
the zinc atoms whereas for all the other types of atoms pseudopotential given by Bachelet, Hammam
and Schlüter is used [26].
The numbers of the primitive Gaussians, s-type, p-type and d-type functions along with the range
of the exponents for each type of atoms are given in table 8.2. All the contracted basis functions for a
given atom are derived from the same set of primitive Gaussians. The mixed basis set contained 12,478
basis functions in total. The all-electron basis set used in this work were optimized for PBE-GGA
functional[27]. In a similar way, the pseudopotential basis is also optimized for the BHS
pseudopotential. The basis set used here is larger than the typical 6-311G basis set used for moderate
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size molecules. Our efforts to perform calculations at the all-electron level with the 6-311G basis
showed numerical instability forcing the convergence criteria to be reduced. Because of the numerical
errors, we performed the ground state calculations with the mixed pseudopotential and all-electron
approach using the NRLMOL basis functions only. To reduce the computational cost, only spinrestricted calculations are done.

Figure 8.2: Heptad antenna molecule.
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Table 8.2: Number of primitive Gaussians and range of their exponents.
Pseudopotential basis
Atom

s-type

p-type

d-type

Primitives

Exponent Range

B

4

4

3

5

4.16 – 0.104

C

4

4

3

6

5.65 – 0.077

N

4

4

3

6

8.55 – 0.104

O

4

4

3

7

1.05×10 – 0.100

F

4

4

3

7

1.45×10 – 0.131

Atom

s-type

p-type

d-type

Primitives

Exponent Range

C

5

4

3

12

2.22×104 - 0.077

N

5

4

3

13

5.18×104 – 0.094

H

4

3

1

6

7.78×10 – 0.075

Zn

7

5

4

20

5.0×106 – 0.055

All-electron basis

We have used a recently developed DFT based method to determine the energies of the excited
states [28, 29]. The notable feature of this method is that it maintains the orthogonality constraint
between the ground state and excited state Slater determinantal wavefunctions. This method uses a
perturbative approach to determine the excited state orbitals and density, and does not contain any
empirical or system dependent parameters. The details of the method can be found in[30]. Since the
excited state requires larger memory, we have used a triad cutout of the heptad for the excited state
calculations. The calculations on both the ground and excited states of the triad cutout were carried out
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at the all electron level. We have further verified that the charge transfer excited state energy using the
pseudopotential differs from the all-electron approach by only 0.04 eV.
One of main objectives for working on the code was to give it the ability to perform calculations
on large systems without performance degradation. A ground state calculation was executed with the
original code, but it had to be run on a limited number of processors out of an available computation
node of 12 in the Lonestar cluster at TACC2. After the upgrades, it was possible to use almost full (10)
processor capabilities out of a possible 12 per computing node, thus minimizing the amount of idle
processors being charged for the usage of each node.
Table 8.3: Heptad performance improvement
Code

Processors

Original

4 of 12

Modified

10 of 12

The heptad molecule contains a hexaphenylbenzene core where the phenyl rings lie at nearly 90 o
angle to the central benzene ring. The planes of the anthracenes are at ~ 90o angle to the phenyl ring of
the core whereas those of the BODIPY are in plane with their corresponding phenyl rings. On the other
hand, the porphyrins are strained such that the rings connected to the porphyrins are distorted from 90o
angle. The DFT optimized structure of the heptad molecule is shown in Fig. 8.2. The electron donor
(zinc-tetraphenyl porphyrins) and acceptor (fullerene) moieties are connected through a pyridine with a
separation of roughly 6.8Å between the Zn ion at the porphyrin center and the nearest fullerene surface.
The two pyridines are connected through a single carbon on top of a 6:6 bond of the fullerene. The
fullerene molecule is rigidly wedged between the two porphyrins such that torsions of the fullerene-

54

porphyrin linker are unlikely to occur. Since the structure of the electron donor-acceptor part of the
complex is rigid, the possibility of isomerization in the presence of a solvent is much lower [31].

The calculated density of states of the gas-phase heptad is shown in Fig. 8.3. The Fermi energy is
marked as a dashed line in the plots. The site-decomposed DOS is also presented for the various distinct
units of the supramolecule: The hexaphenyl benzene core, Zn-porphyrin, BODIPY, BPEA and the
fullerene. Since the DOS belonging to the two components of Zn-porphyrin, BODIPY, and BPEA are
identical, only one set of DOS for each of these units are shown. The pyridine units are considered as
part of the porphyrin moieties for plotting the DOS. Since the molecule has two symmetrically placed
porphyrins, the highest two occupied molecular orbitals, HOMO and HOMO-1 of the heptad, are
localized on the porphyrins are nearly degenerate. They are predominantly located on either of the
porphyrins with some orbital density also on the other counterpart. The fullerene LUMOs form the
lowest three LUMOs of the heptad which split into a doublet and a singlet with an energy spacing of
0.24 eV between them at DFT-GGA level. Thus the lowest charge transfer occurs from one of the
porphyrins to the fullerene. The HOMO of BPEA lies in between the two occupied Gouterman orbitals
[32] of the porphyrins whereas the HOMO of the BODIPY lies deeper than the porphyrin Gouterman
orbitals. The HOMO of the BODIPY is about 0.3 eV lower than the HOMO-2 of the Zn-porphyrin.
However, the LUMO of the BODIPY is only slightly higher than fullerene LUMOs as seen from the
Fig. 8.3. The HOMO-LUMO separation for these different units of the heptad as given by the KS-DFT
ground state calculation are about 1.5 eV for Zn-porphyrin, 1.5 eV for fullerene, 2.0 eV for BODIPY
and 1.3 eV for BPEA. These gaps are underestimated in the KS-DFT calculations but it qualitatively
shows the relative ordering of the orbitals belonging to different units. The ordering seen in the orbitals
localized on different units supports the fact that in the absence of the fullerene moieties, charge transfer
occurs from the porphyrin to the BODIPY which was noted by Gust et al. [31, 33].
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Figure 8.3: Heptad density of states.
The dipole moment of the heptad in its ground state is small due to its symmetrical structure. Our
calculated value for the dipole is 3.98 Debye which points from the fullerene to the hexaphenyl-benzene
core.
In the heptad molecule, the pyridine ligands attached to the fullerene bind to the zinc ions in the
ZnTPPs. Thus the Zn ions are in five-fold coordination in this compound and the porphyrins are
strained. We have relaxed the structure of a free ZnTPP molecule with an axial pyridine ligand. The
ligand changes the structure such that the phenyl rings are twisted (Fig. 8.4). The porphyrin plane itself
also puckers out. Such puckering of the porphyrin plane was reported earlier in a number of studies [3335]. Relaxation of the free porphyrin structure as present in the heptad reduces the energy of the pyridine
ligated Zn tetrapenylporphyrin by 0.51 eV. These results not only bring out the impact of the pyridine
ring on the electronic structure of the porphyrin but are also indicative of the strain on the pyridineporphyrin units in the heptad molecule. One of the effects of the structural distortion is to reduce the
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HOMO-LUMO gap. We have employed both the TDDFT method and also a perturbative delta-selfconsistent field method at the all-electron spin-polarized formalism to calculate the excitation energies
of the pyridine-ligated ZnTPP and free ZnTPP without the axial ligand. The first singlet excitation of a
free ZnTPP with no axial ligand is calculated to be at 2.03 eV using the perturbative Δ-SCF. This energy
is close to the value of 2.01 eV for the lowest singlet excited state obtained from TDDFT. For an
isolated relaxed ZnTPP with the axial pyridine, the calculated energy of the lowest singlet excited state
using the perurbative delta-SCF method is 1.84 eV. The other singlet excitations in free pyridine-ligatedporphyrin are 1.90 eV (H−> L+1), 2.17 (H-1−>L), 2.21 eV (H-1 −>L+1), and 2.99 eV (H−>L+2). Since
mixed characters of excited states are not well reproduced by this method, we have also calculated these
excited state energies using TDDFT method. The TDDFT calculation was carried out using the
Gaussian09 code. The TDDFT calculation shows that the lowest singlet is a mixing of H−>L,
H−>L+2,H-1−>L+1 excitations with an excitation energy of 1.99 eV. The next singlet is at 2.01 eV. The
mixing of the states in the pyridined-porphyrin is different from the free ZnTPP. In free ZnTPP the
lowest singlet is comprised of H−>L, H−>L+1, H-1−>L, and H-1−>L+1 excitations. The lowest singlet
excited state of pyridine-ligated-Zn-porphyrin in the heptad molecule was estimated at 2.03 eV by Gust
et al. [31]. The ZnTPP Q band is reported to show a red-shift of ~15 nm due to the appended pyridine
coordinated to the metal atom[36-38].
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Figure 8.4: Pyridine units on the porphyrin.

Our calculated value for the porphyrin local excitation in the (ZnTPP)2-C60 is 1.75 eV and the
excitation from the porphyrin HOMO-1 to porphyrin LUMO occurs at 2.13 eV. These energies are
slightly lower than those for the free pyridined-porphyrin mostly due to strain. This was confirmed by
calculating the lowest excitation in the strained pyridine ligated porphyrin. Mixing of the states similar
to that predicted by TDDFT method for free pyridined-porphyrin is likely to increase the energy of the
lowest singlet excited state. The TDDFT calculations on the triad cutout (described below) could not be
carried out due to its large size.
The calculated ionization potential (IP) of the triad cutout is also much smaller compared to the
free ZnTPP. This happens possibly due to the fact that the HOMO is delocalized with substantial density
on the second porphyrin and also due to the presence of the axial ligation to the pyridine connecting the
porphyrin to the C60. The HOMOs of the two porphyrins are degenerate. Our calculated ionization
potential of a single porphyrin with an axial pyridine on top shows that the IP changes from 6.34 eV for
a free ZnTPP to 6.00 eV for the pyridine-ligated-porphyrin. Lack of experimental data on ultraviolet
photoelectron spectra of pyridine-ligated porphyrin hinders a direct comparison. The electrochemical
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measurements are done in solution in which the choice of the solvent is important. Experimentally, a
change of ~ 0.11 eV was reported in the oxidation potential of Zn-tetraphenyl porphyrin in pyridine in
electrochemical measurements in solution [39, 40]. Strain on the porphyrin plane, similar to that present
in the heptad, further reduces it to 5.86 eV. The calculated value of the IP of the (ZnTPP)2-C60 at allelectron level is 5.54 eV. The IP of the full heptad molecule using mixed pseudopotential and allelectron approach differs only slightly at 5.49eV. The HOMO level is spread over both the porphyrins
although it is mostly localized on one. This spread may raise the HOMO energy further up thereby
reducing the ionization energy. The electron affinity of the (ZnTPP)2-C60 is also higher (2.94 eV) than
that for an isolated C60 molecule (2.68 eV). These changes are much larger than the change seen in nonbonded C60-ZnTPP complexes in cofacial arrangement or in endon orientations [28, 41]. Furthermore,
experimental measurement of reduction potential of a dipyridine C60 model reports a change of 10-40
meV only [31]. Similar change was noted for single pyridine connected to a fulleropyrolidine [38]. Our
calculations on a free dipyridine-C60 molecule, but with the same structure as in the heptad shows that
the vertical electron affinity increases from free C60 by about 0.09 eV. Relaxation of the structure of this
dipyridine-C60 resulted in decrease of electron affinity to 2.62 eV. A plot of the difference of the density
in the neutral and the anionic state shows density distribution both on the C60 as well as on the pyridine
rings (Fig. 8.5). Possible polarization effects on the porphyrin components may lower the energy of the
anionic state.
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Figure 8.5: Plots of neutral and anionic states.

We have used the perturbative Δ-SCF method to determine the lowest charge transfer excitation energy
of the heptad which occurs from the porphyrins to the fullerene. In the perturbative Δ-SCF method, the
occupied orbitals are expaned in the space of unoccupied orbitals using a pertubative approach. Our
earlier applications to small donor-acceptor organic conjugates [30] as well as to supramolecular
carotenoid-porphyrin-C60 triad [27] and porphyrin-fullerene dyads [28] show that the method can be
reliably used to determine the charge transfer excitation energies for systems with vanishing transition
dipole moments.
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Figure 8.6: Triad cutout.
The method is computationally as expensive for a given excited state as the Kohn-Sham DFT for
the ground state. However, the excited state calculations require larger memory since the information
about the ground state Hamiltonian is retained. Because of the large memory requirement for the
calculation of the excitation energies, we have used a smaller triad model of the heptad containing only
the donor and acceptor moities as shown in Fig.8.6. The geometry of the triad was not optimized to
mimic the geometry of that part of the heptad. This part of the heptad will be referred as triad cutout
hereafter. The HOMO of the triad cutout is on the porphyrins and the LUMO is on the fullerene. Since
this model system is smaller in size, we used an all-electron approach to calculate the excited states. Our
calculated CT excitation energy from the HOMO on the Zn-porphyrin to the LUMO of the fullerene in
the triad is 1.67 eV. We find that the excited state energies differ only by 0.04 eV if we use a
pseudopotential basis instead of an all-electron basis. Experimental estimate of the CT energy on the full
heptad molecule is made from the reduction potential of a model C60-dipyridine molecule and oxidation
potential of pyridined-ZnTPP. This energy is estimated to be 1.37 eV by Gust et al. [31]. On another
similar bis-porphyrin-fullerene triad , the experimental value of the CT excitation from porphyrin to C60
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is found to be 1.46 eV [39]. The linkers connecting the porphyrins to the fullerene in the bis-porphyrinfullerene triad in [39] are quite different. The effect due to the axial pyridine ligands is hence missing
and therefore a direct comparison between our calculated value and experimental estimate is not
possible. We have also calculated the charge transfer excitation from a porphyrin HOMO-1 to fullerene
LUMO. Energy of this CT excited state is 2.07 eV. The plots of orbital densities show a low lying
virtual bridge state situated on the pyridine linkers. Our calculations show that excitation from HOMO
to the pyridine bridge state (Fig. 8.7) leads to another CT state at 2.82 eV which shows that this state is
unlikely to participate in any charge transfer transition resulting from porphyrin Q-band. The calculated
excitation energies do not account for any structural reorganization of the complexes. The ionic
relaxation in the triad or heptad is likely to be small due to the highly constrained structures of the
complexes. The electrochemical measurements in experiments are carried out in polar solvents such as
methyltetrahydrofuran where the solvent reaction field can further stabilize the excited state. The dipole
moment of the ground state of the triad cutout is 2.48D and in the CT excited state it increases to 36D.
The distance between the Zn ion to nearest fullerene surface distance is about 6.8 °A in this complex
which explains the dipole moment of the CT state.
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Figure 8.7: Pyridine bridge state.
In summary, our DFT study on the multichromophoric molecular heptad shows that in the
ground state, the highest occupied molecular orbital is located mostly on one of the porphyrins and the
lowest unoccupied MO is on the fullerene. We find that the BODIPY HOMO lies deep compared to
other components of the heptad. In agreement with experimental observation of Gust et al. [31] our
calculations indicate that in absence of the fullerene, the electron transfer would occur from the Znporphyrin to the BODIPY. The ionization potential and electron affinity of the heptad is quite different
than that for a ZnTPP or ZnTPP with pyridine ligand. The strain on the porphyrins, presence of the axial
pyridine ligands, and the delocalization of the HOMO orbital contributes to the reduction of the
ionization potential. The electron affinity of the heptad also significantly differs from an isolated C60 or
isolated dipyridine-C60 molecule possibly due to polarization effects. Our calculated value of the
HOMO-LUMO charge transfer energy for a representative bis-porphyrin-fullerene triad cutout is 1.67
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eV. The dipole moments of such CT states are high (~36D). In this molecule the reorganization of the
porphyrins and fullerenes is likely to be small due to the structural constraints. The difference between
the calculated value and the experimental energy is likely due to the effects of polar solvents which will
stabilize the excited state.
8.3

Vibrational modes calculation
Optimization of a structure results in finding a stationary point on the potential surface.

Classification of this point- whether it is a local minimum or a transition state requires determination of
vibrational frequencies. These are the normal mode frequencies of vibrations of molecules. In general, a
nonlinear molecule with N atoms will have 3N-6 different modes of vibrations. These frequencies are
characteristic of the system and its bonding. The calculation of the vibrational frequency is necessary
for a number of photophysical properties of systems such as electron-phonon interaction and
determination of infrared and Raman spectra. The vibrational frequencies are often obtained within the
harmonic approximation. The hessian matrix is built from the second derivatives of the total energy with
respect to atomic displacements. The second derivatives can be obtained analytically or by performing
numerical differentiation of the forces. This, combined with need of stricter convergence and accurate
mesh, makes the calculation of vibrational frequencies very expensive. In NRLMOL the hessian matrix
is built by numerically differentiating the analytic forces (which are the first derivative of energy with
respect to atomic positions). For a system containing N atoms, 6N calculations of forces are necessary
to build the hessian matrix numerically. This is a significant computational task if good quality basis
sets are used. For this reason frequency calculations of moderately large molecules using good quality
basis set are scarce. Moreover, the computational cost is significant as a majority of the codes including
NRLMOL perform the 6N calculations in a sequential manner. We would like to point out that each of
the 6N calculations is done separately in parallel in NRLMOL.
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The vibrational frequency calculation can be sped up dramatically by adding a second level of
parallelization over already parallel NRMOL. We have implemented this approach and applied it to
compute the vibrational spectra and vibrational contribution to the polarizability of the Sc4O2@C80
endohedral fullerene. This unit is comprised of an 80 carbon atom cage and the enclosed unit is of 4
Scandium and 2 Oxygen atoms, it is shown in figure 8.3

Figure 8.8: Sc4O2@C80 molecule.
NRLMOL has the capability of calculation a single point calculation specified through an input
file called RUNS.
The calculation of the single points however, must be done in parallel since the molecule is
comprised of 86 atoms (too large to run in serial mode), therefore, multiple executions of the parallel
code must be done simultaneously in order to calculate them at the same time.
To run this test, 529 single point calculations were requested for the complex just mentioned, and
execution of the parallel code was given to groups of 24 processors. 13 of this calculations are on the
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optimized with different electric fields, that is, a total of 12,696 processors were requested for the
execution (24 processors working on each atomic displacement).
The code ran satisfactorily on the Hopper cluster from NERSC3 (where each node contains 24
processors), with each displacement calculated by each group as requested.
The equivalent manual setup of the series of individual calculations was not done as it was
deemed unnecessary as well as time consuming. It is straightforward to estimate the time for the series
of individual runs; it is simply 529 times the average time taken for a single atomic displacement.
8.4

Endohedral complex and encapsulating unit testing
In order to test all the isomers of a given fullerene, the code was tested using 12 nodes containing

12 processors each in the high performance computing (HPC) cluster at UTEP[42]. Each node first used
the Molecular Oribtal Package MOPAC[43] to optimize the structure, then the General Utility Lattice
Program (GULP) package[44] to calculate the energy. As an initial test all 31,924 isomers of C80 were
optimized, only 14 failures were reported. The code took 33 hours to complete and the results were in
agreement with literature. Note that even though the calculations used only 144 processors, the code
should be able to run on thousands of processors. Subsequently, all 31,924 isomers of C80 were
determined in various charge states. The time taken by the code is determined by the level of theory
used for structure optimization. The speed up is linear as each calculation is completely independent of
the others. The code was subsequently used to search for the stable isomers of Sc3N@C80. This
fullerene has been well studied by others and a number of calculations are available to compare results.
It has been found that the endohedral unit Sc3N denotes 6 electrons to the outer cage. Due to such
bonding nature, the majority of earlier computational studies first identified the most stable isomers of
carbon fullerene in the hexanion state (using semi-empirical methods such as AM1 or tight binding) and
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a lowest few of these fullerenes were used as the promising candidates for hosting Sc3N unit. Here we
used about 100 most stable isomers of the neutral, hexanion, trianion. In addition, 100 isomers of
hexanions with the largest gap between the highest occupied molecular orbital (HOMO) and the lowest
occupied molecular orbital (LUMO) were also selected. Using these promising candidates for hosting
the Sc3N unit, we built a database of starting structures of the Sc3N@C80 using the procedure described
earlier, this results in roughly 10,000 isomers of Sc3N@C80 which were optimized at the PM6 level
designed for optimization of database of clusters.
In agreement with the published literature, the most stable isomer of Sc3N@C80 was found to be
the one with icosahedral cage. The procedure correctly obtained the reported low energy isomers but 2-3
new energy isomers were found among the most stable 10 isomers. This was confirmed by reoptimizing
these fullerenes at the DFT level using the NRLMOL code. The most stable fullerenes and their isomer
index according to the Fowler’s spiral algorithm [22] are listed in Table 8.3. The toolkit is being used in
our laboratory to computationally search for novel endohedral fullerenes. This is important as these
fullerenes have several possible usages ranging from tumor theranostics to photovolatic materials. Some
predicted endohedral fullerenes along with the isomer numbers are listed in Table 8.4.
Table 8.3: C80 isomer indexes at various charge states.
Charge
Index

0
31918
31919
31920
31484
31922
31596
28316
30789
31921

-1
31922
31923
31920
20319
31921
31924
30291
31876

1
31922
31923
31876
31918
31920
28319
31919
31892
28316
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-3
31918
31919
31920
31484
31922
31596
283616
30789
31921

-6
31924
31923
31922
31876
31870
31891
28863
31921
28325

Literature
91924
31923
31922
31891
28325
28319
29591
28324
31920
31876

Table 8.4: Sc3N@C80 optimized isomers.
PM6
31926
31923
31922
31921
31920
31981
31870
30291
28870

8.4

NRLMOL (DFT)
31924
31923
31922
31891
31870
28325
31875
28319
29591

Literature (DFT)
31924
31923
31922
31891
28325
28319
29591
28324
31920

Joint density of states calculation
The subroutine that calculates joint density of states was parallelized; joint density of states is the

number of electron states within an energy window [45]. The calculation is done for all mesh points:
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| 〉

∑

(8.2)

As mentioned earlier, the joint density of states calculation is performed after the self consistent
solution is obtained. During the SCF iteration, the Cij in equation 8.2 that are necessary to construct the
wavefunction ψ, are stored only for the occupied orbitals.
The calculation of the joint density of states (Equation 8.1) requires the virtual (unoccupied)
wave functions, which need to be calculated. The integral of the transition dipole ⟨
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| ⃗| ⟩, can be

done either analytically or numerically. We chose to compute it numerically. This requires determining
ψi at each grid point, then performing numerical integration. This approach can be slower than analytic
computation if done in a serial fashion. We have hence parallelized the entire calculation of joint density
of states. The parallelization consists of two steps: the first is that the wavefunctions ψi are computed on
the grid ant the dipole matrix is determined in parallel. The second step, consists of distributing the
calculation of the to worker nodes.
The execution was tested using a β-Carotene-Porphyrin-C60 (C-P-C) triad (Figure 8.9) due to its
large number of atoms (207), this molecule creates a bottle neck in the serial calculation, as originally
only the master node performed the operations above.

Figure 8.9: C-P-C complex.

The test was done in UTEP’s research cloud[42] using 84 processors; the results are shown in
table 8.5
Table 8.5: Joint density of states results.
Code

Time (sec)

Original (serial)

12,721.75

Parallel

955.31
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Summary
The present work represents various efforts to update and upgrade the current capabilities of
NRLMOL. Although the code’s ability to perform precise and reliable calculations has remained
constant since its inception, new compiler technologies and new mathematical libraries expand its
capabilities to simulate larger systems of molecular complexes. The code must also undergo internal
reorganization in order to accommodate its functionality and memory management into new emerging
cluster technologies.
The new graphical user interface that allows formatting and post processing of data adds to its
functionality, and make it accessible to newer users that require less computational experience in order
to interact with it, this leads to more calculations to be executed in a more independent fashion, with less
intervention from someone with the previously required technical skills. The new users can focus their
learning skills more towards understanding molecular structure theory than in learning terminal based
commands and other auxiliary packages that are now integrated into the graphical user interface.
The molecular heptad calculation remains the biggest molecular complex that has been modeled
with NRLMOL using an effective potential in the electronic structure lab. This calculation provides
insight not only into the obtained results which favors its use in organic photovoltaic devices, but also in
how NRLMOL must be configured and upgraded in order to run calculations on molecular systems of
this order of size.
The developed computational toolkit can be used to broaden the search for novel molecular
complexes whose existence and characteristics may not be entirely known. It can be adapted to perform
calculations at various levels of theory and is particularly suitable for searching for novel endohedral
fullerenes, but it can also be configured for any type of family of atomic clusters.
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