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Abstract
Denote by Lg,l the lollipop graph obtained by attaching a pendant path P =
vgvg+1 · · · vg+l (l ≥ 1) to a cycle C = v1v2 · · · vgv1 (g ≥ 3). A Fg,l-graph of order
n ≥ g+1 is defined to be the graph obtained by attaching n− g− l pendent vertices
to some of the nonpendant vertices of Lg,l in which each vertex other than vg+l−1
is attached at most one pendant vertex. A F◦g,l-graph is a Fg,l-graph in which vg is
attached with pendant vertex. Denote by qmin the least Q-eigenvalue of a graph. In
this paper, we proceed on considering the domination number, the least Q-eigenvalue
of a graph as well as their relation. Further results obtained are as follows:
(i) some results about the changing of the domination number under the structural
perturbation of a graph are represented;
(ii) among all nonbipartite unicyclic graphs of order n, with both domination
number γ and girth g (g ≤ n−1), the minimum qmin attains at a Fg,l-graph for some
l;
(iii) among the nonbipartite graphs of order n and with given domination number
which contain a F◦g,l-graph as a subgraph, some lower bounds for qmin are represented;
(iv) among the nonbipartite graphs of order n and with given domination number
n
2 ,
n−1
2 , the minimum qmin is completely determined respectively;
(v) among the nonbipartite graphs of order n ≥ 4, and with both domination
number n+13 < γ ≤
n
2 and odd-girth (the length of the shortest odd cycle) at most 5,
the minimum qmin is completely determined.
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1 Introduction
The concept of graph dominating set has been frequently used for studying ad hoc
networks [20], the efficiency of multicast/broadcast routing [11], and the power management
[20]. As a result, a comprehensive study of issues relevant to dominating set of a graph
has become an active topic [20].
All graphs considered in this paper are connected, undirected and simple, i.e., no loops
or multiple edges are allowed. We denote by ‖ S ‖ the cardinality of a set S, and denote
by G = G[V (G), E(G)] a graph with vertex set V (G) = {v1, v2, . . . , vn} and edge set E(G)
where ‖ V (G) ‖= n is the order and ‖ E(G) ‖= m is the size.
In a graph, if vertices vi and vj are adjacent (denoted by vi ∼ vj), we say that they
dominate each other. A vertex set D of a graph G is said to be a dominating set if every
vertex of V (G)\D is adjacent to (dominated by) at least one vertex in D. The domination
number γ(G) (γ, for short) is the minimum cardinality of all dominating sets of G. For a
graph G, a dominating set is called a minimal dominating set if its cardinality is γ(G).
A well known result about γ(G) is that for a graph G of order n containing no isolated
vertex, γ ≤ n
2
[15]. In the study of a real-world network, what about the structure of the
network with fixed domination number and how about the changing of the domination
number under some structural perturbations of the network are very significant problems.
In this paper, for a nonbipartite graph with both order n and domination number γ, we
present some results about the changing of the domination number under some structural
perturbations.
Recall that Q(G) = D(G) + A(G) is called the signless Laplacian matrix (or Q-
matrix) of G, where D(G) = diag(d1, d2, . . . , dn) with di = dG(vi) being the degree of
vertex vi (1 ≤ i ≤ n), and A(G) is the adjacency matrix of G. The signless Laplacian has
attracted the attention of many researchers and it is being promoted by many researchers
[1], [2]-[9], [17], [21].
The least eigenvalue ofQ(G), denote by qmin(G) or qmin, is called the least Q-eigenvalue
of G. Noting that Q(G) is positive semi-definite, we have qmin(G) ≥ 0. From [2], we know
that, for a connected graph G, qmin(G) = 0 if and only if G is bipartite. Consequently,
in [10], qmin was studied as a measure of nonbipartiteness of a graph. One can note that
there are quite a few results about qmin. In [1], D.M. Cardoso et al. determined the graphs
with the the minimum qmin among all the connected nonbipartite graphs with a prescribed
number of vertices. In [9], L. de Lima et al. surveyed some known results about qmin
and also presented some new results. In [12], S. Fallat, Y. Fan investigated the relations
between qmin and some parameters reflecting the graph bipartiteness. In [17], Y. Wang, Y.
Fan investigated qmin of a graph under some perturbations, and minimized qmin among the
connected graphs with fixed order which contains a given nonbipartite graph as an induced
2
subgraph.
In [13] and [19], the authors first considered the relation between qmin of a graph and
its domination number. Among all the nonbipartite graphs with both order n ≥ 4 and
domination number γ ≤ n+1
3
, they characterized the graphs with the minimum qmin. A
remaining open problem is that how about qmin of the connected nonbipartite graph on n
vertices with domination number n+1
3
< γ ≤ n
2
. In this paper, we proceed on considering
this problem. Further results about the domination number, the least Q-eigenvalue of a
graph as well as their relation are represented.
The layout of this paper is as follows: section 2 introduces some notations and working
lemmas; section 3 represents some results to characterize the relation between the domina-
tion number and the structural perturbation of a graph; section 4 represents some results
about the minimum qmin among uncyclic graphs; section 5 represents some results about
the minimum qmin among all general graphs; section 6 poses an open problem.
2 Preliminary
In this section, we introduce some notations and some working lemmas.
In a graph G, we say that a vertex v is dominated by a vertex set S if v ∈ S or v
is adjacent to a vertex in S. A vertex is called a p-dominator (or support vertex) if it
dominates a pendant vertex. For a vertex v ∈ V (G), we denote by NG(v) its neighbor set
in G, and let NG[v] = NG(v) ∪ {v} be the close neighbor set; for a subgraph K in G, we
denote by NK(v) the neighbor set of v in K.
Denote by Pn, Cn, Kn, Sn a path, a n-cycle (of length n), a complete graph, a star
of order n respectively, and denote by Kr,s the complete bipartite graph with partite sets
of order r and s respectively. Denote by S+n the graph obtained by adding an additional
edge between two pendant vertices of Sn. For a path P and a cycle C, we denote by L(P ),
L(C) their lengths respectively. If k is odd, we say Ck an odd cycle. The odd-girth for a
nonbipartite graph G, denoted by go(G) or go, is the length of the shortest odd cycle in
this graph. G− vivj denotes the graph obtained from G by deleting the edge vivj ∈ E(G),
and let G− vi denote the graph obtained from G by deleting the vertex vi and the edges
incident with vi. Similarly, G + vivj is the graph obtained from G by adding an edge vivj
between its two nonadjacent vertices vi and vj. Given an edge set E, G − E denotes the
graph obtained by deleting all the edges in E from G; given an vertex set S, G−S denotes
the graph obtained by deleting all the vertices in S from G and the edges incident with
any vertex in S.
A connected graph G of order n is called a unicyclic graph if ‖E(G)‖ = n. For
S ⊆ V (G), let G[S] denote the subgraph induced by S. Denoted by dG(vi, vj) the distance
between two vertices vi and vj in a graph G.
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Let G1 and G2 be two disjoint graphs, and let v1 ∈ V (G1), v2 ∈ V (G2). The coalescence
of G1 and G2, denoted by G1(v1)⋄G2(v2), is obtained from G1, G2 by identifying v1 with v2
and forming a new vertex u. The graph G1(v1)⋄G2(v2) can also be written as G1(u)⋄G2(u),
where for i = 1, 2, Gi can be trivial (that is, Gi is only one vertex). In G1(v1) ⋄G2(v2), we
say that G1 is attached to G2 at u (or G1 is attached to u simply), or G2 is attached to G1
at u (or G2 is attached to u simply). If a connected graph G can be expressed in the form
G = G1(u) ⋄G2(u), where both G1 and G2 are connected, then for i = 1, 2, Gi is called a
branch of G with root u. In G = G1(u) ⋄G2(u), if G2 is a path where u is one end vertex
of G2, then we say that G2 is a pendant path starting from G1.
For a graph G of order n, let X = (x1, x2, . . . , xn)
T ∈ Rn be defined on V (G), i.e., each
vertex vi is mapped to the entry xi; let |xi| denote the absolute value of xi. One can find
that XTQ(G)X =
∑
vivj∈E(G)
(xi + xj)
2. In addition, for an arbitrary unit vector X ∈ Rn,
qmin(G) ≤ X
TQ(G)X , with equality if and only if X is an eigenvector corresponding to
qmin(G). A branch H of G is called a zero branch with respect to X if xi = 0 for all
vi ∈ V (H); otherwise, it is called a nonzero branch with respect to X .
Lemma 2.1 [3] Let G be a graph on n vertices and m edges, and let e be an edge of G.
Let q1 ≥ q2 ≥ · · · ≥ qn and s1 ≥ s2 ≥ · · · ≥ sn be the Q-eigenvalues of G and G − e
respectively. Then 0 ≤ sn ≤ qn ≤ · · · ≤ s2 ≤ q2 ≤ s1 ≤ q1.
Lemma 2.2 [17] Let G be a connected graph which contains a bipartite branch H with
root vs, and let X be an eigenvector of G corresponding to qmin(G).
(i) If xs = 0, then H is a zero branch of G with respect to X;
(ii) If xs 6= 0, then xp 6= 0 for every vertex vp ∈ V (H). Furthermore, for every vertex
vp ∈ V (H), xpxs is either positive or negative depending on whether vp is or is not in the
same part of the bipartite graph H as vs; consequently, xpxt < 0 for each edge vpvt ∈ E(H).
Lemma 2.3 [17] Let G be a connected nonbipartite graph of order n, and let X be an
eigenvector of G corresponding to qmin(G). T is a tree which is a nonzero branch of G with
respect to X and with root vs. Then |xt| < |xp| whenever vp, vt are vertices of T such that
vt lies on the unique path from vs to vp.
Lemma 2.4 [18] Let G = G1(v2) ⋄T (u) and G
∗ = G1(v1) ⋄T (u), where G1 is a connected
nonbipartite graph containing two distinct vertices v1, v2, and T is a nontrivial tree. If
there exists an eigenvector X = ( x1, x2, . . ., xk, . . .)
T of G corresponding to qmin(G) such
that |x1| > |x2| or |x1| = |x2| > 0, then qmin(G
∗) < qmin(G).
Let k ≥ 3 be odd, and let C = v1v2 · · · vkv1 be a cycle of length k. For j = 1, 2, . . ., t,
each Tj is a nontrivial tree. Let C
(T1,T2,...,Tt;i1,i2,...,it)
k denote the graph obtained by identifying
the vertex uj of Tj and the vertex vij of C, where 1 ≤ j ≤ t and for 1 ≤ l < f ≤ t, il 6= if .
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Lemma 2.5 [19] Let k < n be odd and C
(T1,T2,...,Tt;i1,i2,...,it)
k be of order n. X = ( x1, x2, . . .,
xk, xk+1, xk+2, . . ., xn−1, xn )
T is a unit eigenvector corresponding to qmin(C
(T1,T2,...,Tt;i1,i2,...,it)
k ).
Then max{|xij | | 1 ≤ j ≤ t} > 0.
Lemma 2.6 [8] Let G be a connected graph of order n. Then qmin < δ, where δ is the
minimal vertex degree of G.
Lemma 2.7 [19] Let G be a nonbipartite graph with domination number γ(G). Then
G contains a nonbipartite unicyclic spanning subgraph H with both go(H) = go(G) and
γ(H) = γ(G).
Lemma 2.8 [19] Suppose a graph G contains pendant vertices. Then
(i) there must be a minimal dominating set of G containing all of its p-dominators but
no any pendant vertex;
(ii) if v is a p-dominator of G and at least two pendant vertices are adjacent to v, then
any minimal dominating set of G contains v but no any pendant vertex adjacent to v.
Lemma 2.9 [14] (i) For a path Pn, we have γ(Pn) = ⌈
n
3
⌉.
(ii) For a cycle Cn, we have γ(Cn) = ⌈
n
3
⌉.
We define the corona G of graphs G1 and G2 as follows. The corona G = G1 ◦ G2 is
the graph formed from one copy of G1 and ‖ V (G1) ‖ copies of G2 where the ith vertex of
G1 is adjacent to every vertex in the ith copy of G2.
Lemma 2.10 [16] Let G be a graph of order n. γ(G) = n
2
if and only if the components
of G are the cycle C4 or the corona H ◦K1 for any connected graph H.
q
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Fig. 2.1. C∗3, k
Denote by C∗3, k the graph obtained by attaching a C3 to an end vertex of a path of
length k and attaching n− 3− k pendant vertices to the other end vertex of this path (see
Fig. 2.1).
Lemma 2.11 [19] γ(C∗3, k) = γ(Pk+3).
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3 Domination number and the structure of a graph
Lemma 3.1 Suppose G = H(u) ⋄ Sk(u) where H is a connected simple graph of order at
least 2, Sk (k ≥ 3) is a star with center v and and u is a pendant vertex of Sk (see Fig.
3.1). Then γ(G)− 1 ≤ γ(H) ≤ γ(G).
r r
r
r
r
r
r
r
vu
H
Fig. 3.1. G
Proof. Firstly, we prove that γ(G) − 1 ≤ γ(H). Otherwise, suppose γ(H) ≤ γ(G) − 2,
and suppose D is a dominating set of H . Then D
′
= D ∪ {v} is a dominating set of G.
This implies that γ(G) ≤ |D
′
| ≤ γ(G)− 1, which is a contradiction. The result follows as
desired.
Secondly, we prove that γ(H) ≤ γ(G). By Lemma 2.8, graph G has a dominating set
D containing all p-dominators but no any pendant vertex. Because v is a p-dominator,
v ∈ D. If u /∈ D, then (D \ {v}) ∪ {u} is a dominating set of H ; if u ∈ D, then D \ {v} is
a dominating set of H . This implies γ(H) ≤ γ(G). ✷
Recall that a lollipop graph Lg,l is P(vg) ⋄C(vg) where P = vgvg+1 · · · vg+l is a pendant
path with length l ≥ 1, C = v1v2 · · · vgv1 is a g-cycle. For given g and l, a graph of order
n is called a Fg,l-graph if it is obtained by attaching n − g − l pendant vertices to some
nonpendant vertices of a Lg,l. If l = 1, a Fg,l-graph is also called a sunlike graph. For
example, the graph G shown in Fig. 3.2 is a F7,6-graph.
r r
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Fig. 3.2. a F7,6-graph
r
In a Fg,l-graph if each p-dominator other than vg+l−1 is attached with exactly one
pendant vertex, then this graph is called a Fg,l-graph. In the following paper, for unity,
for a Fg,l-graph, C and P are expressed as above.
Theorem 3.2 Among all nonbipartite unicyclic graphs of order n, and with both domina-
tion number γ and girth g (g ≤ n−1), the minimum qmin attains at a Fg,l-graph G for some
l. Moreover, for this graph G, suppose that X = (x1, x2, x3, . . ., xn)
T is a unit eigenvector
corresponding to qmin(G). Then we have that |xg| > 0, and |xg+l−1| = max{|xi| | vi is a
p-dominator }.
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Proof. Suppose that graph G is a nonbipartite unicyclic of order n whose qmin(G) attains
the minimum.
Firstly, we prove that G is a Fg,l-graph for some l. We give a proof by contradiction.
Suppose that G is not a Fg,l-graph for any l. Then G ∼= C
(T1,T2,...,Tt; i1,i2,...,it)
g for some C
and t. Suppose that X = (x1, x2, x3, . . ., xn)
T is a unit eigenvector of G corresponding
to qmin(G). By Lemma 2.5, we know that max{|xij | | 1 ≤ j ≤ t} > 0. Without loss of
generality, suppose that |xi1 | = max{|xij | | 1 ≤ j ≤ t}. By Lemma 2.2, with respect to X ,
we see that among all p-dominators, the one with the largest corresponding entry must be
in one nonzero Tj (that is, Tj a nonzero branch). Without loss of generality, we suppose
that among all p-dominators, the entry xf−1 corresponding to the p-dominator vf−1 in T1
attains the maximum. Note that |xi1 | > 0. By Lemmas 2.3, it follows that |xf−1| > 0.
Suppose that vf is a pendant vertex attached to vf−1. Denote by Pi1,f the path from vi1
to vf in T1.
r
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P in T2
Fig. 3.3. two cases for P
Because G is not a Fg,l-graph for any l, there exists a path P of length at least 2 which
has two cases as follows.
Case 1 P is in T1, and P is a longest path from one vertex vk of Pi1,f to another pendant
vertex of T1 which is not dominated by vf−1, where vk 6= vf−1 (see “P in T1” in Fig. 3.3).
Suppose P = vk · · · vz−1vzvz1 , where vz1 is a pendant vertex, vz 6= vf−1 and L(P ) ≥ 2. And
suppose that vz1 , vz2 , . . ., vzw are all the pendant vertices attached to vz. Let H = G−{vz ,
vz1 , vz2 , . . ., vzw}. Note that L(P ) ≥ 2. By Lemma 3.1, γ(G)− 1 ≤ γ(H) ≤ γ(G).
If γ(H) = γ(G)− 1, let G
′
= H + vf−1vz +
∑w
j=1 vfvzj . By Lemma 2.8, we know that
there is a minimal dominating set DH of H containing vf−1 but no vf . Then DH ∪ {vf} is
a dominating set of G
′
. This implies γ(G
′
) ≤ γ(G). If γ(G
′
) ≤ γ(G)− 1, then by Lemma
2.8, we know that there is a minimal dominating set DG′ of G
′
containing vf−1 and vf but
no any vzj for j = 1, 2, . . ., w. Note that DG′ \ {vf} is a dominating set of H . This telles
7
us that γ(H) ≤ γ(G)− 2, which contradicts γ(H) = γ(G)− 1. Thus, γ(G
′
) = γ(G).
Now, let Y = (y1, y2, y3, . . ., yn)
T satisfies that


yz = −sgn(xf−1)(|xz|+ (|xf−1| − |xz−1|));
yzj = −sgn(xf )(|xzj |+ (|xf | − |xz|)), j = 1, 2, . . . , w;
yi = xi, others.
Note that T1 is a nonzero branch and |xf−1| ≥ |xz|. By Lemma 2.3, it follows that
|xz−1| < |xz| ≤ |xf−1| < |xf |. Then Y
TY − XTX > 0, but Y TQ(G
′
)Y = XTQ(G)X .
Using Rayleigh quotient follows that qmin(G
′
) < qmin(G), which contradicts the minimality
of qmin(G).
If γ(H) = γ(G), let G
′
= H + vf−1vz +
∑w
j=1 vf−1vzj . By Lemma 2.8, we know that
there is a minimal dominating set of H containing all p-dominators but no any pendant
vertices, and there is a minimal dominating set of G
′
containing all p-dominators but no
any pendant vertex. Note that any such minimal dominating set of H which contains vf−1
is also a dominating set of G
′
, and note that any such minimal dominating set of G
′
which
contains vf−1 is also a dominating set of H . This implies γ(H) = γ(G
′
) = γ(G).
Similar to the proof for the above assumption that γ(H) = γ(G)− 1, it is proved that
qmin(G
′
) < qmin(G), which contradicts the minimality of the qmin of G.
Case 2 P is a longest path in a Tj (j 6= 1) which is from vij to a pendant vertex of Tj .
For convenience, we let j = 2 (see “P in T2” in Fig. 3.3). Note that G is unicyclic. P has no
common vertex with the path Pi1,f . Suppose P = vi2 · · · vz−1vzvz1, where vz1 is a pendant
vertex, L(P ) ≥ 2, and suppose vz1, vz2 , . . ., vzw are all the pendant vertices attached to vz
(see “P in T2” in Fig. 3.3). Let H = G− {vz, vz1 , vz2, . . ., vzw}. Note that L(P ) ≥ 2. By
Lemma 3.1, γ(G)−1 ≤ γ(H) ≤ γ(G). If γ(H) = γ(G)−1, let G1 = H+vf−1vz+
∑w
j=1 vfvzj ;
if γ(H) = γ(G), let G2 = H + vf−1vz +
∑w
j=1 vf−1vzj . Note that T1 is a nonzero branch,
and note that if T2 is a zero branch, then we get |xz−1| = |xz| < |xf−1| < |xf |; if T2 is a
nonzero branch, then we get |xz−1| < |xz| ≤ |xf−1| < |xf |. Similar to Case 1, we can prove
that for i = 1, 2, γ(Gi) = γ(G) and qmin(Gi) < qmin(G) which contradicts the minimality
of qmin(G).
The above proof implies that G is a Fg,l-graph for some l.
Next, we prove that G is a Fg,l-graph. Otherwise, suppose G is not a Fg,l-graph. Then
there exists a p-dominator other than vg+l−1 whose attached pendant vertex is more than
one. For such a p-dominator, let only one pendant vertex be kept and other pendant
vertices be transferred to be attached to vg+l−1. Then we get a Fg,l-graph F. By Lemma
2.4, it is proved that qmin(F) < qmin(G), which contradicts the minimality of qmin(G).
Thus, it follows that G is a Fg,l-graph for some l.
From the above proof, we see that if X = (x1, x2, x3, . . ., xn)
T is a unit eigenvector
corresponding to qmin(G), then |xg| > 0, and |xg+l−1| = max{|xi| | vi is a p-dominator }.
The result follows as desired. ✷
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Let G be a Fg,l-graph of order n (see Fig. 3.4). In G, we denote by vr1 , vr2 , . . ., vrt
all the p-dominators on C, where 1 ≤ r1 < r2 < · · · < rt ≤ g. Along P, from vg to vg+l,
suppose vg+s is the first p-dominator, where 0 ≤ s ≤ l−1. Obviously, if s = 0, then rt = g.
Hereafter, we use F◦g,l-graph to denote a Fg,l-graph with s = 0. If i = 1, let ri−1 = rt; if
i = t, let rt+1 = r1. For 1 ≤ i ≤ t − 1, suppose that vτi is the pendant vertex attached to
vri ; if l ≥ 2 and rt = g, suppose that vτg is the pendant vertex attached to vg; if l = 1,
then rt = g, and then suppose vτ1g , vτ2g , . . ., vτyg are all the pendant vertices attached to
vertex vg. Let va be a vertex of C. For 1 ≤ i ≤ g, if va = v1, we let va−i = vg−i+1.
For 1 ≤ a ≤ g − 2, let G1 = G − va+1va+2 + va+1va−1, G2 = G1 − va−1va−2 + va−1va+2
(see Fig. 3.5); for a = g − 1, let G1 = G − vgv1 + vgvg−2, G2 = G1 − vg−2vg−3 + vg−2v1;
for a = g, let G1 = G − v2v1 + v1vg−1, G2 = G1 − vg−1vg−2 + vg−1v2. If l = 1, r1 ≥ 4
and rt = g, let Xt = G − v2v3 + v2vg −
y∑
i=1
vgvτ ig +
y∑
i=1
v3vτ ig ; if l ≥ 2, r1 ≥ 4 and rt = g,
Xt = G − v2v3 + v2vg − vgvτg + v3vτg − vgvg+1 + vg+1v3 (see Fig. 3.5); if rt = g, and for
1 ≤ i ≤ t − 1, ri+1 − ri ≥ 4, let Xi = G − vri+2vri+3 + vri+2vri − vrivτi + vri+3vτi . If
r1 ≥ 4 and rt = g, G1 = G − vr1vτ1 − vr1vr1+1 + vr1vr1−2 + v1vτ1 (see Fig. 3.5); for all
i = 2, . . ., t − 1, if ri − ri−1 ≥ 4, let Gi = G − vrivτi − vrivri+1 + vrivri−2 + vri−1+1vτi ; if
rt < g and rt − rt−1 ≥ 4, Gt = G − vrtvτt + vrt−1+1vτt − vrtvrt+1 + vrtvrt−2; if l = 1, rt = g
and g − rt−1 ≥ 4, Gt = G −
y∑
i=1
vgvτ ig +
y∑
i=1
vrt−1+1vτ ig − vgv1 + vgvg−2; if l ≥ 2, rt = g and
g − rt−1 ≥ 4, Gt = G − vgvτg + vrt−1+1vτg − vgv1 + vgvg−2 − vgvg+1 + vg+1vrt−1+1.
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Fig. 3.5. G1, G2, G1, Xt
Lemma 3.3 Let G be a F◦g,l-graph with g ≥ 5 and order n ≥ g+1, and let ri−1+1 ≤ a ≤ ri
where 1 ≤ i ≤ t. Then
(i) if a = ri−1 + 1, ri − ri−1 ≥ 4, then γ(G) = γ(Xi−1);
(ii) if ri−1 + 2 ≤ a ≤ ri − 3, then γ(G) ≤ max{γ(G1), γ(G2)};
(iii) if ri ≥ 4, a = ri − 1, then γ(G) = γ(Gi);
(iv) for other cases of a, γ(G) ≤ γ(G1).
Proof. Note that rt = g now. Without loss of generality, we suppose that 1 ≤ a ≤ r1. By
Lemma 2.8, there is a minimal dominating set D of G which contains all p-dominators but
no any pendant vertex. And further, we can get a minimal dominating set D of G from D,
which not only satisfies that it contains all p-dominators but no any pendant vertex, and
for all i = 1, 2, . . ., t, it contains no vri+1 if it is not a p-dominator, no vri−1 if it is not a
p-dominator either. If D already satisfies this, we let D = D. If D does not satisfy that,
then may as well, we suppose that v1 is not a p-dominator but it is in D. We say that
v2 /∈ D. Otherwise, if v2 ∈ D, then D\{v1} is also a dominating set of G, but its cardinality
is less than D, which contradicts the choice of D. Thus, let D1 = (D \ {v1})∪ {v2}, which
is also a dominating set of G with cardinality γ(G). Proceeding like this, we can get such
a minimal dominating set D of G from D1.
If r1 ≥ 3, then we let P = v2v3 · · · vr1−2 (if r1 = 1, 2, then V (P ) = ∅). Here, D
1 =
D ∩ V (P ) is a dominating set of P . Thus, ‖ D1 ‖≥ γ(P ). Note that by Lemma 2.8, for
P , there is a minimal dominating set R of P , which contains no any of v2 and vr1−2. Note
that D \ D1 is a dominating set of G − V (P ). So, D
′
= R∪ (D \ D1) is also a dominating
set of G. Then ‖ D ‖≥‖ D
′
‖. Note that ‖ D ‖= γ(G). It follows that ‖ D ‖=‖ D
′
‖
and ‖ R ‖=‖ D1 ‖= γ(P ). Let S = V (G) \ V (P ), G∗ = G − V (P ). Like ‖ D1 ‖, we
can prove that ‖ D \ D1 ‖= γ(G∗). Then combined with Lemma 2.11, it follows that
‖ D ‖= γ(P ) + γ(G∗) = ⌈ r1−3
3
⌉ + γ(G∗).
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To prove the lemma, next, we consider 5 cases as follows.
Case 1 a = r1. For G1, by Lemma 2.8, there is a minimal dominating set D of G1
which contains all p-dominators but no any pendant vertex. Thus, vr1 ∈ D, and both vr1+1
and vr1−1 can be dominated by vr1 . Therefore, D is also a dominating set of G, and then
γ(G) ≤ γ(G1).
Case 2 r1 ≥ 2, a = r1 − 1.
If r1 = 2, for G1, by Lemma 2.8, there is a minimal dominating set D of G1 which
contains all p-dominators but no any pendant vertex. Thus, vr1 ∈ D, vg ∈ D, and v1 can
be dominated by both vg and vr1 . Therefore, D is also a dominating set of G, and then
γ(G) ≤ γ(G1).
If r1 = 3, for G1, by Lemma 2.8, there is a minimal dominating set D of G1 which
contains all p-dominators but no any pendant vertex. Thus, vr1 ∈ D, vg ∈ D, v1 can be
dominated by vg, and v2 can be dominated by vr1 . Therefore, D is also a dominating set
of G, and then γ(G) ≤ γ(G1).
Next we consider the case that r1 ≥ 4.
If r2 = r1 +1, we let S = {v2, v3, . . ., vr1 , vτ1}, S
′
= V (G) \ S. As the narrations in the
first two paragraphs for G, we get a minimal dominating set D of G with D = D1 ∪ D2,
where D1 is a minimal dominating set of G[S] with cardinality γ(G[S]) = 1 + ⌈
r1−3
3
⌉, and
D2 is a minimal dominating set of G[S
′
]. Thus, we get that γ(G) = 1 + ⌈ r1−3
3
⌉ + γ(G[S
′
]).
Let B = {v3, . . ., vr1−1, vr1}, B
′
= V (G) \ (B ∪ {v1, v2, vτ1}). Similarly, for G1, we can
get a minimal dominating set D of G1 with D = D1 ∪ {v1} ∪ D2, where D1 ∪ {v1} is a
minimal dominating set of G1[B ∪ {v1, v2, vτ1}], and D2 is a minimal dominating set of
G1[B
′
] which containing all of its p-dominators but no any pendant vertex. Note that any
minimal dominating set of G1[B
′
] containing all p-dominators but no any pendant vertex
is also a dominating set of G[S
′
], and conversely, any minimal dominating set of G[S
′
]
containing all p-dominators but no any pendant vertex is also a dominating set of G1[B
′
].
So, γ(G1[B
′
]) = γ(G[S
′
]). By Lemma 2.11, it follows that ‖ D1 ∪ {v1} ‖= 1+ ⌈
r1−3
3
⌉. Thus
γ(G) = γ(G1).
Similar to the case that r2 = r1+1, we can prove that if r2 = r1+2, then γ(G) = γ(G1);
if r2 = r1 + 3, then γ(G) + 1 = γ(G1).
If r2 ≥ r1+4, we let S = {v2, v3, . . ., vr2−2, vτ1}, S
′
= V (G)\S. Similar to the above case
that r2 = r1 +1, for G, we get that γ(G) = 1+ ⌈
r1−3
3
⌉+ ⌈ r2−r1−3
3
⌉+ γ(G[S
′
]). Let B = {v1,
v2, v3, . . ., vr2−2, vτ1}, B
′
= V (G) \B. Similarly, for G1, we get that γ(G1[B
′
]) = γ(G[S
′
]),
and γ(G1) = 1 + ⌈
r1−3
3
⌉+ ⌈ r2−r1−2
3
⌉ + γ(G1[B
′
]). It follows that γ(G) ≤ γ(G1).
Case 3 a = r1−2. For G1, we claim that any minimal dominating set D of G1 contains
at most one of vr1−2 and vr1−1. Otherwise, suppose both vr1−2 and vr1−1 are in D. Then
D \ {vr1−1} is also a dominating set of G1, but its cardinality is less than that of D, which
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contradicts the choice of D. So, our claim holds.
Similar to Case 2, we can get a minimal dominating set D of G1, which contains all
p-dominators, but no v1 and no any pendant vertex. We suppose that D contains no vr1−1.
Note that vr1−1 can be dominated by vr1 . Therefore, D is also a dominating set of G (if D
contains vr1−1, we let D
′
= (D \ {vr1−1})∪ {vr1−2}. Then D
′
is also a dominating set of G),
and then γ(G) ≤ γ(G1).
Case 4 2 ≤ a ≤ r1−3. For G1, let B = {v2, v3, · · ·, va, va+1} and P = va+2va+3 · · · vr1−2.
Similar to the narrations for G in the first two paraphs and Case 2, we get γ(G1) =
γ(G[B]) + γ(P) + γ(G∗) = ⌈a−1
3
⌉+ ⌈ r1−a−3
3
⌉+ γ(G∗), where G∗ = G − (B ∪ V (P)).
For G2, if 4 ≤ a ≤ r1− 3, let P = v2v3 · · · va−2 and B = {va−1, va, va+1, va+2, · · · vr1−2}.
Similarly, we get that γ(G2) = γ(P) + γ(G[B]) + γ(G
∗) = ⌈a−3
3
⌉+ ⌈ r1−a−1
3
⌉+ γ(G∗).
For G2, if a = 2, 3, let B = {va−1, va, va+1, va+2, · · · vr1−2}, let B
′
= V (G2)\B. As Case
2, we get γ(G∗) = γ(G2[B
′
]), and get that γ(G2) = γ(G[B]) + γ(G
∗) = ⌈ r1−1−a
3
⌉ + γ(G∗).
From above discussions, for 4 ≤ a ≤ r1 − 3,
γ(G) = ⌈
r1 − 2− 1
3
⌉+ γ(G∗),
γ(G1) = ⌈
a− 1
3
⌉ + ⌈
r1 − a− 3
3
⌉+ γ(G∗), γ(G2) = ⌈
a− 3
3
⌉+ ⌈
r1 − a− 1
3
⌉ + γ(G∗).
Note that for positive integers u ≥ 1, w ≥ 2, ⌈u+w
3
⌉ ≤ max{⌈u−1
3
⌉ + ⌈w
3
⌉, ⌈u+1
3
⌉+ ⌈w−2
3
⌉}.
Let u = r1 − 2− a, w = a− 1. Then we get that γ(G) ≤ max{γ(G1), γ(G2)}.
For a = 3,
γ(G) = ⌈
r1 − 3
3
⌉+ γ(G∗), γ(G1) = ⌈
2
3
⌉+ ⌈
r1 − 6
3
⌉ + γ(G∗), γ(G2) = ⌈
r1 − 4
3
⌉ + γ(G∗).
As above proof, we let u = r1 − 5, w = 2. Then we get that γ(G) ≤ max{γ(G1), γ(G2)}.
For a = 2, noting that γ(G) = ⌈ r1−3
3
⌉+ γ(G∗),
γ(G1) = ⌈
1
3
⌉ + ⌈
r1 − 5
3
⌉+ γ(G∗) = 1 + ⌈
r1 − 5
3
⌉ + γ(G∗), γ(G2) = ⌈
r1 − 3
3
⌉ + γ(G∗),
and comparing with the results about the above case that a = 3, we get that γ(G) ≤
max{γ(G1), γ(G2)}.
Case 5 a = 1. If r1 = 1, 2, 3, then for any minimal dominating set of G1 which contains
all p-dominators but no any pendant vertex is also a dominating set of G. Combining with
Lemma 2.8 get that γ(G) ≤ γ(G1).
Next, suppose r1 ≥ 4. Let P1 = v2v3 · · · vr1−2 and P2 = vrt−1+2vrt−1+3 · · · vg−2, where if
g−3−rt−1 ≤ 0, then V (P2) = ∅. Without loss of generality, we suppose w = g−3−rt−1 ≥ 1.
Let u = r1− 3, B = V (G) \ (V (P1)∪ V (P2)), B
′
= (B \ {v1, vg−1, vg})∪ {v3, v4} if r1 ≥ 5;
B
′
= (B\{v1, vg−1, vg})∪{v3} if r1 = 4. Let A = V (P2)∪{vg−1, vg, v1, v2}. For r1 = 4, 5, 6,
as Case 2, we can prove that γ(G) = γ(P1) + γ(P2) + γ(G[B]) = ⌈
u
3
⌉ + ⌈w
3
⌉ + γ(G[B]) =
12
1 + ⌈w
3
⌉ + γ(G[B]), and γ(Xt) = γ(Xt[A]) + γ(Xt[B
′
]) = ⌈w+3
3
⌉ + γ(Xt[B
′
]). Note that
γ(Xt[B
′
]) = γ(G[B]) and 1 + ⌈w
3
⌉ = ⌈w+3
3
⌉. Therefore, γ(G) = γ(Xt). For r1 ≥ 7, we
let P = v5v6 · · · vr1−2. In a same way, we can prove that γ(G) = γ(Xt), where γ(G) =
γ(P1) + γ(P2) + γ(G[B]) = ⌈
u
3
⌉+ ⌈w
3
⌉+ γ(G[B]), γ(Xt) = γ(P) + γ(Xt[A]) + γ(Xt[B
′
]) =
⌈u−3
3
⌉ + ⌈w+3
3
⌉ + γ(Xt[B
′
]), and γ(Xt[B
′
]) = γ(G[B]).
From the above proof, it follows that if 1 ≤ a ≤ r1, the lemma holds. Similarly, we
can prove the lemma holds for any case that ri−1 + 1 ≤ a ≤ ri. This completes the proof.
✷
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Let Hk1 be a F3,ε−3-graph of order n ≥ 4 where there are k ≥ 0 p-dominators among v1,
v2, . . ., ε − 2 (ε ≥ 3. see Fig. 3.6). If k ≥ 1, in H
k
1 , suppose vajs are p-dominators where
1 ≤ j ≤ k, 1 ≤ a1 < a2 < · · · < ak ≤ ε− 2, and suppose vτj is the pendant vertex attached
to vaj . Let H
k
2 = H
k
1 −
k∑
j=1
vτjvaj +
k∑
j=1
vτjvε−2−k+j (see Fig. 3.6). If k = 0, then H
0
1 = H
0
2.
Theorem 3.4 γ(Hk1) ≤ γ(H
k
2).
Proof. For k = 0, the theorem holds clearly. So, we suppose k ≥ 1 next.
For ε = 3, 4, it is clear that the result holds because Hk1
∼= Hk2 . Next, we suppose that
ε ≥ 5.
Case 1 v1, v2, v3 are all p-dominators. Then a1 = 1, a2 = 2, a3 = 3.
Subcase 1.1 ak = 3. If ε = 5, 6, by Lemma 2.8, it is proved that γ(H
k
1) = γ(H2) as
Lemma 3.3. So, we suppose that ε ≥ 7 next. Let P = v5v6 · · · vε−3, S1 = {v1, v2, v3, vτ1 ,
vτ2 , vτ3}, S2 = V (H
k
1) \ (S1 ∪ V (P)). As the proof of Lemma 3.3, we get that γ(H
k
1) =
γ(Hk1 [S1])+ γ(P)+ γ(H
k
1 [S2]) = 3+ ⌈
ε−7
3
⌉+1 = 4+ ⌈ ε−7
3
⌉. In Hk2 , let B1 = {v1, v2, v3, . . .,
vε−6}, B2 = V (H
k
2) \B1. Similarly, we get γ(H
k
2) = γ(H
k
2[B1]) + γ(H
k
2[B2]) = ⌈
ε−7
3
⌉+4. It
follows that γ(Hk1) = γ(H
k
2) immediately.
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Subcase 1.2 ak ≥ 4.
From 4 to k, suppose az is the largest one such that az < ε − 2 − k + z. Without loss
of generality, we suppose ak < ε − 2. Let S1 = {v1, v2, v3, . . ., vak−1+1}, S2 = {vτ1 , vτ2 ,
. . ., vτk−1}, P1 = vak−1+2vak−1+3 . . . vak−2 if ak−1 + 2 ≤ ak − 2 (if ak−1 + 2 > ak − 2, then
V (P1) = ∅), P2 = vak+2vak+3 . . . vε−3 if ak + 2 ≤ ε− 3 (if ak + 2 > ε− 3, then V (P2) = ∅),
B = S1 ∪ S2. Let G1 = H
k
1 [B], G2 = H
k
1 [NHk1 [vak ]], G3 = H
k
1 [NHk1 [vε−1]]. As the proof of
Lemma 3.3, we get that γ(Hk1) = γ(G1)+γ(P1)+γ(G2)+γ(P2)+γ(G3) where if V (P1) = ∅,
then γ(P1) = 0, and if V (P2) = ∅, then γ(P2) = 0. Let K = H
k
1 − vakvτk + vε−2vτk . Let
P = vak−1+2vak−1+3 . . . vε−4, R = NK [vε−1] ∪ NK [vε−2]. Similarly, for K, we get that
γ(K) = γ(G1) + γ(P) + γ(K[R]).
If one of V (P1), V (P2) is empty, then max{|V (P1)|, |V (P2)|} ≤ |V (P)|. Note that
γ(G2) + γ(G3) = 2 = γ(K[R]), γ(P1) + γ(P2) ≤ γ(P). So, γ(H
k
1) ≤ γ(K).
If neither V (P1) nor V (P2) is empty, then |V (P1)|+ |V (P2)|+ 2 = |V (P)|. Note that
γ(G2) + γ(G3) = 2 = γ(K[R]), and note that for two nonnegative integer numbers a and
b, we have ⌈a+b+2
3
⌉ ≥ ⌈a
3
⌉ + ⌈ b
3
⌉. Then γ(P1) + γ(P2) ≤ γ(P). So, γ(H
k
1) ≤ γ(K).
Proceeding like this, we get graph Hk2 from H
k
1 satisfying that γ(H
k
1) ≤ γ(H
k
2).
In a same way, we can prove that γ(Hk1) ≤ γ(H
k
2) for the following cases that: Case 2
there are two p-dominators among v1, v2, v3; Case 3 there is only one p-dominator among
v1, v2, v3; Case 4 there is no p-dominator among v1, v2, v3. ✷
In Hk2, for j = 1, 2, . . ., k, suppose vτε−2−k+j is the pendant vertex attached to vertex
vε−2−k+j. Suppose vω1 , vω2 , . . ., vωs are the pendant vertices attached to vertex vε−1. If
s ≥ 2, let Hk3 = H
k
2 − vε−1−kvτε−1−k + vε−1vτε−1−k −
s∑
j=2
vε−1vωj +
s∑
j=2
vω1vωj . Let H
k−1
4 =
Hk2−vε−1−kvτε−1−k +vε−1vτε−1−k , H
k−2
5 = H
k−1
4 −vε−kvτε−k +vε−1vτε−k . If α ≥ 1, we denoted
by H3,α the graph H
α−1
2 of order n in which there are α p-dominators and vε−1 has only
one pendant vertex; if α = 0, we let H3,0 = C3 = v1v2v3v1.
Theorem 3.5
(i) If ε− k − 1 ≤ 2, then γ(Hk2) = k + 1 and γ(H
k−1
4 ) = γ(H
k
2)− 1;
(ii) If ε− k − 1 ≥ 3, then γ(Hk2) = ⌈
ε−k−4
3
⌉+ k + 1;
(iii) γ(Hk2) ≤ γ(H
k
3);
(iv) If ε−k−1 ≥ 3, ε−k−4
3
6= t where t is a nonnegative integral number, then γ(Hk−14 ) =
γ(Hk2)− 1;
(v) If ε − k − 1 ≥ 3, ε−k−4
3
= t where t is a nonnegative integral number, γ(Hk−14 ) =
γ(Hk2), γ(H
k−2
5 ) = γ(H
k
2)− 1.
Proof. As the proof of Lemma 3.3, it is proved that (i) and (ii) hold. (iii)–(v) follow from
(i) and (ii). ✷
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Corollary 3.6
(i) γ(H3,0) = 1;
(ii) If α ≥ 1 and n− 2α ≤ 2, then γ(H3,α) = α;
(iii) If α ≥ 1 and n− 2α ≥ 3, then γ(H3,α) = ⌈
n−2α−2
3
⌉ + α.
Proof. It is easy to check that γ(H3,0) = 1. Then (i) follows. If α ≥ 1, let k = α − 1.
Then (ii) and (iii) follow from Theorem 3.5. ✷
Let G∗ be a sunlike graph of order n and with both girth g and k p-dominators v1, v2,
. . ., vk on C. Same as Theorems 3.4 and 3.5, we get the following Lemma 3.7.
Lemma 3.7 Let G be a sunlike graph of order n and with both girth g and k p-dominators
on C. Then γ(G) ≤ γ(G∗), where γ(G∗) = k + ⌈g−k−2
3
⌉.
Lemma 3.8 Suppose that G is a Fg,l-graph with γ(G) =
n−1
2
, g ≥ 5 and order n ≥ g + 1,
and suppose there are exactly f vertices of the unique cycle C such that none of them is
p-dominator. Then we get
(i) if f = g, then g = 5;
(ii) if f 6= g, then f ≤ 3 and f 6= 2;
(iii) if f = 3, then the three vertices are consecutive on C, i.e., they are vi−1, vi, vi+1
for some 1 ≤ i < g, and each in (V (C) \ {vi−1, vi, vi+1}) ∪ V (P− vg+l) is p-dominator (if
i = 1, then vi−1 = vg).
Proof. Denote by A the set of vertices of C and the pendant vertices attached to C.
Suppose ‖ A ‖= z. Let A
′
= V (G)\A. Then γ(G) ≤ γ(G[A])+γ(G[A
′
]). Note that A
′
= ∅,
or G[A
′
] is connected with at least 2 vertices. Suppose f ≥ 4.
(i) f = g. Then z−f = 0. This means that there is not p-dominator on C. So, G[A
′
] is
connected with at least 2 vertices. Thus, if f ≥ 9, γ(G) ≤ ⌈f
3
⌉+γ(G[A
′
]) ≤ n−f
2
+ f+2
3
< n−1
2
.
Then f ≤ 7.
If γ(G[A
′
]) < n−f
2
, then γ(G) < n−1
2
. Hence, it follows that γ(G[A
′
]) = n−f
2
. Combined
with Lemma 2.10, it follows that G[A
′
] = Pn−f
2
◦K1. Here, suppose Pn−f
2
= va1va2 · · · vat
with t = n−f
2
, and suppose vτ1 is the unique pendant vertex attached to va1 . By Lemma
2.8, V (Pn−f
2
) is a minimal dominating set of G[A
′
].
Assume that f = 7. Note that G is a Fg,l-graph. If G = C+vgva1+G[A
′
], then V (Pn−f
2
)∪
{v2, v5} is a dominating set of G; if G = C+vgvτ1+G[A
′
], then (V (Pn−f
2
)\{va1})∪{v2, v5, vτ1}
is a dominating set of G. This implies that γ(G) ≤ n−7
2
+ 2 < n−1
2
which contradicts
γ(G) = n−1
2
. Thus, it follows that g = 5.
(ii) f 6= g. Note that there is no the case that z − f = 1. Then z − f ≥ 2. By Lemma
3.7, γ(G[A]) ≤ γ(G∗[A]) = g − f + ⌈f−2
3
⌉ ≤ z−f
2
+ ⌈f−2
3
⌉, where G∗[A] is a sunlike graph
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with vertex set A, C contained in it and g − f p-dominators v1, v2, . . ., vg−f (defined as
G∗ in Lemma 3.7). Thus, if f ≥ 4, then γ(G) ≤ z−f
2
+ ⌈f−2
3
⌉ + γ(G[A
′
]) ≤ n−f
2
+ ⌈f−2
3
⌉ ≤
n−f
2
+ f
3
< n−1
2
. This contradicts that γ(G) = n−1
2
. Consequently, f ≤ 3.
Suppose f = 2 and suppose that vj , vk of C are the exact 2 vertices such that neither
of them is p-dominator. Note that by Lemma 2.8, there is a minimal dominating set D
of G − vj − vk which contains all p-dominators but no any pendant vertex. Note that the
vertices of C other than vj , vk are all p-dominators in both G − vj − vk and G. Thus, each
of vj , vk is adjacent to at least one p-dominator on C. So, D is also a dominating set of G.
Note that there is no isolated vertex in G − vj − vk. Then γ(G − vj − vk) ≤
n−2
2
, and then
γ(G) ≤ n−2
2
, which contradicts γ(G) = n−1
2
. Then (ii) follows.
(iii) Suppose va, vb, vc are the exact 3 vertices of C such that none of them is p-
dominator. If the 3 vertices va, vb, vc are not consecutive, then each of them can be
dominated by its adjacent p-dominator. Note that by Lemma 2.8, there are a minimal
dominating set D of G − va − vb − vc which contains all p-dominators but no any pendant
vertex. Thus such D is also a dominating set of G. Note that there is no isolated vertex
in G − va − vb − vc. So, γ(G) ≤‖ D ‖= γ(G − va − vb − vc) ≤
n−3
2
, which contradicts
γ(G) = n−1
2
. Therefore, the 3 vertices va, vb, vc are consecutive.
Suppose that the 3 vertices are vi−1, vi, vi+1 for some 1 ≤ i ≤ g (here, if i = g,
we let vi+1 = v1; if i = 1, we let vi−1 = vg). Note that there is no isolated vertex
in G − vi−1 − vi − vi+1. Thus, γ(G − vi−1 − vi − vi+1) ≤
n−3
2
. Next, we claim that
γ(G − vi−1 − vi − vi+1) =
n−3
2
.
Claim 1 γ(G−vi−1−vi−vi+1) =
n−3
2
. Otherwise, suppose γ(G−vi−1−vi−vi+1) <
n−3
2
,
and suppose D is a minimal dominating set of G − vi−1 − vi − vi+1. Then D ∪ {vi} is a
dominating set D of G. Thus, G < 1 + n−3
2
< n−1
2
, which contradicts γ(G) = n−1
2
. Then
the claim holds.
By Lemma 2.10, G − vi−1 − vi − vi+1 = H ◦K1 for some acyclic graph H of order
n−3
2
.
Claim 2 For any minimal dominating set D of G − vi−1 − vi − vi+1, in G, at least one
of vi−1, vi, vi+1 can not be dominated by D. Otherwise, D is a dominating set of G too.
Hence, γ(G) ≤ n−3
2
, which contradicts γ(G) = n−1
2
. Then the claim holds.
If i = g, then H = H1∪H2, H1 = G[A]−vg−1−vg−v1, H2 = G[A
′
] = Pn−z
2
◦K1 (if n = z,
then H2 = K1). Here, suppose Pn−z
2
= va1va2 · · · vat with t =
n−z
2
, and suppose vτ1 is the
unique pendant vertex attached to va1 . Then G = G[A]+vgva1+H2 or G = G[A]+vgvτ1+H2.
Note that the vertices in (C \ {vg−1, vg, v1})∪ V (Pn−z
2
) are all p-dominators. As (i), we get
that γ(G) ≤ n−3
2
< n−1
2
which contradicts γ(G) = n−1
2
. This implies i 6= g.
If i 6= 1, g − 1, then H is connected. Combing Lemma 2.8, we get that each in (V (C) \
{vi−1, vi, vi+1}) ∪ V (P− vg+l) is a p-dominator, where P = vgvg+1 · · · vg+l.
If i = 1, then H = H1 ∪H2, H1 = G[A]− vg − v1 − v2, H2 = G[A
′
] = Pn−z
2
◦K1. Here,
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suppose Pn−z
2
= va1va2 · · · vat with t =
n−z
2
, and suppose vτ1 is the unique pendant vertex
attached to va1 . Then G = G[A] + vgva1 + H2 or G = G[A] + vgvτ1 + H2. We say that
G 6= G[A] + vgvτ1 +H2. Otherwise, suppose G = G[A] + vgvτ1 +H2. Note that n− z is even
now and G − {v2, v1, vg, va1 , vτ1} has no isolated vertex. Then for G − {v2, v1, vg, va1 , vτ1},
it has a dominating set D with ‖ D ‖≤ n−5
2
. Then D ∪ {v1, vτ1} is a dominating set of G,
which contradicts γ(G) = n−1
2
. This implies that G = G[A] + vgva1 + H2. It follows that
each one in (V (C) \ {vg, v1, v2}) ∪ V (P− vg+l) is a p-dominator. Similarly, for i = g − 1,
we get that each one in (V (C) \ {vg−2, vg−1, vg})∪V (P− vg+l) is a p-dominator. Then (iii)
follows. ✷
Theorem 3.9 Let C = v1v2v3 · · · vn−1vnv1 be an odd cycle of n.
(i) If n ≡ 1 (mod 3), then let
K = C − v⌈n
2
⌉v⌈n+2
2
⌉ + v⌈n2 ⌉v⌊n−22 ⌋
− v⌈n+2
2
⌉v⌈n+4
2
⌉ + v⌈n+2
2
⌉v⌈n+8
2
⌉
where if ⌈n+8
2
⌉ > n, then v⌈n+8
2
⌉ = v⌈k⌉ (k ≡ ⌈
n+8
2
⌉ (mod n), 1 ≤ k ≤ n− 1. see Fig. 3.7).
We have γ(C ) = γ(K ).
(ii) If n 6≡ 1 (mod 3), then let K = C−v⌈n
2
⌉v⌈n+2
2
⌉+v⌈n2 ⌉v⌊n−22 ⌋
. We have γ(C ) = γ(K ).
r
r
r rr rr r rr r
r
r
r r r rr r
v⌊n
2
⌋
v⌊n−2
2
⌋ v⌊n−4
2
⌋
v⌈n
2
⌉
v⌊n
2
⌋
v⌊n−2
2
⌋
v⌈n
2
⌉
Fig. 3.7. K
K
K
v⌈n+4
2
⌉
v⌈n+6
2
⌉
rr v⌈n+2
2
⌉
v⌈n+4
2
⌉
r
r
v⌈n+8
2
⌉
v⌈n+2
2
⌉
r
v⌊n−4
2
⌋
Proof. (i) Because n is odd and n ≡ 1 (mod 3), then n ≥ 7. Suppose n = 3k + 1 where
k ≥ 2. By Lemma 2.9 and Corollary 3.6, it follows that γ(K ) = ⌈n−6
3
⌉+2 = ⌈n
3
⌉ = γ(C ).
(ii) follows from Lemmas 2.9, 2.11. ✷
4 The qmin among uncyclic graphs
Lemma 4.1 Let G be a nonbipartite unicyclic graph of order n and with the odd cycle
C = v1v2 · · · vgv1 in it. There is a unit eigenvector corresponding to qmin(G) X = ( x1,
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x2, . . ., xg, xg+1, xg+2, . . ., xn−1, xn )
T , in which suppose |x1| = min{|x1|, |x2|, . . ., |xg|},
|xs| = max{|x1|, |x2|, . . ., |xg|} where s ≥ 2, satisfying that
(i) |x1| < |xs|;
(ii) |x1| = 0 if and only if xg = −x2 6= 0, and for 1 ≤ i ≤ g − 1, if xixi+1 6= 0, then
xixi+1 < 0; moreover, sgn(xj) = (−1)
dH (v1,vj) where H = G− v1vg.
(iii) if |x1| > 0, then
(1) if 3 ≤ s ≤ g − 1, then |x2| < · · · < |xs−2| < |xs−1| ≤ |xs| and |xg| < |xg−1| < · · · <
|xs+2| < |xs+1| ≤ |xs|;
(2) if |x2| > |xg|, then x1xg > 0; for 1 ≤ i ≤ g − 1, xixi+1 < 0; |x1| ≤ |xg|;
(3) if |x2| < |xg|, then x1x2 > 0; for 2 ≤ i ≤ g − 1, xixi+1 < 0; xgx1 < 0; |x1| ≤ |x2|;
(4) if |x2| = |xg|, then |x1| ≤ |x2|, and exactly one of x1xg > 0 and x1x2 > 0 holds,
where
(4.1) if x1xg > 0, then for 1 ≤ i ≤ g − 1, xixi+1 < 0;
(4.2) if x1x2 > 0, then xixi+1 < 0 for 2 ≤ i ≤ g − 1 and xgx1 < 0;
(5) at least one of |x(vs+1)| and |xs−1| is less than |xs|.
Proof. Because G is nonbipartite, it follows that qmin(G) > 0. Denoted by Tv1 the tree
attached to vertex v1, where Tv1 is trivial possibly. Denote by NTv1 (v1) the neighbor set of
vertex v1 in Tv1 . Suppose NTv1 (v1) = {vω1, vω2 , . . ., vωa}.
Suppose |x1| = 0. Note that X is an eigenvector. Then |x1| < |xs| follows directly. By
Lemma 2.2, Tv1 is a zerobranch. If x2 = 0, then qmin(G)x1 = dG(v1)x1+x2+xg+
a∑
i=1
xωi =
xg. Thus, xg = 0. Proceeding on like this, we get that xj = 0 for any vj ∈ V (G).
So, X = 0T . This contradicts X is an eigenvector. Thus, x2 6= 0. Similarly, xg 6= 0.
By qmin(G)x1 = dG(v1)x1 + x2 + xg +
a∑
i=1
xωi = x2 + xg = 0, x2 = −xg follows. Let
H = G−v1vg. If there exists 1 ≤ t ≤ g−1 such that x(vt)x(vt+1) > 0, then we let Y = ( y1,
y2, . . ., yg, yg+1, yg+2, . . ., yn−1, yn )
T be a vector satisfying that for any vertex vj ∈ V (G),
yj = (−1)
dH (v1,vj)|xj |. Note that (xt+xt+1)
2 > (yt+yt+1)
2. Then Y TQ(G)Y < XTQ(G)X ,
which contradicts that X corresponds to qmin(G). This means that for 1 ≤ i ≤ g − 1, if
x(vi)x(vi+1) 6= 0, then xixi+1 < 0. Therefore, for such defined vector Y as above, we have
Y TQ(G)Y = XTQ(G)X . Thus, Y is an eigenvector corresponding to qmin(G). We can let
X = Y . Then (ii) follows.
Suppose |x1| > 0 next. By Lemmas 2.2 and 2.3, we know that for i = 1, 2, . . .,
a, xωix1 < 0 and |x1| < |xωi |. Noting the minimality of |x1| and qmin(G) > 0, from
qmin(G)x1 = dG(v1)x1 + x2 + xg +
a∑
i=1
xωi , we get that one of x2 and xg, say xz (z = 2 or
z = g) for convenience, satisfies that xzx1 > 0. As the proof for (ii), we can prove that for
any other edge vtvt+1 on C (here, if t = g, then we let vt+1 = v1) other than vzv1, we have
xtxt+1 < 0.
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If |x1| = |xs|, then |x1| = |x2| = · · · = |xg|. Without loss of generality, suppose
that x2x1 > 0. Then x1xg < 0 and xg−1xg < 0. Denote by Tvg the tree attached to
vertex vg, where Tvg is trivial possibly. Suppose NTvg (vg) = {vo1 , vo2 , . . ., vor}. By
Lemmas 2.2 and 2.3, it follows that for i = 1, 2, . . ., r, xoixg < 0 and |xg| < |xoi |. From
qmin(G)xg = dG(vg)(xg)+xg−1+x1+
∑r
i=1 xoi , we get qmin(G) ≤ 0, which contradicts that
qmin(G) > 0. Therefore, |x1| < |xs|.
Combining with above narration, we get that |x1| < |xs| no matter |x1| = 0 or |x1| > 0.
Then (i) follows. Next, we proceed to prove (iii) with the assumption |x1| > 0.
Suppose 4 ≤ s ≤ g − 2. Denote by Tvs−1 the tree attached to vertex vs−1, where Tvs−1
is trivial possibly. Suppose NTvs−1 (vs−1) = {vη1 , vη2 , . . ., vηb}. By Lemmas 2.2 and 2.3, it
follows that for i = 1, 2, . . ., b, xηixs−1 < 0 and |xs−1| < |xηi |. From above discussions,
it follows that xsxs−1 < 0, xs−1xs−2 < 0. Noting qmin(G) > 0, from qmin(G)xs−1 =
dG(vs−1)(xs−1) + xs−2 + xs +
∑b
i=1 xηi , we get |xs−2| < |xs−1|. By induction, we get |x1| <
|x2| < · · · < |xs−2| < |xs−1| ≤ |xs|. Similarly, we can prove that |xg| < |xg−1| < · · · <
|xs+2| < |xs+1| ≤ |xs|. For g = 3, 4, (1) holds clearly. Then (1) follows.
Note that X corresponds to qmin(G). If |x2| > |xg|, because (|x1| − |x2|)
2 + (|x1| +
|xg|)
2 − (|x1| + |x2|)
2 − (|x1| − |xg|)
2 = 2|x1| · |xg| − 2|x1| · |x2| < 0, then x1xg > 0. Then
(2) follows.
In a same way, it is proved that (3)-(5) hold. ✷
Theorem 4.2 If G is a nonbipartite F◦g,l-graph with g ≥ 5, n ≥ g+1, then there is a graph
H with girth 3 and order n such that γ(G) ≤ γ(H) and qmin(H) < qmin(G).
Proof. Because G is nonbipartite, g is odd. Because n ≥ g+1, there are pendant vertices
in G. This means δ = 1. By Lemma 2.6, it follows that qmin(G) < 1. Let X = (x1, x2, x3,
. . ., xn)
T be a unit eigenvector corresponding to qmin(G). Among the vertices of C, suppose
xa+1 = min{|x(v1)|, |x(v2)|, . . ., |x(vg)|}, and without loss of generality, suppose 1 ≤ a ≤ r1
and xa+1 ≥ 0. By Lemma 4.1, we see that xaxa+1 ≥ 0 or xa+2xa+1 ≥ 0; without loss of
generality, suppose |xa| ≤ |xa+2|, xaxa+1 ≥ 0. Using Lemma 4.1 again follows that xa+2 6= 0
and |xa+2| > |xa+1|. Suppose that |xa−1| ≤ |xa+2|. Let H = G − vava+1. By Lemma 4.1,
suppose that for any j 6= a, a + 1, sgn(xj) = (−1)
dH (va+1,vj). It follows that xa−1 ≤ 0,
xa+2 < 0. In G, denote by Tva+2 attached to va+2, and let S = V (Tva+2) \ {va+2} (Here, if
Tva+2 is trivial, then S = ∅). Let G1 = G−va+1va+2+va+1va−1, G2 = G1−va−1va−2+va−1va+2
(if |xa−1| > |xa+2|, then we let G1 = G − vava−1 + vava+2, G2 = G1 − va+2va+3 + va+2va−1).
Firstly, we prove that qmin(G1) < qmin(G). Note that (xa+1 + xa−1)
2 ≤ (xa+1 + xa+2)
2.
Then XTQ(G1)X ≤ X
TQ(G)X . This means that qmin(G1) ≤ qmin(G). If qmin(G1) =
qmin(G), then X
TQ(G1)X = X
TQ(G)X , and X is also an eigenvector of G1. Note that
qmin(G1)xa+2 = dG1(va+2)xa+2+xa+3+
∑
vj∼va+2,vj∈S
xj , qmin(G)xa+2 = dG(va+2)xa+2+xa+1+
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xa+3 +
∑
vj∼va+2,vj∈S
xj , dG1(va+2) = dG(va+2) − 1 and |xa+1| < |xa+2|. If qmin(G1)xa+2 =
qmin(G)xa+2, then |xa+1| = |xa+2|. This contradicts |xa+2| > |xa+1|. This implies that
qmin(G1)xa+2 6= qmin(G)xa+2. Then it follows that qmin(G1) < qmin(G).
Secondly, we prove that qmin(G2) < qmin(G). In G2−va−1, Denote by G1 the component
containing va and denote by G2 the component containing va+2. Let vector Y satisfy


yi = xi, vi ∈ V (G1);
ya−1 = xa−1;
yi = −xi, vi ∈ V (G2).
Note that |xa+1| ≤ |xa−1| ≤ |xa+2|, ya+1ya−1 ≤ 0, ya+2ya−1 ≤ 0. Then (ya+1 + ya−1)
2 +
(ya+2 + ya−1)
2 ≤ (xa+1 + xa+2)
2. So, Y TQ(G2)Y ≤ X
TQ(G)X , and qmin(G2) ≤ qmin(G). If
qmin(G2) = qmin(G), then Y
TQ(G2)Y = X
TQ(G)X , and Y is an eigenvector of G2. Note
that qmin(G2)ya+2 = −qmin(G2)xa+2 = −(dG2(va+2)xa+2 − xa−1 + xa+3 +
∑
vj∼va+2,vj∈S
xj),
qmin(G)xa+2 = dG(va+2)xa+2 + xa+1 + xa+3 +
∑
vj∼va+2,vj∈S
xj , and dG2(va+2) = dG(va+2). If
qmin(G2) = qmin(G), then qmin(G2)xa+2 = qmin(G)xa+2, and then −xa−1 = xa+1. This means
that ya+1 = −ya−1. Note that Y is an eigenvector of G2 now. If xa+1 = −xa−1 = 0, then
ya+1 = ya−1 = 0, which contradicts Lemma 4.1. So, xa+1 6= 0 now. If |xa| > |xa+1|,
then by Lemma 4.1, it follows that ya+1ya−1 > 0, which contradicts ya+1 = −ya−1; if
|xa| = |xa+1|, then |ya| = |ya+1| = |ya−1| which contradicts (1) of (iii) in Lemma 4.1.
Therefore, xa+1 6= −xa−1 (in fact, |xa+1| < |xa−1|), qmin(G2)xa+2 6= qmin(G)xa+2, and then
qmin(G2) 6= qmin(G). So, qmin(G2) < qmin(G).
Thirdly, noting that xa+2 6= 0 and |xa+2| > |xa+1|, as proven that qmin(G1) < qmin(G)
above, we can prove a case that if r1 ≥ 4, a+ 1 = r1, then qmin(G1) < qmin(G) where G1 is
expressed in section 3.
Finally, if a = 1 and r1 ≥ 4, noting that x3 6= 0, as above proof, we can prove that then
qmin(Xt) < qmin(G) where Xt is expressed in section 3.
For the above cases, by Lemma 3.3, we get that γ(G) ≤ γ(G1), γ(G) ≤ γ(G2), γ(G) ≤
γ(G1) if r1 ≥ 4, a+ 1 = r1, and γ(G) = γ(Xt) if a = 1 and r1 ≥ 4, respectively.
Similarly, for other cases, we get that there is a graph H with girth 3 such that γ(G) ≤
γ(H) and qmin(H) < qmin(G). This completes the proof. ✷
Lemma 4.3 Suppose that G is a nonbipartite F3,l-graph of order n where C = v1v2v3v1.
X = ( x1, x2, . . ., xn )
T is a unit eigenvector corresponding to qmin(G). Then |x3| =
max{|x1|, |x2|, |x3|}.
Proof. Because G is nonbipartite, g is odd. Without loss of generality, suppose v2 is a
p-dominator and v2vu is the only pendant edge. If |x2| > |x3|. Let H = G−
∑
vj∼v3,j 6=1,2
v3vj+
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∑
vj∼v3,j 6=1,2
v2vj − v2vu + v3vu. Let a = |x2| − |x3|, let S be the set of vertices v1, v2, v3 and
the pendant vertices attached to v1, v2 in G. Let Y = ( y1, y2, . . ., yn−1, yn )
T satisfy that


yi = xi, vi ∈ (S \ {vu});
yu = −sgn(x3)(|xu| − a), vu
yi = (−)
dH(vi,v3)sgn(x2)(|xi|+ a), others.
By Theorem 3.2, we know that |xl+2| ≥ |x2| > 0. Note that both vl+3 and vu are pendant
vertices. From xl+3 =
xl+2
qmin(G)− 1
and xu =
x2
qmin(G)− 1
, it follows that |xl+3| ≥ |xu| and
|yl+3|
2−|xl+3|
2 = (|xl+3|+a)
2−|xl+3|
2 ≥ |xu|
2−|yu|
2 = |xu|
2−(|xu|−a)
2. This leads to that
Y TY ≥ XTX . Note that Y TQ(H)Y = XTQ(G)X . This means that qmin(H) ≤ qmin(G).
If qmin(H) = qmin(G), then Y is an eigenvalue corresponding to qmin(H). Combined
with Lemmas 2.2, 2.3, it follows that yl+3yl+2 < 0 and |yl+3| > |yl+2| > 0. Noting that
|yl+3| = |xl+3| + a and |yl+2| = |xl+2| + a, combining with Lemmas 2.2, 2.3 again, we get
that xl+3xl+2 < 0 and |xl+3| > |xl+2| > 0. From qmin(H)yl+3 = yl+3 + yl+2, it follows
that qmin(H) =
|xl+3|−|xl+2|
|xl+3|+a
<
|xl+3|−|xl+2|
|xl+3|
= qmin(G), which contradicts qmin(H) = qmin(G).
Consequently, qmin(H) < qmin(G). It is a contradiction because H ∼= G. It follows that
|x2| ≤ |x3|. Similarly, it is proved that |x1| ≤ |x3|. The result follows. ✷
Theorem 4.4 Among all nonbipartite unicyclic graphs of order n ≥ 4 with girth 3 and
domination number at least n+1
3
< γ ≤ n
2
, we have
(i) if n = 4, the qmin attains the minimum uniquely at H3,1;
(ii) if n ≥ 5, γ = n−1
2
, then the qmin attains the minimum uniquely at H3,n−3
2
;
(iii) if n ≥ 6, γ = n
2
, then the qmin attains the minimum uniquely at H3,n
2
.
(iv) if n ≥ 5 and n − 2γ ≥ 2, then the qmin attains the minimum uniquely at a H3,α
where α ≤ n−3
2
is the least integer such that ⌈n−2α−2
3
⌉+ α = γ;
Proof. If n = 4, then the graph is isomorphic to S+4 = H3,1, and then (ii) follows.
For n ≥ 5, the (ii), (iii) and (iv) follow from Lemmas 2.4, 2.10, Theorems 3.2, 3.4, 3.5,
Corollary 3.6 and Lemma 4.3. ✷
Let K = {G| G be a nonbipartite F◦g,l-graph of order n ≥ 4 and domination number
at least n+1
3
< γ ≤ n
2
, where g is any odd number at least 3 and l is any positive integral
number} and qK = min{qmin(G)| G ∈ K}.
Theorem 4.5
(i) If n = 4, the qK attains uniquely at H3,1;
(ii) If n ≥ 5 and n− 2γ ≥ 2, then the least qK > qmin(H3,α) where α ≤
n−3
2
is the least
integer such that ⌈n−2α−2
3
⌉ + α = γ.
Proof. As Theorem 4.4, the theorem holds for n = 4. For n ≥ 5, (ii) follows Theorems
4.2, 4.4. ✷
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Lemma 4.6 For a nonbipartite Fg,l-graph graph G of order n ≥ 6, if g = 5, then there
exists a graph H such that g(H) = 3, γ(G) ≤ γ(H) and qmin(H) < qmin(G).
Proof. Because G is nonbipartite, g is odd. Note that δ(G) = 1. By Lemma 2.6, we get
that qmin(G) < 1.
Case 1 There is no p-dominator on C. Then G is like G1 (see G1 in Fig. 4.1). Suppose
X = ( x1, x2, . . ., xk, xk+1, xk+2, . . ., xn−1, xn )
T is a unit eigenvector corresponding to
qmin(G). Note that by Lemmas 2.5, 3.2, it follows that |x5| = max{|x1|, |x2|, |x3|, |x4|,
|x5|} > 0. Let Y = ( y1, y2, . . ., yk, yk+1, yk+2, . . ., yn−1, yn )
T satisfy that


y1 = x4,
y2 = x3,
y4 = x1,
y3 = x2,
yi = xi, others.
Let Z = X + Y = ( z1, z2, . . ., zk, zk+1, zk+2, . . ., zn−1, zn )
T . Then Z = X + Y is an
eigenvector corresponding to qmin(G) that z1 = z4, z2 = z3. Also by Lemmas 2.5, 3.2,
it follows that |z5| = max{|z1|, |z2|, |z3|, |z4|, |z5|} > 0. By Lemma 4.1, we get that
|z2| > 0, |z2| < |z1| and z2z1 < 0. Let H = G− v3v4 + v3v1. Then Z
TQ(H)Z ≤ ZTQ(G)Z.
This means qmin(H) ≤ qmin(G). As Theorem 4.2, we get that qmin(H) < qmin(G). Let
B1 = H[v1, v2, v3], B2 = H−{v1, v2, v3}. As Lemma 3.3, we can get a minimal dominating
set D of H which contains all p-dominators but no any pendant vertex and no v1 that
D = {v2} ∪D2, where {v2} is a dominating set of B1, D2 is a dominating set of B2. Note
that D is also a dominating set of G. So, γ(G) ≤ γ(H).
Case 2 There is only 1 p-dominator on C (see G2 −G4 in Fig. 4.1).
Subcase 2.1 ForG2, letH = G2−v3v4+v3v1. As Case 1, it is proved that γ(G2) ≤ γ(H)
and qmin(H) < qmin(G2).
Subcase 2.2 For G3, suppose X = ( x1, x2, . . ., xn−1, xn )
T is a unit eigenvector
corresponding to qmin(G3).
Claim |x4| > |x1|, |x5| > |x3|. Denote vk the pendant vertex attached to v4. Suppose
0 < |x4| ≤ |x1|. Let G
′
3 = G3 − v4vk + v1vk. By Lemma 2.4, then qmin(G
′
3) < qmin(G3).
This is a contradiction because G
′
3
∼= G3. Suppose |x4| = |x1| = 0. By Lemma 4.1, we get
that x2 6= 0, x3 6= 0. By qmin(G3)x2 = 2x2 + x3, qmin(G3)x3 = 2x3 + x2, we get x
2
2 = x
2
3.
Suppose x2 > 0. Then we get qmin(G3)x2 = 2x2 + x3 ≥ x2. This means that qmin(G3) ≥ 1
which contradicts qmin(G3) < 1. Thus, |x4| > |x1|. Similarly, we get |x5| > |x3|. Then the
claim holds.
Suppose |x1| = min{|x1|, |x2|, |x3|} and x1 ≥ 0. If |x2| > |x5|, by Lemma 4.1, suppose
x1x5 ≥ 0. Let H = G3 − v1v5. Also by Lemma 4.1, suppose for any j 6= 1, 5, sgnxj =
(−1)dH (vj ,v1). Let H = G3 − v1v5 + v3v1. Because |x5| > |x3|, it follows that qmin(H) ≤
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XTQ(H)X < XTQ(G3)X = qmin(G3). Let B1 = H[v1, v2], B2 = H− {v1, v2}. As Lemma
3.3, we can get a minimal dominating set D of H which contains all p-dominators but
no any pendant vertex and no v3 that D = {v1} ∪ D2, where D2 is a dominating set of
B2. Note that D is also a dominating set of G3. So, γ(G3) ≤ γ(H). If |x2| < |x5|, by
Lemma 4.1, x1x2 ≥ 0. Let H = G3 − v1v2. Also by Lemma 4.1, suppose for any j 6= 1, 2,
sgnxj = (−1)
dH (vj ,v1). Let H = G3 − v1v5 + v3v1. Because |x5| > |x3|, it follows that
qmin(H) < qmin(G3) similarly. As |x2| > |x5|, it is proved that γ(G3) ≤ γ(H). If |x2| = |x5|,
by Lemma 4.1, suppose x1x5 ≥ 0. Let H = G3 − v1v5 + v3v1. As |x2| > |x5|, it is proved
that qmin(H) < qmin(G3), γ(G3) ≤ γ(H).
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For the both cases that |x2| = min{|x1|, |x2|, |x3|} and |x3| = min{|x1|, |x2|, |x3|}. As
the case that |x1| = min{|x1|, |x2|, |x3|}, it is proved that there exists a graph H such that
g(H) = 3, γ(G3) ≤ γ(H) and qmin(H) < qmin(G3).
In a same way, for G4, it is proved that there exists a graph H such that g(H) = 3,
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γ(G4) ≤ γ(H) and qmin(H) < qmin(G4).
For the cases that Case 3 there is exactly 2 p-dominators on C (see G5 − G10 in Fig.
4.1); Case 4 there is exactly 3 p-dominators on C (see G11 − G15 in Fig. 4.1); Case 5
there is exactly 4 p-dominators on C (see G16 −G18 in Fig. 4.1); Case 6 there is exactly
5 p-dominators on C (see G19 in Fig. 4.1), in a same way, it is proved that the exists a
a graph H such that g(H) = 3, γ(G) ≤ γ(H) and qmin(H) ≤ qmin(G). Thus, the result
follows as desired. ✷
Lemma 4.7 For odd cycle C = v1v2v3 · · · vn−1vnv1, γ(K ) = γ(C ), and qmin(K ) ≤
qmin(C ) with equality if and only if n = 3 (K is shown in Fig. 3.7).
Proof. The theorem holds for n = 3 clearly. Next, suppose that n ≥ 5.
Claim For C , there is an eigenvector X = ( x1, x2, . . ., xn−1, xn )
T such that xi = xn−i
for 1 ≤ i ≤ ⌊n
2
⌋, |xn| = max{|xi|| 1 ≤ i ≤ n}. Let Y = ( y1, y2, . . ., yn−1, yn )
T be an
eigenvector corresponding to qmin(C ) and |yn| = max{|yi|| 1 ≤ i ≤ n}. Clearly, |yn| > 0.
Let Y
′
= ( y
′
1, y
′
2, . . ., y
′
n−1, y
′
n )
T satisfy that y
′
n = yn, and satisfy that for 1 ≤ i ≤ ⌊
n
2
⌋,
y
′
i = yn−i, y
′
n−i = yi. Then Y
′
is also an eigenvector corresponding to qmin(C ). Let
X = Y + Y
′
. Then X makes the claim holding.
For such X , x⌊n
2
⌋ = xn−⌊n
2
⌋. Then by Lemma 4.1 it follows that x⌊n
2
⌋ 6= 0, and moreover,
|x⌊n
2
⌋| = min{xi| 1 ≤ i ≤ n}. Note that qmin(C )xn = 2xn + x1 + xn−1. Combined with
Lemma 4.1, it follows that |x1| < |xn|. Using Lemma 4.1 again gets that |x⌊n
2
⌋| < |x⌊n−2
2
⌋| <
· · · < |x2| < |x1| < |xn|.
(i) n ≡ 1 (mod 3). Then n ≥ 7. Suppose n = 3k + 1 where k ≥ 2. Because n ≥ 7,
it follows that if ⌈n+8
2
⌉ ≤ n, then |x⌈n+8
2
⌉| > |x⌈n+4
2
⌉|; if ⌈
n+8
2
⌉ > n, then |xt| ≥ |x⌈n+4
2
⌉|
(t ≡ ⌈n+8
2
⌉ (mod n), 1 ≤ t ≤ n − 1). Let Z = ( z1, z2, . . ., zn−1, zn )
T satisfy that if
⌈n+8
2
⌉ ≤ n, then z⌈n+2
2
⌉| = −sgn(z⌈n+8
2
⌉)(|x⌈n+2
2
⌉|+ |x⌈n+8
2
⌉|−|x⌈n+4
2
⌉|), zi = xi for i 6= ⌈
n+2
2
⌉;
if ⌈n+8
2
⌉ > n, then z⌈n+2
2
⌉| = −sgn(zt)(|x⌈n+2
2
⌉|+ |xt|−|x⌈n+4
2
⌉|), zi = xi for i 6= ⌈
n+2
2
⌉. Thus
ZTZ ≥ XTX and qmin(K ) ≤
ZTQ(K )Z
ZTZ
≤
XTQ(C )X
XTX
= qmin(C ). As Theorem 4.2, it
is proved that qmin(K ) < qmin(C ). Combined with Theorem 3.9, the theorem holds for
this case.
(ii) n 6≡ 1 (mod 3) and n ≥ 5. As (i), it is proved that the theorem holds. ✷
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Lemma 4.8 Let G be a nonbipartite Fg,l-graph of order n for some l and with domination
number n−1
2
. Then qmin(G) ≥ qmin(H3,n−3
2
) with equality if and only if G ∼= H3,n−3
2
(see
Fig. 4.2).
Proof. Because G is nonbipartite, g is odd. If G is a F◦g,l-graph, then the theorem follows
from Theorem 4.5. If g = 3, then the theorem follows from Theorem 4.4. For g = 5, the
theorem follows from Lemmas 4.6, 4.7. Next we consider the case that G is not a F◦g,l-graph
and suppose g ≥ 7.
Note that by Lemma 3.8, in G, there are at most 3 consecutive vertices of C such that
each of them is not p-dominator, and there are 2 cases as follows to consider. Let X = ( x1,
x2, . . ., xn )
T is a unit eigenvector corresponding to qmin(G). Suppose xa = min{|x1|, |x2|,
. . ., |xg|}.
Case 1 In G, there is exactly one vertex of C which is not p-dominator. Note that G is
not a F◦g,l-graph. Then n ≥ g+2 and vg is the only one vertex which is not p-dominator on
C. As Lemma 4.3, it is proved that xg = max{|x1|, |x2|, . . ., |xg−1|, |xg|}. Then we suppose
a ≤ g − 1. By Lemma 4.1, if a ≤ g − 3, without loss of generality, suppose xa+1 ≤ xa−1,
xa+1xa ≥ 0, |xa−1| ≥ |xa+2|. Let G1 = G− vava−1 + vava+2 (if xa−1 ≤ xa+2 and a ≥ 2, let
G1 = G− va+1va+2 + va+1va−1; if a = 1, let G1 = G− v1vg + v1v3). If a = g − 2, suppose
xg−1 ≤ xg−3, xg−1xg−2 ≥ 0, and then let G1 = G− vg−1vg + vg−1vg−3. If a = g− 1, because
|xg| ≥ |xg−2|, then suppose xg−1xg−2 ≥ 0. Let G1 = G − vg−1vg + vg−1vg−3. Note that
γ(G1) ≤
n−1
2
. As Lemma 3.3, it is proved that γ(G) ≤ γ(G1). It follows that γ(G1) =
n−1
2
.
As Theorem 4.2, we get that qmin(G1) < qmin(G). Note that g(G1) = 3. Then the theorem
follows from Theorem 4.4.
Case 2 In G, there are exactly 3 consecutive vertices of C such that each of them is not
p-dominator. Note that G is not a F◦g,l-graph. Combined with Lemma 3.8, the 3 vertices
of C such that each of them is not p-dominator are vg−2, vg−1, vg or vg, v1, v2. Without
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loss of generality, we suppose the 3 vertices are vg−2, vg−1, vg. By Lemma 3.2, |xg| > 0. We
say that |xg| > |xg−2|. Otherwise, suppose |xg| ≤ |xg−2|. Let G
′
= G− vgvg+1 + vg+1vg−2.
Then by Lemma 2.4, qmin(G
′
) < qmin(G). This is a contradiction because G
′ ∼= G. Hence
|xg| > |xg−2|. And then a ≤ g − 1.
Subcase 2.1 a ≤ g−4. By Lemma 4.1, without loss of generality, suppose xa+1 ≤ xa−1,
xa+1xa ≥ 0. As Case 1, it is proved the theorem holds.
Subcase 2.2 a = g − 3. By Lemma 4.1, suppose xg−2 ≤ xg−4, xg−2xg−3 ≥ 0; suppose
|xg−4| ≥ |xg−1|. Denote by vτg−3 the pendant vertex attached to vg−3. Let G1 = G −
vg−3vg−4+vg−3vg−1−vg−3vτg−3 +vgvτg−3 (if xg−4 ≤ xg−1, let G1 = G−vg−2vg−1+xg−2xg−4).
As Case 1, it is proved the theorem holds.
Subcase 2.3 a = g − 2. By Lemma 4.1, suppose xg−1 ≤ xg−3, xg−1xg−2 ≥ 0; suppose
|xg−3| ≥ |xg|. Denote by vτg−3 the pendant vertex attached to vg−3. Let G1 = G−vg−2vg−3+
vg−2vg (if xg−3 ≤ xg, let G1 = G− vg−1vg + xg−1xg−3 − vg−3vτg−3 + vgvτg−3). As Case 1, it
is proved the theorem holds.
Subcase 2.4 a = g − 1. Note |xg| > |xg−2|. By Lemma 4.1, xg−2xg−1 ≥ 0. Without
loss of generality, suppose xg−3 ≥ xg, let G1 = G − vg−2vg−3 + vg−2vg (if xg−3 ≤ xg, let
G1 = G − vg−1vg + xg−1xg−3 − vgvg+1 + vg−3vg+1). As Case 1, it is proved the theorem
holds. This completes the proof. ✷
By Theorem 3.2, Lemma 4.8, we get the following Theorem 4.9.
Theorem 4.9 Let G be a nonbipartite connected unicyclic graph of order n ≥ 3 and
with domination number n−1
2
. Then qmin(G) ≥ qmin(H3,n−3
2
) with equality if and only if
G ∼= H3,n−3
2
.
Theorem 4.10 Let G be a nonbipartite unicyclic graph of order n ≥ 6 with domination
number n
2
. Then qmin(G) ≥ qmin(H3,n
2
) with equality if and only if G ∼= H3,n
2
(see Fig.
4.2).
Proof. This result follows from Lemma 2.10, Theorems 4.2 and 4.4. ✷
By Theorems 4.4, 4.9, 4.10 and Lemma 4.6, we get the following theorem 4.11.
Theorem 4.11 Among all nonbipartite unicyclic graphs of order n ≥ 4 and with girth
g ≤ 5, and domination number at least n+1
3
< γ ≤ n
2
, we have
(i) if n = 4, the least qmin attains the minimum uniquely at H3,1;
(ii) if n ≥ 5 and γ = n−1
2
, the least qmin attains the minimum uniquely at a H3,n−3
2
;
(iii) if n ≥ 6 and γ = n
2
, the least qmin attains the minimum uniquely at a H3,n
2
;
(iv) if n ≥ 5 and n − 2γ ≥ 2, then the least qmin attains the minimum uniquely at a
H3,α where α ≤
n−3
2
is the least integer such that ⌈n−2α−2
3
⌉+ α = γ.
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5 The qmin among general graphs
Let M = {G| G be a nonbipartite graph of order of order n ≥ 4 and domination number
at least n+1
3
< γ ≤ n
2
, and G have a nonbipartite spanning subgraph which is a F◦g,l-
graph β, where g is any odd number at least 3 and l is any positive integral number} and
qM = min{qmin(G)| G ∈M}.
Theorem 5.1
(i) if n = 4, qM attains uniquely at H3,1;
(ii) if n ≥ 5 and n− 2γ ≥ 2, then qM > qmin(H3,α) where α ≤
n−3
2
is the least integer
such that ⌈n−2α−2
3
⌉+ α = γ.
Proof.
If G is a nonbipartite graph of order 4, then G contains S+4 as a subgraph. Note
that S+4 = H3,1. Suppose the vertices of G are labeled as H3,1 (see Fig. 3.6). By
Lemma 2.1, we see that qmin(S
+
4 ) ≤ qmin(G). For any vector X , note that qmin(S
+
4 ) ≤
XTQ(S+4 )X ≤ X
TQ(G)X . Suppose that Y is an eigenvector corresponding to qmin(G). If
qmin(S
+
4 ) = qmin(G), then qmin(S
+
4 ) = Y
TQ(S+4 )Y = Y
TQ(G)Y = qmin(G), and then Y is
an eigenvector corresponding to qmin(S
+
4 ) too. If G 6= S
+
4 , by Lemmas 2.3, 4.3, then for
any edge vivj 6∈ E(S
+
4 ), it follows that xi + xj 6= 0, and then Y
TQ(S+4 )Y < Y
TQ(G)Y ,
which contradicts Y TQ(S+4 )Y = Y
TQ(G)Y . Therefore, if qmin(S
+
4 ) = qmin(G) if and only
if G = S+4 . Then (i) follows.
In a same way as proved for (i), noting that γ(G) ≤ γ(β), combining with Theorems
3.5 and 4.5, it is proved that (ii) holds. ✷
Theorem 5.2 Let G be a nonbipartite connected graph of order n ≥ 6 with domination
number n
2
. Then qmin(G) ≥ qmin(H3,n
2
) with equality if and only if G ∼= H3,n
2
.
Proof. By Lemma 2.10, G = H ◦K1 for some connected nonbipartite graph H of order
n
2
. By deleting edges from H , we can get a nonbipartite unicyclic spanning subgraph
G = H
′
◦ K1 of G, where H
′
is a connected nonbipartite unicyclic spanning graph of H .
Combining with Theorem 4.10, we get qmin(G) ≥ qmin(G) ≥ qmin(H3,n
2
) where qmin(G) =
qmin(H3,n
2
) if and only if G ∼= H3,n
2
.
If qmin(G) = qmin(H3,n
2
), then G ∼= H3,n
2
. Suppose G = H3,n
2
(see Fig. 4.2). Let X =
( x1, x2, . . ., xn−1, xn )
T be an eigenvector of Q(G) corresponding to qmin(G). ThenX is also
an eigenvector of Q(G) corresponding to qmin(G). IfG 6= G, then there exists an edge vivj 6∈
E(G) where both vi and vj are p-dominators in G. Combined with Lemmas 2.3, 4.3, as the
proof of Theorem 5.1, it is proved that qmin(H3,n
2
) ≤ XTQ(G)X < XTQ(G + vivj)X ≤
XTQ(G)X = qmin(G) which contradicts the supposition that qmin(G) = qmin(H3,n
2
). Thus,
it follows that G = G. Then the theorem follows. ✷
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Using Lemmas 2.3, 2.7, 4.3 and Theorem 4.9, similar to the proof of Theorem 5.2, we
get the following Theorem 5.3.
Theorem 5.3 Let G be a nonbipartite connected graph of order n and with domination
number n−1
2
. Then qmin(G) ≥ qmin(H3,n−1
2
) with equality if and only if G ∼= H3,n−1
2
.
In a same way, we get the following theorem.
Theorem 5.4 Among all nonbipartite graphs of order n ≥ 4 and with odd-girth go ≤ 5,
and domination number at least n+1
3
< γ ≤ n
2
, we have
(i) if n = 4, the least qmin attains the minimum uniquely at H3,1;
(ii) if n ≥ 5 and γ = n−1
2
, the least qmin attains the minimum uniquely at a H3,n−3
2
;
(iii) if n ≥ 6 and γ = n
2
, the least qmin attains the minimum uniquely at a H3,n
2
;
(iv) if n ≥ 5 and n − 2γ ≥ 2, then the least qmin attains the minimum uniquely at a
H3,α where α ≤
n−3
2
is the least integer such that ⌈n−2α−2
3
⌉+ α = γ.
6 Open problem
Question Let G be a nonbipartite graph of order n ≥ 4 and with domination number
n+1
3
< γ ≤ n
2
, and Let S = H3,α be of order n where α is the least integer such that
⌈n−2α−2
3
⌉+ α = γ. How about the relation between their qmins?
Remark From Section 5, we know that for such n ≥ 4 and n+1
3
< γ ≤ n
2
, for a
nonbipartite graph G of order n and with domination number γ, if go(G) ≤ 5 or γ =
n−1
2
, n
2
,
then qmin(S) ≤ qmin(G) with equality if and only if G ∼= S. By some computations for
some graphs, for a nonbipartite graph G of order n ≥ 4 and with domination number
n+1
3
< γ ≤ n
2
, it seems that qmin(S) ≤ qmin(G) with equality if and only if G ∼= S. So, we
conjecture that such S has the smallest qmin among the nonbipartite graphs of order n ≥ 4
and with domination number n+1
3
< γ ≤ n
2
.
References
[1] D. Cardoso, D. Cvetkovic´, P. Rowlinson, S. Simic´, A sharp lower bound for the least eigen-
value of the signless Laplacian of a nonbipartite graph, Linear Algebra Appl. 429 (2008)
2770-2780.
[2] D. Cvetkovic´, P. Rowlinson, S. Simic´, Signless Laplacians of finite graphs, Linear Algebra
Appl. 423 (2007) 155-171.
[3] D. Cvetkovic´, P. Rowlinson, S. Simic´, Eigenvalue bounds for the signless Laplacian, Publ.
Inst. Math. (beograd) 81 (95) (2007) 11-27.
[4] D. Cvetkovic´, S. Simic´, Towards a spectral theory of graphs based on the signless Laplacian,
I, Publ. Inst. Math. (beograd) 85 (99) (2009) 19-33.
28
[5] D. Cvetkovic´, S. Simic´, Towards a spectral theory of graphs based on signless Laplacian, II,
Linear Algebra Appl. 432 (2010) 2257-2272.
[6] D. Cvetkovic´, S. Simic´, Towards a spectral theory of graphs based on signless Laplacian, III,
Appl. Anal. Discrete Math. 4 (2010) 156-166.
[7] D. Cvetkovic´, S. Simic´, Graph spectra in computer science, Linear Algebra Appl. 434 (2011),
1545-1562.
[8] K. Das, On conjectures involving second Largest signless Laplacian eigenvalue of graphs,
Linear Algebra Appl. 432 (2010) 3018-3029.
[9] L. de Lima, C. Oliveira, N. de Abreu, V. Nikiforov, The smallest eigenvalue of the signless
Laplacian, Linear Algebra Appl. 435 (2011) 2570-2584.
[10] M. Desai, V. Rao, A characterization of the smallest eigenvalue of a graph, J. Graph Theory
18 (1994) 181-194.
[11] A. Ephremides, J. Wieselthier, D. Baker, A design concept for reliable mobile radio networks
with frequency hopping signaling, Proceedings of the IEEE. 75, (1987), 56-73.
[12] S. Fallat, Y. Fan, Bipartiteness and the least eigenvalue of signless Laplacian of graphs,
Linear Algebra Appl. 436 (2012), 3254-3267.
[13] Y. Fan, Y. Tan, The least eigenvalue of signless Laplacian of non-bipartite graphs with given
domination number, Discrete Mathematics 334 (2014) 20C25.
[14] Michael A. Henninga, Simon Mukwembi, Domination, radius, and minimum degree, Disc.
Appl. Math. 157 (2009) 2964–2968.
[15] O. Ore, Theory of graphs, Amer. Math. Soc. Colloq. Publ. 38 (1962).
[16] C. Payan and N. H. Xuong, Domination-balanced graphs. J. Graph Theory, 6: 23-32, 1982.
[17] Y. Wang, Y. Fan, The least eigenvalue of signless Laplacian of graphs under perturbation,
Linear Algebra Appl. 436 (2012) 2084-2092.
[18] G. Yu, S. Guo, M. Xu, On the least signless Laplacian eigenvalue of some graphs, Electron
J. Linear Algebra 26 (2013) 560-573.
[19] G. Yu, S. Guo, R. Zhang, Y. Wu, The domination number and the least Q-eigenvalue, Appl.
Math. Comput. 244 (2014) 274–282.
[20] J. Yu, N. Wang, G. Wang, D. Yu, Connected dominating sets in wireless ad hoc and sensor
networks–A comprehensive survey, Computer Communications 36 (2013) 121-134.
[21] L. Zhang, H. Jiang, S. Guo, Cluster anticonsensus of multiagent systems based on the Q-
Theory, Discrete Dyn. Nat. Soc., 2014 (2014), Article ID 254749, 7 pages.
29
