Infinite-dimensional Evans function theory for elliptic eigenvalue problems in a channel  by Deng, Jian & Nii, Shunsaku
J. Differential Equations 225 (2006) 57–89
www.elsevier.com/locate/jde
Infinite-dimensional Evans function theory for
elliptic eigenvalue problems in a channel
Jian Deng a, Shunsaku Nii b,∗,1
a Applied and Computational Mathematics, Caltech, Pasadena, CA 91125, USA
b Faculty of Mathematics, Kyushu University, Fukuoka 810-8560, Japan
Received 2 March 2004; revised 14 September 2005
Available online 26 October 2005
Abstract
An infinite-dimensional Evans function theory is developed for the elliptic eigenvalue problem
associated with the stability of travelling solitary waves in a channel. Also, a bundle is constructed
over the complex domain, so that its first Chern number gives the number of eigenvalues inside the
domain.
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1. Introduction
1.1. Motivation
The purpose of this paper is to construct a topological framework to treat the eigenvalue
problem
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def= uxx +Δyu+ β(y)ux + f (x, y)u = λu, (1.1)
∂u
∂ν
= 0, (x, y) ∈ R × ∂Ω. (1.2)
which typically arises in stability problem of a traveling wave in a channel. Here (x, y) ∈
R×Ω , Ω is an open, bounded and smooth domain in Rn, and Δy stands for the Laplacian
in y direction.
The main objects are generalizations of the Evans function and the bundle construction
which are originally used in the stability analysis of traveling wave in R.
In [1], the eigenvalue problem associated with stability of a traveling wave is regarded
as the existence problem of bounded solution to an x dependent linear ordinary differ-
ential equation, which has a parameter λ which corresponds to eigenvalues belonging to
a bounded domain D ⊂ C. In terms of the subspace Wu(x,λ) of initial values of solu-
tions decaying exponentially as x → −∞ and the subspace Ws(x,λ) of initial values of
solutions decaying as x → +∞, the problem is formulated as follows:
“When Wu(x,λ) and Ws(x,λ) have nontrivial intersection?”
The Evans function E(λ), which originates in [6], is defined as the determinant of the in-
clusion induced map Wu(x,λ)×Ws(x,λ) → Cn and is proved to be analytic with respect
to λ. By definition, the Evans function vanishes at eigenvalues. Moreover, the vanishing
order of the Evans function at an eigenvalue is equal to the algebraic multiplicity of the
eigenvalue. This function itself appeared in a large body of literature.
The main objective in [1] is, however, construction of a bundle associated with the
eigenvalue problem. The bundle E(D) defined there is a vector bundle over S2 whose fiber
is Wu(x,λ). The basic property of this bundle is that the first Chern number c1(E(D))
equals to the number of eigenvalues in D. This is a natural consequence of the Evans func-
tion’s property above and the fact that the second homology group of a finite-dimensional
Graßmanian manifold is isomorphic to Z. Although applications of this bundle construc-
tion in concrete examples are relatively few, its topological nature is quite useful in some
contexts. Earlier examples of applications can be found in references in [14].
As the original Evans function and bundle construction for one-dimensional system
were proved to be useful, several attempts appeared in which Evans function technique
was applied to higher-dimensional systems. The first natural applications is to the sta-
bility problem of a planer traveling wave (e.g., [21]). In this case, the traveling wave is
one-dimensional, i.e., the profile is constant in cross-sectional direction. Because of this re-
striction, the eigenvalue problem decouples into finite-dimensional systems each of which
corresponds to each wave number. Then, the Evans function is used to analyze these finite-
dimensional systems.
Another natural way is a reduction to a finite-dimensional setting. That is, reduce
the eigenvalue problem, which is infinite-dimensional, to a finite-dimensional problem
through, e.g., center manifold reduction, Galerkin approximation, Lyapunov–Schmidt re-
duction and so on, and apply Evans functions theory to this problem. This method is also
used effectively in e.g., [10,17–19].
Among these works mentioned above the works by Sandstede and Scheel [17,18] are
nearest in spirit to our work. They utilize the idea of writing the elliptic eigenvalue problem
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Kirchgässner [12]. The notion of exponential dichotomy is explored and it is realized that
the stable and unstable subspaces Es(ξ,λ) and Eu(ξ,λ) can be represented by analytic
projections P s(λ) and Pu(λ) respectively, and the projections are of the Id + compact
type. They then utilize a Lyapunov–Schmidt reduction to obtain a reduced Evans function
to study the local distribution of eigenvalues.
Those approaches are based on finite-dimensional reduction, and it is not clear how they
can lead to topological bundle construction for general infinite-dimensional systems.
In the case of semi-infinite-dimensional systems, which means Wu(x,λ) (or Ws(x,λ))
is finite-dimensional whereas Ws(x,λ) (or Wu(x,λ)) is infinite-dimensional, there is also
an extension through an alternative definition of the Evans function [4]. In this case, the
subspace W ∗s(x, λ) of initial values of solutions to adjoint equation decaying to zero
as x → +∞ is finite-dimensional and has the same dimension as Wu(x,λ). Therefore
the Evans function can be defined as the inner product of bases of top exterior products
∧Wu(x,λ) and ∧W ∗s(x, λ). By definition, this function vanishes at eigenvalues and ana-
lytic with respect to λ. However, the equality of the multiplicity of each eigenvalue and the
vanishing order of the Evans function at there is not obtained.
Present paper gives another way of definition of Evans function and a construction of
the bundle through a full infinite-dimensional treatment of the problem. There are two
issues involved in trying to apply same procedure as finite-dimensional cases to infinite-
dimensional systems
The first one is that both Wu(x,λ) and Ws(x,λ) are infinite-dimensional. Only con-
sidering the case where the inclusion Wu(x,λ) × Ws(x,λ) → H has determinant is too
restrictive and cannot be applied to broad enough a class of systems. On the other hand,
in the light of existence of exponential dichotomy, and finite-dimensional difference of
Wu(x,λ) and Ws(x,λ) to some reference frame [15,17], finite-dimensional reduction does
not appear to be essential.
The second issue is that naive treatment of infinite-dimensional Graßmanian does not
give any information. Besides the subtlety in defining Graßmanian manifold of infinite-
dimensional subspaces in a Hilbert space, the space of invertible operators GL(H) acting
on an infinite-dimensional Hilbert space H is, unfortunately, contractible [11], which im-
plies the bundle over S2 with fiber Wu(x,λ) is trivial.
The approach taken in this paper is to exploit the Fredholm property of the system.
One key observation in this paper is that Wu(x,λ) and Ws(x,λ) lie in the orbits of cer-
tain complementary closed subspaces H+ and H− under the action of Fredholm subgroup
GLc(H) of GL(H). Here the Fredholm subgroup GLc(H) consists of invertible elements
Id+K , with K :H → H a compact operator. The orbit of H± under the action of GLc(H)
is denoted F(H±), respectively, called the Fredholm Graßmanian of H±. This single fact
leads us to the generalized infinite-dimensional Evans function E(λ): instead of being a
function, the generalized Evans “function” is actually an analytic section of the pull back
of determinant line bundle over the space of Fredholm operators [20]. This fact also, on the
other hand, naturally leads to the definition of the unstable bundle E(D) as the pull back
bundle of the determinant line bundle over the Graßmanian manifold F(H+) [16] enabling
the Chern number argument. As a result, we have the following main theorems:
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coincides with the order of zero of E(λ) at λ0.
Theorem 2. The first Chern number c1(E(D)) of E(D) coincides with the number of the
eigenvalues in D.
Remark 1. These results can be directly generalized to multi-components system in obvi-
ous manner. In fact, the multi-components version is employed in the application section.
For the sake of simplicity, however, Eq. (1.1) is treated in the other part of the paper.
Remark 2. Similar theorems are obtained for elliptic boundary value problems on a
bounded domain in Rn, as in the case of one dimension [9]. Those results will appear
in forthcoming paper.
This paper is organized as follows. In Section 2, after utilizing a mild reformulation
of the problem similar to that in [15], some transversality argument is used to show that
Wu(x,λ) and Ws(x,λ), when appropriately defined, belong to complimentary Fredholm
Graßmanian and its dependence on λ is analytic (Analyticity lemma). A somehow inde-
pendent part of useful facts of Fredholm Graßmanian is presented in Section 2.2, for the
reader’s convenience. The notation used in Section 2.2 has some overlap with that of other
sections, but the reader should regard their usage as strictly restricted to Section 2.2, thus
no confusion should be caused. Section 3 is devoted to the definition of Evans function
and the proof of multiplicity lemma, which shows the equality of algebraic multiplicity
of the eigenvalues and the order of zero of this eigenvalue. The proof is similar in spirit
to the original one given in [1]. In Section 4 the unstable bundle is defined, and the rela-
tion between the first Chern number of the unstable bundle and the number of eigenvalues
in the given domain is established there. In Section 5, one example of the application of
Theorem 2 is introduced.
1.2. Review of the classical Evans function and the associated bundle
In [1], the following eigenvalue problem of an elliptic operator in R is considered:
L˜u
def= Buxx + βux + f (x)u = λu (1.3)
where u(x) ∈ Rn and B is an n × n positive diagonal matrix. The parameter λ belongs
to some bounded domain D ⊂ C which is away from the essential spectrum of L˜. f is
assumed to have limits limx→±∞ f (x) =: f±. This problem arises in the stability question
of traveling waves of semilinear parabolic equations.
Problem (1.3) can be written in the following first order system:
(
ux
v
)
=
(
0 I
B−1(λ− f (x)) −βB−1
)(
u
v
)
. (1.4)x
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ux
vx
)
=
(
0 I
B−1(λ− f±) −βB−1
)(
u
v
)
,
has n-dimensional unstable subspaces U±(λ) and n-dimensional stable subspaces S±(λ).
Therefore (1.4) has n independent solutions z1(x,λ), . . . , zn(x,λ) which decay to 0 expo-
nentially as x → −∞ and n independent solutions zn+1(x,λ), . . . , z2n(x,λ) which decay
as x → +∞, and solutions which are independent of these solutions diverge exponentially
in either of x = ±∞.
Therefore, the existence of a nontrivial solution of (1.4) with boundedness—in fact
decay—condition is equivalent to the condition
det
(
z1(x,λ), . . . , zn(x,λ), zn+1(x,λ), . . . , z2n(x,λ)
)= 0.
The left-hand side of this is regarded as a function of λ:
E(λ)
def= det(z1(x,λ), . . . , zn(x,λ), zn+1(x,λ), . . . , z2n(x,λ))
and called the Evans function. This Evans function can be constructed analytically and the
multiplicity of each zero coincides with the multiplicity of the eigenvalue of L˜.
The paper [1] proceeds one step further from here. Let
Wu(x,λ)
def= span〈z1(x), . . . , zn(x)〉⊂ C2n
and
Ws(x,λ)
def= span〈zn+1(x), . . . , z2n(x)〉⊂ C2n
then {(x,λ)×Wu(x,λ)} is seen as an n-dimensional vector bundle over R ×D. If there is
no eigenvalue on ∂D, then
lim
x→±∞W
u(x,λ) = U±(λ) for λ ∈ ∂D (1.5)
on the Graßmanian manifold Gn(C2n) of n-dimensional subspaces in C2n.
Based on this fact, a bundle E(D) over S2—called the augmented unstable bundle,
referring {(x,λ)×Wu(x,λ)} as the unstable bundle—is constructed as follows. Let S2 be
identified with ({−∞} ×D)∪ (R × ∂D)∪ ({+∞} ×D). Then, the fiber F(x,λ) is defined
as
F(x,λ)
def=
{
U±(λ) if (x,λ) ∈ {±∞} ×D,
Wu(x,λ) if (x,λ) ∈ R × ∂D.
(1.5) means that this defines a continuous vector bundle over S2 denoted as E(D). It is
proven using the Evans function that the first Chern number c1(E(D)) of E(D) is equal to
the number of eigenvalues of L˜ inside D.
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2.1. PDE setting of the elliptic EVP
It is useful to consider the eigenvalue problem (1.1) as an ill-posed dynamical system as
in [17], using x as the evolution variable, while regarding (u(x, ·), ux(x, ·)) as phase space
variable. Therefore (1.1) is rewritten as follows:
zx =
(
u
v
)
x
=
(
0 |Δy | 12
|Δy | 12 +K(x,λ) −β˜
)(
u
v
)
(2.1)
where |Δy | def= 1 −Δy,K(x,λ)u def= |Δy |− 12 [(λ− f − 1)u], β˜v def= |Δy |− 12 (β|Δy | 12 v).
The following assumptions are made about β(y) and f (x, y):
(H1) (Smoothness) β(y) ∈ C∞(Ω¯) and f (x, y) ∈ C∞(R × Ω¯).
(H2) (Exponential decay) There exists f∞(y) ∈ C∞(Ω¯), so that
sup
(x,y)∈R×Ω
∣∣eδ|x| · (f (x, y)− f∞(y))∣∣<C
for some δ > 0,C > 0.
Remark 3. The smoothness condition can be relaxed to β(y) ∈ C1(Ω¯), and f (x, y) ∈
L∞(R ×Ω), f is locally Lipschitz continuous.
The Neumann boundary condition is incorporated into the choice of the phase space
for z = (u, v)t , which is some function space of y variable. Let Y = L2(Ω),Y 1 = {u ∈
H 2(Ω) | ∂u/∂ν = 0 on ∂Ω}. Choose an orthonormal basis for Y , for example, let {λi,Gi}
be the ith eigenvalue and normalized eigenfunction for
−Δyu = λu, (2.2)
∂u
∂ν
= 0 on ∂Ω, (2.3)
then define
Yα
def=
{ ∞∑
i=1
ciGi
∣∣∣∣∣
∞∑
i=1
(
1 + |λi |2α
) · |ci |2 < ∞
}
.
(Therefore Y 0 = Y .) This is the interpolation space between Y and Y 1. Defining Hα def=
Y
1+α
4 × Y 1+α4 , for 0 α  2, the phase space is chosen as H = Y 14 × Y 14 .
According to the abstract space X1 ↪→ Z ↪→ X in [15], we will choose H 2 ↪→ H 1
↪→ H , respectively.
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tion:
z˙ = (A+B(x,λ))z (2.4)
where˙= d
dx
, z = (u
v
) ∈ H . Here
A =
(
0 |Δy | 12
|Δy | 12 −β˜
)
, B(x,λ) =
(
0 0
K(x,λ) 0
)
.
It is straightforward to check that A :H → H is a closed, unbounded operator with com-
pact resolvent, and D(A) = H 2 is dense in H .
Notation 1. For a Banach space X, the set of bounded operators L acting on X is denoted
as L(X), and the set of compact operators acting on X as C(X). The kernel of L ∈ L(X)
is denoted N(L), and the range of L is denoted R(L).
Some uniqueness property for the solution to (2.4) and its conjugate equation is re-
quired. We thus make the following assumption:
(H3) (Uniqueness of solution) If a bounded solution z(x) of (2.1) or its conjugate equation
z˙∗ = −(A∗ +B∗)z∗ (2.5)
exists for some unbounded connected interval J , and it vanishes at some x0 ∈ J , i.e.,
z(x0) = 0, then z(x) ≡ 0.
Remark 4. Under the assumptions (H1), (H2) above, we can show that (H3) is always
satisfied. See [25] for details.
We have the following result about the property of operator B(x,λ).
Lemma 1. B(x,λ) :Hα → Hα is bounded, compact operator for all x ∈ R, λ ∈ C, α ∈
[0,2]. For fixed α ∈ [0,2], in the topology of compact operator norm ‖ · ‖C(Hα), we have
• B(x,λ) depends analytically on λ ∈ C;
• B(·, λ) ∈ C∞(R,C(Hα)) for each λ ∈ C.
Proof. Fix α ∈ [0,2], x ∈ R, λ ∈ C. For each u ∈ Hα , Bu ∈ Hα+2 since f u ∈ Hα ,
and |Δ|− 12 is an order −1 operator. The inclusion of Hα+2 in Hα is compact, thus
B(x,λ) :Hα → Hα is bounded, compact operator for all x ∈ R, λ ∈ C. The fact that B de-
pends on λ analytically, in the topology of C(Hα), follows from the definition of K(x,λ).
About the second statement, fix λ ∈ C. Notice that since f ∈ C∞(R × Ω¯), the map λ−
f − 1 :Y 1+α4 → Y 1+α4 belongs to C∞(R,L(Y 1+α4 , Y 1+α4 )). And |Δy |− 12 :Y 1+α4 → Y 3+α4 is
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.actually analytical, therefore B21 = |Δy |− 12 ◦(λ−f −1) belongs to C∞(R,L(Y 1+α4 , Y 3+α4 ))
The inclusion of Y
3+α
4 in Y
1+α
4 being compact finally completes the proof. 
Defining
B∞(λ)
def=
( 0 0
|Δy |− 12 ◦ (λ− f∞ − 1) 0
)
,
we need one assumption about the asymptotic system of (2.4):
(H4) (Asymptotic hyperbolicity) For λ ∈ U , where U is a simply connected domain in the
complex plane, there exists C(λ) > 0 so that
∥∥(A+B∞(λ)− iμ)−1∥∥L(H)  C(λ)1 + |μ| (2.6)
holds for all μ ∈ R.
Remark 5. This assumption is satisfied, for example, for linear stability problem of travel-
ing wave if the linearization around the x-directionally uniform steady state—to which the
wave approaches in x → ±∞—is sectorial and the essential spectrum is bounded away
from the imaginary axis.
Even in the finite-dimensional case, some special condition is necessary when this as-
sumption fails, e.g., analytic continuation of Evans function into essential spectrum, the
gap lemma, etc. Same problem arises in the infinite case.
Assumption (H4) will make available the existence of spectral projection P−(λ) ∈
L(Hα) for each λ ∈ U,α ∈ [0,2), so that A + B∞(λ) commutes with P−(λ), with
(A + B∞(λ))P−(λ) and −(A + B∞(λ))(I − P−(λ)) being the infinitesimal generators
of analytic semigroups. Furthermore, there exists δ′ > 0 such that eμ < −δ′ for any
μ ∈ σ((A+B∞(λ))P−(λ)) and eμ > δ′ for any μ ∈ σ((A+B∞(λ))(Id −P−(λ))). See
[24] for details. Actually hypothesis (H4) implies that the spectrum of L in U consists
solely of point spectrum. A detailed discussion about the property of point and essential
spectrum can be found in [17] and thus it is omitted here. P−(λ) depends on λ ∈ U analyt-
ically, which is the following
Lemma 2. P−(λ) ∈ L(Hα) depends analytically on λ ∈ U for 0 α < 2.
Proof. See Appendix A. 
From now on we fix α = 1 and regard P−(λ) as bounded projection operator acting
on H 1. Also we give the following
Notation 2. Denote H−(λ) = R(P−(λ)),H+(λ) = R(Id − P−(λ)), for λ ∈ U . Let
A−(λ)
def= −P−(λ)(A + B∞(λ)),A+(λ) def= (Id − P−(λ))(A + B∞(λ)),P+(λ) def= Id −
P−(λ).
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isfied under the hypotheses above, therefore exponential dichotomy on both the half lines
R− and R+ is guaranteed. But the main focus here will be the analyticity of the stable and
unstable bundle in this context. The approach taken here is to consider the set of all the
bounded solutions z1(x; τ) and z2(x; τ) for (2.4) on the intervals [τ,+∞) and (−∞, τ ],
respectively. Here τ ∈ R. From [15], z1 and z2 satisfy a mild reformulation of (2.4) for
stable bundle on [τ,∞) and unstable bundle on (−∞, τ ], respectively, as follows:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
z1(x; τ) = e−A−(x−τ)P−z1(τ ; τ)+
∫ x
τ
e−A−(x−σ)P−[B(σ)−B∞]z1(σ ; τ) dσ
− ∫∞
x
eA+(x−σ)P+[B(σ)−B∞]z1(σ ; τ) dσ,
z2(x; τ) = eA+(x−τ)P+z2(τ ; τ)−
∫ τ
x
eA+(x−σ)P+[B(σ)−B∞]z2(σ ; τ) dσ
+ ∫ x−∞ e−A−(x−σ)P−[B(σ)−B∞]z2(σ ; τ) dσ,
(2.7)
where x  τ and x  τ , respectively. The dependence on λ is not given explicitly in (2.7),
but one should notice that P±,B(σ ),B∞ all depends on λ analytically, where σ ∈ R, and
eA+x depends on λ analytically for x  0, e−A−x depends on λ analytically for x  0.
Let
H˜ sτ
def=
{
Z ∈ L2((τ,∞),H 1)
∣∣∣∣∣ |Z|H˜ sτ :=
( ∞∫
τ
∣∣Z(x)∣∣2
H 1 dx
) 1
2
< ∞
}
,
H˜ uτ
def=
{
Z ∈ L2((−∞, τ ),H 1)
∣∣∣∣∣ |Z|H˜ uτ :=
( τ∫
−∞
∣∣Z(x)∣∣2
H 1 dx
) 1
2
< ∞
}
,
and define: φs,u(λ) :H 1 → H˜ s,u0 , T s,u(τ, λ) : H˜ s,u0 → H˜ s,u0 , λ ∈ U, as follows:
φs(λ)z
def= e−A−(λ)xP−(λ)z, z ∈ H 1, x  0,
φu(λ)z
def= eA+(λ)xP+(λ)z, z ∈ H 1, x  0,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(T s(τ, λ)Zs)(t)
def= Zs(t)− ∫ t0 e−A−(t−σ)P−[B(τ + σ)−B∞]Zs(σ )dσ
+ ∫∞
t
eA+(t−σ)P+[B(τ + σ)−B∞]Zs(σ )dσ,
Zs ∈ H˜ s0 , t  0,
(T u(τ, λ)Zu)(t)
def= Zu(t)+ ∫ 0
t
eA+(t−σ)P+[B(τ + σ)−B∞]Zu(σ )dσ
− ∫ t−∞ e−A−(t−σ)P−[B(τ + σ)−B∞]Zu(σ )dσ,
Zu ∈ H˜ u0 , t  0.
(2.8)
It is easy to show that φs,u :H 1 → H˜ s,u0 are bounded operators, and T s,u(τ, λ) : H˜ s,u0 →
H˜
s,u
are bounded operators of Fredholm type, i.e., they are of the type Id + K , where0
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s,u
0 → H˜ s,u0 are compact. Also φs,u, T s,u(τ, λ) depends on λ ∈ U analytically, and
T s,u(·, λ) is C∞ on τ ∈ R, for fixed λ ∈ U . Furthermore, we have the following funda-
mental lemma:
Lemma 3 (Transversality). For each λ ∈ U,τ ∈ R, we have
φs
(
H 1
)+ T s(τ, λ)(H˜ s0 )= H˜ s0 , (2.9)
φu
(
H 1
)+ T u(τ,λ)(H˜ u0 )= H˜ u0 . (2.10)
Proof of Lemma 3. See Appendix A. 
2.2. Polarization of H and Fredholm Graßmanian F(H)
For a complex, separable Hilbert space H (it should be thought of as H 1 in the
previous section), we fix a polarization H = H+ ⊕ H− where H+ and H− are both
infinite-dimensional orthogonal closed subspaces. Denote GL(H) the set of all the iso-
morphisms T :H → H , and GLc(H) the subgroup of GL(H) which consists of Id + K ,
with K :H → H compact, it is called the Fredholm subgroup of GL(H). We will study
the Graßmanian of closed subspaces of H which is the orbit of H− under the action
of GLc(H).
Definition 1. F(H−) is the set of all closed subspaces W of H which lies in the orbit of
H− under the action of GLc(H), and is called the Fredholm Graßmanian of H−.
Notice that the Fredholm Graßmanian F(H−) as defined above is a proper subgraß-
manian of that defined in [16], where Segal considered all the closed subspaces “commen-
surable” with H−. The Graßmanian defined by Segal is too big for our purpose, since it
contains subspaces which differ from H− by finite dimensions. But to construct augmented
unstable bundle, we will have to consider F(H−) as above, which consists of subspaces
having exactly the same dimension of H−.
For each z ∈ H , there exists an orthogonal decomposition z = x + y, x ∈ H−, y ∈ H+,
which induces two projections P−(z) = x, P+(z) = y, for all z ∈ H . For each projection
P ∈ L(H), the action of element Ψ ∈ GLc(H) on P is defined as Ψ (P ) def= Ψ ◦ P ◦Ψ−1,
and O(P ) is used to denote the orbit of P under the action of Fredholm group GLc(H).
Notation 3. C(H−,H+) is the set of all compact linear operators from H− to H+.
It is easy to see from definition that
Lemma 4. If H1 ∈ F(H−),H2 ∈ F(H1), then H2 ∈ F(H−).
GLc(H) acts transitively on all the finite-dimensional subspaces of H , which is the
following
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there exists A ∈ GLc(H) so that A(H1) = H2.
Proof. Choose two bases {xi}ki=1, {yi}ki=1 for H1 and H2, where k is the dimension of H1
and H2. Define A(xi) = yi, i = 1,2, . . . , k. Choose H3 ∈ F(H⊥1 ) so that H3 ∩ H2 = {0}.
The existence of such H3 can be shown by induction. Thus H3 = B(H⊥1 ) for some
B ∈ GLc(H). Let Ax def= Bx for x ∈ H⊥1 , then it is easy to check that A constructed above
belongs to GLc(H). 
A useful criteria for a subspace H1 ∈ F(H−) is the following:
Lemma 6. A closed subspace H1 ⊂ H lies in F(H−) if and only if there exists linear
operator A = Id +K,K ∈ C(H),H2 ∈ F(H−), so that
• A(H)+H2 = H ;
• A−1(H2) = H1.
Proof. Without loss we can let H2 = H−, otherwise choose Φ ∈ GLc(H) so that Φ(H2) =
H− and consider A˜ = Φ ◦ A :H → H . Also notice that the only if part is trivial, due to
definition of F(H−).
For the if part, denote N and R the kernel and range of A, respectively. Let H− =
H
(1)
− ⊕ H(2)− such that H(1)− ∈ R,H(2)− ⊥R. Then A :N⊥ ∩ A−1(H (1)− ) → H(1)− is a Fred-
holm isomorphism. Since A is Fredholm of index 0, N and H(2)− has the same finite dimen-
sion. Choose two bases {xi}ki=1, {yi}ki=1 for N and H(2)− , respectively. Define A˜(xi) = yi ,
A˜|
N⊥∩A−1(H (1)− ) = A|N⊥∩A−1(H (1)− ). Similar to Lemma 5 we have that A˜ ∈ GLc(H), and
A˜(H1) = H−. Thus we have H1 ∈ F(H−). 
Corollary 1. A closed subspace H1 ∈ F(H−) if and only if there exists linear operator
A = Id +K , K ∈ C(H), H2 ∈ F(H−), so that
• A−1(H2) = H1;
• dimN(P−|H1) = codimP−H1|H− < +∞.
Corollary 1 induces the following
Definition 2. F˜ (H−)
def= {A−1(H−) | A = Id + K, K ∈ C(H)} =⋃∞k=0 Fk(H−), where
Fk(H−) = {A−1(H−) | A = Id+K, K ∈ C(H), dimN(A)− codimH− ∩R(A)|H− = k}.
F˜ (H−) is called generalized Fredholm Graßmanian based on H−, and Fk(H−) is called
the kth Fredholm Graßmanian of H−, k is called the relative dimension of any element
a ∈ Fk(H−). Obviously F 0(H−) = F(H−).
It is easy to show that Fk(H−) is invariant under the action of GLc(H), for k  0.
Actually Fk(H−) is the Fredholm Graßmanian of H˜− = H− ⊕Wk , where Wk is arbitrary
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the relative dimension, gives account for the difference between element in Fk(H−) and
H− itself.
For the differential structure of F(H−), we have the following
Lemma 7. The Fredholm Graßmanian F(H−) is an analytic Banach manifold, modeled
on the Banach space C(H−,H+).
Proof. The proof is similar to that in [16, Proposition 7.1.2, p. 102]. For each H1 ∈ F(H−),
if H1 ∩ H+ = {0}, then H1 can be identified with the graph of some compact map K :
H− → H+, thus some neighborhood of H1 is induced with the compact operator topology
C(H−,H+). Since GLc(H) acts on F(H−) transitively, the chart defined above gives a
class of charts for each H1 ∈ F(H−). The transformation mapping between different charts
is analytic, thus the induced differential structure is analytic. 
The differential structure for O(P−) can be induced from the one-to-one and onto map
J :O(P−) → F(H−)×F(H+), J (P ) def= (R(P ),N(P )),P ∈O(P−). We use π1 :F(H−)×
F(H+) → F(H−) and π2 :F(H−)×F(H+) → F(H+) to denote the projection to the first
and second component, respectively.
From Lemma 7 it is well defined to talk about an analytic map Φ : λ ∈ V → F(H−),
where V is some bounded simply-connected complex domain. We give an equivalent de-
scription of the statement that Φ :V → F(H−) is analytic, which is
Lemma 8. Φ :λ ∈ V → F(H−) is analytic if and only if there exists P(λ) :λ ∈ V →
O(P−) so that
• P(λ) depends on λ ∈ V analytically;
• R(P (λ)) = Φ(λ) for all λ ∈ V .
Proof. Suppose that Φ :λ ∈ V → F(H−) is analytic in V .
Claim 1. There is an analytic projection P :V →O(P−) if V is small.
Proof of Claim 1. Take λ0 ∈ V and define P(λ) by R(P (λ)) = Φ(λ) and N(P (λ)) =
Φ(λ0)⊥. Then this P(λ) satisfies the condition for a small neighborhood V of λ0.
P(λ)
def=
∫
∂V˜
1
2πi
· P˜ (ξ)
λ− ξ dξ,
where λ ∈ V˜ . It is easy to check P 2 = P , i.e., P(λ) is a projection for each λ ∈ V˜ . Also
by definition of P , P is analytic in V˜ . P ∈ O(P−) follows from the fact that P˜ (ξ) −
P− ∈ C(H) for each ξ ∈ ∂V˜ . For the uniqueness of P , suppose there exists P ′ so that P ′
coincides with P along ∂V˜ and are both analytic in V˜ , then P ′ − P is identically zero
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P ′ − P ≡ 0. Thus the proof of Claim 1 is complete. 
For a general bounded domain V , we just assume the following
Assumption. There is an analytic projection P :V →O(P−).
For the second part, assume that there exists P(λ) ∈O(P−), λ ∈ V so that P(λ) depends
on λ ∈ V analytically. Consider π1 ◦ J ◦ P :λ ∈ V → F(H−), it is analytic since both J
and π1 are analytic, thus Φ :λ ∈ V → R(P (λ)) is analytic. 
Corollary 2. If P :λ ∈ V →O(P−) is analytic, then there exists G :λ ∈ V → L(H−,H)
so that
• G(λ) :H− → H is one-to-one for each λ ∈ V ;
• G(λ) = Id|H− + K(λ) depends on λ ∈ V analytically, where K(λ) ∈ C(H−,H) for
each λ ∈ V ;
• G(λ)(H−) = R(P (λ)) for all λ ∈ V .
Proof. Fix λ0 ∈ V. From [22, pp. 99–102] there exists a similarity transformation type
decomposition of P(λ) : P(λ) = U(λ)P (λ0)U−1(λ) where U(λ0) = Id, and U :λ ∈ V →
GL(H) is analytic in V . U(λ) actually belongs to GLc(H), by observing that since P(λ) ∈
O(P−), the commutator Q = [ dPdλ ,P ] def= dPdλ P − P dPdλ is compact, and then applying the
construction for U(λ) as in [22, pp. 99–102]. Now choose T ∈ GLc(H) so that T (H−) =
R(P (λ0)), and let G(λ)
def= U(λ) ◦ T ◦ i−, where i− : H− → H is the inclusion map of H−
in H . 
Remark 6. If P also depends on some parameter τ ∈ X continuously (or Ck smooth,
1  k  +∞, analytically), where X is some Banach space, then the map G constructed
will also depend on τ ∈ X continuously (Ck smooth, 1 k +∞, analytically).
The following two lemmas will be important for us (compare them with Lemma 3):
Lemma 9. Fix a simply-connected complex domain V ⊂ C. Suppose that P(λ) ∈O(P−)
depends analytically on λ ∈ V . Also T (λ) = Id + K(λ) : H → H depends on λ ∈ V ana-
lytically, with K(λ) ∈ C(H) for each λ ∈ V . Assume that
T (λ)(H)+ P(λ)(H) = H,
for all λ ∈ V . Then we have
• T (λ)−1(R(P (λ))) ∈ F(H−), for each λ ∈ V .
• The induced map Φ :λ ∈ V → F(H−), Φ(λ) def= T (λ)−1(R(P (λ))) is analytic.
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For the analyticity of Φ :λ ∈ V → F(H−), consider T ∗ :H → H,P ∗ :H → H , where
T ∗ :H → H is defined via (T u, v)H = (u,T ∗v)H , similarly for P ∗. Obviously T ∗,P ∗:
H →H are anti-analytic w.r.t. λ∈V . Define projection P˜ :H →H so that R(P˜ )=R(P )⊥,
N(P˜ ) = N(P )⊥, then P˜ (λ) :H → H is also anti-analytic w.r.t. λ ∈ V . T (H)+P(H) = H
implies that R(P˜ ) ∩ N(T ∗) = {0}, therefore T −1(R(P )) = (R(T ∗ ◦ P˜ ))⊥ depends on λ
analytically. 
Lemma 10. Fix λ0 ∈ V . Let φ :λ ∈ V → L(H, H˜ ) depend on λ ∈ V analytically, and
∂φ
∂λ
∈ C(H, H˜ ) for λ ∈ V . Suppose that N(φ(λ)) = R(P+(λ)) for some projection P+(λ) ∈
O(P+(λ0)), which depends on λ ∈ V analytically. Then we have
• R(φ(λ)) ∈ F(R(φ(λ0))) for λ ∈ V .
• The map Φ :λ ∈ V → F(R(φ(λ0))),Φ(λ) def= R(φ(λ)) is analytic in λ ∈ V .
Proof. From N(φ(λ)) = R(P+(λ)) we have R(φ∗) = N(P ∗+), where (φ∗u,v) = (u,φv),
(P+v1, v2) = (v1,P ∗+v2), v, v1, v2 ∈ H,u ∈ H˜ , therefore R(φ∗(λ)) + R(P ∗+(λ)) = H for
all λ ∈ V . Applying the transversality argument similar to that of Lemma 9, we have
φ∗−1(R(P ∗+(λ))) belongs to the same Fredholm Graßmanian, and depends on λ ∈ V anti-
analytically. Further notice that
φ∗−1
(
R
(
P ∗+(λ)
))= φ∗(λ)−1(0) = R(φ(λ))⊥,
which gives that R(φ) belongs to the same Fredholm Graßmanian and depends on λ ∈ V
analytically. 
Remark 7. If φ also depends on some parameter τ ∈ X continuously (or Ck smooth,
1  k +∞, analytically), where X is some Banach space, then the map Φ constructed
will also depend on τ ∈ X continuously (Ck smooth, 1 k +∞, analytically). Similar
result holds for Lemma 9.
2.3. Analyticity lemma
Let D ⊂ D¯ ⊂ U be a simply connected bounded domain such that there is no eigenvalue
of L on ∂D. Fix λ0 ∈ D. For each x ∈ R and λ ∈ D, let
Wu(x,λ)
def= {z ∈ H 1 ∣∣ Eq. (2.1) has a bounded solution Zu(x)
on (−∞, x] with Zu(x) = z},
Ws(x,λ)
def= {z ∈ H 1 ∣∣ Eq. (2.1) has a bounded solution Zs(x)
on [x,+∞) with Zs(x) = z}.
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,By definition of Ws,Wu, we know that
Wu(x,λ) = T u(x,λ)−1(φu(H 1))(0),Ws(x,λ) = T s(x,λ)−1(φs(H 1))(0).
In what follows, we assume Assumption in Lemma 8 for V = D.
For the analyticity of Wu,Ws w.r.t. λ ∈ D we have the following
Lemma 11. Wu : R × D → F(H+(λ0)), Ws : R × D → F(H−(λ0)) depends on λ ∈ D
analytically, and C∞ w.r.t. x ∈ R.
Proof. Without loss of generality we only prove that Ws : R ×D → F(H−(λ0)) depends
on λ ∈ D analytically, and C∞ w.r.t. x ∈ R. First we have the following
Claim 2. P−(λ) ∈O(P−(λ0)) for λ ∈ D.
Proof. See Appendix A. 
H 1
φs
H˜ s0
T s
π0
H˜ s0
H 1
Following the diagram above, first applying Lemma 10 to the map φs : H 1 → H˜ s0 ,
we have that φ˜ :λ ∈ D → F(R(φs(λ0))), φ˜(λ) def= R(φs(λ)) depends on λ ∈ D analyt-
ically. Applying Lemma 8 to φ˜, we obtain analytic projections P˜ : H˜ s0 → H˜ s0 , so that
R(P˜ (λ)) = R(φs(λ)) for λ ∈ D. Applying Lemma 9 and Remark 4 to operator pairs T s and
P˜ , we have that Φ : (x,λ) ∈ R ×D → F(R(φs(λ0))),Φ(x,λ) def= (T s(x,λ))−1(R(φs(λ)))
is analytic w.r.t. λ ∈ D, and C∞ with respect to x ∈ R. Applying Lemma 8 again to Φ to
get analytic projection P¯ (x, λ) : H˜ s0 → H˜ s0 , so that R(P¯ (x,λ)) = (T s(x,λ))−1(R(φs(λ))).
Let π0 : H˜ s0 → H 1 be defined as π0(Zs) = Zs(0), then π0 ◦ P¯ : H˜ s0 → H 1 satisfy the re-
quirement of Lemma 10, thus Ws(x,λ) def= R(π0 ◦ P¯ ) depends on λ ∈ D analytically, and
is C∞ with respect to x ∈ R. Ws(x,λ) ∈ F(H−(λ0)) follows from the observation that
Ws(x,λ) ∈ F(π0(R(φs(λ0)))), which is exactly F(H−(λ0)). 
Due to Lemma 11, Corollary 2, and Remarks 6, 7, there exist two mappings:
Gu = Id +Ku : R ×D → L(H+(λ0),H 1), Gs = Id +Ks : R ×D → L(H−(λ0),H 1)
which are analytic in λ ∈ D, C∞ with respect to x ∈ R, and
R
(
Gu(x,λ)
)= Wu(x,λ), R(Gs(x,λ))= Ws(x,λ)
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G : R ×D → L(H,H): G(x,λ)(z) = Gs(x,λ)w− +Gu(x,λ)w+,
where z = w− +w+, w− ∈ H−(λ0), w+ ∈ H+(λ0). Now we give the following
Lemma 12 (Analyticity lemma). G(x,λ) = Id + K˜(x,λ) is analytic in λ ∈ D, and is C∞
with respect to x ∈ R, where K˜(x,λ) ∈ C(H 1).
Proof. K˜ def= Ks ◦ P−(λ0) + Ku ◦ P+(λ0) is compact since Ks,Ku is compact, and K˜ is
analytic w.r.t. λ since Ks,Ku is analytic w.r.t. λ. The C∞ dependence of G(x,λ) w.r.t. x
follows from the fact that Ks,Ku is C∞ w.r.t. x ∈ R. 
Remark 8. We will only need G to be continuous w.r.t. x ∈ R to construct the unstable
bundle, therefore Remark 1 will apply.
For the asymptotic behavior of G, we have the following
Lemma 13. limx→∞ Gs(x,λ) = Id|H−(λ), limx→−∞ Gu(x,λ) = Id|H+(λ), for λ ∈ D¯.
Proof. By assumption (H2), it is easy to check that limx→∞ T s = Id, which gives
limx→∞ Ws(x,λ) = H−(λ) for λ ∈ D¯ ⊂ U . Therefore limx→∞ Gs(x,λ) = Id|H−(λ),
for λ ∈ D¯, by definition of Gs . Similarly we have limx→−∞ Gu(x,λ) = Id|H+(λ), for
λ ∈ D¯. 
Lemma 14. limx→∞ Wu(x,λ) = H+(λ) if λ ∈ D is not an eigenvalue.
Proof. From Eq. (2.7) we have for each z ∈ Wu(x,λ), x ∈ R, λ ∈ D,
z = P+z+
x∫
−∞
e−A−(x−σ)P−
[
B(σ)−B∞
]
Zu(σ ;λ, z) dσ (2.11)
where Zu(x;λ, z) = z. Fix λ ∈ D which is not an eigenvalue, we claim that
Claim 3. There exists C > 0 which does not depend on x ∈ R, so that there holds
∥∥Zu(τ ;λ, z)∥∥
H 1 C‖z‖H 1
for all z ∈ Wu(x,λ), Zu(x;λ, z) = z, τ  x ∈ R.
Proof of Claim. If λ is not an eigenvalue, then the only bounded solution of (2.4) on
the whole real line is the zero solution, thus by [15, Theorem 2] there exists exponential
dichotomy on R, from which there exists C,η1 > 0 so that
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H 1  Ce
−η1|x−σ ||z|H 1 ,
where Zu(x;λ, z) = z. Thus the proof of claim is complete. 
Since ‖B(σ)−B∞‖ <C′ for all σ ∈ R, and ‖B(σ)−B∞‖ → 0 as σ → +∞. For any
η > 0, there exists R′ > 0 so that ‖B(σ)−B∞‖ < η when σ > R′. Therefore for x > 2R′,
we have
x∫
−∞
e−A−(x−σ)P−
[
B(σ)−B∞
]
Zu(σ ;λ, z) dσ
=
R′∫
−∞
e−A−(x−σ)P−
[
B(σ)−B∞
]
Zu(σ )dσ
+
x∫
R′
e−A−(x−σ)P−
[
B(σ)−B∞
]
Zu(σ )dσ

R′∫
−∞
∥∥e−A−(x−σ)P−∥∥ ·C′ ·C‖z‖dσ +
x∫
R′
∥∥e−A−(x−σ)P−∥∥ ·  ·C‖z‖dσ
 C · ‖z‖H 1
δ′
· [4η + 2C′ · e−δ′·R′/2], (2.12)
where we use estimate ‖e−A−(x−σ)P−‖  e− δ
′
2 (x−σ), due to the fact that eμ < −δ′
for any μ ∈ σ(−A−(λ)). Therefore for any  > 0, we can find R˜ > 0 so that for x >
2R˜, ‖P−z‖ = ‖
∫ x
−∞ e
−A−(x−σ)P−[B(σ) − B∞]Zu(σ ;λ, z) dσ‖ ‖z‖, combining with
‖z‖2 = ‖P−z‖2 + ‖P+z‖2, we get
‖P−z‖ √
1 − 2 ‖P+z‖, for z ∈ W
u(x,λ), x > 2R˜,
which is exactly limx→+∞ Wu(x,λ) = H+(λ). 
3. The Evans function
3.1. Construction of the Evans function
We start from the following
Lemma 15. λ ∈ D is an eigenvalue of the operator L if and only if the kernel of the linear
transformation G(x,λ) :H → H for some x ∈ R (thus for any x ∈ R) is nontrivial.
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cause of the lemma above, and they are simply written as G(λ), Gu(λ) and Gs(λ).
Definition 3 (The Evans function). Take a finite-dimensional subspace V of H which is
transversal to ImG(λ)—i.e., V + ImG(λ) = H—for all λ ∈ D. Let D be a line bundle
over D whose fiber at λ ∈ D is given by
( dimV∧
G(λ)−1V
)∗
⊗
dimV∧
V.
This bundle is the pull back of what is called the determinant bundle over the space of
Fredholm operators. (See [5,20].)
Take any section s ∈∧dimV G(λ)−1V , then the Evans function is a section ofD defined
by
E(λ)
def= s∗ ⊗G(λ)s ∈
( dimV∧
G(λ)−1V
)∗
⊗
dimV∧
V
where G(λ)s = G(λ)s1 ∧ · · · ∧ G(λ)sdimV for s = s1 ∧ · · · ∧ sdimV and s∗ ∈
(
∧dimV
G(λ)−1V )∗ is such that s∗(s) = 1.
We comment about some properties of E(λ) defined as above. First, E(λ) does not
depend on the choice of s, and therefore can be defined globally in λ ∈ D. Moreover, it is
analytic as G(λ) is. Also it is easy to see that E(λ) vanishes if and only if the kernel of
G(λ) is nontrivial.
Second, for the different bounded domain D1 ⊂ D2 in U , we might need to take dif-
ferent choices of finite-dimensional space V1 ⊂ V2, respectively. But it turns out that the
bundle D1 over D1 is a subbundle of D2 restricted to D1, and E(λ,V2)|D1 vanishes if and
only if E(λ,V1) vanishes.
For each λ and each s ∈∧dimV G(λ)−1V , a map
i(s) :
( dimV∧
G(λ)−1V
)∗
⊗
dimV∧
V →
dimV∧
V
is defined by
i(s)(σ ⊗ω) = σ(s)ω, for σ ⊗ω ∈
( dimV∧
G(λ)−1V
)∗
⊗
dimV∧
V.
Therefore, for a local analytic section s(λ) ∈∧dimV G(λ)−1V , i(s(λ))E(λ) becomes an
analytic section to the trivial bundle
∧dimV
V and thus can be identified with an analytic
function.
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and f (x, y) = f (x). Let {(μn,ψn(y))} be the set of eigenvalues μn and eigenfunctions
ψn(y) of the Laplacian Δy on Ω with the Neumann boundary condition. Then by putting
u(x, y) = ∑φn(x)ψn(y) and substituting it into the equation, it is easily seen that the
problem decouples into infinite number of finite-dimensional problems corresponding to
wave numbers:
φnxx + βφnx +
(
f (x)+μn
)
φn = λφn. (3.1)
Then the classical Evans function En(λ) can be defined for each n. In this case, if we take
V := span〈ψ1, . . . ,ψN 〉 × span〈ψ1, . . . ,ψN 〉 ⊂ H for sufficiently large N , then the Evans
function defined above is identified with just the product of En(λ) by the relation
i(s)E(λ) =
(
N∏
n=1
En(λ)
)
ω,
for s =∧Ni=1(ψi0 )∧Ni=1( 0ψi ) and for some ω ∈∧2N V .
3.2. Multiplicity lemma
The essential feature of the Evans function is that its global behavior represents the
number of eigenvalues of L in the given domain D ⊂ U . This characteristics of the Evans
function results from the following theorem.
Theorem 1 (Multiplicity lemma). Let λ0 ∈ D be an eigenvalue of L. Then, the algebraic
multiplicity of λ0 coincides with the order of zero of E(λ) at λ0.
This theorem is proved in the same way as in [8]. Before proving this theorem,
several notations need to be prepared. Let λ0 be an eigenvalue of L, then α
def= min{a |
N((L− λ0)a) = N((L− λ0)a+1)} is called ascent of L at λ = λ0, m def= dimN(L− λ0) is
called geometric multiplicity of λ0, and p
def= dimN((L − λ0)α) is called algebraic mul-
tiplicity of λ0. Fix μ0 ∈ D which corresponds to λ0 in Section 2, and denote P± =
P±(μ0),H± = H±(μ0) for the convenience of notation.
Next, a Jordan chain of generalized eigenvectors is defined. Let pα,1, . . . , pα,m(α)
be functions in N((L − λ0)α) which form a set of basis of a complementary sub-
space of N((L − λ0)α−1) in N((L − λ0)α), where m(a) denotes dimN((L − λ0)a)/
N((L − λ0)a−1) for 1  a  α. Then, let pα−1,i def= (L − λ0)pα,i for 1  i  m(α) and
pα−1,m(α)+1, . . . , pα−1,m(α−1) is chosen so that pα−1,1, . . . , pα−1,m(α),
pα−1,m(α)+1, . . . , pα−1,m(α−1) form a basis of a complementary subspace of
N((L − λ0)α−2) in N((L − λ0)α−1). In the same manner, pa,i for 1 i m, 1 a  ai
(α = max{ai}) are defined. ha,i(x) ∈ H 1 is defined with pa,i by
ha,i(x) =
(
pa,i(x)
|Δy |− 12 ∂xpa,i(x)
)
.
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function of L and thus the solution
h1,i (x) =
(
p1,i (x)
|Δy |− 12 ∂xp1,i (x)
)
of (1.1) is bounded as x → ±∞.
Lemma 16. There are analytic families of vectors {vi(λ),wj (λ)} (1  i  m, 1  j 
dimV − m) in G(λ)−1V defined for λ near λ0 such that they form a basis of G(λ)−1V
and vi(λ0) ∈ N(G(λ0)) holds.
Proof. Let V˜ def= G(λ0)G(λ0)−1V ⊂ V , then for any ϕ ∈ V \ V˜ , G(λ)−1ϕ has a pole at
λ = λ0. Let ϕ1 ∈ V \ V˜ be such a vector with a pole of the smallest order and denote
this order as k1. Similarly let ϕ2 ∈ V \ span{V˜ , ϕ1} be such a vector with a pole of the
smallest order k2 in V \ span{V˜ , ϕ1}, and inductively choose ϕi with smallest order ki in
V \ span{V˜ , ϕ1, . . . , ϕi−1} up to i = m = dimN(G(λ0)).
Define vi(λ)
def= (λ−λ0)kiG(λ)−1ϕi (i = 1, . . . ,m), then v1(λ), . . . , vm(λ) are indepen-
dent and analytic, and v1(λ0), . . . , vm(λ0) belong to N(G(λ0)).
Let ψ1, . . . ,ψdimV−m be a set of basis of V˜ . If G(λ)−1ψi is analytic at λ = λ0, then
let wi(λ) = G(λ)−1ψi . If G(λ)−1ψi has a pole of order li at λ = λ0, then w˜i(λ) =
(λ − λ0)liG(λ)−1ψi is analytic and w˜(λ0) ∈ N(G(λ0)), i.e., w˜(λ0) =∑mj=1 κjvj (λ0). If
G(λ)−1ψi − (λ − λ0)−li ∑mj=1 κj vj (λ0) is analytic, then let wi(λ) = G(λ)−1ψi − (λ −
λ0)−li
∑m
j=1 κjvj (λ0). If this is still not analytic, then repeat the same process. This ends
in finite times, because li is finite.
The vectors w1(λ), . . . ,wdimV−m(λ) obtained in this way are independent as ψ1, . . . ,
ψdimV−m are independent. 
Proposition 1. The vanishing order of E(λ) at λ = λ0 is not smaller than p.
Proof. Let {vi(λ),wj (λ)} (1 i m, 1 j  dimV −m) be as above. By replacing each
vi(λ) with linear combinations of them, it is assumed that Gu(λ0)P+vi(λ0) = h1,i (x0) and
Gs(λ0)P−vi(λ0) = −h1,i (x0) hold, where P± : H → H± are projections along H∓.
If there is p2,i with p1,i = (L− λ0)p2,i , then let zui (x;λ) be a solution of (1.1) defined
on (−∞, x0] satisfying zui (x0;λ) = Gu(λ)P+vi(λ), and zsi (x;λ) be a solution defined on[x0,+∞) satisfying zsi (x0;λ) = Gs(λ)P−vi(λ). By differentiating (2.4) with respect to λ,
it is seen that ∂z
u
i
∂λ
(x;λ0) and − ∂z
s
i
∂λ
(x;λ0) satisfy the following equation on (−∞, x0] or
on [x0,+∞), respectively:
z˙ = (A+B(x,λ0))z+
(
∂
∂λ
∣∣∣∣
λ=λ0
B(x,λ)
)
h1,i (x). (3.2)
By definition, h2,i (x) satisfies the same equation. Therefore
∂zui
∂λ
(x;λ0) − h2,i (x) and
∂zsi (x;λ0)+ h2,i (x) satisfy (2.4).∂λ
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u
i
∂λ
(x;λ0) − h2,i (x) is bounded as x → −∞ and ∂z
s
i
∂λ
(x;λ0) + h2,i (x) is
bounded as x → +∞, ∂zui
∂λ
(x0;λ0) − h2,i (x0) belongs to Wu(x0, λ0) = ImGu(λ0) and
∂zsi
∂λ
(x0;λ0) + h2,i (x0) belongs to Ws(x0, λ0) = ImGs(λ0). Therefore ∂∂λ |λ=λ0G(λ)vi(λ)
belongs to ImG(λ0) as
∂
∂λ
∣∣∣∣
λ=λ0
G(λ)vi(λ) = ∂
∂λ
∣∣∣∣
λ=λ0
{
Gu(λ)P+vi(λ)+Gs(λ)P−vi(λ)
}
= ∂z
u
i
∂λ
(x0;λ0)+ ∂z
s
i
∂λ
(x0;λ0)
=
(
∂zui
∂λ
(x0;λ0)− h2,i (x0)
)
+
(
∂zsi
∂λ
(x0;λ0)+ h2,i (x0)
)
.
Therefore there are coefficients γi,j such that
∂
∂λ
∣∣∣∣
λ=λ0
G(λ)vi(λ) =
dimV−m∑
j=1
γi,jG(λ0)wj (λ0)
holds.
Let vˆi (λ) (1 i m) be defined by
vˆi (λ)
def= vi(λ)−
dimV−m∑
j=1
(λ− λ0)γi,jwj (λ)
then
vˆi (λ0) = vi(λ0)
and
∂
∂λ
∣∣∣∣
λ=λ0
G(λ)vˆi(λ) = 0 (3.3)
hold. By the same argument as above, it is proven that
∂
∂λ
∣∣∣∣
λ=λ0
Gu(λ)P+vˆi (λ)− h2,i (x0) ∈ ImGu(λ0)
and
∂
∂λ
∣∣∣∣ Gu(λ)P−vˆi (λ)+ h2,i (x0) ∈ ImGs(λ0)
λ=λ0
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∂
∂λ
∣∣∣∣
λ=λ0
Gu(λ)P+vˆi (λ)− h2,i (x0) =
m∑
k=1
δi,kG
u(λ0)P+vk(λ0)
and
∂
∂λ
∣∣∣∣
λ=λ0
Gs(λ)P−vˆi (λ)+ h2,i (x0) =
m∑
k=1
δi,kG
s(λ0)P−vk(λ0)
hold.
Let vˇi (λ) (1 i m) be defined by
vˇi (λ)
def= vˆi (λ)−
m∑
k=1
(λ− λ0)δi,kvk(λ)
then
vˇi (λ0) = vi(λ0)
and
∂
∂λ
∣∣∣∣
λ=λ0
Gu(λ)P+vˇi (λ) = h2,i (0) and ∂
∂λ
∣∣∣∣
λ=λ0
Gs(λ)P−vˇi (λ) = −h2,i (0)
hold.
Thus replace vi(λ) by vˇi (λ) and drop ˇ, and consider {vi(λ),wj (λ)} with new vi(λ).
If there is p3,i with p2,i = (L − λ0)p3,i , then by differentiating (2.4) twice it is seen
that 12
∂2zui
∂λ2
(x;λ0) and − 12
∂2zsi
∂λ2
(x;λ0) satisfy the following equation on (−∞, x0] or on
[x0,+∞), respectively:
z˙ = (A+B(x,λ0))z+
(
∂
∂λ
∣∣∣∣
λ=λ0
B(x,λ)
)
h2,i (x). (3.4)
By a similar argument, vˇi (λ) with
vˇi (λ0) = vi(λ0),
∂
∂λ
∣∣∣∣
λ=λ0
Gu(λ)P+vˇi (λ) = ∂
∂λ
∣∣∣∣
λ=λ0
Gu(λ)P+vi(λ),
∂
∂λ
∣∣∣∣ Gs(λ)P−vˇi (λ) = ∂∂λ
∣∣∣∣ Gs(λ)P−vi(λ)λ=λ0 λ=λ0
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1
2
∂2
∂λ2
∣∣∣∣
λ=λ0
Gu(λ)P+vˇi (λ) = h3,i (0) and 12
∂2
∂λ2
∣∣∣∣
λ=λ0
Gs(λ)P−vˇi (λ) = −h3,i (0)
is obtained.
Inductively, vi(λ) is modified so that
1
k
∂k
∂λk
∣∣∣∣
λ=λ0
Gu(λ)P+vi(λ) = hk+1,i (0) and 1
k
∂k
∂λk
∣∣∣∣
λ=λ0
Gs(λ)P−vˇi (λ) = −hk+1,i (0)
for 0 k  ai − 1, and thus
∂k
∂λk
∣∣∣∣
λ=λ0
G(λ)vi(λ) = 0
holds for 0 k  ai − 1.
Here, the Evans function is identified with the determinant taken in a finite-dimensional
space when the base of
∧dimV
V is specified and evaluated by s(λ) def= (∧mi=1 vi(λ)) ∧
(
∧dimV−m
j=1 wj(λ)) ∈
∧dimV
G(λ)−1V :
i
(
s(λ)
)
E(λ) = det(G(λ)v1(λ) · · ·G(λ)vm(λ)G(λ)w1(λ) · · ·G(λ)wm′(λ))
where m′ = dimV −m. Therefore, the argument above implies that
∂k
∂λk
∣∣∣∣
λ=λ0
i
(
s(λ)
)
E(λ) = 0
for 0 k  p − 1. This shows the lemma. 
Lemma 17. The vanishing order of E(λ) at λ = λ0 does not exceed p.
Proof. The proof of the previous proposition shows that
∂p
∂λp
∣∣∣∣
λ=λ0
i
(
s(λ)
)
E(λ)
= det
(
∂a1
∂λa1
∣∣∣∣
λ=λ0
G(λ)v1(λ) · · · ∂
am
∂λam
∣∣∣∣
λ=λ0
G(λ)vm(λ)G(λ0)w1(λ0) · · ·G(λ0)wm′(λ0)
)
as other terms vanish at λ = λ0.
Suppose that
∂p
∂λp
∣∣∣∣ i(s(λ))E(λ) = 0.
λ=λ0
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following holds:
m∑
i=1
γi
∂ai
∂λai
∣∣∣∣
λ=λ0
G(λ)vi(λ) =
dimV−m∑
j=1
δjG(λ0)wj (λ0).
By a similar argument as before, it can be assumed that δj = 0 for all j , and thus
m∑
i=1
γi
∂ai
∂λai
∣∣∣∣
λ=λ0
G(λ)vi(λ) = 0 (3.5)
holds.
Let
Zu(x;λ) =
m∑
i=1
γi
∂ai
∂λai
zui (x;λ) and Zs(x;λ) =
m∑
i=1
γi
∂ai
∂λai
zsi (x;λ).
Then Zu(x;λ0) and −Zs(x;λ0) satisfy the following equation on (−∞, x0] or on
[x0,+∞), respectively:
z˙ = (A+B(x,λ0))z+
(
∂
∂λ
∣∣∣∣
λ=λ0
B(x,λ)
) m∑
i=1
γiaihai ,i (x). (3.6)
Let
Zu(x;λ) =
(
pu(x;λ)
|Δy |− 12 ∂xpu(x;λ)
)
and Zs(x;λ) =
(
ps(x;λ)
|Δy |− 12 ∂xps(x;λ)
)
.
Then (3.5) implies Zs(x0;λ) = −Zu(x0;λ) and
p(x;λ) =
{
pu(x;λ) (x  x0),
−ps(x;λ) (x0  x),
satisfies
(L− λ0)p =
m∑
i=1
γiaipai ,i .
The right-hand side belongs to N((L − λ0)α) where α is the ascent of L at λ0. Thus
p(x;λ0) belongs to N((L − λ0)α+1). Here, by definition p(x;λ0) decays to zero as
x → ±∞, which means p is a generalized eigenfunction and belongs to N((L − λ0)α).
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such that
m∑
i=1
∑
j<ai
βi,jpj,i =
m∑
i=1
γiaipai ,i .
This contradicts the linear independence of {pj,i}.
Therefore,
∂p
∂λp
∣∣∣∣
λ=λ0
i
(
s(λ)
)
E(λ) = 0
and the lemma holds. 
4. Construction of the associated bundle
Fix μ0 ∈ D again, which corresponds to λ0 in Section 2. For the convenience of nota-
tion we denote H± = H±(μ0). Let φ :D→ D × C be a trivialization and π :D × C → C
be the projection to the second component. Then π ◦ φ ◦ E(∂D) defines a cycle in
H1(C \ {0}) ∼= Z.
Lemma 18. [π ◦φ ◦E(∂D)] ∈ H1(C \ {0}) coincides with the number of eigenvalues in D
when it is regarded as an element of Z.
Proof. First, divide D into small closed domains {Dk} so that there is no eigenvalue
on ∂Dk and an analytic basis {vi(λ)} (i = 1,2, . . . ,dimV ) of G(λ)−1V can be taken in
each Dk . Then, it is sufficient to show the lemma for each Dk and add them up, because
E(λ) is analytic and thus preserves the orientation.
Let s(λ) def= ∧dimVi=1 vi(λ) be a local section of ∧dimV G(λ)−1V over Dk , then
i
(
s(λ)
)
:
( dimV∧
G(λ)−1V
)∗
⊗
dimV∧
V →
dimV∧
V
gives a local trivialization of D over Dk .
Therefore, by Theorem 1, the number of eigenvalues in Dk including their multiplicity
coincides with
[(
i(s)E
)
(∂Dk)
] ∈ H1
( dimV∧
V \ {0}
)
∼= Z,
and thus the lemma holds. 
To define the unstable bundle, we need one more assumption about the asymptotic be-
havior of Gu, which is the following
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Under the hypothesis above, the unstable bundle is defined as follows. Let [−∞,∞] be
the compactification of R and let S2 = S− ∪ S0 ∪ S+ where
S±
def= {±∞} ×D, S0 def= [−∞,∞] × ∂D.
Then the following map is continuous:
G : S2 → F(H+) : (x,λ) →
{
H+(λ) if (x,λ) ∈ S±,
Wu(x,λ) if (x,λ) ∈ intS0 = R × ∂D.
Definition 4. The unstable bundle E(D) over S2 is the line bundle obtained as the pull back
of Det by G:
E(D) def= G∗ Det,
where Det is the determinant bundle over F(H+). (See [16].)
Remark 11. The corresponding bundle is called the augmented unstable bundle in [1].
Theorem 2. The first Chern number c1(E(D)) of E(D) coincides with the number of eigen-
values of L in D.
Proof. If there is no eigenvalue in D, then E(D) can be extended to a bundle over
a contractible space [−∞,∞] × D in the obvious manner. Thus E(D) is trivial and
c1(E(D)) = 0.
Suppose that λ0 is an eigenvalue and there is no other eigenvalue in D.
Take an analytic family of isomorphisms Θ(λ) ∈ GLc(H) defined in D which satisfies
Θ(λ)H−(λ) = H− for λ ∈ D, Θ(λ0)H+(λ0) = H+,
and consider an analytic map
G0(λ) := Θ(λ)G(λ) :H → H
and a continuous map
G0 : S2 → F(H+) : (x,λ) →
{
Θ(λ)H+(λ) if (x,λ) ∈ S±,
Θ(λ)Wu(x,λ) if (x,λ) ∈ intS0 = R × ∂D.
Then the Evans function E0(λ) defined for G0(λ) differs from E(λ) by multiplication of
non-zero analytic function, whereasG∗0 Det is equivalent to E(D). These facts imply E0(λ)
vanishes only at λ0 ∈ D and the order is equal to that of E(λ0), whereas c1(G∗0 Det) =
c1(E(D)) holds.
J. Deng, S. Nii / J. Differential Equations 225 (2006) 57–89 83In the sequel, the first Chern number c1(G∗0 Det) is proved to be equal to the multiplicity
of λ0 as a zero of E0(λ).
Let
M(x,λ) =
( IdH+ −Gs0+(x,λ)Gs0−(x,λ)−1
0 IdH− ,
)
where G0(x,λ)z = Gs0(x,λ)w− +Gu0(x,λ)w+ for z = w− +w+, w± ∈ H±, and
Gs0(x,λ) =
(
Gs0+(x,λ)
Gs0−(x,λ)
)
:H− →
(
H+
H−
)
,
Gu0(x,λ) =
(
Gu0+(x,λ)
Gu0−(x,λ)
)
:H+ →
(
H+
H−
)
.
Notice that
M(x,λ)Gs0(x,λ) =
( 0
Gs0−(x,λ)
)
,
i.e., M(x,λ) straightens the stable subspace.
Consider a deformation of G0:
G′0 : S2 → F(H+) : (x,λ) →
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Θ(λ)H+(λ) if (x,λ) ∈ S+,
M(x0, λ)G
u
0(x0, λ)H+ if (x,λ) ∈ S−,
M(x0, λ)G
u
0(x0, λ)H+ if λ ∈ ∂D, x < x0,
M(x,λ)Gu0(x,λ)H+ if λ ∈ ∂D, x  x0.
Then G′ ∗0 Det and G∗0 Det are equivalent and thus
c1
(
G′ ∗0 Det
)= c1(G∗0 Det)
holds.
Let G′0(λ)
def= M(x0, λ)G0(x0, λ), and it is first proved that the Evans function for G′0(λ)
is the gluing map of G′ ∗0 Det over S1 = {x0} × ∂D.
Extend G′0 to entire [−∞,+∞] ×D by just putting
G′0(x,λ) =
{
M(x0, λ)G
u
0(x0, λ)H+ if λ ∈ D, x < x0,
M(x,λ)Gu0(x,λ)H+ if λ ∈ D, x  x0,
for some x0. Of course, this extended G′0 is not continuous at (+∞, λ0).
In fact,
lim
x→+∞G
′
0(x,λ0) = U
exists by (H5) and different from H+.
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with dim(H− ∩ U) = codimH+(P+U). Take an orthonormal basis {ui}∞i=1 for P+U and
choose {vj }nj=1 so that {ui}∪{vj } is an orthonormal basis of H+. Also take an orthonormal
basis {wk}nk=1 for H− ∩U .
Let H ′+
def= span〈ui,wk〉, and H ′− def= H ′⊥+ . Then G′0(x,λ0) is expressed as the graph of
a map TH ′+ :H
′+ → H ′− if x is sufficiently large, and same holds true for other (λ, x) if λ
is sufficiently near λ0. If λ = λ0, on the other hand, G′0(x,λ) is expressed as the graph of a
map TH+ :H+ → H− for x  x0 because G′0(x,λ)∩H− = {0}.
Fix sufficiently large x0, and choose a small domain D′ ⊂ D such that G′0(x,λ) is
expressed by the graphs both for TH ′+ and TH+ if λ ∈ D′ and λ = λ0.
Let V def= span〈vj 〉, and let PH ′+ :H → H ′+ be the projection along H ′−, then
PH ′+G
u
0(x0, λ) : H+ → H ′+ is isomorphic for (x0, λ) ∈ D′ and thus there is a linear trans-
formation C(λ) on H+ such that
PH ′+G
u
0(x0, λ)C(λ)vj = wj and PH ′+Gu0(x0, λ)C(λ)ui = ui
for λ ∈ D′. Then {Gu0(x0, λ)C(λ)ui,Gu0(x0, λ)C(λ)vj } form an admissible basis of the
unstable subspace Gu0(x0, λ)H+. (See [16].)
Therefore, the identification map of the fiber of Det over Gu0(x0, λ)H+ from the local
trivialization depends on TH ′+ to the one depends on TH+ is given by
det
(
PVG
u
0(x0, λ)C(λ)v1, . . . ,PVG
u
0(x0, λ)C(λ)vn
)
,
where PV :H → V is the projection along (P+U) ⊕ H− and n = dimV . This is exactly
the Evans function for G′0(λ) expressed in terms of the section
s =
(
C(λ)v1
w1
)
∧ · · · ∧
(
C(λ)vn
wn
)
and ω = v1 ∧ · · · ∧ vn.
Finally, the Evans function for G0(λ) is just a continuous deformation of the one above
which does not take 0 as its value on ∂D′. Thus the theorem for D′ follows from Lemma 18,
and the theorem for D also follows by continuity.
The theorem for general D is obtained by dividing D into piece on which the condition
above holds. 
5. Application
In this section we illustrate how this abstract theory works in a concrete example.
Consider a reaction–diffusion system on R × (0, l):
ut = DΔu + F(u) (5.1)
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on RN and D = diag(d1, . . . , dN) denotes a diagonal matrix with dj > 0.
The first step is to analyse one-dimensional problem of (5.1):
ut = Duyy + F(u), y ∈ (0, l). (5.2)
In [7], u ≡ 0 is assumed to be a stationary solution of (5.2) and marginally stable, i.e.,
linearized eigenvalue problem:
Dφyy +DF(0)φ = λφ (5.3)
has λ = 0 as a simple eigenvalue and other eigenvalues have negative real part.
Then consider a small perturbation of (5.1):
ut = DΔu + F(u)+ ηG(u) (5.4)
with small real parameter η and G(0) = 0, and its one-dimension problem
ut = Duyy + F(u)+ ηG(u), y ∈ (0, l). (5.5)
Under a suitable choice of F and G, (5.5) undergoes the pitch-fork bifurcation and a
pair of stable stationary solutions U±(y) for (5.5) emerge for η > 0. Note that the U± is
symmetric to each other with respect to y = l/2, as the system is symmetric.
In [7], an approximate stationary solution u∗(x, y;η) for (5.4) with limx→±∞ u∗(x, y;η)
= U±(y) for η > 0 is constructed by asymptotic expansion, and numerical simulation of
the solution near this approximate solution suggests it is stable.
Remark 12. Although existence of exact solution and its stability are yet to be proven, for
the sake of a demonstration of the effectiveness of the theory, we proceed assuming they
exist and are stable.
As mentioned in Remark 1, the theory developed in this paper can be directly general-
ized to multi-component systems. Therefore it can be applied to this example.
First, take a disk D around the origin in the complex plane which is apart from the
essential spectrum. Because the solution is stable, there is simple eigenvalue at the origin
corresponding to the x-directional translation of the solution, and other spectra have strictly
negative real part, thus c1(E(D)) = 1 if D is small enough.
Next, the solution has oscillatory tails, which means there are countably many stationary
solutions of (5.4) satisfying limx→±∞ u(x, y) = U−(y) and looks like a concatenation of
the solutions connecting U− to U+ and U+ to U−.
Then, exactly the same argument as in [2] or [13] proves c1(E(D)) = 2 for these solu-
tions. This means there are two eigenvalues in D. One is at the origin corresponding to the
translation of the solution, and the other one determines the stability of the solution. That
is, the solution is stable if it is negative and unstable if positive.
Usually the sign is determined by the sign of derivative with respect to λ of the Evans
function at the origin, after suitable normalization of the function—fix the sign of the
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function for large λ. In this example, again parallel argument with [2] shows that both
negative cases and positive cases exist independent of the normalization, which means
there are both stable and unstable solutions.
Additionally, oscillation of the tails of the stationary solution implies that there are
stationary solutions which start out from U−, approach U+ and back to U− and forth to
U+ several times before finally converges to U+ or U−. Similar argument as in [3] shows
some of them are stable.
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Appendix A
Lemma 2. P−(λ) ∈ L(Hα) depends analytically on λ ∈ U , for 0 α < 2.
Proof. Fix α ∈ [0,2). Recall the construction of P−(λ) for A+B∞(λ), λ ∈ U .
By definition we have for u ∈ D(A+B∞(λ)) = D(A), λ ∈ U ,
P−(λ)u = 12πi
∫
γ
(
ξ −A−B∞(λ)
)−1
ξ−1
(
A+B∞(λ)
)
udξ, (A.1)
where the path γ is of the following contour (see Fig. 1): with  > 0 chosen so that
{z: |z|  } ⊂ ρ(A + B∞(λ)). By [24, Lemma 3.1, p. 83] we know that for each λ ∈
U,P−(λ) ∈ L(Hα) is a projection, and for each u ∈ D(A + B∞(λ)),P−(λ)u ∈ D(A +
B∞(λ)) and P−(λ)(A+B∞(λ)) = (A+B∞(λ))P−(λ).
To show the analyticity of P−(λ) w.r.t. λ, denoting the integrand in (A.1) as 1ξ E(λ, ξ).
Fix λ0 and choose a closed neighborhood N of λ0. Choose  > 0 so that {z: |z|  } ⊂
ρ(A+B∞(λ)) for all λ ∈ N . We have the following
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exists C′ > 0, so that
∥∥E(λ, ξ)∥∥
L(Hα)
 C
′
1 + |ξ | (A.2)
holds for all λ ∈ N,ξ ∈ γ .
Proof. We have
E(λ, ξ) = (ξ −A−B∞(λ))−1(A+B∞(λ))= −Id + ξ(ξ −A−B∞(λ))−1 (A.3)
where (ξ −A − B∞(λ))−1 is actually compact operator from Hα to Hα . Thus E(λ, ξ) ∈
L(Hα) for all λ ∈ N,ξ ∈ γ . For the estimate (A.2), notice that
E(λ, ξ) = (ξ −A−B∞(λ))−1(A+B∞(λ)) (A.4)
= (ξ −A−B∞(λ))−1(A+B∞(λ0))
+ (ξ −A−B∞(λ))−1(B∞(λ)−B∞(λ0)), (A.5)
therefore we have
∥∥E(λ, ξ)∥∥
L(Hα)
 C
′
1 + |ξ | (A.6)
for some C′ > 0, due to assumption (H4) and compactness of N . Thus we finish the proof
of Claim 4. It follows from Claim 4 that P−(λ) =
∫
γ
ξ−1E(λ, ξ) dξ is analytic in N0, the
interior of N . Notice the proof above hold for arbitrary λ0 ∈ U , we have that P−(λ) is
analytic for all λ ∈ U . The proof is complete. 
Claim 2. P−(λ) ∈O(P−(λ0)) for λ ∈ D.
Proof. Notice that P−(λ) =
∫
γ
ξ−1E(λ, ξ) dξ , and ∂E
∂λ
is compact (see the proof of
Claim A.2 above), we have that dP−
dλ
is compact, which shows that the commutator
Q(λ)
def= [ dP−
dλ
,P ] is compact. Following the proof in [22, pp. 99–102], we have that
P−(λ) = U(λ)P−(λ0)U−1(λ), with U(λ) ∈ GLc(H), which shows that P− ∈O(P−(λ0))
for λ ∈ D. The proof is complete. 
Lemma 3 (Transversality). For each λ ∈ U,τ ∈ R, we have
φs
(
H 1
)+ T s(τ, λ)(H˜ s0 )= H˜ s0 , (A.7)
φu
(
H 1
)+ T u(τ,λ)(H˜ u0 )= H˜ u0 . (A.8)
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The second one is proved similarly. Suppose that φs(H 1)+ T s(0, λ)(H˜ s0 ) = H˜ s0 , let D2 =
φs(H 1)∩R(T s(0, λ)),D1 = T s−1(D2), then we have codimD2|φs(H 1) < dimN(T s), thus
D1 ∈ Fk(φs(H 1)) for some k > 1.
Define π :D1 → H 1 as π(z˜) = z˜(0), z˜ ∈ D1, π˜ :φs(H 1) → H 1 as π˜(z˜) = z˜(0),
z˜ ∈ φs(H 1). π is one-to-one due to hypothesis (H3), π˜ is one-to-one due to definition of φs
and π2. Thus still we have π(D1) ∈ Fk(H−) for the same k > 1. But due to Lemma 3.3
in [15] we have that codimP−π(D1)|H− = dimN(P−|π(D1)), which by Corollary 1 means
π(D1) ∈ F(H−). This is a contradiction and we must have φs(H 1)+ T s(0, λ)(H˜ s0 ) = H˜ s0 .
The proof is complete. 
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