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Abstract
An exact ﬁnite-difference scheme for a system of two linear differential equations with constant coefﬁcients, (d/dt)x(t)=Ax(t),
is proposed. The scheme is different from what was proposed by Mickens [Nonstandard Finite Difference Models of Differential
Equations,World Scientiﬁc, New Jersey, 1994, p. 147], in which the derivatives of the two equations are formed differently. Our exact
scheme is in the form of (1/(h))(xk+1 − xk)=A[xk+1 + (1− )xk]; both derivatives are in the same form of (xk+1 − xk)/(h).
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1. Introduction
Nonstandard ﬁnite-difference (NSFD) methods have become popular in recent years [1–3,5], mainly because some
methods are more efﬁcient on preserving certain qualitative properties in the original differential equations or systems.
A good review of NSFD methods can be found in [5]. For example, the decay equation x′(t) = −x(t) has the general
solution x(t + h) = x(t)e−h. Then we may have the NSFD method
x(t + h) − x(t)
(h)
= x(t), (1)
where (h) = (1 − e−h)/. Note that the NSFD method (1) is also an exact ﬁnite-difference method. Therefore, the
method (1) preserves all qualitative properties of the decay differential equation.
Since a ﬁrm theoretical basis is needed to fully understandNSFDmethods [3], one good starting point is to understand
the exact ﬁnite-difference methods. Some good results have appeared in Mickens’s books [1–3]. It can be shown that,
exact ﬁnite-difference methods may have different forms depending on the chosen step-sizes. For the second-order
linear equation with constant coefﬁcient x′′(t) + ax′(t) + bx(t) = 0, different exact ﬁnite-difference schemes are
proposed by Mickens et al. [4] and the author [7].
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We consider the coupled, linear system of ﬁrst-order ODE’s with constant coefﬁcients:
dx
dt
= ax + by,
dy
dt
= cx + dy.
(2)
To simplify notations, let
xk+n = x(t + nh), xk = x(t), yk+n = y(t + nh) and yk = y(t).
We also denote the linear system (2) as x′ = Ax, where x = (x, y)T and A is the coefﬁcient matrix.
For the general linear system (2) when ad − bc = 0, the eigenvalues of the coefﬁcient matrix are 1,2 = (a + d) ±√
(a + d)2 − 4(ad − bc), Mickens [1] showed that the exact ﬁnite-difference method can be written in this form
xk+1 − xk

= axk + byk,
yk+1 − yk

= cxk + dyk,
(3)
where
= e
1h − e2h
1 − 2 and =
1e2h − 2e1h
1 − 2 .
Since 1 − 2 appears in the denominators of  and , the method (3) is valid only when the two eigenvalues are
distinct, 1 = 2. And since ad − bc = 0, neither of the eigenvalues are zero, 12 = 0.
Some results for the special cases of the linear system (2) have been given by the author [6] that if the eigenvalues of
the coefﬁcient matrix A are either opposite in signs, ±, or purely imaginary conjugates, ±i, then we can discretize
the linear system (2) using the following averaging method:
xk+1 − xk

= a
2
(xk+1 + xk) + b2 (yk+1 + yk),
yk+1 − yk

= c
2
(xk+1 + xk) + d2 (yk+1 + yk),
where (h)=2(eh −1)/((eh +1)) if the eigenvalues are ± and (h)=2(1−cos h)/( sin h) if the eigenvalues
are ±i. For example [6], the linear system
x′ = y,
y′ = −x
has purely complex conjugates eigenvalues 1,2 = ± i. It has an exact ﬁnite-difference method as the following:
xk+1 − xk

= yk+1 + yk
2
,
yk+1 − yk

= −xk+1 + xk
2
,
with = 2(1 − cos h)/ sin h.
In thismanuscript, we show that any two-dimensional linear system x′=Ax, x=(x, y)T, has an exact ﬁnite-difference
method in the form
1

(xk+1 − xk) = A[xk+1 + (1 − )xk],
where  and  can be found explicitly in terms of the step-size h and the eigenvalues 1,2 of the coefﬁcient matrix A.
In particular, 1 and 2 need not be distinct nor nonzero. Any matrix is similar to a Jordan form matrix J. Therefore,
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we ﬁrst look at the differential equation u′ = Ju, u = (u, v)T, where J is any 2 × 2 Jordan form matrix. In Section
2, linear systems with Jordan form matrices as coefﬁcient matrices are considered. The results for linear system with
general coefﬁcient matrix are following in Section 3. Discussion and possible future work are presented in Section 4.
2. The exact method of u′ = Ju
2.1. When the determinant of J is nonzero
If a 2 × 2 Jordan form matrix has nonzero determinant, then it is either one of the following:
J =
(
 0
0 
)
,
(
 1
0 
)
or
(
1 0
0 2
)
,
where  = 0,  is real, 1 = 2 and 12 = 0, 1,2 can be either real or complex conjugates.
Consider the linear system with the Jordan form matrix as the coefﬁcient matrix. Let u = (u, v)T and deﬁne the
linear system
u′ = Ju. (4)
We show that the linear system (4) has the exact ﬁnite-difference scheme:
1

(uk+1 − uk) = J [uk+1 + (1 − )uk], (5)
where uk+1 = u(t + h) and uk = u(t).
Lemma 1. The two-dimensional linear system (4), where
J =
(
 0
0 
)
,  = 0
has an exact ﬁnite-difference method in the form (5) with  and  satisfying
= e
h − 1
(eh − 1) +  . (6)
In particular, if = 12 , then =2(eh −1)/((eh +1)), and if = (1− eh +heh)/(eh −1)2, then = (eh −1)2/
(2heh).
Proof. The differential equation system (4) with J =
(
 0
0 
)
has the general solution
u(t) = c1et , v(t) = c2et ,
which is equivalent to
uk+1 = ukeh, vk+1 = vkeh.
To have the ﬁnite-difference method in the form (5) or in the following form:
uk+1 − uk

= (uk+1 + (1 − )uk),
vk+1 − vk

= (vk+1 + (1 − )vk),
(7)
we only need to solve the ﬁrst equation in (7) for uk+1, compare it with uk+1 = ukeh, and solve for . Then we obtain
Eq. (6) between  and . 
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Lemma 1 says that there are many exact ﬁnite-difference methods that may be chosen for the linear system u′(t) =
u(t), v′(t) = v(t).
Lemma 2. The two-dimensional linear system (4), where
J =
(
 1
0 
)
,  = 0
has an exact ﬁnite-difference method in the form of (5) with
= (e
h − 1)2
2heh
and = 1 − e
h + heh
(eh − 1)2 . (8)
Proof. The differential equation system (4) with J =
(
 1
0 
)
has the general solution
u = (c1 + c2t)et , v = c2et ,
which is equivalent to
uk+1 = ukeh + vkheh, vk+1 = vkeh. (9)
To have the ﬁnite-difference method in the form (5) or in the following form:
uk+1 − uk

= (uk+1 + (1 − )uk) + (vk+1 + (1 − )vk),
vk+1 − vk

= (vk+1 + (1 − )vk),
(10)
we solve for uk+1 and vk+1 in (10) and compare them with (9), then solve for  and  to obtain (8). 
Note that the results for  and , (8), satisfy Eq. (6) between  and  in Lemma 1. Therefore, no matter J is diagonal(
 0
0 
)
or nondiagonal
(
 1
0 
)
,  and  can be chosen as in (8). Next we consider the case when 1 = 2.
Lemma 3. The two-dimensional linear system (4), where
J =
(
1 0
0 2
)
, 1 = 2 and 12 = 0
has an exact ﬁnite-difference method in the form of (5) with
= (1 − 2)(e
1h − 1)(e2h − 1)
12(e1h − e2h) (11)
and
= 2(e
1h − 1) − 1(e2h − 1)
(1 − 2)(e1h − 1)(e2h − 1) . (12)
Proof. The differential equation system u′ = 1u, v′ = 2v has the general solution
u(t) = c1e1t , v(t) = c2e2t ,
which is equivalent to
uk+1 = uke1h, vk+1 = vke2h. (13)
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To have the ﬁnite-difference method in the following form:
uk+1 − uk

= 1(uk+1 + (1 − )uk),
vk+1 − vk

= 2(vk+1 + (1 − )vk),
(14)
we solve for uk+1 and vk+1 in (14) and compare them with (13), then solve for  and  to obtain (11) and (12). 
Note that h(1,−1) = 12 which coincides with the results in [6] when the two eigenvalues are real with opposite
signs. Also, when 1 → 2 = , we have the limiting case of  and  as in (8) that satisfy (6).
When 1,2 in system (4) with J =
(
1 0
0 2
)
are two complex conjugates, 1,2 =  ± i,  = 0, Lemma 3 also
holds.
Corollary 1. The two-dimensional linear system (4), where
J =
(
+ i 0
0 − i
)
,  = 0
has an exact ﬁnite-difference method in the form of (5) with
= [e
2h + 1 − 2eh cos(h)]
(2 + 2)eh sin(h)
and
= + e
h sin(h) − eh cos(h)
[e2h + 1 − 2eh cos(h)] .
In particular, when = 0 we have
= 2(1 − cos h)
 sin h
and = 1
2
.
Note that the results in Corollary 1 when = 0 coincides with the results in [6] when the two eigenvalues are purely
complex conjugates, ±i.
2.2. When the determinant of J is zero
If a 2 × 2 Jordan form matrix has zero determinant, then it is either one of the following:
J =
(
0 0
0 0
)
,
(
0 1
0 0
)
or
(
 0
0 0
)
,
where  = 0. If J is the zero matrix, then the exact ﬁnite-difference methods are trivial for the linear system u′ = Ju.
We may choose
= h, = 12 ,
which can also be obtained from letting  → 0 for  and  in Eq. (8).
If J =
(
0 1
0 0
)
, then u′ = Ju has the general solution u(t) = c1t + c2, v(t) = c1, which is equivalent to uk+1 =
uk + hvk, vk+1 = vk and has the exact ﬁnite-difference method
uk+1 − uk

= vk+1 + (1 − )vk,
vk+1 − vk

= 0,
(15)
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where
= h, = 12 ,
which can also be obtained from letting  → 0 for  and  in Eq. (8).
If J =
(
 0
0 0
)
, then u′ = Ju has the general solution u(t) = c1et , v(t) = c2, which is equivalent to uk+1 =
uke
h, vk+1 = vk and has the exact ﬁnite-difference method
uk+1 − uk

= (uk+1 + (1 − )uk),
vk+1 − vk

= 0,
(16)
where  and  satisfy
= e
h − 1
+ (eh − 1) .
We may choose
= h, = e
h − 1 − h
h(eh − 1) ,
which can also be obtained from letting 1 → 0 and 2 =  in the  and  in (11) and (12). All of the results for the
six different cases of Jordan forms are listed in Table 1.
The results in Table 1 and Lemmas 1–3 are valid only when the differential equation (4) has Jordan form matrix
as its coefﬁcient matrix. In the following section, we show that the results also hold for any two-dimensional linear
differential equations x′ = Ax.
Table 1
The exact ﬁnite-difference method (1/)(xk+1 − xk) = A(xk+1 + (1 − )xk) for the differential system x′(t) = Ax(t), where the matrix A is a
2 × 2 constant matrix and J is its Jordan form matrix
Case J  
1
(
0 0
0 0
)
h 12
2
(
0 1
0 0
)
h 12
3
(
 0
0 0
)
h eh−1−h
h(eh−1)
4
(
 0
0 
)
(eh − 1)2
2heh
1 − eh + heh
(eh − 1)2
4.1
(
 0
0 
)
2(eh − 1)
(eh + 1)
1
2
5
(
 1
0 
)
(eh − 1)2
2heh
1 − eh + heh
(eh − 1)2
6
(
1 0
0 2
)
(1 − 2)(e1h − 1)(e2h − 1)
12(e1h − e2h)
2(e1h − 1) − 1(e2h − 1)
(1 − 2)(e1h − 1)(e2h − 1)
6.1
(
+ i 0
0 − i
)
(e2h + 1 − 2eh cos h)
(2 + 2)eh sin h
+ eh sin h − eh cosh
(e2h + 1 − 2eh cos h)
6.2
(
i 0
0 −i
)
2(1 − cos h)
 sin h
1
2
6.3
(
 0
0 −
)
2(eh − 1)
(eh + 1)
1
2
There are total six possible cases of 2 × 2 Jordan form matrices. Case 4.1 is an alternative method for Case 4. Cases 6.1–6.3 are special cases of
Case 6.
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3. The exact ﬁnite-difference method of x′ = Ax
Let h> 0. Deﬁne the two piecewise continuous functions  and  according to the values of the six cases in Table 1
as the following:
= (1, 2) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(1 − 2)(e1h − 1)(e2h − 1)
12(e1h − e2h) if 12 = 0, 1 = 2,
(eh − 1)2
2heh
if 1 = 2 =  = 0,
h if 1 = 0, 2 =  = 0,
h if 1 = 2 = 0,
(17)
and
= (1, 2) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2(e1h − 1) − 1(e2h − 1)
(1 − 2)(e1h − 1)(e2h − 1) if 12 = 0, 1 = 2,
1 − eh + heh
(eh − 1)2 if 1 = 2 =  = 0,
eh − 1 − h
h(eh − 1) if 1 = 0, 2 =  = 0,
1/2 if 1 = 2 = 0.
(18)
We have the following results regarding the two functions  and . The proofs of the following two lemmas are
straightforward and are omitted.
Lemma 4. Let  and  be deﬁned as in (17) and (18), h> 0. Then
(i) limh→0(1, 2)/h = 1.
(ii) limh→0(1, 2) = 12 .
Theorem 1. The two-dimensional linear system x′ = Ax, has an exact ﬁnite-difference method in the following form:
1

(xk+1 − xk) = A[xk+1 + (1 − )xk], (19)
where  and  are deﬁned as in (17) and (18), with 1,2 the two eigenvalues of A.
Proof. If matrix A is similar to a Jordan form J, then there exists a nonsingular matrix P such that A = PJP−1. Then
the transformation u = P−1x, will transform the linear system x′(t) = Ax(t) to u′(t) = Ju(t). If we can discretize the
linear system u′(t) = Ju(t) to be
1

(uk+1 − uk) = J [uk+1 + (1 − )uk],
then the reverse transformation x =Pu will transform the above ﬁnite-difference method for the Jordan form equation
to (19). 
4. Discussion
An exact ﬁnite-difference scheme for a system of two linear differential equations with constant coefﬁcients, x′(t)=
Ax(t), is proposed. The scheme is different from what was proposed in the literature. Our exact scheme is in the form
of (1/)(xk+1 − xk) = A(xk+1 + (1− )xk), in which both of the derivatives are in the same form of (xk+1 − xk)/,
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where  and  are determined by the eigenvalues of matrix A. Our exact ﬁnite-difference method is very general and
can be applied to any two-dimensional linear system. Our results also generalize the center case results by the author
in [6]. The results in this manuscript can be summarized in Table 1.
Possible future work includes ﬁnding the exact ﬁnite-difference method for the two-dimensional nonhomogeneous
linear system x′(t) = Ax(t) + B(t) where B(t) is a vector depends on t or just a constant vector, or ﬁnding the exact
ﬁnite-difference method for any three-dimensional linear system x′(t) = Ax(t).
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