Abstract. We show that the number of solutions of a double singularly perturbed Schroedinger Maxwell system on a smooth bounded domain Ω ⊂ R 3 depends on the topological properties of the domain. In particular if Ω is non contractible we obtain cat(Ω) + 1 positive solutions. The result is obtained via Lusternik Schnirelmann category theory
Introduction
Given real numbers q > 0, ω > 0 we consider the following Schroedinger Maxwell stationary system on a smooth bounded domain Ω ⊂ R 3 .
(1)
in Ω u, v = 0 on ∂Ω, u > 0 in Ω We want to prove that when the parameter ε is sufficiently small, there are many low energy solution of (1) . In particular the number of solutions of (1) is related to the topology of the bounded set Ω.
Schroedinger Maxwell systems recently received considerable attention from the mathematical community [2, 6, 10, 8, 9, 16, 20, 23] . For a special case of stationary Schroedinger Maxwell type systems, namely when the system is set in R 3 , we have an esplicit expression for the function v v(u) = q 4π R 3 u 2 (y) |x − y| dy, and the system is reduced to the following single nonlinear equation:
This equation is also referred as Schroedinger-Poisson-Slater equation and arises in the Slater approximation in the Hartree-Fock model (see [1, 3, 16, 18, 19, 22, 24, 25] and the reference therein). Coming back to the initial sistem, the singular perturbation of the first equation is widely analysed in literature -we cite, for instance, [7, 8, 9, 14] and the reference therein. More recently the mathematical community moved to consider the double perturbed problem [15, 16, 17, 26, 27] , that is when the singular parameter appears in both equations. In [11] the authors study the evolution of a Schroedinger-Newton system, and it turns out that the double perturbation is needed in order to prove the dynamics of solitary waves when the parameters tend to zero.
Concerning existence of solutions, He [16] studies the following problem
where f is a subcritical nonlinearity and V is a suitable potential, while Yang [27] is interested to the system with critical nonlinearity    −ε 2 ∆u + V (x)u + K(x)uv = P (x)g(u) + Q(x)|u| 4 u in R where V, K, P, Q are suitable nonhomogeneous potentials. In both cases the existence and multiplicity of solution is given by the properties of the functions V, K, P, Q. The role of the topological properties of the domain on the existence of solution is studied in [15] , in which a double perturbed nonlinear system is solved on a Riemannian manifold without boundary. In all these papers a key role is played by the limit problem of the type
and the ground state solutions of this problem will provide a model profile to construct solution for the original problem.
The main difference when the domain has a boundary comes out when looking for the limit problem. In fact, blowing down around a point on the boundary q ∈ ∂Ω leads to a problem settled in the half space. The main features of the limit problems in R 3 and in the half space are recalled in Section 2.1 and will be crucial for our result.
Our main results is the following. Theorem 1. Let 4 < p < 6. For ε small enough there exist at least cat(Ω) low energy positive solutions of (1) . Moreover if Ω is non contractible there is another positive solution with higher energy.
We recall that, given X a topological space and a closed subset A ⊂ X, we say that A has category k relative to X (cat X A = k) if A is covered by k closed sets A j , j = 1, . . . , k, which are contractible in X, and k is the minimum integer with this property. We simply denote cat X = cat X X.
Remark 2. To prove our result, we construct two continuous operator, one -the map Φ ε -from the bounded set Ω to the subset of low energy solution in H 1 0 (Ω) and the second -the barycenter map -from the subset of low energy solution in H 1 0 (Ω) to the set Ω, so that the composition is homotopically equivalent to the identity map. A scheme of the proof of Theorem 1 is given in Section 3. The main point of this paper is contained in Section 4: in fact, to define the barycenter map we have to prove that a low energy function does not concentrate near the boundary. This property relies on an adaptiation of the interesting result by Esteban and Lions [12] , which state that a large class of nonlinear elliptic partial differential equation with Dirichlet boundary condition in the half space admits only the trivial solution. (1) with ω < 0. In this case the limit problem could be reduced, by a simple change of variables, to a variational system. In this case, the result of [12] applies directly. The other main difference is that we are not able to prove the concentration result (i.e. Lemma 12) for the positive function u + , but only for u. Thus, it is not possible to state the final Theorem for positive solutions. However, one can obtain a result of the type "Problem (1) adimts at least cat(Ω)/2 pairs of low energy solutions (u, −u)".
Remark 4. It is not known whether if a least energy solution of the Schroedinger Maxwell system, or of the Schroedinger Poisson Slater equation is unique or at least non degenerate (see [18, 21] ). We want to stress that the method we employ does not require any nondegeneracy assumption: any ground state of the limit problem works perfectly in the same way. A backing effect of the lack of non denegeracy, is the obstruction to prove a multiplicity result by using finite dimensional reduction, as the well known Liapunov-Schmidt procedure. Also, the lack of uniqueness of ground state for the limit problem (14) is an obstruction to describe the asymptotic profile of the low energy solutions when ε → 0. For example, applying the same tecnique we use in this paper, one can prove that any solution of (1) with sufficiently low energy has a maximum point P ε with d(Pε,∂Ω) ε → ∞ as ε → 0, and that if u ε has two maximum points P ε and Q ε then P ε and Q ε collide while ε → 0. Unfortunately, without any a priori knowledge of the limiting profiles, we can not prove that the maximum point is indeed unique, and to provide a precise description of the profile around P ε .
Preliminary results
We endow H 1 0 (Ω) and L p (Ω) with the following norms equivalent to the standard ones
) endowed with the · ε (resp. | · | ε,p )norm. We refer to the scalar product on H ε as
Since Schroedinger Maxwell systems are not variational, in a pioneering paper [6] , Benci and Fortunato introduced the map ψ :
(Ω) that is the solution of the equation (2) − ∆ψ(u) = qu 2 in Ω to reduce the system to a single nonlinear variational equation. We hereafter summarize the main features of the map ψ(u).
Lemma 5. The map ψ :
(Ω) is positive, of class C 2 and its derivatives ψ ′ (u) and ψ ′′ (u) satisfy
and the infimum level (9) m ε = inf
The Nehari set has the following properties.
Lemma 8. If 4 < p < 6, N ε is a C 2 manifold and inf Nε u ε > 0. Moreover, if u ∈ N ε , then
and it holds Palais-Smale condition for the functional I ε on N ε . Finally, for all w ∈ H 1 0 (Ω) such that |w + | ε,p = 1 there exists a unique positive number t ε = t ε (w) such that t ε (w)w ∈ N ε . The number t ε is the unique critical point of the function
To obtain the proof of our main theorem, we will perform a blow down procedure around a point of the domain Ω.
To perform this procedure, we introduce the Fermi coordinates around a point ξ ∈ ∂Ω. For x ∈ Ω close to ξ we have (y(x), t(x)) ∈ R 2 × R + where t(x) = d(x, ∂Ω) and y(x) are the normal coordinates of ∂Ω at ξ.
Given
, for a suitable small r, the Fermi coordinates are a diffeomorphism
In Fermi coordinates we have the following expansion of the scalar product g ij (z) and of the metric form |g|
where h ij and H are respectively the second fundamental form tensor and the mean curvature of ∂Ω at the point ξ.
2.1. The limit problem. Consider the following problem in the whole space.
We will refer at problem (14) as the limit problem, in fact it plays a fundamental role in the blow down procedure hereafter. We define the function ψ ∞ (u) as a solution of the second equation, and we can reduce the system to a single nonlinear equation. As pointed out in the introduction, in this special case we know the explicit expression for ψ ∞ (u) which is
As before, we can define a functional
where G(u) = R 3 u 2 ψ ∞ (u)dx and the Nehari manifold
It is possible to prove (see [16] ) that the value
is attained by a positive function U which is a solution of problem (14), even though the uniquess of the ground state is nowaday not known. We fix here a positive ground state U (x), and we define the rescaled function
In the following with U we always refer to this particular ground state we have chosen here. All the proofs work independently of the choice we made here.
The function U ε will be used in section 5 to construct a continuous operator which associate a point in the domain to a single peaked function in
While blowing down around an interior point of Ω leads us to the limit problem (14) , the blow down procedure around a point of the boundary ∂Ω gives the following limit problem on the half space (15)
We can prove, adapting a result by Esteban and Lions [12] , that the only solution of problem (15) is the pair u ≡ 0 and v ≡ 0, and this result will be a key argument while proving concentration results in Section 4. The main difference with the theorem of [12] is that (15) is not a variational system, so the result of Esteban and Lions could not applied directly; however, reducing (15) to a single nonlinear equation allows us to prove an analogous result.
Lemma 9. The system (15) admits only the trivial solution u ≡ 0, v ≡ 0.
Sketch of the proof.
Step 1: We have that ∇u ≡ 0 almost everywhere on ∂R 3 + . Let us define ψ ∞,+ (w) the solution of
and let u the solution of the reduced problem
As in [12] , we multiply the first equation of (17) by ∂u ∂x n , obtaining
Now, in analogy with Lemma 7 we have that
and, by integration by parts and recalling that u = 0 on ∂R 3 + , we get
which proves the claim.
Step 2:
+ ) for every p ≥ 2 and q ≥ 6. Moreover both u and ψ ∞,+ (u) are C 2 functions on R 3 + . The proof of this claim is standard.
Step 3: Conclusion Take a small ball around the origin B = B(0, r) ⊂ R 3 and define on R 3 + ∪ B the function
. Now we extend u to R 3 + ∪ B as follows:
We have that u 0 is a C 2 solution to the equation −∆u + u + ωuψ 0 = |u| p−2 u in R 3 + ∩ B which vanishes identically on B R 3 + . By the unique continuation principle, we can argue that u 0 ≡ 0 identically, thus also u ≡ 0 and, trivially ψ ∞,+ (u) = ψ ∞,+ (0) ≡ 0.
Main ingredient of the proof
We sketch the proof of Theorem 1. First of all, it is easy to see that, if 4 < p < 6, the functional I ε ∈ C 2 is bounded below and satisfies the Palais Smale condition on the complete C 2 manifold N ε . We recall a well known result in nonlinear analysis Theorem 10. Let I ∈ C 1,1 (N ), N being a C 1,1 complete Hilbert manifold. If I is bounded from below on N and I safisfies the Palais Smale condition, then I ε has at least cat I d critical points in the sublevel
Moreover if N is contractible and cat I d > 1, then there is at least another critical point u / ∈ I d .
We prove that, for ε and δ small enough, it holds cat Ω ≤ cat N ε ∩ I m∞+δ ε , where m ∞ has been defined in the previous section.
To get the inequality cat Ω ≤ cat N ε ∩ I m∞+δ ε we build two continuous operators
where
with r small enough so that cat(Ω − ) = cat(Ω + ) = cat(Ω) and such that Definition ?? applies.
Following an idea in [5] , we build these operators Φ ε and β such that β • Φ ε : Ω − → Ω + is homotopic to the immersion i : Ω − → Ω + . The operator Φ ε is constructed in Section 5 and the definition and the main properties of barycenter map β are stated in Section 6. To define the barycenter map, however, we have to prove that a low energy function is concetrated around a point, and that the concentration point can not be to close to the boundary. These key results are proved in Section 4.
We recall the following well known topological result.
Remark 11. Let X 1 and X 2 , X 3 be topological spaces with X 1 and X 3 which are homotopically identical. If g 1 : X 1 → X 2 and g 2 : X 2 → X 3 are continuous operators such that g 2 • g 1 is homotopic to the identity on X 1 , then cat X 1 ≤ cat X 2 .
At this point, in light of Remark 11 we have
and by Theorem 10 we can conclude that there are at least cat Ω critical points in N ε ∩ I m∞+δ ε
. To conclude the proof of Theorem 1, in Section 7 we construct a compact contractible set T ε such that
where C is a universal constant (see Lemma 21) . Since Ω is non contractible we have 1 < cat Ω − ≤ cat Φ ε (Ω − ) and by Theorem 10 we conclude the proof.
Concentration results
For any ε > 0 we can construct a finite closed partition P ε = P ε j j∈Λε ofΩ such that
• P ε j is closed for every j and P
• there exist r 1 (ε), r 2 (ε) > 0, with C 1 ε ≤ r 1 (ε) < r 2 (ε) ≤ C 2 ε for some positive constants C 1 , C 2 , and a positive number K, such that, if P ε j ∩ ∂M = ∅, then there are points q ε j ∈ P ε j for which B(q
To simplify the notations we set A By compactness ofΩ such a partition exists, at least for small ε. In the following we will choose always ε 0 (δ) sufficiently small in order to have this partition. We remark that such a partiton can be obtained in this case simply by splitting the whole space in cubes Q ε j j∈Λε with sides of lenght ε and taking P ε = Q ε j ∩Ω j∈Λε . We prefer to state the general properties of the partiton P ε since this could be a non trivial generalization when dealing with Riemannian manifolds with boundary.
Lemma 12. We recall that there exists a constant γ > 0 such that, for any δ > 0 and for any ε < ε 0 (δ) as in Proposition 16, given any "good" partition P ε = P ε j j of the domainΩ and for any function u ∈ N ε ∩ I mε+δ ε there exists, for an indexj a set P ε j such that
Proof. We follows the proof of Lemma 5.3 of [4] and of Lemma 10 of [13] . By Remark 17 we have that N ε ∩ I mε+δ ε = ∅. For any function u ∈ N ε ∩ I mε+δ ε we denote by u + j the restriction of u + to the set P ε j . Then we can write, since
We define the functionsũ j by using a smooth real cutoff function χ 
Hence we obtain
We can conclude that
, so the proof is complete.
Lemma 13. Let γ > 0. Suppose that there exist a sequence of functions
Proof. By contradiction, suppose that, up to subsequence, , r) , for some C > 0 which does not depend on ε k . This is possible since 
We have that w k ∈ H 1 0 (R 3 + ) and, by simple computation, that
Moreover, using that ψ k solves (5) we have
, for some T > 0, and for k sufficently large. Here we denote by supp(f ) the support of the function f . We define
is a weak solution of (5), we have ε
Now, by means of Fermi coordinates, with the change of variables x = F q k (ε k z) we have
In the same way
and we have proved thatψ = ψ ∞,+ (w), as claimed.
In a similar way we want to prove that w solves weakly
Again, we take a function f ∈ C ∞ 0 (R 3 + ) and in the same way we define
so the pair (w, ψ ∞,+ (w)) is a solution of (15) . By [Esteban-Lions] , we have then that (w, ψ ∞ (w)) ≡ (0, 0).
. This gives us the contradiction, indeed,
This ends the proof.
The map Φ ε
For every ξ ∈ Ω − we define the function
where χ : R + → R + is a cut off function, that is χ ≡ 1 for t ∈ [0, r/2), χ ≡ 0 for t > r and |χ ′ (t)| ≤ 2/r. We can define a map
Remark 14. The following limits hold uniformly with respect to ξ ∈ Ω
Lemma 15. The following limit holds uniformly with respect to ξ ∈ Ω:
Proof. To simplify the notation, set
By change of variables, we have that
for any z such that εz + ξ ∈ Ω. Let us call
Since ξ ∈ Ω − we have that B(0, r/ε) ⊂ Ω ε so, as ε → 0, Ω ε ր R 3 . Also we extend ψ ε trivially by 0 outside Ω ε (with abuse of notation we still call the extensionψ ε )
By (20), we have that
We have thatψ is a weak solution of −∆v = qU 2 , that isψ = ψ ∞ (U ). In fact, for any ϕ ∈ C ∞ 0 (R 3 ), we have that the support of ϕ is eventually contained in Ω ε and it holds
Moreover, we have that inf |w|ε,p=1 t ε (w) > 0. In fact, suppose that there exists a sequence w n such that |w n | ε,p = 1 and t ε (w n ) → 0. Since t ε (w n )w n ∈ N ε it holds
with Dirichlet boundary condition, and again defineψ k : R 3 → R as
and, as in the proof of Lemma 15 and by (22) we have
. We have supp(f ) ⊂ B(0, T ) ⊂ Ω ε k , for some T > 0, and for k sufficently large. We define
In a similar way
and we have proved thatψ = ψ ∞ (w), as claimed. Moreover, since f k ε k = f H 1 (R 3 ) and by (23), we have I
Also, by the change of variables x = ε k z + q k we get
. So we get that w is a weak solution of the limit problem (14) . By Lemma 12 and by the choice of q k we have that w = 0, so w > 0, w ∈ N ∞ , and I ∞ (w) ≥ m ∞ .
Moreover, since u ∈ N ε ∩ I m∞+δ ε we have
Hence, since Γ(u) ≥ 0,
and the second term can be made arbitrarily small, choosing δ, η sufficiently small. The second claim of the theorem is standard.
The set T ε
In this section we construct a contractible set in the space H Since V is compactly supported, v ε ∈ H 1 0 (Ω) eventually in ε. We define the set of functions C ε := u(x) = θv ε + (1 − θ)W q,ε for q ∈ Ω − , θ ∈ [0, 1] , where W q,ε is defined as in (19) .
We have that C ε is a compact, contractible set in H 1 0 (Ω). Now we define T ε := {t ε (u)u : u ∈ C ε } where t ε (u) is the unique positive value such that t ε (u)u ∈ N ε as in Lemma 8. Since t ε (u) is a continuous function, we have also that T ε is a compact contractible set in N ε . Also, we point out that every function in T ε is positive by definition. We define c ε := max u∈Tε I ε (u).
Lemma 21. There exists C ∈ R such that c ε ≤ C for ε sufficiently small.
Proof. Since θ ∈ [0, 1], by rescaling and by Remark 14 we have that
so θv ε + (1 − θ)W q,ε ε ≤ 2 V H 1 0 (R 3 ) + U H 1 0 (R 3 ) , and in the same way
Moreover, since v ε ≥ 0 and W q,ε ≥ 0 we have |θv ε + (1 − θ)W q,ε | ε,p ≥ max {θ|v ε | ε,p , (1 − θ)|W q,ε | ε,p } ≥ 1 2 min {|v ε | ε,p , |W q,ε | ε,p } and, by Remark 14
Similarly
Finally, arguing as in Lemma 15 we have and, since there exists a constant C which does not depend on ε such that |ψ ε | ε,6 ≤ C 1 ε Ω |∇ψ ε | 2 1/2 , we get ) uniformly in ε. Now, given u ∈ C ε we have (see Lemma 8) that t ε (u) is the unique positive solution of u
