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ON THE STRUCTURE OF CONJUGATION–FREE FUNDAMENTAL
GROUPS OF CONIC–LINE ARRANGEMENTS
MICHAEL FRIEDMAN AND DAVID GARBER
Abstract. The fundamental group of the complement of a hyperplane arrangement plays
an important role in studying the corresponding arrangements. In particular, for large
families of hyperplane arrangements, this fundamental group, being isomorphic to the
fundamental group of a complement of a line arrangement, has some remarkable properties:
either it is a direct sum of free groups and a free abelian group, or it has a conjugation-free
geometric presentation.
In this paper, we first give a complete proof to the following key lemma: if we draw
a new line through only one intersection point of a given real line arrangement whose
fundamental group is conjugation-free, then the fundamental group of the new arrangement
is also conjugation-free.
Second, we generalize this lemma to the case of conic-line arrangements. Moreover, we
prove that once the graph associated to conic-line arrangements (defined slightly different
than the corresponding graph for line arrangements) has no cycles, then the fundamental
group of its complement has a conjugation-free geometric presentation and in addition can
be written as a direct sum of free groups and a free abelian group. Also, we show that if
the graph consists of one cycle, and the conic does not pass through all the multiple points
corresponding to the vertices of the cycle, then the fundamental group has a conjugation-
free geometric presentation as well.
For conclusion, we extend the family of real line arrangements having a conjugation-
free geometric presentation (for their fundamental group) by defining the notion of a
conjugation-free graph. We also extend this notion to certain families of conic-line ar-
rangements.
1. Introduction
The fundamental group of the complement of a plane curve is a very important topological
invariant. For example, it is used to distinguish between curves that form a Zariski pair,
which is a pair of curves having the same combinatorics but non-homeomorphic complements
in CP2 (see [6] for the exact definition and [7] for a survey). Another example is that while
the fundamental group of the complement of a nodal curve is abelian (see [32]), there
are curves with non-abelian fundamental groups. Thus, it is interesting to explore finite
non-abelian groups which arise that way, see for example [4, 5, 8, 31].
Moreover, the Zariski-Lefschetz hyperplane section theorem (see [23]) states that π1(CP
N−
S) ∼= π1(H − (H ∩ S)), where S is a hypersurface and H is a generic 2-plane. Since H ∩ S
is a plane curve, the fundamental groups of complements of plane curves can also be used
for computing the fundamental groups of complements of hypersurfaces in CPN . Note that
when S is a hyperplane arrangement, H ∩S is a line arrangement in CP2. Thus, one of the
main tools for investigating the topology of hyperplane arrangements is the fundamental
groups π1(CP
2 − L) and π1(C2 − L), where L is a line arrangement.
For line arrangements these groups have very interesting properties (see e.g. [28, Section
5.3]). They are abelian if and only if L has only nodes as intersection points, see for
example [9, Example 1.6(a)]. Moreover, Fan [14] and Eliyahu et al. [12] proved that this
group is a direct sum of a free abelian group and free groups if and only if a certain graph,
associated to the intersection points of L (see Section 2), has no cycles. Based on this,
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Eliyahu et al. [10, 11] showed that other properties hold for certain presentations of this
group: conjugation-free and complemented presentations.
As conic–line arrangements are a natural generalization of line arrangements, an imme-
diate question that arises is whether the above properties (e.g. conjugation–freeness or a
structure of a direct sum of a free abelian group and free groups) hold for these arrange-
ments too. One should note, contrary to the situation for line arrangements, that this group
can be abelian even if the conic–line arrangement has singular points which are not nodes
(see [8] and Figure 3 below).
Note that the fundamental groups π1(CP
2 − A) and π1(C2 − A), for some families of
conic-line arrangements A, were studied by Amram et al. (see e.g. [1, 2] and especially [3,
Theorem 6]). Moreover, Zariski pairs consisting of conic-line arrangements were studied by,
for example, Namba-Tsuchihashi [26] and Tokunaga [29], but a research in the spirit of the
above questions has not been carried out yet.
In this paper, we generalize Fan’s result to the case of conic–line arrangements. After sur-
veying in Section 2 the known results on line arrangements, the braid monodromy technique
and the conjugation-free property, Section 3 deals with the preservation of this property
under certain actions for line arrangements, which corrects and completes the proofs given
in [11]. Section 4 examines this property for CL arrangements. In Section 5.1, we present a
necessary condition which implies that the fundamental group of some families of conic-line
arrangements is a direct sum of a free abelian group and free groups. Explicitly, we gener-
alize Fan’s concept of a graph associated to line arrangements to the case of real conic-line
arrangements and prove that once this graph has no cycles, then the corresponding funda-
mental group has the desired structure (for an explicit formulation, see Theorem 2.7). In
Section 5.2, we prove a few propositions about the structure of the fundamental group of
a conic-line arrangement whose graph consists of a single cycle, where the conic does not
pass through all the multiple points corresponding to the vertices of the cycle.
In Section 6, we define the notion of a conjugation-free graph, for both line arrange-
ments and conic-line arrangements. We show that for every arrangement whose graph is
a conjugation-free graph, the fundamental group of its complement has a conjugation-free
geometric presentation.
Acknowledgements: We would like to thank Meital Eliyahu for stimulating talks.
Also, we would like to thank an anonymous referee of a previous version of this paper for
useful and important suggestions, especially regarding the proof of the preservation of the
conjugation-free property.
The first author would like to thank the Max-Planck-Institute fu¨r Mathematik in Bonn
for the warm hospitality and support and the Fourier Institut in Grenoble, where the final
part of this paper was carried out.
2. Arrangements, Braid monodromy and Conjugation-Free property
In this section, we give a short survey of some known results concerning the structure of
the fundamental group of the complement of a line arrangement. After that, we present the
family of conic–line arrangements that we deal with and give a short survey about the braid
monodromy technique, for computing presentations of fundamental groups of complements
of plane curves. In the last subsection, we present the notion of conjugation-free geometric
presentation of a fundamental group associated to a line arrangement or to a conic-line
arrangement.
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2.1. Line arrangements and conic-line arrangements. An affine line arrangement in
C
2 is a union of copies of C1 in C2. Such an arrangement is called real if the defining
equations of all its lines can be written with real coefficients, and complex otherwise.
For real and complex line arrangements L, Fan [14] defined a graph G(L) which is associ-
ated to its multiple points (i.e. points where more than two lines are intersected). We give
here its version for real arrangements (the general version is more delicate to explain and
will be omitted): Given a real line arrangement L, the graph G(L) of multiple points lies
on the real part of L. It consists of the multiple points of L as vertices, with the segments
between the multiple points on lines which have at least two multiple points as edges. Note
that if the arrangement consists of three multiple points on the same line, then G(L) has
three vertices on the same edge (see Figure 1(a)). If two such lines happen to intersect in a
simple point (i.e. a point where exactly two lines are intersected), it is ignored (i.e. there
is no corresponding vertex in the graph). See another example in Figure 1(b) (note that
Fan’s definition gives a graph slightly different from the graph defined in [21, 30]).
(a) (b)
Figure 1. Examples for the graph G(L).
Fan [13, 14] proved the following result:
Proposition 2.1 (Fan). Let L be a complex arrangement of k lines and S = {a1, . . . , ap}
be the set of all multiple points of L. Suppose that β(L) = 0, where β(L) is the first Betti
number of the graph G(L) (hence β(L) = 0 means that the graph G(L) has no cycles).
Then:
π1(C
2 − L) ∼= Zr ⊕
p⊕
i=1
Fm(ai)−1,
where m(ai) is the multiplicity of the intersection point ai and
r = k + p−
p∑
i=1
m(ai).
Remark 2.2. In fact Fan proved the above proposition for the projective fundamental
group; however, the derivation for the affine group is trivial.
Eliyahu et al. [12] proved the inverse direction to Fan’s result (which was conjectured by
Fan [14]), i.e. if the fundamental group of the arrangement is a direct sum of free groups
and a free abelian group, then the associated graph has no cycles.
We will generalize Fan’s result to real conic-line arrangements. We start by defining
them.
Definition 2.3. A real conic-line (CL) arrangement A is a union of conics and lines in C2,
where all the conics and the lines are defined over R and every singular point (with respect
to a generic projection) of the arrangement is in R2. In addition, for every conic C ∈ A,
C ∩R2 is not an empty set, neither a point nor a (double) line.
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Moreover, we assume from now on the following assumption:
Assumption 2.4. Let A be a real CL arrangement. Then, for each pair of components
h1, h2 of A, h1 and h2 intersect transversally (i.e. the intersection multiplicity of h1, h2 is
1 at each intersection point).
For example, a tangency point is not permitted.
Remark 2.5. (1) We assume that no line passes through the branch points of the conics
with respect to a generic projection.
(2) As every singular point of a real CL arrangement is in R2, the conics in the arrange-
ments we deal with are either ellipses or hyperbolas, but not parabolas, since the second
branch point of a parabola is at infinity.
Similar to Fan’s graph for line arrangements, one can associate the following graph to a
real CL arrangement:
Definition 2.6. The graph G(A) for a real CL arrangement A is defined as follows: its
vertices will be the multiple points (with multiplicity larger than 2), and its edges will be
the segments on the lines connecting these points if two such points are on the same line
(see an example in Figure 2).
Figure 2. An example for the graph G(A) for a CL arrangement A.
Then, one of the main results of this paper is:
Theorem 2.7. Let A be a real CL arrangement with one conic and k lines, and S =
{a1, . . . , ap, b1, . . . , bq} be the set of all multiple points of A, where the conic is passing
through the intersection points a1, . . . , ap. Suppose that β(A) = 0, where β(A) is the first
Betti number of the graph G(A) (hence β(A) = 0 means that the graph G(A) has no cycles).
Then:
π1(C
2 −A) ∼= Zr ⊕
p⊕
i=1
Fm(ai)−2 ⊕
q⊕
i=1
Fm(bi)−1,
where m(x) is the multiplicity of the singular point x and
r = k + 2p+ q + 1−
p∑
i=1
m(ai)−
q∑
i=1
m(bi).
Note that while for line arrangements the inverse direction (i.e. such a structure of the
fundamental group implies that the associated graph has no cycles) is correct [12], for CL
arrangements it is not true anymore. For example, take three generic lines and a circle
passing through the three intersection points (see Figure 3(a)). Then, the fundamental
group of the complement of this arrangement is abelian [8], although the first Betti number
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of the graph is 1. We generalize this phenomenon in [15], showing that for a CL arrangement
whose associated graph is a cycle of odd length and the conic passes through all the multiple
points corresponding to the vertices of the cycle and all the multiple points have multiplicity
3, the corresponding fundamental group is abelian.
Note also that there are CL arrangements with a tangent point (which is excluded by our
restrictions, see Assumption 2.4) with an abelian fundamental group of the complement.
For example, three lines and a conic tangent only to one of the lines (see Figure 3(b)) has
an abelian fundamental group (see [8]).
(a) (b)
Figure 3. CL arrangements with an abelian affine fundamental group Z4:
arrangement (a) has β(A) = 1 > 0, and arrangement (b) has a tangency
point.
2.2. The braid monodromy of plane curves and the Zariski-van Kampen theo-
rem. The reader who is familiar with the definition of the braid monodromy, its computa-
tion and the relevant Zariski-van Kampen theorem, can skip this subsection.
We start by defining the braid monodromy associated to a plane curve.
Definition 2.8. Let D be a closed disk in R2, and K ⊂ Int(D) a finite set of n points. The
braid group Bn[D,K] can be defined as the group of equivalence classes of diffeomorphisms
β of D such that β(K) = K and β|∂D = Id|∂D, where two diffeomorphisms are equivalent
if they induce the same automorphism on π1(D −K,u).
Let a, b ∈ K, and let σ be a smooth simple path in Int(D) connecting a with b such
that σ ∩ K = {a, b}. Choose a small regular neighborhood U of σ contained in Int(D),
such that U ∩K = {a, b}. The diffeomorphism of D that switches the points a and b by a
counterclockwise 180◦ rotation and is the identity on D−U , defines an element of Bn[D,K],
called the half-twist defined by σ and denoted by H(σ).
Definition 2.9. The braid monodromy with respect to C, π, u.
Let C ⊂ C2 be a curve. Choose a point O ∈ C2, O 6∈ C, such that the projection p : C2 →
C
1 = ℓ with a center O (to a generic line ℓ called the reference line) will be generic when
restricting it to C Denote π = p|C and letm = degπ = deg C. Let N = {x ∈ ℓ
∣∣ #π−1(x) <
m}. Take u ∈ ℓ−N, and let C1u = p−1(u). There is a naturally defined homomorphism:
ϕ : π1(ℓ−N,u)→ Bm[C1u,C1u ∩ C],
which is called the braid monodromy with respect to C, π, u, describing the motion of the
points in the fiber (see [24]).
In fact, letting E be a big disk in ℓ = C1 such that N ⊂ E, we can also choose the path in
E−N not to be a loop, but just a non-selfintersecting path. This induces a diffeomorphism
between the models (D,K) at the two ends of the considered path, where D is a big disk
in C1u, and K = C
1
u ∩ C ⊂ D.
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Definition 2.10. ψT , the Lefschetz diffeomorphism induced by a path T .
Let x0, x1 ∈ E − N be two different points, T : [0, 1] → E − N a non-selfintersecting
path in E −N connecting x0 with x1. There exists a continuous family of diffeomorphisms
ψ(t) : D → D, t ∈ [0, 1], such that ψ(0) = Id, ψ(t)(K(x0)) = K(T (t)) for all t ∈ [0, 1], and
ψ(t)(y) = y for all y ∈ ∂D. For emphasis, we write ψ(t) : (D,K(x0)) → (D,K(T (t))). The
Lefschetz diffeomorphism induced by a path T is the diffeomorphism:
ψT = ψ(1) : (D,K(x0))
∼→ (D,K(x1)).
Since ψ(t) (K(x0)) = K(T (t)) for all t ∈ [0, 1], we have a family of canonical isomorphisms:
ψν(t) : Bm [D,K(x0)]
∼→ Bm [D,K(T (t))] , for all t ∈ [0, 1].
Let {Γi} be a geometric (free) base (called a g-base) of π1(C1 − N,u) (see [24] for the
exact definition), ϕ the braid monodromy of C,ϕ : π1(C
1 − N,u) → Bm. In order to find
out a presentation of the fundamental group of the complement of C in C2, we have to find
out what are ϕ(Γi), for all i. We refer the reader to the definition of a skeleton λxj , for all
xj ∈ N (see [25]), which is a model of a set of consecutive paths connecting points in the
fiber, which coincide when approaching Aj =(xj , yj)∈ C from the right. To describe this
situation in more details, for xj ∈ N , let x′j = xj +α, where 0 < α≪ 1. The skeleton of xj
is defined as a system of consecutive segments connecting the points in K(x′j) ∩D(Aj , ε),
where 0 < α≪ ε≪ 1 and D(Aj , ε) is a disk centered in Aj of radius ε.
For a given skeleton, denote by ∆〈λxj 〉 the braid which rotates a small neighborhood
of the given skeleton by 180◦ counterclockwise. Note that if λxj is a single path, then
∆〈λxj 〉 = H(λxj ).
We also refer the reader to the definition of δx0 , for x0 ∈ N (see [25]), which describes the
Lefschetz diffeomorphism induced by a path going below x0, for different types of singular
points (either a transversal intersection of several lines at a point or a branch point; for
example, when going below a node the corresponding Lefschetz diffeomorphism is a half-
twist of the corresponding skeleton).
Thus, the Lefschetz diffeomorphism induced by a path going from x′j to u below the
points xi, 1 ≤ i ≤ j − 1, is the composition of the corresponding δxi ’s, i.e.
1∏
m=j−1
δxm
[24, 25]. We illustrate the action of a specific Lefschetz diffeomorphism (induced by a line
arrangement) in the following example.
Example 2.11. We present here an example for computing a skeleton and the effect of
applying a Lefschetz diffeomorphism on it (more examples can be found in [10, 24, 25]).
λx4, the initial skeleton of the point x4 in Figure 4(a) (i.e. in the fiber over x
′
4), is
presented in Figure 4(b).
δ, which is the Lefschetz diffeomorphism induced by γ (a path going from x′4 to u), is:
∆〈3, 4〉∆〈2, 3〉∆〈1, 2〉.
λx4, the final skeleton of the point x4 in Figure 4(a) (i.e. in the fiber over u after applying
δ on λx4), is presented in Figure 4(c).
Based on the braid monodromy, we can compute presentations for the groups π1(CP
2−C)
and π1(C
2 − C) (where C ⊂ CP2 is a projective curve, C = C ∩ C2).
Let {Γi} be a g-base of G = π1(C1u− (C1u ∩C), u), where C1u = π−1(u) = C×{u}. Then,
π1(C
2 −C, u) is generated by the images of {Γi} in π1(C2−C, u). We use now the Zariski-
van Kampen theorem [22] in order to compute the relations between the generators of G.
The theorem essentially says that every singular point (with respect to a projection from
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x4 x3 x2 x1 u
x4
g
(a) (b) (c)
1 2 3 4 1 2 3 4
Figure 4. Part (a) is an example of a line arrangement, Part (b) is the
initial skeleton of the point x4 (i.e. in the fiber over x
′
4) and Part (c) is its
final skeleton (in the fiber over u).
O to ℓ) induces a relation in π1(C
2 − C), and these induced relations are all the relations
of π1(C
2 − C).
Since we are dealing only with CL arrangements, we formulate the theorem only for a
curve having only branch points, nodes and multiple intersection points as singular points
(with respect to a projection).
Theorem 2.12 (Zariski-van Kampen [22]). Let C be a CL arrangement in CP2 and C =
C
2 ∩ C. Let s be the number of singular points of C with respect to the projection from O.
For every j ∈ {1, . . . , s}, consider the skeleton:
λ′xj =
〈
(λxj)
( 1∏
m=j−1
δxm
)〉
.
Then, π1(C
2−C, u) is generated by the images of {Γi} in π1(C2−C, u) and the only relations
are those induced by the skeletons λ′xj in the following way:
If the point xj is either a node or a branch point, then the skeleton λ
′
xj
is a path connecting
two points. In this case, the relation is either a1a2 = a2a1 (for a node) or a1 = a2 (for a
branch point), where the computation of the ai’s will be described after the theorem.
If the point xj is a intersection point of multiplicity k, then the skeleton λ
′
xj
is a set of
k − 1 consecutive paths connecting k points. In this case, the relations are:
akak−1 · · · a1 = a1akak−1 · · · a2 = · · · = ak−1ak−2 · · · a1ak,
where the computation of the ai’s will be described after the theorem.
Notation 2.13. The relations
akak−1 · · · a1 = a1akak−1 · · · a2 = · · · = ak−1ak−2 · · · a1ak,
will be denoted in an abbreviated form as:
[a1, a2, . . . , ak] = e.
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We start by describing the ai’s in the case that the skeleton is a path connecting two
points, i.e. the singular point is either a node or a branch point. Let D be a disk circum-
scribing the skeleton, and let K be the set of points. Choose an arbitrary point on the path
and ‘pull’ it down to ∂D, splitting the path into two parts, which are connected at one
end to u0 ∈ ∂D and at the other end to the two endpoints of the path in K. The loops
associated to these two paths are elements in the group π1(D−K,u0) and we call them a1
and a2. The corresponding elements commute (in the case of a node) or equal (in the case
of a branch point) in the fundamental group of the arrangement’s complement. Figure 5
illustrates this procedure.
D
D
u0
a 2a 1σ 1
σ
σ2
u
σ
0 u0
u0
u0
Figure 5. Construction of a1, a2 for a node or a branch point.
Now we show how to write a1 and a2 as words in the generators {Γ1, . . . ,Γℓ} of π1(D −
K,u0). We start with the generator corresponding to the endpoint of a1 (or a2), and
conjugate it as we move along a1 (or a2) from its endpoint in K to u0 as follows: for every
point i ∈ K which we pass from above, we conjugate by Γi while moving from left to right,
and by Γ−1i while moving from right to left.
For example, in Figure 5,
a1 = Γ3Γ2Γ1Γ
−1
2 Γ
−1
3 , a2 = Γ
−1
4 Γ6Γ4.
Assuming that the singular point is a node, the induced relation is the following commutative
relation:
Γ3Γ2Γ1Γ
−1
2 Γ
−1
3 · Γ−14 Γ6Γ4 = Γ−14 Γ6Γ4 · Γ3Γ2Γ1Γ−12 Γ−13 .
One can check that the induced relation is independent of the point in which the path is
split.
For an intersection point of multiplicity k, we compute the elements in the group π1(D−
K,u0) in a similar way, but the induced relations are of the following cyclic type:
akak−1 · · · a1 = a1akak−1 · · · a2 = · · · = ak−1ak−2 · · · a1ak.
For computing the ai’s, we choose an arbitrary point on one of the paths and pull it down
to u0. For each of the k points of the skeleton, we generate the loop associated to the path
from u0 to that point, and translate this path to a word in Γ1, . . . ,Γℓ by the procedure
described above (note that while computing the word corresponding to aj , the path aj is
considered as being below the final points of ai, i 6= j).
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D
D
u0 u0
σ
σ
σ σ1 2
aa 32a
u
1
0 u0
u0
Figure 6. Construction of a1, a2, a3 for a multiple intersection point
In the example given in Figure 6, we have:
a1 = Γ3Γ1Γ
−1
3 , a2 = Γ3Γ2Γ
−1
3 and a3 = Γ
−1
4 Γ6Γ4,
so the induced relations are:
Γ−14 Γ6Γ4 · Γ3Γ2Γ−13 · Γ3Γ1Γ−13 = Γ3Γ1Γ−13 · Γ−14 Γ6Γ4 · Γ3Γ2Γ−13
= Γ3Γ2Γ
−1
3 · Γ3Γ1Γ−13 · Γ−14 Γ6Γ4.
2.3. The conjugation-free property. In this section, we define the notion of a conjugation-
free geometric presentation for the fundamental group of line and CL arrangements, follow-
ing the definition given in [10]:
Definition 2.14. Let G be a fundamental group of the affine or projective complements of
a real CL arrangement with k lines and n conics (where k > 0 and n ≥ 0). We say that
G has a conjugation-free geometric presentation if G has a presentation with the following
properties:
• In the affine case, the generators {x1, . . . , xk+2n} are the meridians of lines and
conics at C1u = π
−1(u), and therefore there are k + 2n generators.
• In the projective case, the generators are the meridians of lines and conics at C1u =
π−1(u) except for one, and therefore there are k + 2n− 1 generators.
• In both cases, the induced relations are of the following types:
xitxit−1 · · · xi1 = xit−1 · · · xi1xit = · · · = xi1xit · · · xi2
induced by an intersection point of multiplicity t, or
xi1 = xi2 ,
induced by a branch point, where {i1, i2, . . . , it} ⊆ {1, . . . ,m} is an increasing sub-
sequence of indices, where m = k+ 2n in the affine case and m = k+2n− 1 in the
projective case. Note that if t = 2 in the first type, we get the usual commutator.
• In the projective case, we have an extra relation that a specific multiplication of all
the generators is equal to the identity element.
Note that in each case we claim that with respect to particular choices of the reference line
ℓ (i.e. the line to which we project the arrangement), the point u (the basepoint for both the
meridians in the fiber C1u and the loops in the group π1(ℓ−N,u)) and the projection point
O, we have this conjugation-free property.
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Remark 2.15. In the model we work with, the reference line ℓ is ℓ = {y = a}, a ≪ 0,
where ℓ is chosen to be below all the real singular points of the arrangement, the projection
in C2 is (x, y) → x (i.e. in CP2, the point O is (1 : 0 : 0)) and the point u ∈ ℓ is always a
real point, i.e. u = (ux, a), where ux ∈ R.
As will be proven below, for certain families of line arrangements the property of hav-
ing a conjugation-free geometric presentation is independent of the choice of u. We thus
conjecture the following:
Conjecture 2.16. The property of having a conjugation-free geometric presentation is
independent of the choices of O, ℓ and u ∈ ℓ.
Remark 2.17. The notion of a conjugation-free geometric presentation for the funda-
mental group can be generalized to any arrangement of plane curves (with the proper
modifications with respect to the degrees of the curves and the types of singularities).
Note that the importance of the family of CL arrangements whose fundamental group
has a conjugation-free geometric presentation is that such a presentation of the fundamental
group can be read directly from the arrangement without any additional computation, and
thus depends on the combinatorics of the arrangement.
The goal of the next two sections is to give a complete proof to the following proposition:
Proposition 2.18. (1) Let L be a real line arrangement such that π1(C2 − L, u) has a
conjugation-free geometric presentation for any real basepoint u ∈ ℓ − N (where N is the
set of the projection of singular points with respect to the projection π). Let L be a real line
not in L that passes through a single intersection point of L. Then π1(C2 − (L∪L), u) has
a conjugation-free geometric presentation for any real basepoint u.
(2) Let A be a real CL arrangement with one conic such that π1(C2 − A, u) has a
conjugation-free geometric presentation for any real basepoint u ∈ ℓ − N . Let L be a real
line not in A that passes through a single intersection point of A such that β(A ∪ L) = 0.
Then π1(C
2−(A∪L), u) has a conjugation-free geometric presentation for any real basepoint
u.
Although a proof to Proposition 2.18(1) was already given in [11, Proposition 2.2], it is
not a complete proof: the authors of [11] assume implicitly that certain operations (such
as a rotation of the arrangement, moving a singularity through “infinity” or a rotation
of a line in the arrangement), that are performed on a line arrangement L, preserve the
conjugation-free property. Indeed, while these operations induce isomorphic fundamental
groups (as partially proved in [19]), one still has to prove that if β is such an operation and if
π1(C
2−L) has a conjugation-free geometric presentation with respect to the indicated model
above (see Definition 2.14 and Remark 2.15), then π1(C
2−β(L)) has also a conjugation-free
geometric presentation with respect to the same model.
3. Preservation of Conjugation-Freeness: The case of real line
arrangements
The goal of this section is to give a complete proof to Proposition 2.18(1) (which corrects
the proof given in [11]): given a real line arrangement L whose fundamental group has a
conjugation-free presentation, then, under certain conditions, passing a real line L through
at most one singular point of L, the new arrangement L ∪ L has the same property of
conjugation-freeness. We divide the proof into a sequence of lemmata, as we have to prove
that the following operations preserve the conjugation-free property:
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• h1 : given a line ℓ ∈ L that passes through a single intersection point p ∈ L, rotate
the line around p as long as it does not coincide with a different line.
• h2 : given a line ℓ ∈ L that passes through a single intersection point p ∈ L, move the
line over a different line ℓ′ that passes also through p and through another multiple
point (i.e. the deformation takes place in C2, see Figure 7).
l
l
l
l
p p
Figure 7. Moving a line ℓ over another line ℓ′.
• h3 : Changing the basepoint u ∈ ℓ−N when computing π1(C2 − L, u).
Having all these operations preserving the conjugation-free property, we can indeed claim
(as was claimed in the proof of [11, Proposition 2.2]) that after adding the new line, we still
have that the fundamental group of the new arrangement has a conjugation-free geometric
presentation.
Remark 3.1. (1) Comparing to [11], we reduced the number of operations (performed on L)
preserving the conjugation-free property. We are not proving that a rotation (of the whole
arrangement) or the moving of a singular point through “infinity” preserve the conjugation-
free property; instead of these operations, we only prove that changing the real basepoint
u ∈ ℓ−N preserves this property. However, Lemma 6.8 below deals with the preservation
of the conjugation-free property during rotating certain classes of line arrangements.
(2) Note also that it is nor clear if the operation of moving a singular point through
“infinity”, that was presented in [19] in the context of wiring diagrams, can be applied for
line arrangements. Indeed, if one of the lines that goes through an intersection point p, goes
over also through many other multiple intersection points, it is not clear that one can move
p through “infinity” without changing the intersection lattice with respect to this line.
Thus, given a real line arrangement L, we have to answer the following two questions:
first, what is the explicit isomorphism fi : π1(C
2 −L)→ π1(C2− hi(L)) for 1 ≤ i ≤ 3? and
second, does this isomorphism preserve the conjugation-free property?
Remark 3.2. Note that from now on, whenever we refer to the basepoint u ∈ ℓ, it is
implicitly assumed that u is real.
Lemma 3.3. The operation h1 preserves the conjugation-free property.
Proof. Let L be a real line arrangement. The operation h1 - rotating a line over a multiple
point - and its effects on the fundamental group is described in [19, Section 4.5]. In [19,
Theorem 4.13] it is proven that the isomorphism f1 : π1(C
2 − L, u)→ π1(C2 − h1(L), u) is
given by Γj 7→ Γ′j, where Γj (resp. Γ′j) are the geometric generators for π1(C2 − L) (resp.
π1(C
2−h1(L))) and u ∈ ℓ−N is a basepoint located to the right of all the points in N ⊂ ℓ.
Since f1 sends generators to generators, it is obvious that the relations in π1(C
2 − h1(L))
have no conjugations, and hence the new presentation is still conjugation-free. 
Lemma 3.4. The operation h2 preserves the conjugation-free property.
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Proof. Let L be a real arrangement of n lines, ℓb ∈ L a line that passes through a single
multiple point p ∈ L and ℓa ∈ L a different line that passes through p and through another
multiple point p′, see Figure 8(a). Note that a, b ∈ {1, . . . , n} are the numerations of the
lines the fiber over the basepoint u.
First, by Lemma 3.3, we can rotate the line ℓb (where the center of rotation is p) till it is
very close to p′, not coinciding with ℓa, see Figure 8(b). Assuming that x(p)≪ u, we note
that while numerating the points in the fiber over u, b = a+ 1. Then, we rotate the line ℓb
over ℓa, such that in the fiber C
1
u, the corresponding point pb will perform a 180
◦ clockwise
rotation and the point pa will remain unchanged (see Figure 8(c)).
lb
(a) (b) (c)
pa
pb
Cu
1
p
p
(d)
G
b
G
a
G
b
G
a
lb
lala
la
lb
l1
l2
pp
Figure 8. The rotation of the line ℓb over another line ℓa (Parts (a)-(c))
and its effect on the geometric generators (Part (d)).
The induced isomorphism f2 : π1(C
2−L, u)→ π1(C2−h2(L), u) is given by the following
map:
Γb 7→ Γ′a,
(1) Γa 7→ Γ′a−1Γ′bΓ′a,
Γi 7→ Γ′i, i 6= a, b,
(see Figure 8(d)). Note that the only relations in π1(C
2 − h2(L), u) that presumably have
conjugations are those that involved the generator Γa in π1(C
2 − L, u), i.e. the relations
induced by the intersection points that are on ℓa.
The relation induced by the point p in π1(C
2 − L, u) is
[Γi1 , . . . ,Γim ,Γa,Γb,Γin+3 , . . . ,Γik ] = e
(where k is the multiplicity of p), which is mapped in π1(C
2 − h2(L), u) to:
(2) [Γ′i1 , . . . ,Γ
′
im ,Γ
′
a
−1
Γ′bΓ
′
a,Γ
′
a,Γ
′
in+3
, . . . ,Γ′ik ] = e.
Now, after the rotation of the line ℓb, the numeration of the lines passing through p is as
follows:
i1, . . . , im, a, b = a+ 1, in+3, . . . , ik,
which means that we need to prove that the following relation holds in π1(C
2 − h2(L), u):
[Γ′i1 , . . . ,Γ
′
im
,Γ′a,Γ
′
b,Γ
′
in+3
, . . . ,Γ′ik ] = e.
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However, an easy check (i.e. expanding the brackets of relation (2)) shows that this is
indeed the relation we get from relation (1). For example, for k = 3, we have that
[Γi1 ,Γa,Γb] = e → [Γ′i1 ,Γ′a
−1
Γ′bΓ
′
a,Γ
′
a] = e.
Therefore, the right hand side is equivalent to the following relations:
Γ′a
−1
Γ′bΓ
′
a · Γ′i1 · Γ′a = Γ′i1 · Γ′a · Γ′a
−1
Γ′bΓ
′
a ⇒
(3) Γ′bΓ
′
aΓ
′
i1
= Γ′aΓ
′
i1
Γ′b
and
Γ′a · Γ′a−1Γ′bΓ′a · Γ′i1 = Γ′a
−1
Γ′bΓ
′
a · Γ′i1 · Γ′a ⇒ Γ′aΓ′bΓ′aΓ′i1 = Γ′bΓ′aΓ′i1Γ′a
(4)
Eqn. (3)⇒ Γ′aΓ′bΓ′aΓ′i1 = Γ′aΓ′i1Γ′bΓ′a ⇒ Γ′bΓ′aΓ′i1 = Γ′i1Γ′bΓ′a.
Thus, relations (3) and (4) imply that [Γ′i1 ,Γ
′
a,Γ
′
b] = e.
Let p′ be another intersection point on ℓa (see Figure 8(c)). Assume for simplicity that
only two more lines ℓ1, ℓ2 pass through p
′ and that the relation induced by p′ in π1(C2 −
L, u) is [Γ1,Γa,Γ2] = e. As ℓb passes through only one multiple point p, it intersects
ℓ1, ℓ2 transversally, and therefore the induced relations in π1(C
2−L, u) (which do not have
conjugations since the presentation is conjugation-free) are [Γ1,Γb] = [Γ2,Γb] = e. Thus, in
π1(C
2 − h2(L), u), the corresponding induced relations are:
[Γ′1,Γ
′
a] = [Γ
′
2,Γ
′
a] = e
and hence:
[Γ′1,Γ
′
a
−1
Γ′bΓ
′
a,Γ
′
2] = e
[Γ′1,Γ
′
a]=[Γ
′
2,Γ
′
a]=e⇒ [Γ′1,Γ′b,Γ′2] = e.
Therefore, the relation induced by p′ has no conjugations; hence the new presentation is
also conjugation-free, as needed.
Note that the last part of the proof is independent of the order of the generators (i.e.
how the lines ℓ1, ℓ2 pass through p
′) and is similar when either only one line passes through
the point p′ or more than three lines pass through this point. 
We now treat the operation h3. We start with a remark.
Remark 3.5. (I) Let p an intersection point of L. Changing the basepoint from u = x(p)+ε,
where 0 < ε≪ 1, to u′ = x(p)− ε (see Figure 9) induces an isomorphism on the geometric
generators, which is described below.
u
p
u x(p)
Figure 9. Changing the location of the basepoint from the right of an
intersection point to its left.
If the local skeleton at the point p is composed of the lines numerated by a, a+1, . . . , a+s,
and the geometric generators of the group π1(C
2−L, u) (resp. π1(C2−L, u′)) are Γi (resp.
Γ′i), then the isomorphism f3 : π1(C
2 − L, u)→ π1(C2 − L, u′) is given by:
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(5) f3(Γi) =


Γ′i 1 ≤ i < a
Γ′a
−1 · · ·Γ′−1a+s−1Γ′a+sΓ′a+s−1 · · ·Γ′a i = a
Γ′a
−1 · · ·Γ′−1a+s−2Γ′a+s−1Γ′a+s−2 · · ·Γ′a i = a+ 1
...
...
Γ′a
−1Γ′a+1Γ
′
a i = a+ s− 1
Γ′a i = a+ s
Γ′i a+ s < i ≤ ℓ
(II) By the the isomorphism presented in (5), one can show that if p is a node, then f3
indeed preserves the conjugation-free property. Indeed, if the basepoint is u′, the relation
[Γ′a,Γ
′
a+1] = e exists. In this case, the isomorphism f3 is
Γa 7→ Γ′a+1,
Γa+1 7→ Γ′−1a+1Γ′aΓ′a+1
[Γ′a,Γ
′
a+1]=e
= Γ′a
and since any geometric generator is sent to a geometric generator, f3 preserves the conjugation-
free property.
Lemma 3.6. Let L be a real line arrangement which can be presented as a union L =
L′ ∪ L, where L′ is a real line arrangement whose fundamental group has a conjugation-
free geometric presentation for every real basepoint u ∈ ℓ − N and L 6∈ L′ is a real line
that passes through at most one intersection point p of L′. Then, on this class of real line
arrangements, the operation h3 preserves the conjugation-free property for L; that is, the
fundamental group π1(C
2 − L, u) has the conjugation-free property for every real basepoint
u ∈ ℓ−N .
Remark 3.7. Though the condition on L in Lemma 3.6 seems restrictive, one should note
that if an arrangement L can be built by adding one line that passes through at most one
intersection point at each step of the construction, then L has eventually a conjugation-free
geometric presentation, independent of the chosen real basepoint u (such an arrangement
has a conjugation-free graph, see Section 6 for more details). Indeed, note that for the
arrangement L0 that has only nodes, π1(C2 −L0, u) is abelian and therefore every relation
has no conjugations, which means that it is independent of the basepoint u. Then, one can
build L from L0 by adding only one line at each step (for an exact definition of L0 and an
example of this process see the proof of Proposition 6.2 and Section 6.1). Thus, by Lemma
3.6, proving that π1(C
2 −L, u) has a conjugation-free geometric presentation, independent
of the location of the real basepoint u on ℓ.
Proof. We remind again that whenever we refer to the basepoint u, we implicitly assume
that u ∈ C2 is real (in its two coordinates). Moreover, since we choose the reference line ℓ
as ℓ = {y = a : a ∈ R}, a≪ 0, the y-coordinate of u is fixed. Therefore, when we write, for
example, u = x(a) + ε, we mean that x(u) = x(a) + ε. For the convenience of the reader,
we omit the notation x(u) and write only u.
First, note that our assumption implies that for every basepoint u0 ∈ ℓ−N , π1(C2−L′, u0)
has a conjugation-free geometric presentation.
If L intersects every line of L′ transversally, then, if
π1(C
2 − L′, u0) = 〈x1, . . . , xk : R〉
is a conjugation-free presentation (where R is a complete set of relations, which have no
conjugations), then, denoting by z the generator corresponds to L we have by [27] that:
π1(C
2 − L, u0) = Z⊕ π1(C2 − L′, u0) = 〈z, x1, . . . , xk : R, [z, xi] = e, 1 ≤ i ≤ k〉,
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which is obviously also a conjugation-free presentation too.
Assume thus that L does not intersect every line of L transversally. Let p be an inter-
section point of L′. We draw L through p and assume that L is almost vertical to the
reference line ℓ with a very negative slope. We can assume that, since after we prove that
the arrangement L′ ∪ L has a conjugation-free geometric presentation, we can use Lemma
3.3 to rotate the line L around the point p (back to its “original” place). The arrangement
is now at the position described in Figure 10(a).
L
l
p
L
l
p
u=x(p)-e
p0
p
x(p) x(p0) u
(b)(a)
y
x(y)
b1b2
by=b1ob2
Figure 10. Part (a) describes the setting for adding the line L in the case
of real line arrangements. Part (b) depicts the notations for the proof of the
conjugation-free property for Step 3.8.
We introduce a few notations. Let p′ be the highest intersection point on L. Numerate
the intersection points on L, starting from the lowest point on L, by p0, p1, . . . , pv =
p, . . . , pu = p
′ (note that all the points pi are nodes, except for pv which is an intersection
point of multiplicity m > 2) and denote their corresponding Lefschetz pairs by
• s0 = [1, 2], s1 = [2, 3], . . . , sv−1 = [v, v + 1],
• sv = [v + 1, v +m],
• sv+1 = [v +m, v +m+ 1], . . . , su = [n − 1, n],
where n is the number of lines in L.
We now divide the proof into a number of steps, each concentrating in a different domain,
depending on the location of the basepoint. First, we prove that for the basepoint u ∈ ℓ,
where u = x(p′) − ε, 0 < ε ≪ 1 (see Figure 10(b)), π1(C2 − L, u) has a conjugation-free
geometric presentation.
Step 3.8. For u = x(p′)− ε, π1(C2−L, u) has a conjugation-free geometric presentation.
Proof. We prove this step in two parts. In Part (I), we prove that all the skeletons of the
intersection points to the left of u or to the right of u′
.
= x(p0) + ε are exactly the same
when computed in L or in L′. Once we prove that and we prove also that all the relations
induced by the intersection points on L have no conjugations, then we can use the fact
that π1(C
2 − L′, u) is conjugation-free for proving, in Part (II), that π1(C2 − L, u) has a
conjugation-free geometric presentation.
Part (I): Choosing the basepoint to be u yields almost immediately that all the relations
induced by intersection points on L have no conjugations. As for the intersection points to
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the left of u, since the intersection points on L are not affecting any of these intersection
points, we can consider the resulting skeletons as skeletons of L′ (where the only difference
is that the fiber contains now an additional point, corresponding to the line L, being the
highest point in the fiber and not participating in the skeletons). We now have to treat the
relations induced by the intersection points which are to the right of L.
For every intersection point y ∈ L which is to the right of u′, let sy be the initial skeleton
of y. We now consider the braids which act on sy while going along a path βy starting at
x(y)− ε and ending at u. This path can be divided into two parts: the first part β1 which
starts at x(y) − ε and ends at u′ and the second part β2 which starts at u′ and ends at u
(see Figure 10(b)).
Let (s′y)1 (resp. (s
′
y)2) be the skeleton after the action of the braids induced by β1 (resp.
βy) in the arrangement L′ and let (sy)1 (resp. (sy)2) be this skeleton after the action of the
braids induced by β1 (resp. βy) in the arrangement L.
Note that the fibers over x(y)+ε in L and in L′ differ only by one point - in L there is an
additional point in the fiber, being the lowest point (numerated by 1) and representing the
line L. Since the braids induced by β1 in the arrangement L do not induce any motion on
this point in the fiber, numerated by 1 (as the line L does not intersect the other components
in the section between x(y) and u′), the skeletons (s′y)1 and (sy)1 are the same, except for
that all the indices in (sy)1 are increased by 1.
Note that the braid induced by the path β2 in L′ is
∆−1〈v + 1, v +m− 1〉,
as p ∈ L′ is an intersection point with multiplicity m − 1. On the other hand, the braid
induced by the path β2 in L is:
B2
.
= ∆−1〈1, 2〉 · · ·∆−1〈v, v + 1〉∆−1〈v + 1, v +m〉∆−1〈v +m, v +m+ 1〉 · · ·∆−1〈n− 1, n〉.
Now, when performing B2 on (sy)1, recall that β2 is a path beneath all the intersection
points on L (that is, there are no intersection points on L outside the section {a ∈ C2 :
u′ < x(a) < u}). Since L is almost vertical with a negative slope, the braid B2 induces
the motion δ−1n on the point numerated by 1 in the arrangement L (in the fiber over u′),
that is, the point 1 performs a 180◦ rotation clockwise, eventually turning into the point
numerated by n. Moreover, as the point 1 (in the fiber over u′) is not involved in the
skeleton (sy)1, the only braid that does affect (sy)1 is ∆
−1〈v + 1, v +m〉. At the stage of
applying ∆−1〈v+1, v +m〉 (in L), the point numbered as 1 is then numbered as v+1 and
the skeleton (sy)1 is passing beneath it. The braid ∆
−1〈v+1, v+m〉 sends the point v+1 to
the point v+m and the effect on the skeleton itself is as the effect of ∆−1〈v+1, v+m− 1〉.
This means that the skeletons (s′y)2 and (sy)2 are the same, but in the model of (sy)2 there
will be one additional point corresponding to L, which will be the highest point.
Part (II): In this part we prove that π1(C
2 − L, u) has a conjugation-free geometric pre-
sentation, using the fact that π1(C
2 −L′, u) has a conjugation-free presentation. Note that
this is the same method used in the second part of [11, Proposition 2.2], and we bring it
here for the convenience of the reader.
We know that π1(C
2 − L′, u) has a conjugation-free geometric presentation; hence we
have that by a simplification process starting from the corresponding Zariski-van Kampen
presentation, one can reach a presentation without conjugations. If we imitate the simpli-
fication process of the presentation of π1(C
2 − L′, u) for the presentation of π1(C2 − L, u),
the cases in which we need to use the relations induced by the point p are the relations that
have been simplified by using the relations induced by p before adding the line L. Recall
that the Lefschetz pair of p in L is [v+1, v+m], and in L′ the corresponding Lefschetz pair
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is [v + 1, v +m − 1]. Denote by {Γi} the geometric generators both in π1(C2 − L′, u) and
π1(C
2 − L, u).
Thus, in π1(C
2 − L′, u), the relations induced by p are:
Rp : [Γv+1,Γv+2, . . . ,Γv+m−1] = e
Since in the fiber over u in the arrangement L, the line L is numbered as n (and the
numeration of the other lines was not changed), the relations induced by p in π1(C
2−L, u)
are:
R˜p : [Γv+1,Γv+2, . . . ,Γv+m−1,Γn] = e
We can divide the relations in π1(C
2 − L′, u) into two subsets:
(1) Relations that during the simplification process contain the subword
Γ−1v+1 · · ·Γ−1v+m−2Γv+m−1Γv+m−2 · · ·Γv+1.
(2) Relations that do not contain the above subword during its simplification process.
For the second subset, the simplification process will be identical before adding the line
L and after it, since all the other relations induced by points of L′ have not been changed
by adding the line L.
For the first subset, let R be a relation from this subset. Except for applying the relations
induced by p, the rest of the simplification process is identical to the one before adding the
line. The only change is in the step of applying Rp. In this step, before adding the line
L, the generator Γn has not been involved in Rp, but after adding the line L, it appears
in R˜p. Hence, for applying R˜p, we have to conjugate the relation R by Γn, and using the
commutative relations which Γn is involved, we can diffuse Γn into the relation R, so we
can use the relation R˜p instead of Rp.
Hence, we can simplify all the conjugations in all the relations in π1(C
2 − L, u) as we
simplify the relations in π1(C
2−L′, u), so we get a conjugation-free geometric presentation,
as needed. 
Step 3.9. For u = x(p0)+ ε, π1(C
2−L, u) has a conjugation-free geometric presentation.
Proof. The proof of this step is almost identical to the proof of Step 3.8. Again, all the
relations induced by the intersection points on L have no conjugations. As for the inter-
section points to the right of u, since the intersection points on L are not affecting any of
these intersection points, we can consider the resulting skeletons as skeletons of L′ except
for that now all the indices are increased by 1 (as the line L is numbered as 1). We now
have to treat the relations induced by the intersection points which are to the left of L.
However, the treatment is almost identical to the treatment of Step 3.8: for an intersection
point y, which is to the left of p′, we consider the two initial skeletons in the fiber over
x(y) + ε in L′ and in L, which are the same, except for that in L there is one additional
point corresponding to L, which will be the highest point. Now, we consider a path βy from
x(y) + ε to u and we divide it into two parts: the first part β1, from x(y) + ε to x(p
′)− ε,
and the second part β2, from x(p
′) − ε to u. As before, the first part does not induce any
difference between the two above skeletons. The second part β2 causes eventually that the
highest point in the fiber in L performs a 180◦ rotation counterclockwise, while as for the
rest of the skeleton, the composition of the braids corresponding to this part in L induced
the same operation as if it were in L′. This means that the final skeletons induced by y (the
one in L′ and the second in L) are the same, except for that all the indices in the second are
increased by 1. Now we can use the same simplification process with the method described
in Part (II) of the proof of Step 3.8. 
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Recall that N denotes the set of the images of the singular points (with respect to the
projection π) on ℓ. We now prove that π1(C
2 − L, u) has a conjugation-free geometric
presentation for every basepoint u that belongs to one of the following domains:
• D1 = {u ∈ ℓ−N : x(p′) < u < x(p0)}.
• D2 = {u ∈ ℓ−N : x(p0) < u}.
• D3 = {u ∈ ℓ−N : x(p′) > u}.
Step 3.10. For u ∈ D1, π1(C2 − L, u) has a conjugation-free geometric presentation.
Proof. If u ∈ D1, we can use Remark 3.5(II), stating that when we pass u “below” the image
of a node (with respect to the projection), then the conjugation-free property is preserved.
Then, π1(C
2−L, u) is conjugation-free, since we can either start from the basepoint x(p′)−ε
(as we know by Step 3.8 that π1(C
2 −L, x(p′) + ε) is conjugation-free) and “pass” u to the
right, going only below nodes till we almost reach x(p); or we can start from the basepoint
x(p0)− ε (as we know by Step 3.9 that π1(C2−L, x(p0)+ ε) is conjugation-free) and “pass”
u to the left, going only below nodes till we almost reach x(p) (from its other side). 
Step 3.11. For u ∈ D2, π1(C2 − L, u) has a conjugation-free geometric presentation.
Proof. The proof of this step is based on proving the following three claims:
(1) All the skeletons induced by the intersection points not on L are the same in L, as
if they were computed in L′, except for that all the corresponding indices in L are
increased by 1.
(2) All the relations induced by the nodes on L have no conjugations.
(3) The relation induced by p ∈ L has no conjugations.
If we prove these claims, then we are done, as we can use the same simplification process
done for the skeletons associated to the intersection points not on L in π1(C
2 − L′, u), as
we have done in Part (II) in the proof of Step 3.8.
As for claim (1), the proof is essentially the same as in Step 3.9. We now prove claim (2)
by induction on the location of the basepoint u with respect to the intersection points of L
to the right of p0. Let us numerate the intersection points of L in the domain {m ∈ C2 :
x(m) ≥ x(p0)} by q0 = p0, q1, . . . , qk, where x(qi) < x(qj) for i < j. Now, as was proved in
Step 3.9, the claim is correct when u ∈ {m ∈ ℓ : x(q0) < x(m) < x(q1)} which is the base of
the induction. Assume that the claim is correct for all u ∈ {m ∈ ℓ : x(q0) < x(m) < x(qi)}.
We now prove that the claim is correct when u is in the next domain {m ∈ ℓ : x(qi) <
x(m) < x(qi+1)}.
Assume that u = x(qi)− ε, and that in the fiber over u, the local numeration of the lines
intersecting in qi is a, a + 1, . . . , a + s = b, where 1 < a (as the line L is always numbered
as 1 in the domain {m ∈ ℓ : x(m) > x(p0)}). By Remark 3.5(I), when we move u to
u′ = x(pi)+ ε, the induced isomorphism affects only the geometric generators Γa, . . . ,Γb by
a Hurwitz move. Explicitly, the isomorphism is:
(6) f ′3(Γi) =


Γi i < a or i > b
Γ′b · · ·Γ′a+1Γ′aΓ′−1a+1 · · ·Γ′b−1 i = a+ s = b
Γ′b · · ·Γ′a+2Γ′a+1Γ′−1a+2 · · ·Γ′b−1 i = b− 1
...
...
Γ′bΓ
′
b−1Γ
′
b
−1
i = a+ 1
Γ′b i = a,
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where {Γ′i} are the geometric generators of π1(C2 − L, u′). Note that the isomorphism f3
described in Equation (5) is associated to moving a basepoint from right to left, while f ′3 is
associated to moving a basepoint from left to right; explicitly, f ′3 = f
−1
3 .
We split the proof into two cases.
Case (1): There is no line passing through p and qi.
When the basepoint is u, then the relations induced by the nodes on L are:
[Γ1,Γj] = e, a ≤ j ≤ b
(by the conjugation-free property). Thus, the above isomorphism f ′3 affects these commu-
tative relations in the following way:
[Γ1,Γa] = e → [Γ′1,Γ′b] = e,
[Γ1,Γa+1] = e → [Γ′1,Γ′bΓ′b−1Γ′b−1]
[Γ′
1
,Γ′
b
]=e
= [Γ′1,Γ
′
b−1] = e,
[Γ1,Γa+2] = e→ [Γ′1,Γ′bΓ′b−1Γ′b−2Γ′−1b−1Γ′b
−1
]
[Γ′1,Γ
′
b
]=[Γ′1,Γ
′
b−1
]=e
= [Γ′1,Γ
′
b−2] = e,
and we continue in the same way for the other relations in order to get rid of the conjuga-
tions.
If there are nodes on L such that the lines passing through them are numbered as 1 and
m (when numerated locally over u′), when m < a or m > b, then the relation [Γ1,Γm] = e
in π1(C
2−L, u) is left unchanged in π1(C2−L, u′), i.e. the corresponding relation still has
no conjugations.
Case (2): There is a line passing through p and qi.
Assume that the line passing through p and qi is numbered, locally over u, as a + k.
Therefore, when the basepoint is u, the relations induced by the nodes on L are:
[Γ1,Γx] = e, a ≤ x ≤ b, x 6= a+ k.
After the isomorphism, we know in any case that the relations:
(7) [Γ′a,Γ
′
a+1,Γ
′
a+2, . . . ,Γ
′
b] = e
exist (these are the relations induced by qi). The treatment in the relations
[Γ1,Γx] = e, a ≤ x ≤ a+ k − 1
is exactly as in case (1). We now treat the remaining relations, i.e. the relations
[Γ1,Γx] = e, a+ k + 1 ≤ x ≤ b.
Now,
(8) [Γ1,Γb] = e→ [Γ′1,Γ′bΓ′b−1 · · ·Γ′a+1Γ′aΓ′−1a+1 · · ·Γ′−1b−1Γ′b
−1
]
Eqn. (7)
= [Γ′1,Γ
′
a] = e.
(9) [Γ1,Γb−1] = e→ [Γ′1,Γ′bΓ′b−1 · · ·Γ′a+2Γ′a+1Γ′−1a+2 · · ·Γ′−1b−1Γ′b
−1
]
= [Γ′aΓ
′
1Γ
′
a
−1
,Γ′aΓ
′
bΓ
′
b−1 · · ·Γ′a+2Γ′a+1Γ′−1a+2 · · ·Γ′−1b−1Γ′b
−1
Γ′a
−1
]
Eqns. (7),(8)
= [Γ′1,Γ
′
a+1] = e.
[Γ1,Γb−2] = e→ [Γ′1,Γ′bΓ′b−1 · · ·Γ′a+3Γ′a+2Γ′−1a+3 · · ·Γ′−1b−1Γ′b
−1
] =
= [Γ′aΓ
′
a+1Γ
′
1Γ
′−1
a+1Γ
′
a
−1
,Γ′aΓ
′
a+1Γ
′
bΓ
′
b−1 · · ·Γ′a+3Γ′a+2Γ′−1a+3 · · ·Γ′−1b−1Γ′b
−1
Γ′−1a+1Γ
′
a
−1
] =
Eqns. (7)−(9)
= [Γ′1,Γ
′
a+2] = e,
and we continue in the same way for the relations induced by the other nodes.
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As in the previous case, if there are nodes on L such that the lines passing through them
are (when numerated locally over u) 1 and m, when m < a or m > b, then the relation
[Γ1,Γm] = e in π1(C
2 − L, u) is left unchanged in π1(C2 − L, u′), i.e. the corresponding
relation still has no conjugations.
We now prove claim (3), that the relations induced by p ∈ L have no conjugations. Recall
that the point p is an intersection point of multiplicity m > 2. The proof is similar to the
proof of claim (2), i.e., it is by induction on the location of the basepoint u with respect
to the intersection points of L to the right of p0. Again, we know that this claim holds
when u ∈ {m ∈ ℓ : x(q0) < x(m) < x(q1)}, by Step 3.9, which is the base of the induction.
Assume that the claim is correct for all u ∈ {m ∈ ℓ : x(q0) < x(m) < x(qi)}. We now prove
that it is correct when u is in the domain {m ∈ ℓ : x(qi) < x(m) < x(qi+1)}.
Assume that u = x(qi) − ε, and denote u′ = x(qi) + ε. Let βu be a path starting at
x(p) + ε and ending at u (see Figure 11). Denote by Bu the braid that is induced by the
path βu in L (i.e. the Lefschetz diffeomorphism ψβu ; see Definition 2.10).
L
l
p
q0=p0
p
x(p)
u
qi
x(qi)bu
ux(p)+e
qi+1
x(qi+1)
Figure 11. Notations for the proof of claim (3) of Step 3.11.
Assume that in the fiber over u, the local numeration of the lines intersecting in qi is
a, a + 1, . . . , a + s = b, where 1 < a (as the line L is always numbered as 1 in the domain
{m ∈ ℓ : x(m) > x(p0)}). Recall that the Lefschetz pair of the point p in L over x(p) + ε is
[v + 1, v +m].
When the basepoint is u, the simplified relation induced by the point p is:
(10) [Γ1,ΓBu(v+2),ΓBu(v+3), . . . ,ΓBu(v+m)] = e,
by the conjugation-free property of π1(C
2 − L, u), which is the induction hypothesis (the
notation Bu(x) refers to the numeration of the point x after applying the braid Bu on
it, when considering the braid group as modeled by the group of diffeomorphisms on a
punctured disk, where x is one of the punctures; see Definition 2.8). Note that when passing
to the basepoint u′, the induced isomorphism is f ′3 as described earlier (see Equation (6)).
However, note that f ′3 affects at most one of the generators ΓBu(x), where v+2 ≤ x ≤ v+m,
since there is at most one line passing through both p and qi. We now divide the proof into
two cases: when there is no line passing through p and qi and when there is one.
Case (1): If there is no line passing through p and qi, then the isomorphism f
′
3 does not
affect relation (10), i.e. all the generators Γi that participate in the relation are sent to Γ
′
i.
This means that the relations induced by p have no conjugations in π1(C
2 − L, u′).
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Case (2): There is a line passing through p and qi. Assume that this line is numbered
over u as Bu(j) = a + t (where 0 ≤ t ≤ s, v + 2 ≤ j ≤ v +m), that is, only the generator
Γa+t is affected by f
′
3 and the other generators ΓBu(x), v + 2 ≤ x ≤ v +m,x 6= j, are sent
to Γ′
Bu(x)
. Now,
f ′3(ΓBu(j)) = f
′
3(Γa+t)
.
= Γ′b · · ·Γ′b−t+1Γ′b−tΓ′−1b−t+1 · · ·Γ′b−1,
Note that over u′, the line, that passes through p and qi, is numbered as b − t. This
means that the lines numbered as b, b − 1, . . . , b − t + 1 over u′, do not pass through p
and therefore they intersect the line L in nodes. By claim (2), we have in π1(C
2 − L, u′)
that [Γ′1,Γ
′
x] = e, b− t+ 1 ≤ x ≤ b.
Thus, the relation induced by p in π1(C
2 − L, u′) is now:
R˘p : [Γ′1,Γ′Bu(v+2), . . . ,Γ′Bu(j−1), f ′3(ΓBu(j)),Γ′Bu(j+1), . . . ,Γ′Bu(v+m)] = e.
We claim that we can perform the same simplification process, done in π1(C
2 − L′, u′),
for the relation Rp induced by p, after moving from u to u′. Indeed, the relation Rp is
Rp : [Γ′Bu(v+1), . . . ,Γ′Bu(j−2), f ′3(ΓBu(j−1)),Γ′Bu(j), . . .Γ′Bu(v+m−1)] = e
(recall that we have to increase the indices by 1 when passing from L′ to L when the
basepoint is to the right of x(p0)).
We have to consider two cases: the first is that during the simplification process of Rp,
we are simplifying f ′3(ΓBu(j−1)); and the second is that during the simplification process of
Rp, we are simplifying a product of f ′3(ΓBu(j−1)) · Γ′Bu(j−2), which might be turned, in R˘p,
to a product of f ′3(ΓBu(j)) ·Γ′1 ·Γ′Bu(j−1). Now, only the second case can cause problems (as
the first case does not involve Γ′1). However, note that in the product f
′
3(ΓBu(j)) · Γ′1, we
can diffuse Γ′1 till it reaches the generator Γ
′
b−t (since [Γ
′
1,Γ
′
x] = e, for all b− t+ 1 ≤ x ≤ b
as was explained above) and now apply the same simplification process as was done in
π1(C
2 − L′, u′).
Therefore, the relation induced by p has no conjugations and now we can use the method
described in Part (II) in the proof of Step 3.8. 
Step 3.12. For u ∈ D3, π1(C2 − L, u) has a conjugation-free geometric presentation.
Proof. The proof of this step is similar to the proof of Step 3.11. The only difference is
that now we use the isomorphism f3 (and not f
′
3), as we move (during the inductive step
of the proofs of claims (2) and (3)) from the basepoint x(qi) + ε to the basepoint x(qi)− ε.
However, as can be easily seen, we can use the same techniques for proving these claims. 
The above series of steps completes the proof of Proposition 2.18(1). 
4. Preservation of Conjugation-Freeness: The case of real CL
arrangements
The goal of this section is to prove Proposition 2.18(2): i.e., under certain conditions,
if we add a line L to a CL arrangement A whose fundamental group is conjugation-free,
such that L passes through at most one singular point of A, then the fundamental group of
A∪L is also conjugation-free. The additional condition, that is not required in the case of
real line arrangements, is that β(A ∪ L) = 0. However, we will see in Section 5.2 that this
condition can be weakened. Moreover, in the course of the proof, we prove other important
results for CL arrangements, such as the commutation of the generator associated to the
conic with all the other geometric generators (associated to the lines) in π1(C
2 −A).
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When trying to follow the proof given in the previous section (for real line arrange-
ments), in addition to the operations h1, h2, h3, which can also be operated on a real CL
arrangement, we have to consider the following new operation:
• h4: If a real rotation of a line causes a tangency point between this line and the
conic, perform a rotation in C2 over the possible tangency point;
Moreover, we have to reconsider the following operations:
• h1: Rotating a line over a multiple point, as in the case of real line arrangements.
• h3: Changing the basepoint u ∈ ℓ − N , now when moving u from one side of a
branch point to its other side.
We note that the proof of the preservation of the conjugation-free property of the op-
eration h2 (rotating a line over another line) holds in tact also for the CL arrangements
specified in Proposition 2.18(2), as it involves only the generators of the lines. The proof
of the preservation of the conjugation-free property of the operation h3 will have to be
changed, as we will now deal with complex points too.
Lemma 4.1. For a real CL arrangement A with one conic, the operation h1 preserves the
conjugation-free property.
Proof. Let b1, b2 be the two branch points of the conic with respect to the projection. We
have to consider two cases: the first is that during the rotation of the line L ∈ A, L does
not pass through one of the bi’s. The second is that it does pass through one of them.
As for the first case, the proof is the same as the proof of Lemma 3.3. As for the second
case, we have the situation depicted in Figure 12(a).
b b
pl
(a)
(b) (c)
G
i+1
G
i
G
i-1
G
i+1
G
i
G
i-1
pl
h1
, , , , ,
,
Figure 12. Part (a) is a rotation of a line over a branch point b and parts
(b) and (c) are its effects on the skeleton associated to the branch point b.
As before, the isomorphism π1(C
2 − A, u) → π1(C2 − h1(A), u) is Γi 7→ Γ′i. Thus, the
only relation that might be changed by this rotation is the one induced by the branch
point b: after considering the complex points of the fiber as real points, the relation might
be transposed to the following: {Γi = Γi+1} 7→ {Γ′i−1Γ′iΓ′−1i−1 = Γ′i+1}, where Γ′i−1 is the
generator of the line and Γ′i,Γ
′
i+1 are the generators of the conic in π1(C
2 − h1(A), u) (see
Figures 12(b) and 12(c)). However, due to the isomorphism above, we still have the relation
[Γ′i−1,Γ
′
i] = e (or [Γ
′
i−1,Γ
′
i+1] = e; note that π1(C
2 − A) is conjugation-free) and thus the
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resulting relation induced by the branch point has no conjugations. So, we get that the
presentation of π1(C
2 − h1(A)) is also conjugation-free. 
Lemma 4.2. For a real CL arrangement A with one conic, the operation h4 preserves the
conjugation-free property.
Proof. Given a line L ∈ A which we have to rotate, the rotation of L in R2 might not be an
equisingular deformation, as at a particular point during the rotation, L may be tangent
to the conic. In this case, we change the rotation in R2 to the following equisingular
deformation, according to the local model appearing in Figure 13(a).
p
C
B A
(a) (b)
B A
g0(t)
Figure 13. Part (a): a local model for a complex rotation:
C = {(x, y) ∈ C2 : x2 + y2 = 1}, p = (−2, 0).
Part (b) illustrates the path γ0(t) used to rotate the line.
Let C = {(x, y) ∈ C2 : x2 + y2 = 1}, p = (−2, 0), A = (1,−1) and B = (−1,−1).
Let γ0 : [0, 1] → C2 be half a circle of radius 1 on the plane {y = −1} in C2 which starts
at A and ends at B (see Figure 13(b)). Let L(t) be the family of lines passing through
p and γ0(t), for 0 ≤ t ≤ 1. Obviously, C ∪ L(t) is an equisingular deformation and thus
π1(C
2−(C∪L(0))) ∼= π1(C2−(C∪L(1))). Denote by h4 this operation after which L = L(1).
We have to prove that if π1(C
2 − A, u) is conjugation-free, then also π1(C2 − h4(A), u)
is conjugation-free. We have to check, for all the initial skeletons associated to the singular
points to the right of p1, p2, that the braids that are applied on them, while passing below
x(p1), x(p2), along a path β, are the same in the CL arrangements A and h4(A); see the
models depicted in Figures 14(a), and 14(b).
p
p1
p2
l
b
p
x(p1)
l
b
x(p2)
x(p1)x(p2)
L
L
(a) (b)
h4
Figure 14. A local model for a complex rotation and its effect on the path β.
Before the rotation of L (see Figure 14(a)), the braids that are applied on the skeletons
while passing below x(p1) and x(p2), along a path β, are ∆〈t, t+1〉 ·∆〈t, t+1〉 = (H(σ))2,
where t is the local index of the point in the fiber which corresponds to the line L, t+ 1 is
the local index of the “lower” generator of the conic and σ is the segment connecting these
two points in the fiber. In order to analyze the situation after the rotation of L (see Figure
14(b)), recall the following setting from [16]: let C0 = {(y2−x)(y+x+1) = 0} (see its real
24 MICHAEL FRIEDMAN AND DAVID GARBER
part in Figure 15(a)). Define the projections π1, π2 : C0 → C by π1(x, y) = x, π2(x, y) = y.
Denote by p1, p2 the complex intersection points of the curves y
2 = x and y = −x − 1.
Define:
x0 = −1
4
, A = π2(π
−1
1 (x0)) =
{
±1
2
i,−3
4
}
,
x1 = −3
4
, A′ = π2(π
−1
1 (x1)) =
{
±
√
3
2
i,−1
4
}
.
Let γ(t), 0 ≤ t ≤ 1, be a curve starting at x1, ending at x0 and surrounding x(p2) from
below (see Figure 15(b)). Let D be a disk in the y-axis such that A,A′ ⊂ D and denote
by ψγ the Lefschetz diffeomorphism induced by γ(t). Let σ be the segment connecting −14
and
√
3i
2 in A
′, see Figure 15(c). Then, by [16, Corollary 2.2], ψγ = (H(σ))2, where H(σ) is
the half-twist induced by the path σ.
Re(C0) y
x
y
2
=x
y=-x-1
(a)
Im(X)
Re(X)
-0.75 -0.25
(b)
g(t)
x(p1)
A
-0.25
Im(y)
Re(y)
(c)
s
x(p2)
Figure 15. A local model for a complex intersection between a line and a conic.
It is now clear that if we rotate the two complex points by 90◦ counterclockwise in the
fiber (in order to obtain a real model for the fiber), we get, in both cases, that the same
braid is applied, as needed. 
After we have proved these two lemmata, we are ready to finish the proof of Proposition
2.18(2).
Lemma 4.3. Let A be a real CL arrangement with one conic such that β(A) = 0. Assume
that A can be presented as a union A = A′ ∪ L, where A′ is a real CL arrangement with
a conjugation-free presentation of π1(C
2 − A′, u) for real every basepoint u ∈ ℓ − N , and
L 6∈ A′ is a real line that passes through at most one singular point p of A′. Then, in this
class of real CL arrangements, the operation h3 preserves the conjugation-free property for
A, i.e. π1(C2−A, u) has a conjugation-free geometric presentation for every real basepoint
u ∈ ℓ.
As in Remark 3.7, note that this lemma is not so restrictive as it seems in a first glance.
Taking a real CL arrangement with one conic (ellipse or hyperbola) and some lines such
that the only singular points (with respect to the projection) are nodes and the branch
points of the conic, the affine fundamental group is abelian and as the relations induced
by the branch points are equalities between generators, this group has a conjugation-free
presentation. Thus, according to the lemma, one can add lines passing through at most one
singular point and get the desired real CL arrangement (see also Section 6 for more details).
Proof. Note that we can rotate the line L around the point p until it is almost vertical to
the reference line ℓ by operations h1 and h2. We remind again that whenever we refer to
the basepoint u, we implicitly assume that u is real. We divide the proof to a number of
steps.
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In the first step, we prove this lemma for only two basepoints u ∈ ℓ−N (where N is the
set of the projections of the singular points). In the other steps, we emphasize the changes
we have to make in order to modify the proof of Proposition 2.18(1), so that we can use
the corresponding steps as in the proof of that proposition.
We prove this lemma for the case where the conic is either an ellipse or a hyperbola
(recall that we do not include a parabola in our real CL arrangements, see Remark 2.5(2)).
Let p′ (resp. α) be the singular point on L with the minimal (resp. maximal) real value
of its x-coordinate. Note that here α is not necessarily a real point (i.e. its coordinates can
be complex), as can be seen in case (1) in the proof of Step 4.4.
Step 4.4. Lemma 4.3 holds for u = x(α) + ε or u = x(p′)− ε.
Proof. We divide the proof into two cases. The first case covers the cases where either C is
an ellipse and p is to the left of its two branch points, or C is a hyperbola and p is between
the two branch points. The second case covers the additional two cases.
Case (1): This case deals with the case where either C is a hyperbola and p is between
the two branch points, or C is an ellipse and p is to the left of its two branch points (if p
is to the right of the two branch points, we can reflect the arrangement with respect to the
y-axis and proceed as follows). We can rotate the line L to be a line with a very negative
slope, almost vertical to the reference line ℓ. Thus we get the arrangement in Figure 16(a)
or the arrangement in Figure 16(b). We will work with the arrangement in Figure 16(a) for
notational reasons. However, the only thing that matters is that the line L intersects the
conic C in two complex intersection points α,α′.
p
L
(a)
p0
p
p
L
x(p0)
x(a)
x(a)
u
(b)
p0
Figure 16. First case: an illustration for the real part of A = A′ ∪ L with
a hyperbola (part (a)) or with an ellipse (part (b)).
As proved in Lemma 4.2, the rotation of the line L preserves the conjugation-free property
(if it exists before or after the rotation; recall that Lemma 4.2 has a local nature, i.e. it
does not matter if C is either an ellipse or a hyperbola). Let p0 be the lowest real singular
point on the line L (with respect to the y-coordinate). As the slope of L is very negative,
we can assume that x(p0) < x(α) (by computation) and we choose a basepoint u ∈ ℓ such
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that u = x(α) + ε. We first prove that the induced relations of all the singular points on L
have no conjugations.
Note that the relations in π1(C
2−L, u) induced by the complex intersection points α,α′
have no conjugations. Indeed, one can get conjugations if the path, going from the basepoint
to the singular point in question, goes below other singular points. This is not the case
here, as the points α,α′ are the closest points to u.
Hence, the generator corresponding to the line L commutes with the generators of the
conic C. In the fiber over u (i.e. the fiber C1u = π
−1(u)) there are two complex point
y(β), y(β′), where C ∩ π−1(u) = {β, β′}. We consider the model of this fiber as a real fiber
by rotating these complex points by 90◦ counterclockwise; see Figure 17(a).
p
L
p
(d)
y
x(y)
p0
x(p0)
u
b1 b2
by=b2ob1
x(p)
u
(a) (b)
y(b) y(b)
y(p)
s
(H(s))2
(c)
Figure 17. Notations for computing the relations induced by the singular
points on L (parts (a),(b),(c)) and for the proof that the relations induced
by the singular points to the left of L have no conjugations (part (d)).
As for the relation induced by the point p0, we have to apply the braid (H(σ))
2 on
the initial skeleton of p0, where σ is drawn in Figure 17(b) (see the proof of Lemma 4.2),
and then rotating the complex points by 90◦ counterclockwise. The resulting skeleton is
presented in Figure 17(c) and since the generator corresponding to L commutes with the
generators corresponding to the hyperbola, the induced relation has no conjugations. A
similar computation works for all the other intersection points on L. Thus, we proved that
all the intersection points on L induce relations without conjugations.
Note that the singular points which are to the right of u already appeared in A′ and thus
their associated skeletons are the same (when increasing the corresponding indices by 1).
Let p′ be the highest intersection point on L.
We now prove that all the skeletons of the singular points to the left of p′ are the same
when computed in A and in A′, besides the fact that the indices of the points of the skeletons
in A are increased by 1 (this is due to the fact that L is numbered as 1 in the fiber over
u). Once we prove that, we can use the fact that π1(C
2 − A′, u) is conjugation-free and
the methods outlined in part (II) of the proof of Step 3.8 to simplify these relations and to
prove that π1(C
2 −A, u) has a conjugation-free geometric presentation.
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In order to prove that, we need additional notations. Numerate the intersection points on
L, starting from the highest real intersection point on L, by pu = p
′, . . . , pv = p, . . . , p1, p0, α, α′
(note that all the intersection points are nodes except for pv which is an intersection point
of multiplicity m) and denote their corresponding Lefschetz pairs by
• su = [n− 3, n− 2], . . . , sv+1 = [v +m, v +m+ 1],
• sv = [v + 1, v +m],
• sv−1 = [v, v + 1], . . . , s0 = [1, 2], sα, sα′ ,
where n − 2 is the number of lines in A (recall that we get two additional generators from
the hyperbola).
Let u′ = x(p′)− ε (see Figure 17(d)). For every singular point y ∈ A which is to the left
of u′, let sy be the initial skeleton of y. We now consider the braids which are applied on sy
while going along a path βy starting at x(y) + ε and ending at u. This path can be divided
into two parts: the first part β1 which starts at x(y)+ ε and ends at u
′ and the second part
β2 which starts at u
′ and ends at u.
Let (s′y)1 (resp. (s
′
y)2) be the skeleton of y after we apply on it the braids induced by β1
(resp. βy) in the arrangement A′ and let (sy)1 (resp. (sy)2) be the corresponding skeleton
after we apply on it the braids induced by β1 (resp. βy) in the arrangement A.
Note that the braid induced by the path β2 in A′ is
∆〈v + 1, v +m− 1〉,
as p ∈ A′ is the only intersection point (with multiplicity m − 1) in the section {m ∈ C2 :
u′ < x(m) < u}. Now, the braid induced by the path β2 in A is:
B2
.
= ∆〈n− 3, n − 2〉 · · ·∆〈v + 1, v +m〉 · · ·∆〈2, 3〉∆〈1, 2〉(H(σ))2 .
Note that the fibers over x(y) + ε in A and in A′ differ only by one point, as there is an
additional point in the fiber of A, being the highest point (numbered as n) which represents
the line L. Note also that the skeletons (s′y)1 and (sy)1 are the same, as the line L does not
intersect the other components in the section between x(y) and u′. The only difference is
that the fiber over u′ in A has an additional point (being the highest point which represents
the line L), and the skeleton (sy)1 does not go around this point.
Now, when applying B2 on (sy)1, recall that β2 is a path beneath all the intersection
points of L (that is, there are no intersection points on L outside the section {a ∈ C2 :
u′ < x(a) < u}). Since L is almost vertical with a negative slope, the braid B2 induces
on the point numbered as n in A (in the fiber over u′) the motion δn, that is, the point n
performs a counterclockwise 180◦ rotation, eventually turning into the point numbered as
1. Moreover, as the point n (in the fiber over u′) is not involved in the skeleton (sy)1, the
only braid that does affect (sy)1 is ∆〈v+1, v+m〉. At the stage of applying ∆〈v+1, v+m〉
(in A), the point that was numbered as n is then numbered as v +m and is beneath the
skeleton (sy)1. The braid ∆〈v + 1, v +m〉 sends the point v + m to the point v + 1 and
the effect on the skeleton itself is as the effect of ∆〈v + 1, v +m− 1〉. This means that the
skeletons (s′y)2 and (sy)2 are the same, except for that all the indices in s
′′
y are increased
by 1. As was indicated above, we can use the same simplification process with the method
described in Part (II) of the proof of Step 3.8 to simplify all the relations.
As for the case when the basepoint of π1(C
2 −A) is u = x(p′)− ε, the proof follows the
same arguments as above.
Case (2): This case covers the remaining two situations: either that C is an ellipse and
p is between the two branch points or that C is a hyperbola and p is not between the two
branch points. As in case (1), we first rotate the line L to be almost vertical with a negative
slope. In both situations, the line L intersects C in two real points and thus these two
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situations present the same behavior. After the rotation of L, we get the arrangement in
Figure 18(a) (though Figure 18 presents the case of an ellipse rather than a hyperbola, the
proof is independent of the model of C in R2, since we do not use the fact that C is an
ellipse, but rather the fact that L intersects C in two real points).
p
L
p
p
L
p
(b)
y
x(y)
p0
x(p0)u
u
b1b2
(a)
by=b1ob2
x(p)
Figure 18. Second case: Part (a) is an illustration for the real part of
A = A′ ∪ L for an ellipse. Part (b) depicts notations for the proof of the
claim that the relations induced by the singular points to the right of L have
no conjugations.
Let p′ be the highest intersection point of L (with respect to the y-coordinate) and choose
u ∈ ℓ such that u = x(p′) − ε, where 0 < ε ≪ 1. We choose the basepoint of π1(C2 − A)
to be u. Numerate the intersection points on L, starting from the lowest point on L, by
p0, p1, . . . , pv = p, . . . , pu = p
′ (note that all the points pi are nodes except for pv which is
an intersection point of multiplicity m) and denote their corresponding Lefschetz pairs by
• s0 = [1, 2], s1 = [2, 3], . . . , sv−1 = [v, v + 1],
• sv = [v + 1, v +m],
• sv+1 = [v +m, v +m+ 1], . . . , su = [n − 1, n],
where n − 2 is the number of lines in A (recall that we get two additional generators from
the ellipse). Define u′ ∈ ℓ as u′ = x(p0) + ε.
We will prove that all the skeletons of the singular points to the left of u or to the right of
u′ are exactly the same when being computed in A or in A′. Once we prove that, combined
with the fact that all the relations induced by the singular points on L have no conjugations,
then we can use the fact that π1(C
2−A′, u) is conjugation-free and the method described in
Part (II) of the proof of Step 3.8 to simplify these relations and to prove that π1(C
2−A, u)
has a conjugation-free geometric presentation.
However, the proof now follows exactly the same arguments described in Step 3.8 (indeed,
the notations described in Figure 18(b) work also for that step), and thus we refer the reader
to there. As for the case when the basepoint of π1(C
2 − A) is u = x(p0) + ε, the proof
follows the same arguments as above (see e.g. Step 3.9). 
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We now prove that moving the basepoint below a projection of a branch point preserves
the conjugation-free property.
Step 4.5. Let b be a branch point of a conic, and denote u = x(b) + ε, u′ = x(b) − ε. If
π1(C
2 −A, u) is conjugation-free, then π1(C2 −A, u′) is also conjugation-free.
Proof. Without loss of generality, we can assume that the fiber over u contains n real points,
where the points numbered as c, c+1 represent the conic, and thus the fiber over u′ contains
n − 2 real points and 2 complex points: indeed, the points numbered as c, c + 1 perform
a 90◦ counterclockwise rotation when passing from u to u′. This rotation describes the
result of the isomorphism π1(C
2 − A, u) → π1(C2 − A, u′) at the level of the skeletons.
However, when we work with a real model (D,K) of the braid group (using Definition 2.8),
we can perform any diffeomophism equivalent to the identity and get the same presentation
by means of generators and relations. Thus, when taking the basepoint to be u′, we can
perform on every skeleton a 90◦ clockwise rotation on the points numbered as c, c + 1.
This diffeomorphism is the identity at the level of the generators associated to the conic
in π1(C
2 −A, u′), and therefore we can use the same simplification process as was done in
π1(C
2 −A, u) for proving that π1(C2 −A, u′) is conjugation-free. 
We now prove that π1(C
2−A, u) has a conjugation-free geometric presentation for every
basepoint u that belongs to one of the following domains:
• D1 = {u ∈ ℓ−N : x(p′) < u < x(α)}.
• D2 = {u ∈ ℓ−N : x(α) < u}.
• D3 = {u ∈ ℓ−N : x(p′) > u}.
Step 4.6. For u ∈ D1, π1(C2 −A, u) has a conjugation-free geometric presentation.
Proof. The proof is the same as the proof of Step 3.10. 
Before proving that π1(C
2 −A, u) has a conjugation-free geometric presentation for the
domains D2 and D3, we want to examine what are the implications that π1(C
2 − A, u)
has a conjugation-free geometric presentation for a certain basepoint u. In particular, this
means that whenever we have a relation in the presentation of π1(C
2 − A, u), written by
the geometric generators which has conjugations of the generators, these conjugations can
be removed.
One important implication of the conjugation-free property is that while the conic induces
two geometric generators x1, x2 in π1(C
2−A, u), the conjugation-free property implies that
the relations, coming from both branch points, are x1 = x2. Thus, we can say that not only
the conic contributes only one generator in the presentation of π1(C
2−A, u), denoted by x,
but that there are no other relations induced by the branch points (apart of x1 = x2). Note
that if the presentation is not conjugation-free, we may get new relations from the branch
points which are not x1 = x2 (see e.g. the third step in the proof of [15, Theorem 4.2]).
Recall that we assume that β(A) = 0 and deg(A) = n.
Step 4.7. Assume that π1(C
2 − A, u) has a conjugation-free geometric presentation. Let
Γk1 , . . . ,Γkn−2 be the geometric generators associated to the n−2 lines of A. Then [x,Γi] = e
for all 1 ≤ i ≤ n− 2.
Proof. First, note that if the conic C intersects a line Lα transversally at two nodes, then
[x,Γα] = e, due to the conjugation-free property. Thus we assume that there is at least one
multiple point in A which the conic passes through it. Note that β(A) = 0 implies that
the graph G(A) is a forest. We look at the forest G(A) and we start from a leaf, assuming
that the conic passes through the intersection point of multiplicity m+ 1 that corresponds
to this leaf (if not, move to its direct ancestor, i.e. to the next step in the proof).
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In this case, the relations induced by this point are:
(11) Γim · · ·Γi1x = Γim−1 · · ·Γi1xΓim = · · · = Γi1xΓim · · ·Γi2 = xΓim · · ·Γi1 ,
where Γij , 1 ≤ j ≤ m, are the geometric generators associated to the lines Lij which pass
through this multiple point. Note that there are no conjugations in the relations, since the
presentation is a conjugation-free. Since we are dealing with a leaf, all the lines (except
maybe for one, which corresponds to the edge connected to its direct ancestor) intersect
the conic also in a node. Numerate the lines in such a way that Li1 is the line that possibly
does not intersect the conic in a simple point. Again, since the group has a conjugation-free
geometric presentation, we have the following relations, induced by these simple points:
(12) [x,Γij ] = e, for all 2 ≤ j ≤ m.
Therefore, from relations (11) and (12), one can easily deduce that
[x,Γi1 ] = e.
Indeed, using relations (12) and the equality Γim · · ·Γi1x = xΓim · · ·Γi1 (left hand side and
right hand side of relations (11)), we have [x,Γi1 ] = e as needed.
With this data, we can proceed to the immediate upper level of the tree, which means
that we proceed to the second multiple point that is on Li1 ∩ C (if it exists).
Now, we do the same process as above to the new level, as this point can now be treated
as a “leaf”, i.e. with the same properties regarding the relations in the fundamental group.
In this way, we go over all the vertices of the graph that the conic passes through the
corresponding multiple points. 
Remark 4.8. Note that the essential data that we have used during the proof of Step 4.7
is that there is a vertex (a leaf, to be exact) in the graph, that all the lines, except maybe
for one, that passes through it, intersect the conic in a node. We will use that property in
order to generalize Step 4.7 for other arrangements whose graph may contain a cycle.
We use Step 4.7 in order to prove that if u is in the domains D2 and D3, π1(C
2 −A, u)
has a conjugation-free geometric presentation too.
Step 4.9. For u ∈ D2 = {u ∈ ℓ − N : x(α) < u}, π1(C2 − A, u) has a conjugation-free
geometric presentation.
Proof. The proof of this step is based on the following three claims:
(1) All the skeletons induced by the intersection points not on L are the same in A, as
if they were computed in A′, except for that all the indices in A are increased by 1.
(2) All the relations induced by the nodes on L have no conjugations.
(3) The relation induced by p ∈ L has no conjugations.
The proofs of claims (1) and (2) are exactly the same as the proofs of the corresponding
claims in Step 3.11. However, for claim (3), we have to perform some changes in the proof.
As in Step 3.11, the proof is by induction on the location of u, and we use the same notations
from that step. Explicitly, let q1, . . . , qk be the singular points in the domain D2, and we
assume that u = x(qi)− ε, u′ = x(qi) + ε, when we know, by the induction hypothesis that
the conjugation-free property holds for u ∈ {m ∈ ℓ − N : x(q1) − ε < m < x(qi)}. Recall
that the Lefschez pair of the point p ∈ L (in the fiber above x(p) + ε) is [v + 1, v +m].
When the basepoint is u, then the relation induced by the point p ∈ L is:
(13) [Γ1,ΓBu(v+2),ΓBu(v+3), . . . ,ΓBu(v+m)] = e,
due to the conjugation-free property of π1(C
2−A, u). Note that when going to the basepoint
u′, the induced isomorphism is f ′3 as described in Equation (6). However, now we should
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note that f ′3 can affect at most two of the generators ΓBu(x), v + 2 ≤ x ≤ v +m. This is
different from the situation in line arrangements, where it is impossible that two different
lines will pass both through p and qi. On the other hand, in CL arrangements, the conic
and a line L′ can both pass through p and qi (see Figure 19). Hence, two different geometric
generators, in the relation induced by p, might be affected by f ′3.
L
p qi
L
Figure 19. The case where the conic and a line L′, which pass through p,
pass through another singular point qi too.
We now divide the proof into three cases: when f ′3 does not affect any of the generators
ΓBu(x), when it affects only one of them and when it affects two of them. As for the first
two cases, the proof is the same as the proof of cases (1) and (2) of claim (3) in the proof
of Step 3.11. We now deal with the third case.
Recall that the conic contributes two generators to π1(C
2 − A, u), denoted by x1, x2.
Assume that in the fiber over u, the local numeration of the components intersecting in qi
is a, a + 1, . . . , a + s = b, where 1 < a (since the line L is numbered as 1 in the fiber over
u). Without loss of generality, assume that over u, it is the generator x1 that participates
in the relation (13), such that x1 is equal to Γa+t, where 0 ≤ t ≤ s. Since π1(C2 −A, u) is
conjugation-free, we know that x1 = x2 in π1(C
2 −A, u). Moreover, by Step 4.7, we know
that [Γi, x2] = e for any generator Γi associated a line in A.
Thus, in π1(C
2 −A, u′),
(14) f ′3(x1) = f
′
3(Γa+t)
.
= Γ′b · · ·Γ′b−t+1Γ′b−tΓ′−1b−t+1 · · ·Γ′b−1,
and f ′3(x2) = x
′
2. Therefore, the relation x1 = x2 is mapped in π1(C
2 −A, u′) to f ′3(x1) =
f ′3(x2), which is:
(15) Γ′b · · ·Γ′b−t+1Γ′b−tΓ′−1b−t+1 · · ·Γ′b−1 = x′2.
Now, in π1(C
2 −A, u), we know that [Γa, x2] = e. Thus, in π1(C2 −A, u′) we have that
[f ′3(Γa), f
′
3(x2)] = e → [Γ′b, x′2] = e.
Also, the existing relation [Γa+1, x2] = e in π1(C
2 −A, u) is transformed in π1(C2 −A, u′)
to:
[f ′3(Γa+1), f
′
3(x2)] = e→ [Γ′bΓ′b−1Γ′b−1, x′2] = e
[Γ′
b
,x′2]=e→ [Γ′b−1, x′2] = e.
In the same way, we get that [Γ′j , x
′
2] = e for every b − t + 1 ≤ j ≤ b in π1(C2 − A, u′).
Thus, relation (15) is simplified to Γ′b−t = x
′
2 and therefore, e = [Γ
′
j , x
′
2] = [Γ
′
j,Γ
′
b−t] for any
b− t+ 1 ≤ j ≤ b. Thus, by Equation (14),
(16) f ′3(Γa+t) = Γ
′
b−t.
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Now, we deal with the behavior of the generator associated to the line L′ passing through
p and qi, under the isomorphism f
′
3. We would like to prove that if this generator is Γa+y,
then f ′3(Γa+y) is a conjugation of Γ
′
b−y by other geometric generators which commute with
Γ′1.
We split the treatment into two cases.
If the line L′ is numbered over u as a′
.
= a+ t−m, for m > 0, then
f ′3(Γa+t−m)
.
= Γ′b · · ·Γ′b−t+m+1Γ′b−t+mΓ′−1b−t+m+1 · · ·Γ′b
−1
.
The conjugating generators of Γ′b−t+m correspond to lines that intersect the line L in nodes,
and thus (by claim (2)) the generator Γ′1 commutes with all of them in π1(C
2 −A, u′).
If this line is numbered over u as a′
.
= a+ t+m,m > 0, then
f ′3(Γa+t+m)
.
= Γ′b · · ·Γ′b−t−m+1Γ′b−t−mΓ′−1b−t−m+1 · · ·Γ′b
−1
.
Note that one of the conjugating generators of Γ′b−t−m is Γ
′
b−t. By Step 4.7, we know that
[Γ1, x2] = e in π1(C
2 −A, u). Thus
e = [f ′3(Γ1), f
′
3(x2)] = [Γ
′
1, x
′
2]
Γ′
b−t
=x′
2
= [Γ′1,Γ
′
b−t]
in π1(C
2 −A, u′). Therefore, using again the same argument above, Γ′1 commutes with all
of conjugating elements of Γ′b−t+m.
To conclude, by Equation (16), this means that relation (13) in π1(C
2 −A, u′) is turned
to
[Γ′1,Γ
′
Bu(v+2)
,Γ′Bu(v+3), . . . ,Γ
′
a′−1, f
′
3(Γ
′
a′),Γ
′
a′+1, . . . ,Γ
′
Bu(v+m)
] = e,
where f ′3(Γ
′
a′) equals to a conjugation of a geometric generator with generators, which
commute with Γ′1. Therefore, we can now proceed exactly as described in the last paragraphs
of the proof of Step 3.11. 
The proof for u ∈ D3 follows the same arguments as in the case for real line arrangements
(see Step 3.12), and therefore, we have proved that π1(C
2−A, u) is conjugation-free for any
u ∈ ℓ−N . 
This completes the proof of Proposition 2.18(2).
5. Results and Applications
In the following two subsections, we would like to investigate the cases where β(A) = 0
or β(A) = 1 for a CL arrangement A. The first subsection concentrates on the case where
β(A) = 0, examining the structure of the corresponding fundamental group. The second
subsection concentrates on the case where β(A) = 1, where the conic does not pass through
all the multiple points which correspond to the vertices of the graph.
Moreover, we are especially interested to find the cases where the presentation and the
structure of the affine fundamental group can be directly read from the graph (i.e. the
lattice of the arrangement determines the fundamental group of its complement), so one
of our aims in this section is to find out for which real CL arrangements, the fundamental
group is either abelian or conjugation-free.
5.1. The case of a graph with no cycles. In this section, we prove Theorem 2.7. We
first prove that the fundamental groups of the complements of these CL arrangements (with
one conic), whose graph has no cycles, have a conjugation-free geometric presentation (see
Proposition 5.1), and then we find out the structure of these fundamental groups.
Using Proposition 2.18(2) inductively, we have the following proposition:
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Proposition 5.1. Let A be a real CL arrangement with one conic and k lines. Suppose
that β(A) = 0. Then π1(C2 −A) has a conjugation-free geometric presentation.
Proof. First, note that by Lemma 4.3, the conjugation-free geometric presentation is inde-
pendent of the basepoint for this class of CL arrangements (assuming that the basepoint
is real). Note that β(A) = 0 implies that the graph G(A) is a forest. Hence, the CL ar-
rangement can be constructed inductively according to the graph (see an example in Figure
20): first draw the conic and all the lines that do not contribute to the graph (i.e. the lines
that do not pass through any multiple point). Obviously, the fundamental group of this
arrangement has a conjugation-free geometric presentation for every real basepoint (since
all the components are in general position, the fundamental group of the affine complement
is abelian, due to [27]). Now start from the root of one of the trees, i.e. draw all the lines
that correspond to the edges connected to this root (see Figure 20(a)). By Proposition
2.18(2), the conjugation-free property is preserved. In the following steps, construct the
rest of the arrangement by going to the direct successors of the tree’s root, and drawing
the corresponding lines (see Figures 20(b) and 20(c)). Note that since at each step, we
draw a single line passing through only one intersection point and there are no cycles in the
resulting graph, the conjugation-free property is preserved. When comparing the resulting
arrangement to the original one, the only lines that can be missing are lines that pass only
through one multiple point. Thus adding these lines will again preserve the conjugation-free
property.
a a
(a) (b) (c)
Figure 20. An example for an inductive construction of the CL arrange-
ment according to the graph (see Proposition 5.1): in step (a), we draw
the conic and three more lines which create a multiple point on the conic,
which corresponds to the tree’s root. In step (b), we add three (dotted)
lines creating three new multiple points, thus the associated graph of the
arrangement is a tree with a root and three successors. In step (c), we add
another (dotted) line creating a new multiple point, which corresponds to a
new successor in the tree.
Now, we do the same process to any other tree in the graph, if any. As this process is
finite, we are done. 
Now, we can prove Theorem 2.7.
Proof of Theorem 2.7. By Step 4.7 (which now holds independently of the basepoint u), we
can conclude that:
π1(C
2 −A) ∼= 〈x〉 ⊕ π1(C2 − (A− C)),
where x is the generator of the conic. Thus, it remains to prove that π1(C
2 − (A− C)) is
isomorphic to a direct sum of free groups and a free abelian group. However, this is straight-
forward, since β(A) = 0 implies that β(A − C) = 0. Now, since A− C is an arrangement
of lines, we can use Fan’s result [14] that the fundamental group of an arrangement of lines
whose graph has no cycles is a direct sum of free groups and a free abelian group.
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Explicitly, this means that:
π1(C
2 −A) ∼= Zr ⊕
p⊕
i=1
Fm(ai)−2 ⊕
q⊕
i=1
Fm(bi)−1,
where r = k + 2p+ q + 1−
p∑
i=1
m(ai)−
q∑
i=1
m(bi).

As a result, we have an immediate corollary stating when the fundamental group is
abelian.
Corollary 5.2. Let A be a real CL arrangement with one conic C with only branch points,
nodes and triple points as singularities. Assume that β(A) = 0 and all the triple points are
on the conic. Then π1(C
2 −A) is abelian.
There are some immediate consequences of Theorem 2.7, using the following decomposi-
tion theorem of Oka and Sakamoto [27]:
Theorem 5.3 (Oka-Sakamoto). Let C1 and C2 be algebraic plane curves in C
2. Assume
that the intersection C1 ∩ C2 consists of distinct d1 · d2 points, where di (i = 1, 2) are the
respective degrees of C1 and C2. Then:
π1(C
2 − (C1 ∪C2)) ∼= π1(C2 − C1)⊕ π1(C2 − C2)
We state the consequence for the case of CL arrangements with two conics, but the
general case is straight-forward.
Corollary 5.4. Let A be a real CL arrangement with two conics and k lines. Assume that
the conics intersect each other transversally and β(A) = 0. For i = 1, 2, let Vi be the set of
vertices of G(A) whose corresponding points lie on the conic Ci. If G(A) is a disjoint union
of two graphs G1, G2 such that Vi ⊂ Gi, then π1(C2 −A) is a direct sum of free groups and
a free abelian group.
Remark 5.5. The simplest case of a CL arrangement A with two conics, where we cannot
apply Corollary 5.4, is presented in Figure 21. However, a direct calculation shows that
p1
p2
Figure 21. The graph of the arrangement A is a single edge connecting the
two vertices corresponding to the triple points p1, p2.
π1(C
2 − A) has a conjugation-free geometric presentation and thus abelian (e.g. π1(C2 −
A) ∼= Z5). Therefore, it is reasonable to conjecture the following:
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Conjecture 5.6. Let A be a real CL arrangement with n conics and k lines, where for
each pair of conics, the two conics intersect each other transversally and neither a line
nor another conic passes through those intersection points. Suppose that β(A) = 0. Then
π1(C
2 −A) is a direct sum of free groups and a free abelian group.
We finish this section with the following conjecture for a general smooth plane curve:
Conjecture 5.7. Let C be a smooth plane curve, L a real line arrangement, such that for
each line L ∈ L, L intersects C transversally in a real point. Define the graph G(L∪C) as
in the case of CL arrangements (see Definition 2.6). If β(L∪C) = 0, then π1(C2− (L∪C))
is a direct sum of a free abelian group and free groups.
5.2. The case of a graph with one cycle, where the conic does not pass through
all the vertices of the cycle. In the following section, we want to examine the case
where β(A) = 1 (for a CL arrangement with one conic), where the conic does not pass
through all the multiple points corresponding to the vertices of the cycle (the case where
the conic does pass through all the the multiple points corresponding to the vertices of the
cycle is studied in [15]). We prove that not only that the affine fundamental group of the
complement has a conjugation-free geometric presentation, but that the generator of the
conic commutes with all the other generators.
Proposition 5.8. Let A be a real CL arrangement with one conic C such that:
(1) β(A) = 1.
(2) There is a vertex y ∈ G(A) such that y is a vertex contained in the cycle of G(A),
y 6∈ C and the two different edges exiting from y, which compose the cycle, are
associated to two different lines in A (see Figure 22), and both of them intersect the
conic also in a node.
Then, π1(C
2 −A) has a conjugation-free geometric presentation.
Proof. Let y ∈ A be an intersection point satisfying Condition (2). There are k lines
L1, . . . , Lk which pass through y; assume that L1, L2 are the lines which correspond to
edges of the cycle of G(A) (see Figure 22) and L3, . . . , Lk are not, otherwise there would
be more than one cycle in G(A). We can also assume that there are no other edges in
the graph G(A) exiting from y (indeed, as will be explained later, by the same methods of
Proposition 5.1, adding the corresponding lines will preserve the conjugation-free property).
zy
L1
L2
L3
Figure 22. The vertex y is contained in the cycle of the graph, and satisfies
Condition (2) and L1 and L2 are the lines correspond to two edges exiting
from y, intersecting the conic also in a node. The vertex z is contained in the
cycle but it does not satisfy Condition (2), since the edges in G(A) exiting
from z are associated to the same line L1.
We look at A′ = A − {L3, . . . , Lk}. Note that β(A′) = 0 (since y is a node in A′ and
there is only one cycle in A) and therefore π1(C2 − A′) has a conjugation-free geometric
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presentation (by Proposition 5.1). Now, draw the line L3 and rotate it till it is almost
vertical to the reference line ℓ. As was already proven, adding a line in almost vertical
position does not affect the conjugation-free property. Now, by the same course of the
proof of Lemma 4.3, we can still follow Steps 4.4, 4.5 and 4.6. The problem is Step 4.7
(proving that all the generators corresponding to the line commute with the generator x
corresponding to the conic), as it relies on the fact that β(A) = 0. However, the proof
of Step 4.7 starts with choosing one leaf of the graph G(A) whose corresponding singular
point is located on the conic C, and proving that all the generators, corresponding to the
lines passing through that leaf, commute with x (see Remark 4.8).
But if we choose the vertex corresponding to y as that “leaf” here, we see that the same
phenomenon happens here; indeed, L1 and L2 intersect C also in a node, and therefore
the corresponding generators commute with x. L3 intersects C in two nodes, and thus
the corresponding generators commute with x. This means that for the ancestors of the
vertex corresponding to y, there is at most only one generator (corresponding to the lines
passing through that vertex) that may not commute with x and now we can continue using
the same methods of Step 4.7 till we cover all the vertices of the cycle of G(A). Thus
π1(C
2 − (A′ ∪ L3)) has a conjugation-free presentation. In the same way, we can add the
lines L4, . . . , Lk inductively and get that π1(C
2−A) has a conjugation-free presentation. 
The above proof implies that the conic contributes only one generator to the fundamental
group, denoted by x and it commutes with any other generator, corresponding to a line in
the arrangement, i.e.:
Proposition 5.9. Let A be a real CL arrangement with one conic C. If A satisfies the
conditions of Proposition 5.8, then:
π1(C
2 −A) ∼= 〈x〉 ⊕ π1(C2 − (A− C)),
where x is the generator associated to the conic.
Remark 5.10. (1) Note that if A is a CL arrangement satisfying the conditions of Propo-
sition 5.8 and G(A − C) has no cycles, then we know that π1(C2 − (A − C)) is a direct
sum of free groups and a free abelian group (see [13, 18]), and thus, by Proposition 5.9,
π1(C
2 −A) is also a direct sum of free groups and a free abelian group.
(2) The class of CL arrangements with a conjugation-free geometric presentation is larger
than stated in Proposition 5.8. Indeed, it is easy to see that if the graph of a CL arrangement
with one conic is a disjoint union of cycles, then the arrangement has a conjugation-free
geometric presentation as well.
See also Section 6, where we define the notion of a conjugation-free graph, and show that
if the associated graph of the arrangement is a conjugation-free graph, then the fundamental
group of the arrangement has a conjugation-free geometric presentation.
Example 5.11. Based on Remark 5.10(1), the affine fundamental group of the complement
of the CL arrangement in Figure 23 is isomorphic to Z2 ⊕ F2 ⊕ F2.
Figure 23.
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6. Conjugation-free graphs
Following Remark 5.10(2) and the methods presented in the previous sections, this section
examines a subclass of graphs, associated to a real line arrangement or to a real CL arrange-
ment, which implies that the fundamental group of the arrangement has a conjugation-free
geometric presentation.
6.1. A conjugation-free graph for real line arrangements. We start with the case of
real line arrangements; Recall Proposition 2.18(1):
Proposition 6.1. Let L be a real line arrangement such that π1(C2−L, u) has a conjugation-
free geometric presentation for any real basepoint u ∈ ℓ−N , where ℓ is the reference line.
Let L be a real line not in L that passes through at most one intersection point of L. Then
π1(C
2 − (L ∪ L), u) has a conjugation-free geometric presentation for any real basepoint u.
We can use this proposition to reprove the main result of [10, Proposition 1.4] in an
inductive way:
Proposition 6.2. Let L be a real line arrangement. If G(L) is a cycle, then π1(C2 − L)
has a conjugation-free geometric presentation.
Proof. We build L inductively: at each step, we prove that the fundamental group is
conjugation-free.
(1) First, draw only the lines that correspond to the edges of the cycle G(L): denote by L0
the resulting arrangement. Since G(L) is a cycle, then G(L0) is the empty graph, as all the
intersection points of L0 are nodes. Thus π1(C2 − L0) is abelian and it is conjugation-free
for any basepoint.
(2) Denote by x1, . . . , xs the nodes of L0 such that their associated vertex appeared in
the graph G(L) (i.e. these points correspond to the vertices of G(L)). Looking at the
arrangement L, there are ki lines passing through the point xi: Li1 , . . . , Liki . Note that in
L0, for each xi either one or two lines from the set {Lij}kij=1 were drawn (see Figure 24).
p
p L1
L2
Figure 24. For the point p, the lines L1 and L2 are drawn; for the point
p′, only the line L1 is drawn.
Look at the point x1 and assume that L11 and L12 (or L11) were already drawn while
building L0. Let L1 .= {L11 , L12} (or L1 .= {L11} resp.). Then L′1 .= {L1j}kij=1−L1 is a set of
lines such that for each L ∈ L′1, L∩{xi}si=1 = x1; otherwise (explicitly, if L∩{xi} = {x1, xm},
m 6∈ {2, s}) we would get that β(L) > 1. Note that if m = 2 or m = s, then L would be
already in L1 (which is not possible, as L ∈ L′1).
Therefore, each L ∈ L′1 passes through a single intersection point of L0 and we can
inductively add all the lines L ∈ L′1 to L0 and preserve the conjugation-free property, by
Proposition 6.1.
(3) We continue as in step (2) for the points x2, . . . , xs, adding the missing lines. At each
step, the conjugation-free property is preserved. 
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Recall the following result, stated in [11, Corollary 2.5]:
Proposition 6.3. Let L be a real line arrangement satisfying β(L) ≤ 1. Then, π1(C2−L)
has a conjugation-free geometric presentation.
Proof. Indeed, this was already proved in [11], and we review the proof shortly. For the case
β(L) = 0, this is the content of Fan’s result [14]: in this case, the fundamental group is a
direct sum of a free abelian group and free groups and it is easy to see that it is conjugation-
free for any basepoint. When β(L) = 1, we can continue the construction above: all one
needs to do is to add the lines corresponding to the trees whose roots lie on the unique cycle
of G(L). 
Note that it is shown in [11] that if the graph is a disjoint union of cycles, then the
arrangement is also conjugation-free, based on Oka-Sakamoto’s theorem (see Theorem 5.3).
The above construction motivates the following definition:
Definition 6.4. Let G be a planar connected graph and denote by deg(v) the number of
edges exiting from a vertex v ∈ G. The graph G is called a conjugation-free graph (CFG)
if:
(1) β(G) ≤ 1, or
(2) Let {vi}mi=1 be the set of vertices in G satisfying deg(vi) ≤ 2. For each vi, 1 ≤ i ≤ m,
denote by Vi the subset of G, composed of the vertex vi and the edge(s) exiting from
it. Let X = X(G)
.
=
⋃m
i=1 Vi. Then G is a conjugation-free graph if G−X is.
The main result of this section is:
Theorem 6.5. Let L be a real line arrangement. If G(L) is a disjoint union of conjugation-
free graphs, then π1(C
2 −L) has a conjugation-free geometric presentation.
Before proving the theorem, we give some examples of conjugation-free graphs.
Example 6.6. (1) Obviously, a forest is a CFG.
(2) Graphs (a) and (b) in Figure 25 are CFGs.
(3) The Ceva arrangement (also called the braid arrangement) has a non conjugation-
free graph (see Figure 25(c)).
(c)(b)(a)
Figure 25. Graphs (a) and (b) are conjugation-free graphs. Graph (c) is
not a conjugation-free graph.
Remark 6.7. Using the package TESTISOM (see [20]), one can show that there exist
arrangements having a conjugation-free presentation for their fundamental group, though
their associated graph is not a conjugation-free graph, e.g. the graph presented in Figure 26.
Proof of Theorem 6.5. We start with the case where L is a real line arrangement whose
graph G(L) is a connected conjugation-free graph. If β(L) ≤ 1, then the theorem holds due
to Proposition 6.3. Assume now that β(L) > 1. Denote G = G(L) and X = X(G) (the set
of edges and vertices defined in Definition 6.10). We split our treatment into two cases.
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Figure 26. A graph which is not a conjugation-free graph, though the
fundamental group of its associated line arrangement has a conjugation-free
geometric presentation.
Case (1): Assume that the graph G−X has at most one cycle. Let V = {v1, . . . , vs} ⊂ X
be the set of vertices (of G) which were removed. We now look at the sub-arrangement LX
of L, which is the line arrangement associated to the graph G−X; i.e.
LX = L − {lines that pass through vi, 1 ≤ i ≤ s}.
As β(LX) ≤ 1, the fundamental group of the complement of LX is conjugation-free for any
basepoint. Now, for each vi ∈ V ⊂ X, there are either one or two lines in L, that pass
through vi, which correspond to the removed edges in the graph G. Now, add these lines
to the arrangement LX and call the new arrangement L′X . Since these lines pass through
at most one multiple point, then L′X is also conjugation-free, by Proposition 6.1.
Note that the every line in L−L′X does not correspond to an edge in the graph. Therefore
it passes through only one multiple point of L − L′X , and thus also L is conjugation free.
Case (2): Assume now that the graph G−X has more than one cycle. Let G0 = G,X0 =
X,G1 = G0 −X0,X1 = X(G1), . . . , Gn = Gn−1 −Xn−1. Since G0 is a CFG, then there is
k ∈ N such that the graph Gk has at most one cycle. In this case, we proceed inductively:
in the first step, starting from the graph Gk, we add to the arrangement corresponding to
the graph Gk (which is conjugation-free) the lines that were removed from it in the last
step (i.e. the lines that pass through all the vertices with degree 2 in the graph Gk−1).
As was proved in case (1), we get an arrangement Lk−1 whose fundamental group has a
conjugation-free geometric presentation and its graph is Gk−1. Then we add to Lk−1 its
missing lines and we continue till we rebuild the whole arrangement L.
The above two cases finalize the proof for the case of a real line arrangement L, whose
graph G(L) is a connected conjugation-free graph. The general case of a real line arrange-
ment L, whose graph G(L) is a disjoint union of conjugation-free graphs, can be deduced
by Oka-Sakamoto’s theorem (see [27] and Theorem 5.3 above). 
We finish this section by looking at another operation hr: rotation of the arrangement L,
when the reference line ℓ (and the real basepoint u on it) remains fixed. We claim that when
a real line arrangement L can be built by adding one line that passes through at most one
intersection point at each step of its construction (i.e. the graph of L is a conjugation-free
graph), then hr preserves the conjugation-free property.
Lemma 6.8. Let L be a real line arrangement such that G(L) is a conjugation-free graph.
Then, on this class of real line arrangements, the operation hr preserves the conjugation-free
property for L; that is, both fundamental groups π1(C2 − L, u) and π1(C2 − hr(L), u) are
conjugation-free.
Proof. The proof is fairly trivial. We first draw the maximal number of lines of L such that
its graph is empty, i.e. the resulting arrangement L0 consists only of nodes. Obviously,
π1(C
2−L0, u) is conjugation-free, as it is abelian, for every basepoint u. It is also clear that
for hr(L0) the rotated arrangement, π1(C2 − hr(L0), u) is conjugation-free for every base-
point u. Now, for both arrangements, we can draw one line at each step of the construction,
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passing through at most one intersection point. By Lemma 3.6, at each step we still get
that the two resulting arrangements have fundamental groups which are conjugation-free,
and thus, eventually after drawing all the lines (in L − L0 and in hr(L) − hr(L0)), we get
that both fundamental groups have the conjugation-free property. 
Remark 6.9. While other lemmata (such as Lemma 3.3 and Lemma 3.4) prove the preser-
vation of the conjugation-free property by finding the explicit isomorphism, the above lemma
does not have to find it (even though the presentations of both fundamental groups are dif-
ferent), as we are using only the property that adding a line (that pass through at most one
intersection point) preserves the conjugation-free property.
6.2. A conjugation-free graph for real CL arrangements. In this section, we check
which results from Section 6.1 can be adapted to the case of real CL arrangements.
Note that if A is a real CL arrangement with only one conic, then the definition of a
conjugation-free graph can be applied with some changes. Explicitly:
Definition 6.10. Let G be a planar connected graph and let A be a real CL arrangement
with one conic C. The graph G is called a conjugation-free graph (CFG) associated to A if
G = G(A) and:
(1) β(G) = 0, or β(G) = 1 and G satisfies Condition (2) of Proposition 5.8,
or
(2) Let {vi}mi=1 be the set of all vertices in G satisfying deg(vi) ≤ 2 and the point
corresponds to the vertex vi is not on C. For each vi, 1 ≤ i ≤ m, denote by Vi
the subset of G, composed of the vertex vi and the edge(s) exiting from it. Let
X = X(G)
.
=
⋃m
i=1 Vi. Then G is a conjugation-free graph if G−X is.
Indeed, assume that we are given a real CL arrangement A with only one conic C and the
graph G(A) is a conjugation-free graph. Given an arrangement A′, such that C ∈ A′, with
a graph G′ ⊂ G with β(G′) = 0, or β(G′) = 1 and G′ satisfies the conditions of Proposition
5.8(2), we can add the “missing” lines (i.e. all the lines in A − A′) to this arrangement,
in the same way described in the proof of Theorem 6.5, and the conjugation-free property
of this arrangement is preserved (since all the lines intersect the conic in nodes, as we pass
them through points not on C, we can use the same arguments that were used in the proof
of Proposition 5.8).
Note that adding a conic C2, passing through a single intersection point, to a CL ar-
rangement A with one conic C1, which has a conjugation-free graph associated to it, also
preserves the conjugation-free property, under the following condition: Let C1, C2 be the
two conics of the CL arrangement A ∪ C2. For i = 1, 2, let Vi be the set of vertices of
G(A∪C2) which lie on the conic Ci. If G(A∪C2) is a disjoint union of two conjugation-free
graphs G1, G2 such that Vi ⊂ Gi, then π1(C2 − (A ∪C2)) has a conjugation-free geometric
presentation (by Corollary 5.4).
We finish this section with the following conjecture, related to real line arrangements
with a fundamental group having a conjugation-free geometric presentation:
Conjecture 6.11. Let L be a real line arrangement such that π1(C2−L) has a conjugation-
free geometric presentation, whose associated graph might not be a conjugation-free graph.
Let C be a conic that passes through a single intersection point of L. Then π1(C2− (L∪C))
has a conjugation-free geometric presentation as well.
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