Algumas classes de operadores integrais singulares com deslocamento e conjugação by Campos, Lina Isabel Fernandes
 UNIVERSIDADE DO ALGARVE 
FACULDADE DE CIÊNCIAS E TECNOLOGIA 
 
 
 
 
Algumas classes de operadores integrais 
singulares com deslocamento e conjugação 
 
(Dissertação para a obtenção do grau de mestre em Matemática, 
especialização em Matemática para o Ensino) 
 
 
Lina Isabel Fernandes Campos 
(Licenciada) 
 
 
Orientador: Doutor Juan Carlos Sanchez Rodriguez 
 
 
Júri 
                               
Presidente: Doutor Viktor Grigorovitch Kravchenko  
                        
Vogais:  Doutora Ana Isabel Baptista Moura Santos 
Doutor Juan Carlos Sanchez Rodriguez 
Doutor Rui Carlos de Maurício Marreiros 
 
 
Faro 
2007 
 UNIVERSIDADE DO ALGARVE 
FACULDADE DE CIÊNCIAS E TECNOLOGIA 
 
 
 
 
Algumas classes de operadores integrais 
singulares com deslocamento e conjugação 
 
(Dissertação para a obtenção do grau de mestre em Matemática, 
especialização em Matemática para o Ensino) 
 
 
Lina Isabel Fernandes Campos 
(Licenciada) 
 
 
Orientador: Doutor Juan Carlos Sanchez Rodriguez 
 
 
Júri 
                               
Presidente: Doutor Viktor Grigorovitch Kravchenko  
                        
Vogais:  Doutora Ana Isabel Baptista Moura Santos 
Doutor Juan Carlos Sanchez Rodriguez 
Doutor Rui Carlos de Maurício Marreiros 
 
 
Faro 
2007 
Agradecimentos
Ao Professor Juan Carlos Rodriguez, meu orientador, pelo seu saber, in-
centivo, apoio e orientac~ao permanentes, que tornaram possvel a realizac~ao
deste trabalho.
A todos os professores que leccionaram as cadeiras da parte curricular do
Mestrado em Matematica e a todos os professores com quem tive o privilegio
de aprender.
Ao Hugo pela sua amizade incondicional e pela forca constante que me
transmitiu.
A minha famlia e amigos por todo o carinho e dedicac~ao.
i
Resumo e palavras chave
Nome: Lina Isabel Fernandes Campos.
Orientador: Juan Carlos Sanchez Rodriguez, Professor Auxiliar.
Ttulo: Algumas classes de operadores integrais singulares com deslocamento
e conjugac~ao.
Resumo: Neste trabalho vamos considerar o operador emparelhado TA;B =
AP+ + BP  : Lp (T) ! Lp (T) ; 1 < p < 1; na circunfere^ncia unitaria,
T, com um grupo nito de deslocamentos lineares fraccionarios de Carle-
man  : T ! T; onde A e B s~ao operadores funcionais com coecientes em
L1 (T) ; da forma
n 1P
i=0
(ai0U
i
1 + ai1U
i
1U2) ; (Uj') (t) = u(t)'((t)); j = 1; 2;
s~ao os operadores de deslocamento com peso associados a um deslocamento
linear fraccionario de Carleman, de ordem n, que preserva a orientac~ao so-
bre T ou a um deslocamento linear fraccionario de Carleman que inverte a
orientac~ao, respectivamente, e P = 12(IS) s~ao os operadores de projecc~ao
complementares gerados por (S') (t)  1
i
R
T
'()
 t d ; o operador integral sin-
gular com nucleo de Cauchy. Usamos o facto bem conhecido de que o estudo
de um tal operador pode ser reduzido ao estudo de um operador integral
singular, sem deslocamento, cujos coecientes s~ao func~oes matriciais. Nestas
condic~oes e possvel caracterizar o nucleo do operador TA;B. Sera considerado
o caso particular em que  e um deslocamento linear fraccionario de Carle-
man de segunda ordem (((t))  t); que preserva a orientac~ao sobre T, no
qual e possvel a construc~ao de uma base do nucleo do operador TA;B:
Um estudo analogo e feito na recta real, R; para o operador TA;B =
AP+ + BP  : L2 (R) ! L2 (R) com deslocamento e conjugac~ao, onde A e
B s~ao operadores funcionais com coecientes em L1 (R) ; da forma a00I +
a10U + a01C + a11UC: Ser~ao tambem considerados casos particulares para os
quais e possvel descrever o nucleo do operador TA;B.
ii
Palavras chave: operadores integrais singulares; grupo nito de desloca-
mentos; factorizac~ao; operador de deslocamento; operador de conjugac~ao;
nucleo.
iii
Abstract and key words
Name: Lina Isabel Fernandes Campos.
Supervisor: Juan Carlos Sanchez Rodriguez, Auxiliar Professor.
Title: Sames classes of singular integral operator with shift and conjugation.
Abstract: In this work we consider the paired operator TA;B = AP++BP  :
Lp (T) ! Lp (T) ; 1 < p < 1, on the unit circle, T, with a nite group of
linear-fractional Carleman shift  : T ! T; A and B are functional op-
erators with L1 (T) coecients, of the form
n 1P
i=0
(ai0U
i
1 + ai1U
i
1U2) ; where
(Uj') (t) = u(t)'((t)); j = 1; 2; are weighted shift operators associated
to a n-order forward linear-fractional Carleman shift or a backward linear-
fractional shift, respectively, and P = 12(I  S) are the complementary
projections operators generated by (S') (t)  1
i
R
T
'()
 t d , the singular inte-
gral operator with Cauchy kernel. We use the well-known fact that the study
of this operator can be reduced to the study of a singular integral operator
without shift, with matrix coecients. Under these conditions it is possible
to characterize the kernel of the operator TA;B. It will be considered the
particular case when  is a forward linear fractional Carleman shift of order
two (((t))  t), in which we can construct the basis of the kernel of the
operator TA;B:
A similar study is done on the real line, R. We study the operator TA;B =
AP+ + BP  : L2 (R) ! L2 (R) with shift and conjugation, where A and B
are functional operators with L1 (R) coecients; of the form a00I + a10U +
a01C+a11UC. Particular cases will also be considered, for which it is possible
to describe the kernel of the the operator TA;B:
Key words: singular integral operators; nite group of shifts; factorization;
shift operator; conjugation operator; kernel.
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Introduc~ao
O tema deste trabalho insere-se na Teoria dos Operadores Lineares, na area
dos operadores integrais singulares com deslocamento.
O estudo de temas relacionados com a teoria deste tipo de operadores re-
monta ao incio do seculo passado. Em 1922, T. Carleman foi o primeiro
matematico a estudar um problema de contorno com deslocamento para
func~oes analticas, onde o deslocamento satisfaz a condic~ao (9) para n = 2,
designada posteriormente com o seu nome.
A teoria classica das equac~oes integrais singulares e de problemas de
contorno para func~oes analticas foi criada essencialmente por matematicos
sovieticos no seculo XX, mais precisamente na decada de quarenta. Entre os
seus fundadores encontra-se F. Gakhov, que publicou o livro [3].
Nas decadas de sessenta e setenta foi criada a teoria de Fredholm dos
operadores integrais singulares com deslocamento de Carleman devido, essen-
cialmente, ao trabalho de G. Litvinchuk. Estes resultados fazem parte da sua
obra [15], a qual reune tambem resultados de cientistas como I. Gohberg, N.
Krupnik, N. Karapetiants, S. Samko, V. Kravchenko, entre outros.
De facto, os anos setenta e oitenta foram um perodo de intenso desen-
volvimento da teoria dos operadores integrais singulares com deslocamento.
Muitos dos resultados alcancados foram sumarizados no livro [13], da autoria
de G. Litvinchuk e V. Kravchenko.
Mais recentemente, A. Lebre, A. Shaev, G. Drekova, J. Rodriguez, T.
Ehrhart, V. Kravchenko, entre outros matematicos, contribuiram para o de-
senvolvimento da teoria da solubilidade dos operadores integrais singulares
com deslocamento e conjugac~ao.
O presente trabalho tem como objectivo reunir alguns resultados ja
conhecidos relativamente a algumas classes de operadores integrais singu-
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lares com deslocamento linear fraccionario de Carleman, na circunfere^ncia
unitaria, T; e obter resultados sobre os operadores integrais singulares com
deslocamento linear fraccionario de Carleman e com conjugac~ao na recta real,
R:
Deste modo, comecamos por introduzir, no Captulo 1, toda a informac~ao
preliminar essencial para a compreens~ao dos restantes captulos, nomeada-
mente, os conceitos e propriedades basicas acerca do operador integral singu-
lar com nucleo de Cauchy, alguns resultados relativos a factorizac~ao
generalizada e a teoria dos operadores integrais singulares sem deslocamento
(Secc~oes 1.2 a 1.5). Nas Secc~oes 1.6 e 1.7 apresentam-se algumas propriedades
dos deslocamentos de Carleman, e feita a classicac~ao de grupos nitos de
deslocamentos, s~ao estudadas as propriedades dos deslocamentos lineares
fraccionarios de Carleman na circunfere^ncia unitaria, bem como apresentadas
algumas propriedades do operador de deslocamento.
O artigo [12] e o ponto de partida do Captulo 2. Vamos considerar o
operador emparelhado, com um grupo nito de deslocamentos:
TA;B = A P+ +B P  : Lp (T)! Lp (T) ; p 2 (1;1);
onde A e B s~ao os operadores funcionais
A =
n 1X
i=0
 
ai0U
i
1 + ai1U
i
1U2

;
B =
n 1X
i=0
 
bi0U
i
1 + bi1U
i
1U2

;
com coecientes em L1 (T), P = 12(I  S) s~ao os operadores de projecc~ao
complementares gerados por (S') (t)  1
i
R
T
'()
 t d ; o operador integral sin-
gular com nucleo de Cauchy, e (Uj') (t) = u(t)'((t)); j = 1; 2; s~ao os
operadores de deslocamento com peso associados a um deslocamento linear
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fraccionario de Carleman, de ordem n, que preserva a orientac~ao sobre T ou
a um deslocamento linear fraccionario de Carleman que inverte a orientac~ao,
respectivamente.
A teoria de Fredholm dos operadores integrais singulares com desloca-
mento de Carleman e bem conhecida (ver [9], [13], [15]).
Habitualmente, o estudo das propriedades do operador TA;B baseia-se na
correspondente relac~ao entre o operador TA;B e o operador integral singular
sem deslocamento e com coecientes matriciais. No referido captulo, o ponto
de partida da nossa analise e a relac~ao
T =  1TA;B;
a qual permite descrever o nucleo do operador TA;B. Estabelece-se uma
relac~ao entre o operador integral singular com deslocamento TA;B e o operador
integral singular sem deslocamento TA;B jE , com coecientes matriciais 2n2n,
em que E e um subespaco de L2np (T) ; p 2 (1;1) ; caracterizado pelas
condic~oes (45). Essa relac~ao e utilizada para determinar o nucleo do operador
TA;B, o que e feito segundo a observac~ao de que descrever o espaco kerTA;B
e equivalente a descrever o espaco kerTA;B jE :
Na secc~ao 2.2 sera considerado o operador integral singular com desloca-
mento linear fraccionario de Carleman de segunda ordem
(((t))  t); que preserva a orientac~ao sobre T, para o qual se determina a
dimens~ao do nucleo.
Por ultimo, o Captulo 3 e dedicado ao estudo do nucleo do operador
integral singular com deslocamento e conjugac~ao
TA;B = AP+ +BP  : L2 (R)! L2 (R) ;
ondeA eB s~ao operadores funcionais com coecientes em L1 (R) ; da seguinte
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forma
A = a00I + a10U + a01C + a11UC;
B = b00I + b10U + b01C + b11UC:
E conseguida uma descric~ao do nucleo do referido operador e nos casos
particulares do operador com deslocamento linear fraccionario de Carle-
man ou do operador com conjugac~ao s~ao tambem determinadas as bases do
respectivo nucleo.
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1 Preliminares
Este primeiro captulo sera, essencialmente, uma compilac~ao de denic~oes e
resultados indispensaveis a compreens~ao dos captulos seguintes.
Ao longo deste trabalho, ser~ao feitas refere^ncias as notac~oes, conceitos e
propriedades aqui expostos. Algum do material aqui includo e apresentado
de forma breve e, em regra geral, omitimos as demonstrac~oes, podendo todos
estes factos ser consultados nas refere^ncias bibliogracas citadas.
Comecamos por introduzir os espacos que ser~ao considerados ao longo
deste trabalho e por apresentar algumas noc~oes e caractersticas essenciais
do operador integral singular com nucleo de Cauchy.
Relembramos alguns resultados da teoria dos operadores integrais singu-
lares sem deslocamento e o conceito de factorizac~ao generalizada.
Posteriormente, apresentamos algumas propriedades dos deslocamentos
lineares fraccionarios de Carleman na circunfere^ncia unitaria e na recta real.
Finalmente, introduzimos o operador de deslocamento.
1.1 Espacos
Consideremos a seguinte denic~ao.
Denic~ao 1.1.1 Uma curva de Lyapunov e uma curva de Jordan orientada,
fechada ou aberta,  , que admite tangente em qualquer ponto t 2   e esta
tangente forma com o eixo real um a^ngulo (t) que satisfaz a condic~ao de
Holder, i.e., existe A > 0 tal que
j (t1)   (t2)j < A jt1   t2j ;
para 0 <   1 e t1; t2 2  :
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Uma curva de Lyapunov diz-se fechada se dividir o plano complexo esten-
dido, C1 = C [ f1g, em dois conjuntos abertos 
+  e 
   , sendo o primeiro
limitado, com fronteira comum  : A curva   diz-se orientada no sentido posi-
tivo se deslocando-se sobre   no sentido anti-horario o domnio 
+  permanece
a esquerda.
Introduzimos agora os espacos com que iremos trabalhar ao longo desta
exposic~ao.
Por Lp ( ) ; 1  p <1; representaremos o espaco das (classes de equivale^ncia)
func~oes complexas, ' :  ! C, mensuraveis a Lebesgue tais queZ
 
j' (t)jp jdtj
e convergente. Lp ( ) e um espaco de Banach (ver [5]), sendo a norma neste
espaco dada por
k'kLp( ) =
Z
 
j' (t)jp jdtj
 1
p
:
Usaremos L1 ( ) para designar o espaco de Banach das (classes de equivale^ncia)
func~oes complexas ' essencialmente limitadas com a norma
k'kL1( ) = esssup
t2 
j' (t)j :
Tambem sera considerado o espaco de Banach Lnp ( ) que consiste no
conjunto de vectores de dimens~ao n; v = (v1; :::; vn); com componentes vk 2
Lp( ); k = 1; :::; n: A norma denida neste espaco e dada por
kvkLnp ( ) = max1kn kvkkLp( ) :
No contexto deste trabalho,   representara a circunfere^ncia unitaria ou a
recta real, curva de Lyapunov fechada ou aberta, respectivamente.
Designaremos por T a circunfere^ncia unitaria, i.e., T = ft 2 C : jtj = 1g
e por T+(T ) o interior (exterior, respectivamente) de T:
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Como habitualmente, R designa a recta real,

R= R[f1g representa a
recta real compacticada a um ponto e C+(C ) e o semi-plano complexo
superior (inferior, respectivamente): C+(C ) = fz 2 C : Im z > 0(< 0)g :
Por C (T) denotamos o espaco de Banach de todas as func~oes ' contnuas
em T, com a norma
k'kT = max
t2T
j' (t)j :
Por C(

R) designa-se a algebra das func~oes f com valores em C; contnuas
em R e tais que
f(+1) = lim
t !+1
f(t);
f( 1) = lim
t ! 1
f(t)
s~ao nitos e iguais, com a norma
kfkR = sup
t2R
jf (t)j :
Dena-se
C(

R) = C(

R) \ L1 (R) ;
C 0 (

R) =

a 2 C (

R) : a( i) = 0

:
C(

R) representa o espaco das func~oes contnuas a Holder em

R; com
expoente  2 ]0; 1[ ; i.e., o subespaco das func~oes f em C(

R); tais que ef;
denida na circunfere^ncia unitaria T por ef   t i
t+i

= f(t); para t 2

R satisfaz
a condic~ao:
m( ef) = sup jf(t1)  f(t2)jjt1   t2j : t1; t2 2 R; t1 6= t2

<1:
E denida a norma em C(

R) da forma (ver [18])
kfkC = sup
t2R
jf(t)j+m( ef):
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Introduzimos ainda a notac~ao L(X; Y ) para representar o espaco dos
operadores lineares limitados do espacoX no espaco Y , e denotamos L(X;X)
por L(X).
Se X e Y s~ao espacos de Banach e A : X ! Y e um operador linear
limitado, i.e., A 2 L(X; Y ), chama-se nucleo do operador A ao seguinte
subespaco de X
kerA = fx 2 X : Ax = 0g :
A imagem de A e dada por
imA = fAx : x 2 Xg :
A dimens~ao do espaco kerA, i.e., o numero de soluc~oes linearmente inde-
pendentes da equac~ao Ax = 0; denota-se por dimkerA:
Um operador P 2 L(X) designa-se projecc~ao se e idempotente, i.e.,
P 2 = P:
Se P e uma projecc~ao ent~ao o operador Q = I   P e tambem uma
projecc~ao e designa-se projecc~ao complementar de P . Note-se que
PQ = PQ = 0;
para quaisquer duas projecc~oes complementares.
Se X1 e X2 s~ao subespacos de X tais que X1 \X2 = f0g ; ent~ao a soma
directaW = X1X2 dene um subespaco consistindo em todos os elementos
da forma x = x1 + x2; com x1 2 X1 e x2 2 X2:
Considere-se o operador denido por Px = x1: Este operador e idempo-
tente e X1 = imP , X2 = kerP: E um resultado bem conhecido que a soma
directa W = X1  X2 de dois subespacos X1 e X2 e fechada se e so se o
operador P e limitado e, por conseguinte, e uma projecc~ao. Neste caso, P
designa-se uma projecc~ao de W em X1 ao longo de X2:
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Toda a projecc~ao P 2 L(X) gera a soma directa X = X1  X2 com
X1 = imP e X2 = kerP:
1.2 O operador integral singular com nucleo de Cauchy
O operador integral singular com nucleo de Cauchy, S : Lp ( ) ! Lp ( ) ;
1 < p <1; e denido por
(S') (t)  1
i
Z
 
' ()
   td ; t 2  ; (1)
onde o integral e considerado no sentido do valor principal de Cauchy. A
func~ao
1
   t chama-se nucleo de Cauchy e a func~ao '(t), chamada densidade
do integral singular, pertence ao espaco Lp ( ).
O operador S satisfaz as seguintes propriedades (ver, por exemplo, [3] e
[8]):
(i) O operador S e limitado no espaco Lp ( ) ; com 1 < p < 1. Em par-
ticular, se   = T, ent~ao kSkL2(T) = 1.
(ii) Se   = T;R ent~ao S e involutivo, i.e.,
S2 = I;
onde I e o operador identidade.
Estas propriedades permitem introduzir em Lp ( ) o par de operadores
de projecc~ao complementares:
P =
1
2
(I  S) : (2)
Estes operadores ser~ao referidos como operadores de projecc~ao gerados
pelo operador S ou como operadores de projecc~ao de Cauchy em Lp ( ).
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Obviamente que
P+   P  = S; P+P  = P P+ = 0:
Usaremos a seguinte notac~ao:
L+p ( ) = P+Lp ( ) ;

L p ( ) = P Lp ( ) ; L
 
p ( ) = P Lp ( ) C:
Ou seja, de acordo com a terminologia habitual dos espacos de Banach, P+
projecta Lp ( ) em L
+
p ( ) ao longo de

L p ( ) e P  projecta Lp ( ) em

L p ( )
ao longo de L+p ( ). O espaco Lp ( ) e a soma directa Lp( ) = L
+
p ( )

L p ( ).
As propriedades do operador S anteriormente mencionadas mante^m-se
validas quando este e considerado no espaco Lnp ( ):
Informac~ao mais detalhada sobre os operadores S; P e as chamadas
formulas de Sokhostsky-Plemeli pode ser consultada em [3], [8] e [16].
1.3 Factorizac~ao de func~oes na circunfere^ncia unitaria
Denic~ao 1.3.1 Seja a 2 C(T) uma func~ao tal que a(t) 6= 0; t 2 T. O
ndice da func~ao a e o numero inteiro
ind
T
a =
1
2
farg a(t)gT ;
onde farg a(t)gT representa a variac~ao total do argumento da func~ao a(t)
quando a variavel t percorre T no sentido positivo (ver, por exemplo, [3]).
Denic~ao 1.3.2 Diz-se que uma algebra de Banach C C(T) e uma
R-algebra se R(T) e um conjunto denso em C, onde R(T), como habitual-
mente, representa o espaco das func~oes racionais sem polos em T.
Seja C uma algebra de Banach de func~oes contnuas em T, C C(T) com
as seguintes propriedades:
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1. R(T)  C;
2. C tem a propriedade da invertibilidade, i.e.,
a 2 C e a(t) 6= 0; t 2 T ) a 2 GC;
onde GC representa o grupo dos elementos invertveis da algebra C:
Designaremos por C+; C ;

C
 
as subalgebras de C denidas por
C+ = C\C+(T); C  = C\C (T);

C  = C\

C (T);
em que C(T) s~ao subalgebras de C(T) constitudas pelas func~oes contnuas
em T; e analticas em T; sendo limitadas no innito no caso de C (T);
e

C  e a subalgebra de C (T) constituda pelas func~oes que se anulam no
innito.
Denic~ao 1.3.3 Seja C uma algebra de func~oes contnuas em T; satisfazendo
as condic~oes 1 e 2. Diz-se que C e decomponvel se
C = C+

C :
Como se sabe, C(T) e uma R-algebra que n~ao e decomponvel (ver, por
exemplo, [1], oitavo captulo). A algebra de Wiener, das func~oes complexas
contnuas em T que admitem desenvolvimento em serie de Fourier absoluta-
mente convergente com kakW =
P
n2Z
janj < 1, providencia um exemplo de
uma R-algebra decomponvel.
Proposic~ao 1.3.4 Nas condic~oes da denic~ao anterior, C e decomponvel se
e so se o operador integral singular S e limitado em C. Se C e decomponvel
ent~ao P+ (P ) e o operador de projecc~ao sobre C+ (

C ) ao longo de

C  (C+) :
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Denic~ao 1.3.5 Seja C uma algebra decomponvel de func~oes contnuas em
T: Sendo a 2 C chama-se factorizac~ao de a em C qualquer representac~ao da
forma
a = a+t
a ;
em que a1+ 2 C+; a1  2 C  e  2 Z:
A factorizac~ao diz-se canonica se  = 0.
Obviamente que apenas as func~oes a 2 C n~ao singulares em T (i.e., os
elementos invertveis de C) podem admitir factorizac~ao em C. No caso das
R-algebras decomponveis, a recproca tambem e verdadeira. De facto, tem-
se:
Teorema 1.3.6 Seja C uma R-algebra de func~oes contnuas em T. Ent~ao
qualquer func~ao a 2 C n~ao singular em T admite uma factorizac~ao no sentido
da Denic~ao 1.3.5 se e so se C e decomponvel.
O conceito de factorizac~ao generalizada n~ao so permite garantir a
existe^ncia de factorizac~ao para todas as func~oes a 2 GC(T), como tambem
alargar este conceito a uma classe de func~oes mais geral, as func~oes essen-
cialmente limitadas em T:
Sejam p; q 2 (1;1) : O numero q = p
p  1 (p
 1 + q 1 = 1) e designado
expoente conjugado de p:
Denic~ao 1.3.7 Sejam a 2 GL1 (T) e p 2 (1;1) : Diz-se que a admite uma
factorizac~ao generalizada em (ou em relac~ao a) Lp(T) se pode ser representada
na forma
a = a+t
a  (3)
em que  2 Z e
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(i) a+ 2 L+p (T); a 1+ 2 L+q (T); a  2 L q (T); a 1  2 L p (T);
(ii) o operador a 1+ P+a
 1
  e limitado em Lp(T):
Facamos algumas observac~oes relativamente a denic~ao anterior:
1. Se a 2 C (T) e tal que existe uma factorizac~ao de a em relac~ao a T ent~ao
essa e uma factorizac~ao generalizada de a em Lp(T); para qualquer
p 2 (1;1) :
2. De salientar que o conceito agora introduzido diz respeito a um espaco
Lp(T), em que p 2 (1;1) esta xo. Pode acontecer que uma func~ao
admita factorizac~ao em Lp(T) para um determinado p 2 (1;1) e n~ao
admita factorizac~ao em Lr(T); com r 6= p:
3. Suponha-se que, para um determinado valor de p 2 (1;1) ; a 2 GL1 (T)
admite duas factorizac~oes em Lp(T); digamos
a = a
(s)
  t
sa
(s)
+ ; s = 1; 2:
Ent~ao tem-se necessariamente
1 = 2 = ; a
(2)
  = ca
(1)
  ; a
(2)
+ =
1
c
a
(1)
+ ;
em que c 2 Cn f0g :
O numero inteiro  na representac~ao (3), sendo univocamente de-
terminado pela func~ao a, e o ndice da func~ao a no espaco Lp(T);
representando-se por  = ind
T
a:
Mais detalhes sobre a factorizac~ao generalizada de func~oes podem ser
consultados, para alem das refere^ncias bibliogracas ja citadas, em [14].
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1.4 Factorizac~ao de func~oes matriciais
Comecamos por estabelecer o conceito de factorizac~ao generalizada em Lp(T);
p 2 (1;1) ; de uma func~ao matricial A 2 GLnn1 (T); o grupo dos elementos
invertveis da algebra Lnn1 (T):
Denic~ao 1.4.1 Seja A 2 GLnn1 (T); p; q 2 (1;1) com p 1 + q 1 = 1:
Diz-se que A admite uma factorizac~ao generalizada em (ou relativamente ao
espaco) Lp(T) se
(i) a func~ao matricial A pode ser representada na forma
A = A+A ;
em que
A+ 2

L+p (T)
nn
; A 1+ 2

L+q (T)
nn
;
A  2

L q (T)
nn
; A 1  2

L p (T)
nn
;
e  e um factor diagonal da forma
 = diag

t1 ; :::; t
n	
;
em que 1  :::  n s~ao numeros inteiros, designados por ndices
parciais da factorizac~ao.
(ii) o operador
A+P A 1+
representa um operador linear contnuo em Lnp (T):
Relativamente a esta denic~ao convem assinalar que a mesma tambem
e conhecida como factorizac~ao generalizada esquerda de A por oposic~ao a
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factorizac~ao generalizada direita que consiste em trocar os factores exteriores
na factorizac~ao esquerda.
O numero  =
nP
i=1
i designa-se por ndice total da factorizac~ao.
A factorizac~ao generalizada diz-se canonica se 1 = ::: = n = 0:
N~ao existe unicidade na representac~ao de uma func~ao em termos de uma
factorizac~ao generalizada. Vejamos o seguinte teorema que estabelece uma
importante propriedade dos factores A e  da factorizac~ao generalizada em
Lp(T): A sua demonstrac~ao pode ser consultada, por exemplo, em [17].
Teorema 1.4.2 Se A = A(s)+ (s)A(s)  , s = 1; 2, s~ao duas factorizac~oes
generalizadas de A em Lp(T) ent~ao:
(1)=(2); A(1)+ = A(2)+ H; A(1)  = 1H 1A(2)  ;
em que H e uma matriz polinomial, de determinante constante e n~ao nulo.
Os ndices parciais da factorizac~ao s~ao univocamente determinados por A e
por p:
A matriz H referida no teorema anterior e uma matriz polinomial trian-
gular superior por blocos, os blocos da diagonal principal s~ao constantes e
te^m dimens~ao igual a multiplicidade do respectivo ndice parcial, as entradas
n~ao nulas, pij, s~ao polinomios de grau inferior ou igual a i   j:
Recorde-se que T 2 L(X; Y ); com X e Y espacos vectoriais normados,
diz-se um operador de Fredholm se forem satisfeitas as condic~oes seguintes:
(i) imT e fechado em Y ,
(ii) dimkerT <1 e codim imT <1.
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Sendo T um operador de Fredholm, ao numero inteiro
indT = dimkerT   codim imT;
chama-se ndice de T .
De seguida ser~ao enunciados alguns resultados igualmente importantes
que podem ser consultados, por exemplo, em [4] e [17].
Teorema 1.4.3 Sejam p 2 (1;1) ; A 2 GLnn1 (T) e TA o operador integral
singular em Lnp (T) denido por
TA = AP+ + P : (4)
Ent~ao e condic~ao necessaria e suciente para que A admita uma factorizac~ao
generalizada em Lp(T) que TA seja um operador de Fredholm em Lnp (T):
Teorema 1.4.4 Sejam p 2 (1;1) ; A 2 GLnn1 (T) e TA o operador inte-
gral singular em Lnp (T) denido por (4). E condic~ao necessaria e suciente
para que A admita uma factorizac~ao generalizada canonica em Lp(T) que o
operador TA seja invertvel em Lnp (T):
Teorema 1.4.5 Sejam r 2 (1;1) e A 2 GCnn(T): Ent~ao qualquer
factorizac~ao generalizada de A em Lr(T) e tambem uma factorizac~ao
generalizada de A em Lp(T), para qualquer p 2 (1;1) :
Teorema 1.4.6 Uma func~ao matricial contnua A 2 Cnn(T) admite uma
factorizac~ao generalizada no espaco Lp(T), p 2 (1;1), se e so se for n~ao
singular em T e, neste caso, os factores externos da factorizac~ao pertencem a
cada espaco Lr(T), r 2 (1;1), embora n~ao sejam necessariamente contnuos.
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Por este motivo, para A 2 Cnn(T) fala-se apenas de factorizac~ao de A
em vez de factorizac~ao A em Lp(T). Para alem disso, se A 2 Cnn, onde C
e uma algebra decomponvel de func~oes contnuas em T, C = C+ 

C , com
C+ = P+C e

C  = P C, ent~ao A 2 Cnn ; onde C  =

C   C.
O conceito de factorizac~ao generalizada em Lp( ) pode ser tambem denido
no caso de   = R: Como necessitaremos para a aplicac~ao, que apresentare-
mos no Captulo 3, de considerar operadores integrais singulares em L2 (R) ;
interessa denir esse conceito em L2 (R) ; o que pode ser feito directamente
a partir da correspondente denic~ao de factorizac~ao generalizada em L2 (T) ;
se usarmos o isomorsmo entre L2 (R) e L2 (T) (ver [7], p. 37) denido por
B'() =
1
   1'

i
 + 1
   1

; (5)
cujo inverso e dado por
B 1'(t) =
2i
t+ i
'

t+ i
t  i

: (6)
Como e conhecido, a transformac~ao de Fourier e um isomorsmo vectorial
topologico em L2 (R) : Representaremos por bL2 (R) os subespacos de L2 (R),
formados pelas transformadas de Fourier dos elementos de L2 (R) :
Denic~ao 1.4.7 Seja A 2 GLnn1 (R). Diz-se que a func~ao matricial A
admite uma factorizac~ao generalizada relativamente a L2 (R) se
(i) A pode ser representada na forma
A = A+A ;
em que
(t+ i) 1A1+ 2
hbL+2 (R)inn ; (t  i) 1A1  2 hbL 2 (R)inn ; t 2 R;
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e  e um factor diagonal da forma
 = diag f1 ; :::; ng ;  (t) = t  i
t+ i
;
e 1  :::  n inteiros, sendo estes denominados ndices parciais da
factorizac~ao.
(ii) o operador linear denido por
A+P A 1+
representa um operador linear contnuo em Ln2 (R).
O inteiro  =
nP
i=1
i designa-se por ndice total da factorizac~ao. Quando
A = A+A  a factorizac~ao diz-se canonica.
Supondo que A admite uma factorizac~ao generalizada, os ndices parciais
da factorizac~ao s~ao univocamente determinados pela matriz A.
Duas factorizac~oes diferentes de A (A = A+A  e A = eA+ eA ) te^m
os factores A+, eA+ e A , eA  relacionados por um factor matricial cujos
elementos s~ao func~oes racionais.
Em particular, se A admite factorizac~ao canonica, ha unicidade dos
factores, a menos de um factor multiplicativo constante matricial.
1.5 Operadores integrais singulares emparelhados
Consideremos o seguinte resultado da teoria dos operadores integrais singu-
lares, que e de extrema utilidade para o nosso proposito e pode ser consultado
em [17].
Teorema 1.5.1 Sejam A;B 2 Lnn1 (T) e considere-se em Lnp (T); p 2 (1;1);
o operador
TA;B = A P+ + B P .
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Ent~ao o operador TA;B e de Fredholm em Lnp (T) se e so se s~ao validas as
seguintes condic~oes:
(i) A;B 2 GLnn1 (T),
(ii) C = A 1 B admite uma factorizac~ao generalizada em Lp(T).
No caso em que C = A 1 B admite factorizac~ao generalizada em Lp(T),
digamos C = C+  C ,  = diag

t1 ; :::; t
n
	
, na qual os factores externos
s~ao limitados, ent~ao
kerTA;B =

' : ' =
 C+   C 1   1 p; p 2 P	 ; (7)
onde
P =

p 2 Lnp (T) : pi 2 P i 1 se i 2 N ou pi  0 se i  0
	
; (8)
e P i 1 designa o espaco dos polinomios com grau menor ou igual a i  1 2
N0.
E possvel considerar o analogo do teorema anterior quando   = R e
p = 2 devido ao isomorsmo (5).
Teorema 1.5.2 Sejam A;B 2 Lnn1 (R) e considere-se em Ln2 (R) o operador
TA;B = A P+ + B P .
O operador TA;B e um operador de Fredholm em Ln2 (R) se e so se:
(i) A;B 2 GLnn1 (R);
(ii) C = A 1 B admite uma factorizac~ao generalizada em L2(R).
No caso em que C = A 1 B admite uma factorizac~ao generalizada em
L2(R), tal que C = C+C ,  = diag f1 ; :::; ng ;  (t) = t it+i ; ent~ao
kerTA;B =

' : ' =
 C+   C 1   1 v; v 2 P	 ;
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onde
P =

v 2 Ln2 (R) : vj = r+pj
 
t i
t+i

; j = 1; :::; n
	
; r+(t) = (t+ i)
 1;
com pj 2 P j 1 se j 2 N ou pj  0 se j  0, onde P j 1 denota o espaco
dos polinomios com grau menor ou igual a j   1 2 N0.
1.6 Func~ao de deslocamento
Nesta secc~ao vamos apresentar alguns resultados sobre deslocamentos, a sua
classicac~ao e propriedades, que podem ser consultados em [9], [13] e [15].
1.6.1 Algumas propriedades dos deslocamentos. Deslocamentos
de Carleman
Denic~ao 1.6.1 Seja   uma curva simples orientada, fechada ou aberta,
chama-se func~ao de deslocamento ou simplesmente deslocamento a um
homeomorsmo (t) :  !  :
E assumido que o deslocamento (t) tem derivada 0(t) que satisfaz a
condic~ao de Holder, para 8t 2  ; e 0(t) 6= 0; tambem para 8t 2  :
Denic~ao 1.6.2 Um ponto t0 2   diz-se ponto xo do deslocamento (t) se
(t0) = t0:
Qualquer deslocamento (t) pode preservar ou inverter a orientac~ao con-
siderada na curva  ; e pode ou n~ao ter pontos xos em  .
Chamamos deslocamento directo a um deslocamento que preserva a ori-
entac~ao sobre   e deslocamento inverso a um deslocamento que inverte a
orientac~ao.
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Denic~ao 1.6.3 Um deslocamento (t) diz-se um deslocamento de Carle-
man se satisfaz a condic~ao de Carleman para algum n 2 N, isto e,
n(t)  t; t 2  ; (9)
onde 1(t) = (t), k(t)   [k 1(t)] ; k = 2; :::; n. Ao menor valor de n 2 N
que verica a relac~ao (9) chama-se ordem do deslocamento.
Exemplo 1.6.4 Seja   = T; ent~ao (t) = tei e um deslocamento de Car-
leman de segunda ordem, que preserva a orientac~ao sobre T. Em geral,
(t) = te
2i
n e um deslocamento de Carleman de ordem n, que preserva a
orientac~ao sobre T. A func~ao (t) =
1
t
e um deslocamento de Carleman de
segunda ordem que muda a orientac~ao sobre T:
Seja   uma curva simples fechada orientada.
Lema 1.6.5 Um deslocamento de Carleman, (t), de ordem n  2 que
preserva a orientac~ao sobre   n~ao tem pontos xos:
(t) 6= t; t 2  :
Dem.: Para qualquer deslocamento de Carleman de ordem n que preserva
a orientac~ao sobre T e possvel indicar um ponto t0 e um numero inteiro k
para que os pontos
t0; k(t0) = t1; 2k(t0) = t2; :::; (n 1)k(t0) = tn 1
estejam ordenados no sentido positivo (ver [15]) e o numero k seja denido
pela condic~ao t2; t3; tn 1 =2 (t0; t1) ; onde (t0; t1) denota o arco da curva  
entre t0 e t1 no sentido positivo.
Suponhamos que existe um ponto t tal que (t) = t 2 (tj; tj+1) : Ent~ao
k(t
) = (t) = t 2 (k (tj) ; k (tj+1)) = (tj+1; tj+2), o que n~ao e possvel,
visto que t 2 (tj; tj+1) :
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Lema 1.6.6 Um deslocamento de Carleman, que muda a orientac~ao de  ;
tem exactamente dois pontos xos.
Dem.: Seja t1 um ponto n~ao xo arbitrario, tal que (t1) = t
0
1: Vamos
provar que em cada um dos arcos orientados no sentido positivo (t1; t
0
1) e
(t01; t1) existe um ponto xo do deslocamento (t):
Seja t2 o ponto medio do arco orientado (t1; t
0
1) ; i.e., o ponto que divide o
arco em duas partes de igual comprimento, e seja t02 = (t2): A demonstrac~ao
ca concluda se (t2) = t2: Se (t2) 6= t2; vamos supor que o arco (t2; t02)
tem a mesma orientac~ao que o arco (t1; t
0
1) : Caso contrario, considera-se o
arco (t02; t2) :
Designe-se por t3 o ponto medio do arco orientado (t2; t
0
2) : Como re-
sultado, obtemos uma seque^ncia de arcos encaixados (tk; t
0
k) ; t
0
k = (tk);
k = 1; 2; 3; ::: e jtk   t0kj ! 0; k  !1: Seja lim
k!1
tk = lim
k!1
t0k = t
: Passando o
limite para a igualdade t0k = (tk) e usando a continuidade de (t); obtemos
t = lim
k!1
t0k = lim(tk) = 

lim
k!1
tk

=  (t) ;
o que signica que t e um ponto xo.
Analogamente para o arco (t01; t1) :
E evidente que o deslocamento (t) n~ao pode ter tre^s pontos xos, pois
tre^s pontos xos distintos determinam a orientac~ao sobre  :
Lema 1.6.7 N~ao existem deslocamentos de Carleman de ordem n > 2 que
mudam a orientac~ao de  .
Dem.: Naturalmente que, se (t) e um deslocamento de Carleman de ordem
n > 2 que muda a orientac~ao sobre  ; n n~ao pode ser mpar, pois nesse caso
n(t) movimenta-se no sentido contrario ao movimento do ponto t; o que
contradiz o facto de n(t)  t; t 2  :
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No caso de n ser um numero par, 2(t) e um deslocamento de Carleman
de ordem
n
2
 
2n
2
(t) = n(t)  t

que preserva a orientac~ao sobre  . Mas
o deslocamento inicial (t) tem um ponto xo t0, pois e um deslocamento
inverso. Consequentemente, 2(t0) = t0, o que contradiz o Lema 1.6.5.
Corolario 1.6.8 Se   e uma curva simetrica relativamente ao eixo real,
ent~ao n~ao existem deslocamentos de Carleman (t) de ordem n > 2 tais que
(t) = (t): (10)
Dem.: Suponhamos, com vista ao absurdo, que esse deslocamento existe.
Se n > 2; ent~ao o deslocamento so pode preservar a orientac~ao sobre  :
Consequentemente, o deslocamento (t) muda a orientac~ao sobre   e por
(10) satisfaz a condic~ao
[[:::[(t)]:::]]| {z }
n
=
8<: t; se n e part; se n e mpar. :
Mas neste caso, o deslocamento (t) altera a orientac~ao e tem ordem
n > 2; se n e par, e ordem 2n > 2, se n e mpar, o que n~ao e possvel em
qualquer caso, pelo lema anterior.
No caso em que   e uma curva aberta, o conjunto de deslocamentos
de Carleman e mais pobre. N~ao existem deslocamentos de Carleman que
preservam a orientac~ao sobre   e os deslocamentos de Carleman que mudam
a orientac~ao sobre   so podem ser de segunda ordem. Estes deslocamentos
te^m um unico ponto xo em   e, se t1 e t2 s~ao os pontos extremidades de  ;
ent~ao (t1) = t2 e (t2) = t1:
Exemplo 1.6.9 Seja   = R. As func~oes de deslocamento
(t) =  t+ h; h 2 R;
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e(t) =
 2t; t  0
  t
2
; t > 0
s~ao deslocamentos de Carleman, de segunda ordem.
1.6.2 Classicac~ao de grupos nitos de deslocamentos em curvas
abertas ou fechadas
Nesta subsecc~ao apresentam-se alguns resultados relativos a classicac~ao de
um grupo nito de deslocamentos, que podem ser consultados, por exemplo,
em [9].
Seja   uma curva fechada e orientada e G = fe; 1; 2; :::; pg um grupo
nito de deslocamentos que preservam ou mudam a orientac~ao sobre  ; com
identidade e. O lema seguinte descreve a classicac~ao deste grupo.
Lema 1.6.10 S~ao validas as seguintes armac~oes:
a) um grupo nito constitudo apenas por deslocamentos directos e um
grupo cclico:
G = fe; ; 2; :::; pg ;
onde k(t)   [k 1(t)] ; k = 2; :::; p;
b) um grupo nito constitudo simultaneamente por deslocamentos direc-
tos e inversos tem a forma:
G =

e; 1; :::; 1n 1; 
2; 12; :::; 1n 1
2
	
; (11)
onde 1(t) preserva a orientac~ao sobre   e 2(t) muda-a.
Dem.: a) Seja t0 um ponto arbitrario de  : O conjunto
t0; 
1(t0); 
2(t0); :::; 
p(t0)
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e constitudo por p+1 pontos diferentes, pois se i(t0) = 
j(t0); para alguns
i; j 2 f1; :::; pg ; i 6= j; ent~ao t0 = (i) 1 [j(t0)] seria um ponto xo do
deslocamento (i)
 1
[j(t)] ; que preserva a orientac~ao sobre  . Uma vez
que G e um grupo nito, o deslocamento (i)
 1
[j(t)] so podera ser um
deslocamento de Carleman de alguma ordem n e t0 = (
i)
 1
[j(t0)] um
ponto xo desse deslocamento. O que e impossvel, pelo Lema 1.6.5. Assim,
i(t0) 6= j(t0); i 6= j:
Alterando, se necessario, a ordem dos elementos do grupo, podemos con-
siderar a ordem
t0  1(t0)  2(t0)  :::  p(t0) (12)
no sentido positivo. Aplicando o deslocamento 1(t), obtemos
1(t0)  1

1(t0)
  1 2(t0)  :::  1 [p(t0)] : (13)
Como o grupo e nito, os elementos dos conjuntos em (12) e (13) coin-
cidem. Consequentemente, 2(t0) = 
11(t0). De modo ide^ntico, se verica
que k(t0) = [
1(t0)]
k
, para qualquer inteiro k: Tendo em conta que t0 e
um ponto arbitrario de  ; resulta que k(t) = [1(t)]
k
; t 2  : Portanto,
G = fe; ; 2; :::; n 1g com  = 1(t):
b) Seja 1 um deslocamento de Carleman directo de ordem n e 2 um
deslocamento de Carleman inverso.
Provamos em a) que um subgrupo nito G0 de deslocamentos que preser-
vam a orientac~ao tem a forma G0 =

e; 1; 12; :::; 
1
n 1
	
:
Sejam
2; 2(2); :::; 2(s)
deslocamentos inversos do grupo G: Para algum i 6= 1; o deslocamento
2(i) (2)
 1
preserva a orientac~ao sobre   e, consequentemente, 2(i) (2)
 1
=
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1k; para algum k, i.e.,
2(i) = 1k
 
2

; i = 2; 3; :::; s:
Corolario 1.6.11 Se (t) e (t) s~ao dois deslocamentos de Carleman de
segunda ordem que comutam e preservam a orientac~ao sobre  ; ent~ao eles
coincidem (t)  (t):
Dem.: Temos que  [(t)]  t;  [(t)]  t e  [(t)] =  [(t)] : Con-
sideremos o grupo nito G = fe; ; ; g : Pelo Lema 1.6.10, este grupo tem
a forma G = fe; ; 2; 3g ; com 2 =  () ; 3 =  (2) ; onde apenas so
uma destas tre^s possibilidades pode acontecer:
1) = ; 2) = ; 3) = :
Considerando o primeiro caso:  = ; 2 =  = e e 3 = : Assim, temos
que  =  e que G = fe; g : De igual modo se verica, para os outros dois
casos, que  = :
Lema 1.6.12 Seja 2(t) um deslocamento de Carleman que muda a
orientac~ao sobre   e 1(t) um deslocamento de Carleman, de ordem n; que
preserva a orientac~ao sobre   e, para algum j,
21 = 1j
2; 1 < j  n  1:
Ent~ao j = n  1:
Dem.: Como 2(t) e um deslocamento de Carleman que muda a orientac~ao
sobre   ent~ao, pelo Lema 1.6.7, 22(t) = t: Seja  = 
21, o qual e obviamente
um deslocamento que altera a orientac~ao sobre  : Ent~ao
2 = 
2121 = 1j
221 = 1j
1 = 1j+1; para algum j; 1 < j  n  1;
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de onde resulta que 2n(t) = 
1
(j+1)n(t)  t: Consequentemente, (t) e um
deslocamento de Carleman de ordem menor ou igual a 2n, que muda a
orientac~ao sobre  : Assim, necessariamente, 2(t)  t e da 1j+1 = e. Como
 e um deslocamento de ordem n ent~ao j = n  1:
Corolario 1.6.13 Seja 1(t) um deslocamento de Carleman, de ordem n,
que preserva a orientac~ao e 2(t) um deslocamento de Carleman que muda
a orientac~ao sobre  . O grupo gerado por esses dois deslocamentos e pelas
respectivas iterac~oes e nito se e so se
21 = 1n 1
2: (14)
Dem.: A condic~ao suciente e obvia. Provemos a condic~ao necessaria.
De acordo com o Lema 1.6.10, o grupo G gerado por 1; 2 e as respectivas
iterac~oes tem a forma (11). Visto que G e um grupo nito e 21 2 G; ent~ao
21 = 1j
2; para algum j. Pelo lema anterior, necessariamente j = n  1.
Seja   uma curva aberta. Vamos classicar os grupos nitos de desloca-
mentos em  .
Lema 1.6.14 Um grupo nito de deslocamentos numa curva aberta tem uma
unica forma:
G =

e; 2
	
;
onde 2(t) e um deslocamento de Carleman que muda a orientac~ao sobre  .
Dem.: Seja G um grupo nito de deslocamentos e 2 2 G: Visto que a curva
e aberta, o deslocamento 2(t) 6= e muda a orientac~ao sobre   e so pode ter
ordem 2. Assim, 2 [2(t)]  t.
27
Suponhamos que existe  2 G e  6= 2. Sabemos que (t) altera a
orientac~ao sobre   e  [(t)]  t. Como tal, o deslocamento 2 preserva a
orientac~ao sobre a curva aberta   e e um deslocamento de Carleman, o que
so e possvel se 2 = e, ou seja,  = 2.
1.6.3 Deslocamentos lineares fraccionarios de Carleman
Consideremos, em T, a transformac~ao linear fraccionaria na forma geral
(t) =
at+ b
ct+ d
;
onde ad  bc 6= 0; c 6= 0 e d
c
=2 T:
Como se sabe (ver [2]), para que  seja um deslocamento em T, ent~ao
(t) =
1
t
; (15)
ou
(t) = 
t  
t  1 ;  2 T;  2 CnT. (16)
Note-se que (15) pode ser considerado como o caso limite do anterior
quando  = 1 e  tende para o innito ao longo do eixo imaginario.
Estamos interessados em estudar deslocamentos lineares fraccionarios em
T que satisfacam a condic~ao de Carleman, para algum n 2 N:
Teorema 1.6.15 Um deslocamento linear fraccionario da forma (16) e um
deslocamento de Carleman de segunda ordem em T se e so se  = 1:
(t) =
t  
t  1 ; t 2 T;  2 CnT: (17)
A escolha da constante  determina a natureza do deslocamento : se
jj < 1 ent~ao o deslocamento  preserva a orientac~ao sobre T e se jj > 1
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ent~ao  e um deslocamento que muda a orientac~ao sobre T. Claro que, (15)
e um deslocamento que muda a orientac~ao sobre T.
Convem assinalar que se  6= 0; considerando o deslocamento (17) como
uma func~ao denida em Cn
n
1

o
; ent~ao o deslocamento tem dois pontos xos,
razes do polinomio
p(t) = t2   2t+ :
S~ao eles
t =
1 

;  =
q
1  jj2:
Se  e um deslocamento que preserva a orientac~ao ent~ao t 2 T: No
caso em  e um deslocamento que muda a orientac~ao tem-se que t 2 T:
No caso particular em que  = 0; isto e, se (t) =  t, consideraremos
que os pontos xos s~ao t+ = 0 e t  =1:
Note-se que n~ao estamos a usar o conceito de ponto xo no sentido da
Denic~ao 1.6.2, pois nesse caso, para jj < 1 e  = 0 o deslocamento (17)
n~ao tinha pontos xos. Estamos a referirnos aos pontos xos de  como uma
func~ao denida em Cn
n
1

o
:
O deslocamento (17) admite a factorizac~ao
(t) = +(t)t
 (t); (18)
em relac~ao a T, onde
+(t) =

t  1 ;  (t) =
t  
t
;  =
q
1  jj2;  = 1; (19)
se jj < 1 e
+(t) =
t  
i
;  (t) =
it
t  1 ;  =
q
jj2   1;  =  1; (20)
se jj > 1: Em ambos os casos, as func~oes +(t) e  (t) s~ao analticas nos
domnios T+ e T , respectivamente, e n~ao te^m zeros.
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O ndice desta factorizac~ao e dado pelo factor central, ind
T
(t) = , e
expressa o facto do deslocamento  preservar ou mudar a orientac~ao sobre
T.
Verica-se ainda que
((t)) = [(t)]
 1 ; se jj < 1;
e
((t)) = (t); se jj > 1:
Foi anteriormente provado, no Lema 1.6.7, que n~ao existem deslocamentos
de Carleman de ordem superior a dois que mudem a orientac~ao sobre T:
Vamos, seguidamente, caracterizar os deslocamentos lineares fraccionarios
de Carleman, de ordem n > 2; que preservam a orientac~ao sobre T.
Proposic~ao 1.6.16 Se  : T! T e um deslocamento linear fraccionario de
Carleman, que preseva a orientac~ao, de ordem n 2 Nn f1g, ent~ao pode ser
representado na forma
(t) =
(!t    t+) t+ (1  !) t t+
(!   1) t+ t    !t+ ; (21)
onde a constante ! e a raiz primitiva de ordem n da unidade:
!n = 1; !m 6= 1;8m 2 N : m < n;
e os complexos t 2 T, os pontos xos de ; satisfazem a igualdade
t+t  = 1:
Dem.: Como se sabe (ver [6] e [11]), qualquer deslocamento linear frac-
cionario da circunfere^ncia unitaria T admite a representac~ao (21). Basta em
(16) tomar
 =
!t    t+
!t+   t  e  =
(!   1)t t+
!t    t+ ;
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onde ! e determinada de maneira unica por : Por induc~ao matematica
prova-se facilmente que
n(t) =
(!nt    t+) t+ (1  !n) t t+
(!n   1) t+ t    !nt+ : (22)
Como  e um deslocamento de Carleman de ordem n, n(t)  t; t 2 T,
podemos concluir que ! e uma raiz primitiva de ordem n da unidade.
Relativamente a segunda armac~ao do enunciado, seja t+ 2 T+ um dos
pontos xos do deslocamento e t0 =
1
t+
2 T  o seu simetrico em relac~ao a
T; ent~ao, atendendo a que um deslocamento linear fraccionario transforma
pontos simetricos em pontos simetricos em relac~ao a T, podemos concluir
que (t0) = t0 e, portanto, t  = t0.
O deslocamento (21) satisfaz ainda as seguintes propriedades:
Proposic~ao 1.6.17 O deslocamento (21) admite a factorizac~ao
(t) = +(t)t (t);
em relac~ao a T, onde
+(t) =
! (t    t+)
(!   1) t+ t    !t+ ; (23)
 (t) =
(!t    t+) t+ (1  !) t t+
!(t    t+)t : (24)
Os factores externos da factorizac~ao satisfazem as igualdades
 (t ) = 1; +(t+) = ! (25)
e
 () ::: (n 1)  1; t 2 T:
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Dem.: Facilmente se verica que  = +t  e uma factorizac~ao de , que
 (t ) = 1 e que +(t+) = !:
Atendendo a condic~ao de Carleman n(t)  t; t 2 T; pode concluir-se
que
 () ::: (n 1)  c; c 2 Cn f0g :
Como  (t ) = 1; e possvel armar que c = 1:
Proposic~ao 1.6.18 As func~oes (23) e (24) satisfazem as igualdades
++ () :::+ (m) =
!m+1(t    t+)
(!m+1   1)t+ t    !m+1t+ ;
   () :::  (m) =
(!m+1t    t+)t+ (1  !m+1)t t+
!m+1(t    t+)t ;
onde m 2 N : 0  m  n  1 e n e a ordem do deslocamento (21).
Dem.: Por (22)
m+1(t) =
(!m+1t    t+) t+ (1  !m+1) t t+
(!m+1   1) t+ t    !m+1t+ :
Ent~ao
m+1(t) =

!m+1(t    t+)
(!m+1   1) t+ t    !m+1t+

t

(!m+1t    t+) t+ (1  !m+1) t t+
!m+1(t    t+)

e
m+1(t) = [++():::+(m)] t [  ()::: (m)]
s~ao duas factorizac~oes de m+1; 0  m  n   1. Seguindo as ideias da
demonstrac~ao anterior e agora possvel armar que te^m lugar as armac~oes
do enunciado.
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Proposic~ao 1.6.19 Seja 1(t) um deslocamento linear fraccionario de Car-
leman, de ordem n; que preserva a orientac~ao de T e 2(t) um deslocamento
linear fraccionario de Carleman que inverte a orientac~ao de T. Ent~ao o
grupo G gerado por 1 e 2 e nito se e so se
t = 2(t); (26)
onde t 2 T s~ao os pontos xos do deslocamento 1.
Dem.: De acordo com a igualdade (14), G e um grupo nito de deslocamen-
tos se e so se 21 = 1n 1
2. Assim, tem-se que
2

1(t)
  1n 1 2(t) ;
o que e equivalente a
2 (t)  1n 1

2(t)

;
o que signica que 2(t) s~ao os pontos xos de 1n 1: Por outro lado, 
1
e 1n 1 te^m os mesmos pontos xos, pelo que os de 
1 s~ao 2(t) 2 T.
Portanto, t = 2(t).
Para provar a outra implicac~ao, vamos escrever a relac~ao (26) na seguinte
forma
t(t   1) = t   ; jj > 1:
Usando a Proposic~ao (1.6.16) temos que,
 
21

(t) = 2

(!t    t+) t+ (1  !) t t+
(!   1) t+ t    !t+

=
=
[! (t    )  (t+   )] t  [ !t+ (t    ) + t  (t+   )]
!
 
t    1
   t+   1 t+  !t+  t    1  t   t+   1 ;
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e 
1n 1
2

(t) = 1n 1

t  
t  1

=
=

!t+
 
t    1
  t   t+   1 t+ [ !t+ (t    ) + t  (t+   )]
!
 
t    1
   t+   1 t+ [ ! (t    ) + (t+   )] ;
em que para obter a ultima igualdade usamos a conhecida fomula (22) para
iterac~oes de um deslocamento de Carleman 1:
1n(t) =
(!nt    t+) t+ (1  !n) t t+
(!n   1) t+ t    !nt+ ;
onde ! e uma raiz primitiva de ordem n da unidade.
Como, por hipotese, t(t   1) = t   ; jj > 1; conclui-se que
21 = 1n 1
2;
ou seja, G e um grupo nito.
De modo ide^ntico se prova esta proposic~ao para o caso em que tomamos
2 como o deslocamento (15).
Como ja foi referido anteriormente, para uma curva aberta   n~ao existem
deslocamentos de Carleman que preservam a orientac~ao e os deslocamentos
de Carleman que mudam a orientac~ao de   s~ao apenas de segunda ordem.
Na recta real, o deslocamento linear fraccionario de Carleman de segunda
ordem, que muda a orientac~ao sobre R; tem a forma geral
(t) =  t+ h; h 2 R:
1.7 Operador de deslocamento
Resta introduzir o operador de deslocamento.
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Sejam   uma curva simples orientada, fechada ou aberta, e (t) um deslo-
camento tal que 0(t) 6= 0; para 8t 2  ; que satisfaz a condic~ao de Holder
para 8t 2  :
O operador de deslocamento, W; dene-se por
(W') (t) = ' ((t)) :
Este operador satisfaz as seguintes propriedades:
(i) W e um operador linear limitado e continuamente invertvel em Lp( );
1 < p <1:
(ii) Se n(t)  t; t 2  ; ( e um deslocamento de Carleman de ordem n)
ent~ao W n = I: Em particular, para n = 2; o operador W satisfaz a
condic~ao W 2 = I, i.e., W e um operador involutivo.
As propriedades do operador W anteriormente mencionadas mante^m-se
validas quando este e considerado no espaco Lnp ( ):
Vamos tambem considerar o operador de deslocamento com peso, U 2
L (Lp( )) ; denido por
(U') (t) = u(t) (W') (t):
Nalguns casos particulares o operador de deslocamento e o operador inte-
gral singular com nucleo de Cauchy comutam, ou anticomutam, considerando
um operador de deslocamento linear fraccionario com um peso u(t) adequado
(ver [16]).
No caso em que   = T consideremos o operador de deslocamento linear
fraccionario de Carleman com peso, U : Lp(T)! Lp(T); 1 < p <1 :
(U') (t) = u(t)'((t)); (27)
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em que
u(t) =
8>>><>>>:
! 1+ (t) ; quando  e denido por (21) ;
t 1  (t) ; quando  e denido por (17) e jj > 1;
t 1; quando  e denido por (15) ;
(28)
onde + e o factor externo esquerdo (23) da factorizac~ao do deslocamento
(21) e   e o factor externo direito da factorizac~ao do deslocamento (17)
apresentada em (18), se jj > 1:
O operador U; denido por (27)-(28); satisfaz as propriedades:
(i) Un = I; (ii) US = SU; (29)
onde n e a ordem do deslocamento  e em (ii) o sinal e + ou   consoante 
e um deslocamento que preserva ou muda a orientac~ao sobre T, respectiva-
mente.
As demonstrac~oes das propriedades acerca do operador U que acabamos
de expor podem encontradas em [16] (ver tambem [11] e [13]).
Vamos agora considerar o operador de deslocamento na recta real,
U : L2(R)! L2(R);
(U') (t) = '( t+ h); h 2 R; (30)
Este operador satisfaz as seguintes propriedades:
(i) U2 = I; (ii) US =  SU (31)
Note-se que ao operador de deslocamento na recta real denido por (30) e
h 6= 0 corresponde o operador de deslocamento linear fraccionario que inverte
a orientac~ao na circunfere^ncia unitaria denido por
(U') (t) = t 1  (t)'((t)); (32)
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onde  e dado por (17) e jj > 1 e   e o factor externo direito da factorizac~ao
de  apresentada em (18), para jj > 1:
De facto, considere-se o operador B denido por (5), o seu inverso B 1
denido por (6) e o operador U dado por (30) e h 6= 0: Determinemos o
operador
BUB 1 : L2(T)! L2(T):
Obtemos
(BUB 1')(t) =
i
q1  2i
h
2   1 
1 + 2i
h

t  1 '
 
t  1 + 2i
h 
1 + 2i
h

t  1
!
;
i.e., o operador denido por (32) com (t) =
t  
t  1 ;  = 1 
2i
h
:
Ao operador de deslocamento denido por (30) e h = 0 :
(U') (t) = '( t);
corresponde o operador de deslocamento linear fraccionario que inverte a
orientac~ao na circunfere^ncia unitaria denido por
(U') (t) = t 1'((t)); (33)
onde o deslocamento  e dado por (15) :
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2 Operadores integrais singulares com deslo-
camento linear fraccionario de Carleman
na circunfere^ncia unitaria
Denic~ao 2.0.1 Um operador actuando em Lp (T) da forma
A =
n 1P
i=0
 
ai0U
i
1 + ai1U
i
1U2

; n  1;
onde aij 2 L1 (T), i = 0; 1; :::; n   1, j = 0; 1, s~ao func~oes denidas em T
e U1;2 s~ao operadores de deslocamento de Carleman, designa-se por operador
funcional e as func~oes aij por coecientes do operador A:
Assume-se que U1 e U2 s~ao operadores de deslocamento com peso satis-
fazendo as propriedades (29), o primeiro associado a um deslocamento linear
fraccionario de Carleman, de ordem n; que preserva a orientac~ao sobre T e
o segundo associado a um deslocamento linear fraccionario de Carleman que
muda a orientac~ao sobre T.
Usando algumas propriedades da Secc~ao 1.6.3 derivam-se relac~oes entre
os operadores de deslocamento de Carleman U1 e U2, que s~ao apresentadas
na seguinte proposic~ao:
Proposic~ao 2.0.2 Seja 1 um deslocamento linear fraccionario de Carle-
man, de ordem n, que preserva a orientac~ao de T e 2 um deslocamento
linear fraccionario de Carleman que muda a orientac~ao de T: Se 1 e 2
geram o grupo nito G, descrito no Lema 1.6.10,
G =

e; 1; :::; 1n 1; 
2; 12; :::; 1n 1
2
	
; (34)
ent~ao
U2U1 = !
 1Un 11 U2; (35)
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onde Ui e o operador de deslocamento associado a 
i; i = 1; 2; de acordo com
(27)-(28).
Dem.: Da denic~ao dos operadores U1 e U2, para qualquer ' 2 Lp(T), temos
que
U2U1' = !
 1t 12 
1
+(
2)'(12);
e
Un 11 U2' = !
1
+
1
+(
1):::1+(
1
n 2)
 
1n 1
 1
2 (
1
n 1)'
 
21n 1

: (36)
De acordo com o Corolario 1.6.13,
12 = 21n 1: (37)
Usando a factorizac~ao 2 = 2+t
 12  (ver (20)), tem-se que
21n 1 =
2+(
1
n 1)
2
 (
1
n 1)
1n 1
; (38)
e, usando a factorizac~ao 1 = 1+t
1
 ; vem que
1n 1 = 
1
+
1
+(
1):::1+(
1
n 2)t
1
 
1
 (
1):::1 (
1
n 2):
Logo, a igualdade (38) toma a forma
21n 1 =
2+(
1
n 1)
1+
1
+(
1):::1+(
1
n 2)
t 1
2 (
1
n 1)
1 1 (1):::1 (1n 2)
: (39)
Por outro lado, tem-se que
12 = 1 (
2)21+(
2)
= 1 (
2)2+t
 12 
1
+(
2): (40)
De acordo com (37), as igualdades (39) e (40) representam duas fac-
torizac~oes da mesma func~ao, pelo que, de acordo com a terceira observac~ao
relativa a Denic~ao 1.3.7,
9c 2 Cn f0g : 
2
+(
1
n 1)
1+
1
+(
1):::1+(
1
n 2)
= c1 (
2)2+:
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Determinando ambos os membros da ultima igualdade no ponto xo t+
do deslocamento 1, usando a relac~ao 2(t+) = t  (ver Proposic~ao 1.6.19) e
a igualdade (25), obtem-se que
c =
1
!n 1
= !;
e, assim,
1+
1
+(
1):::1+(
1
n 2) = !
n 1 
2
+(
1
n 1)
1 (2)2+
:
Substituindo este resultado em (36) e considerando a igualdade que se obtem
de (38) e de (40) ca provada a relac~ao (35).
De modo ide^ntico se demonstra este resultado no caso em que o desloca-
mento 2 e dado por (15).
2.1 Operadores integrais singulares com um grupo nito
de deslocamentos
Neste captulo vamos considerar o operador emparelhado
TA;B = AP+ +B P  (41)
onde A;B : Lp(T)! Lp(T), p 2 (1;1) s~ao os operadores funcionais
A =
n 1X
i=0
 
ai0U
i
1 + ai1U
i
1U2

; (42)
B =
n 1X
i=0
 
bi0U
i
1 + bi1U
i
1U2

;
com aij; bij 2 L1(T); i = 0; :::; n 1; j = 0; 1, onde Ul e o operador associado
ao deslocamento linear fraccionario de Carleman l; l = 1; 2; e se sup~oe que
1 e 2, introduzidos na Proposic~ao 2.0.2 , geram o grupo nito G dado por
(34).
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Seja E =

 2 L2np (T) : 1 = ::: = 2n = '; ' 2 Lp(T)
	
. Podemos denir
 : Lp(T)!E; (43)
a aplicac~ao que associa cada func~ao ' 2 Lp(T) a  2 E, e eE o subespacoeE = im , onde  : E! eE designa o operador invertvel
 = diag
 
I; U1; :::; U
n 1
1 ; U2; U1U2; :::; U
n 1
1 U2
 jE : (44)
Usando a relac~ao (35) e possvel caracterizar eE:
Proposic~ao 2.1.1 O subespaco eE e caracterizado pelas igualdades
U1	 =
0@ E1 0
0 E1
1A	; U2	 =
0@ 0 E2
E2 0
1A	; 	 2 eE; (45)
onde E1;2 s~ao as matrizes constantes de dimens~ao n
E1 =
0BBBBBBBBB@
0 1 0    0
0 0 1    0
...
...
...
. . .
...
0 0 0    1
1 0 0    0
1CCCCCCCCCA
; E2 =
0BBBBBBBBB@
1 0    0 0
0 0    0 !n 1
0 0    !n 2 0
...
...    ... ...
0 !    0 0
1CCCCCCCCCA
: (46)
Supomos que os operadores Ui; i = 1; 2; actuam componente a componente.
Dem.: A demonstrac~ao e uma simples vericac~ao, usando a relac~ao (35) e
a primeira igualdade de (29).
Introduza-se o operador T : L2np (T)! L2np (T), p 2 (1;1); denido por
T = diag (TA;B; :::; TA;B) jE :
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A principal vantagem de considerar esta extens~ao do operador TA;B e o
facto do operador T ser equivalente a um operador integral singular sem
deslocamento com coecientes matriciais, tal como se enuncia no seguinte
teorema:
Teorema 2.1.2 Verica-se a seguinte relac~ao para o operador T :
T =  1TA;B; (47)
onde TA;B : L2np (T)! L2np (T), p 2 (1;1) e o operador integral singular sem
deslocamento,
TA;B = AP+ + B P ;
e os coecientes matriciais A e B; de dimens~ao 2n; satisfazem as seguintes
igualdades:
A =
0@ E 11 0
0 E 11
1AA(1)
0@ E1 0
0 E1
1A ; (48)
B =
0@ E 11 0
0 E 11
1AB(1)
0@ E1 0
0 E1
1A ; (49)
e
B =
0@ 0 E2
E2 0
1AA(2)
0@ 0 E2
E2 0
1A : (50)
Dem.: Sejam ' 2 Lp(T); p 2 (1;1);  = ' e 	 = : Para uma quest~ao
de simplicac~ao da linguagem, considerem-se os vectores
E1 = (a00; :::; an 1 0); E2 = (b01; :::; bn 1 1);
F1 = (b00; :::; bn 1 0); F2 = (a01; :::; an 1 1):
Dado que U1P = PU1 e U2P = PU2 (de acordo com (ii) de 29),
tem-se que
TA;B' = (E1
...E2)P+	+ (F1
...F2)P 	;
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onde (E1
...E2) e (F1
...F2) representam vectores de dimens~ao 2n e os operadores
P actuam componente a componente. Usando a Proposic~ao 2.1.1, tem-se
que, para j = 0; 1; :::; n  1;
U j1TA;B' =

E1
 
1j
 ...E2  1jP+U j1	+ F1  1j ...F2  1jP U j1	 =
=

E1
 
1j
 E j1 ...E2  1j E j1P+	+ F1  1j E j1 ...F2  1j E j1P 	;
e
U j1U2TA;B' =
=

E1
 
21j
 ...E2  21jP U j1U2	+ F1  21j ...F2  21jP+U j1U2	 =
=

F2
 
21j
 E2E j1 ...F1  21j E2E j1P+	+ E2  21j E2E j1 ...E1  21j E2E j1P 	:
Denotem-se por Akl, l = 1; 2, j = 0; :::; n  1, as func~oes matriciais n n
em que a linha j + 1 e o vector
El
 
1j
 E j1 ; se k = 1 e F3 l  21j E2E j1 ; se k = 2:
Analogamente, sejam Bkl as func~oes matriciais n n em que a linha j + 1 e
o vector
Fl
 
1j
 E j1 ; se k = 1 e E3 l  21j E2E j1 ; se k = 2:
Considerando as func~oes matriciais por blocos:
A =
0@ A11 A12
A21 A22
1A ; B =
0@ B11 B12
B21 B22
1A ; (51)
tem-se que
T = (AP+ + B P )	 = TA;B;
ou seja, (47) para  = ' arbitrario.
Para completar a demonstrac~ao resta provar as igualdades (48)-(50).
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Aplicando a Proposic~ao 2.1.1, para 	 e para T 2 eE; tem-se que
U1	 =
0@ E1 0
0 E1
1A	; U1T =
0@ E1 0
0 E1
1AT =
0@ E1 0
0 E1
1ATA;B	;
U2	 =
0@ 0 E2
E2 0
1A	; U2T =
0@ 0 E2
E2 0
1AT =
0@ 0 E2
E2 0
1ATA;B	:
Usando as igualdades anteriores temos que,
U1T = U1TA;B	 = TA(1);B(1)U1	 = TA(1);B(1)
0@ E1 0
0 E1
1A	;
e
U2T = U2TA;B	 = TB(2);A(2)U2	 = TB(2);A(2)
0@ 0 E2
E2 0
1A	:
Consequentemente,
TA;B	 =
0@ E 11 0
0 E 11
1ATA(1);B(1)
0@ E1 0
0 E1
1A ;
e, como E 12 = E2;
TA;B	 =
0@ 0 E2
E2 0
1ATB(2);A(2)
0@ 0 E2
E2 0
1A	:
A primeira das duas ultimas identidades acima da origem as igualdades
(48) e (49) e a segunda a igualdade (50).
De acordo com a demonstrac~ao do ultimo teorema, e facil escrever os blo-
cos das func~oes matriciais A e B, dadas por (51), em termos dos coecientes
dos operadores funcionais A e B: Com efeito,
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A11 =
0BBBBBB@
a00 a10    an 10
an 10(1) a00(1)    an 20(1)
...
...
. . .
...
a10(
1
n 1) a20(
1
n 1)    a00(1n 1)
1CCCCCCA ;
A12 =
0BBBBBB@
b01 b11    bn 11
bn 11(1) b01(1)    bn 21(1)
...
...
. . .
...
b11(
1
n 1) b21(
1
n 1)    b01(1n 1)
1CCCCCCA ;
A21 =
0BBBBBB@
a01(
2) !an 11(2)    !n 1a11(2)
!n 1a11(21) a01(21)    !n 2a21(21)
...
...
. . .
...
!an 11(21n 1) !
2an 21(21n 1)    a01(21n 1)
1CCCCCCA ;
A22 =
0BBBBBB@
b00(
2) !bn 10(2)    !n 1b10(2)
!n 1b10(21) b00(21)    !n 2b20(21)
...
...
. . .
...
!bn 10(21n 1) !
2bn 20(21n 1)    b00(21n 1)
1CCCCCCA ;
B11 =
0BBBBBB@
b00 b10    bn 10
bn 10(1) b00(1)    bn 20(1)
...
...
. . .
...
b10(
1
n 1) b20(
1
n 1)    b00(1n 1)
1CCCCCCA ;
B12 =
0BBBBBB@
a01 a11    an 11
an 11(1) a01(1)    an 21(1)
...
...
. . .
...
a11(
1
n 1) a21(
1
n 1)    a01(1n 1)
1CCCCCCA ;
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B21 =
0BBBBBB@
b01(
2) !bn 11(2)    !n 1b11(2)
!n 1b11(21) b01(21)    !n 2b21(21)
...
...
. . .
...
!bn 11(21n 1) !
2bn 21(21n 1)    b01(21n 1)
1CCCCCCA ;
B22 =
0BBBBBB@
a00(
2) !an 10(2)    !n 1a10(2)
!n 1a10(21) a00(21)    !n 2a20(21)
...
...
. . .
...
!an 10(21n 1) !
2an 20(21n 1)    a00(21n 1)
1CCCCCCA :
De acordo com a Denic~ao 1.4.1, uma func~ao matricial C 2 Lnn1 (T)
admite uma factorizac~ao generalizada em (ou relativamente ao espaco) Lp (T)
se:
(i) e valida a representac~ao
C = C+  C 
onde
C+ 2

L+p (T)
nn
; C 1+ 2

L+q (T)
nn
; C  2

L q (T)
nn
; C 1  2

L p (T)
nn
;
e  = diagft1 ; : : : ; tng, 1      n s~ao inteiros;
(ii) o operador linear D actuando de acordo com a regra D' = C+P C 1+ '
e limitado em Lnp (T).
Os numeros j, j = 1; : : : ; n, s~ao univocamente determinados pela func~ao
matricial C, e designam-se por ndices parciais de C. Por vezes, e conveniente
considerar apenas os valores distintos, dois a dois, que tomam os ndices
parciais. Para tal sera usada a seguinte notac~ao:
 = diagft{1Id1 ; : : : ; t{lIdlg;
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onde {1 > ::: > {l e di e a multiplicidade do ndice parcial {i; i = 1; :::; l;
l  n:
Proposic~ao 2.1.3 Sejam A e B as func~oes matriciais (51). Se
C = A 1B; (52)
admite uma factorizac~ao em Lp(T), p 2 (1;1), digamos C = C+  C  com
 = diagft{1Id1 ; : : : ; t{`Id`g, ent~ao os factores exteriores satisfazem as seguintes
identidades:
C+ =
0@ E 11 0
0 E 11
1A C+  1  1+H1; (53)
C  =  1H 11 
 
1 
 C   1
0@ E1 0
0 E1
1A ; (54)
e
C+ =
0@ 0 E2
E2 0
1A C 1   2 1  2+H2; (55)
C  =  1H 12 
 
2 
 C 1+  2
0@ 0 E2
E2 0
1A ; (56)
onde E1;2 s~ao as matrizes (46), e Hi , i = 1; 2 e uma func~ao matricial poli-
nomial, triangular superior por blocos
Hi =
0BBB@
Hi1  
0
. . . 
0 0 Hil
1CCCA ; (57)
onde cada blocoHij, j = 1; : : : `; na diagonal principal e uma matriz constante
n~ao singular de dimens~ao dj, a multiplicidade do ndice parcial {j.
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Dem.: Tendo em conta que as matrizes A e B satisfazem as relac~oes (48),
(49) e (50), podemos concluir que para a matriz C = A 1B s~ao validas as
igualdades:
C =
0@ E 11 0
0 E 11
1A C(1)
0@ E1 0
0 E1
1A ;
C =
0@ 0 E2
E2 0
1A C 1(2)
0@ 0 E2
E2 0
1A :
Tomando as factorizac~oes de 1 e de 2; 1 = 1+t
1
  e 
2 = 2+t
 12 ,
tem-se que (1) = 
 
1+


 
1 

e (2) = 
 
2 

 1
 
2+

. Assim,
obtemos duas factorizac~oes da matriz C em Lp(T):
C =
240@ E 11 0
0 E 11
1A C+(1)  1+
35
24  1  C   1
0@ E1 0
0 E1
1A35 ;
C =
240@ 0 E2
E2 0
1A C 1   2 1  2+
35
24 1  2  C 1+  2
0@ 0 E2
E2 0
1A35 :
Todas as outras conclus~oes s~ao conseque^ncia de resultados conhecidos
sobre a relac~ao entre duas factorizac~oes da mesma func~ao matricial, apresen-
tados no Teorema 1.4.2.
Teorema 2.1.4 Seja TA;B o operador integral singular (41). Se as func~oes
matriciais (51) s~ao invertveis em L2n2n1 (T) e
C = A 1B
admite uma factorizac~ao generalizada em Lp(T), digamos C = C+C  ,  =
diagft1 ; : : : ; tng; ent~ao
dimkerTA;B = dim (kerQ1 j P \ kerQ2 j P) ;
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kerTA;B =

 1() :  =  1
 C+   C 1   1 p; p 2 kerQ1 j P \ kerQ2 j P	 ;
onde Qi , i = 1; 2; s~ao os operadores lineares
Q1 = I  
 

 
1+
H1 1 U1;
Q2 = I +
 
 1
 
2 
H2 1 U2;
P e o subespaco (8),  e o operador invertvel (44),  e a aplicac~ao (43) e
Hi , i = 1; 2; e a func~ao matricial polinomial (57) satisfazendo (53)-(54), se
i = 1; e (55)-(56), se i = 2:
Dem.: Se ' 2 kerTA;B ent~ao, tendo em conta (47), 	 = (') 2 kerTA;B:
Logo, pelo Teorema 1.5.1 tem-se
	 =  =
 C+   C 1   1 p; p 2 P:
E evidente que
	+ = P+	 = C+p; 	  = P 	 =  C 1   1p: (58)
Naturalmente que 	 2 eE , portanto satisfaz as condic~oes (45), e ent~ao
PU1	 =
0@ E1 0
0 E1
1A	; PU2	 =
0@ 0 E2
E2 0
1A	:
Como PU1 = U1P; PU2 = U2P (de acordo com (ii) de (29)), vem que
U1	 =
0@ E1 0
0 E1
1A	; U2	 =
0@ 0 E2
E2 0
1A	: (59)
Das igualdades (58) e (59) temos que
C+
 
1

U1p =
0@ E1 0
0 E1
1A C+p; (60)
C 1 
 
1

 1
 
1

U1p =
0@ E1 0
0 E1
1A C 1   1p; (61)
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e que
C+
 
2

U2p =  
0@ 0 E2
E2 0
1A C 1   1p; (62)
C 1 
 
2

 1
 
2

U2p =  
0@ 0 E2
E2 0
1A C+p: (63)
De acordo com (53) e (54),
C+
 
1

=
0@ E1 0
0 E1
1A C+    1+H1 1 ;
C 
 
1

=  1
 
1 

 1H1 C 
0@ E1 0
0 E1
1A :
Portanto, (60) e (61) tomam a forma 

 
1+
H1 1 U1p = p;
H 11 
 
1 

 1
 
1

U1p = p:
Estas duas ultimas igualdades s~ao equivalentes e permitem concluir que
Q1p = 0; p 2 P:
Por outro lado, de acordo com (55) e (56),
C 1 
 
2

=
0@ 0 E2
E2 0
1A C+H 12   2+ ;
C+
 
2

=
0@ 0 E2
E2 0
1A C 1   1H 12  1  2  ;
e, assim, (62) e (63) tomam a forma 
 1
 
2 
H2 1 U2p+ p = 0; 
 1
 
2+
H2 1  1  2U2p+ p = 0:
Estas duas ultimas igualdades s~ao equivalentes e permitem concluir que
Q2p = 0; p 2 P:
50
2.2 Operadores integrais singulares com deslocamento
de segunda ordem que preserva a orientac~ao
Considerando o metodo anteriormente descrito para determinar o nucleo do
operador
TA;B = AP+ +B P ; (64)
analisemos o caso particular em que A e B s~ao os operadores funcionais
A = a00I + a10U; B = b00I + b10U; (65)
com a00; a10; b00; b10 2 L1(T); onde U 2 L(Lp(T)); 1 < p <1; e o operador
de deslocamento associado ao deslocamento de Carleman de segunda ordem
que preserva a orientac~ao de T:
 (t) =
t  
t  1 ; jj < 1; (66)
denido por
(U') (t) =  + (t)'((t));
onde + e um dos factores da factorizac~ao do deslocamento  (ver (19)).
O operador U satisfaz as propriedades (29).
Neste caso, e possvel identicar uma base do nucleo do operador TA;B e,
consequentemente, determinar a sua dimens~ao.
Para os resultados analogos aos da secc~ao anterior n~ao ser~ao apresentadas
demonstrac~oes.
Seja E =

 2 L2p(T) : 1 = 2 = '; ' 2 Lp(T)
	
. Podemos denir
 : Lp(T)!E; (67)
a aplicac~ao que associa cada func~ao ' 2 Lp(T) a  2 E, e eE o subespacoeE = im , onde  : E! eE designa o operador invertvel
 = diag (I; U) jE : (68)
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Proposic~ao 2.2.1 O subespaco eE e caracterizado pela igualdade
U	 = E	; 	 2 eE; (69)
onde E =
0@ 0 1
1 0
1A :
Teorema 2.2.2 Seja T : E! L2p(T), o operador denido por
T = diag (TA;B; TA;B) jE :
Este operador satisfaz a relac~ao
T =  1TA;B; (70)
onde TA;B : L2p(T)! L2p(T), e o operador integral singular sem deslocamento,
TA;B = AP+ + B P ;
com coecientes matriciais de dimens~ao 2:
A =
0@ a00 b10
a10() b00()
1A e B =
0@ b00 a10
b10() a00()
1A : (71)
Proposic~ao 2.2.3 As matrizes A, B 2 GL221 (T) e C = A 1B satisfazem
as seguintes relac~oes:
A = EA()E ;
B = EB()E ;
C = EC()E :
Proposic~ao 2.2.4 Se C = A 1B admite uma factorizac~ao em Lp(T), tal que
C = C+  C  com  = diagft1 ; t2g, ent~ao os factores externos satisfazem as
seguintes igualdades:
C+ = EC+ () +H; (72)
C  =  1H 1 C  () E ; (73)
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onde
 = diagf1 ; 2 g;
e H e uma matriz constante 2 2, se os ndices parciais de C s~ao iguais, ou
polinomial triangular superior, no caso contrario.
Proposic~ao 2.2.5 Nas condic~oes da Proposic~ao 2.2.4, se os ndices parciais
de C s~ao diferentes; 1 6= 2; a matriz H tem a seguinte estrutura
H =
0@  p
0  
1A ; (74)
onde  2 f 1; 1g, p e um polinomio de grau menor ou igual a 1   2, tal
que
p() = 1 2+ p;
em que 1   2 e um numero par.
Dem.: De acordo com a Proposic~ao 2.2.4 sabemos que, se os ndices parciais
de C s~ao diferentes, a matriz H e da forma
H =
0@ 1 p
0 2
1A ;
onde 1;2 2 C e p e um polinomio de grau menor ou igual a 1   2:
Calculando o determinante de ambos os membros de cada uma das igual-
dades (72) e (73) e tomando t = t+ e t = t ; respectivamente, obtem-se
que
12( 1)1+2 =  1 e 12 =  1;
tendo em conta as igualdades +(t+) =  1 e  (t ) = 1: Assim, 1 + 2,
e tambem 1   2; e necessariamente um numero par, pelo que os ndices
parciais 1 e 2 te^m a mesma paridade.
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Por outro lado, a partir de (72), conclui-se que
I = +H+ ()H () ;
e, como tal, 21 = 
2
2 = 1: Decorre ainda desta igualdade que
p() =  121 2+ p:
Portanto, 1 =  2 = ;  2 f 1; 1g, o que conclui a demonstrac~ao.
Proposic~ao 2.2.6 Nas condic~oes da Proposic~ao 2.2.4, a matriz H e invo-
lutiva:
H2 = I:
Dem.: No caso em que 1 = 2; a matriz H e constante e a partir de (73),
temos que
H = C EC 1  ()  1  :
Seja t  o ponto xo do deslocamento  pertencente a T : Ent~ao, por
(25),
H = C  (t ) EC 1  (t ) ;
de onde resulta a igualdade do enunciado.
No caso em que 1 6= 2; verica-se facilmente, usando o resultado da
proposic~ao anterior, que a matriz H e involutiva.
Teorema 2.2.7 Seja TA;B o operador integral singular (64)-(65). Se as
func~oes matriciais (71) s~ao invertveis em L221 (T) e C = A 1B admite uma
factorizac~ao generalizada em Lp(T), digamos C = C+C ,  = diagft1 ; t2g;
ent~ao
dimkerTA;B = dim (kerQ jP) ;
kerTA;B =

 1() :  =  1
 C+   C 1   1 v; v 2 kerQ jP	 ;
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onde Q e o operador linear
Q = I   ( (+)H) 1 U;
P =
n
v = (p1; p2)
T 2 L2p (T) : pi 2 P i 1 se i 2 N ou pi  0 se i  0; i = 1; 2
o
;
P i 1 e o espaco dos polinomios de grau menor ou igual a i   1;  e o
operador invertvel (68),  e a aplicac~ao (67) e H e uma matriz constante,
se 1 = 2; ou a matriz polinomial (74), no caso contrario.
Por Q(i) 2 L(P i 1) representaremos os operadores de projecc~ao em
Lp(T); p 2 (1;1) :
Q(i) =
1
2
 
I   i i+ U

; i = 1; 2; (75)
em que 1 =  2; i 2 f 1; 1g :
Lema 2.2.8 Nas condic~oes do ultimo teorema, e no caso em que
1 > 2 > 0; v = (p1; p2)
T 2 kerQ se e so se
p2 2 kerQ(2)
e
p1 =  1
2
p2p+ p

1; p

1 2 kerQ(1);
onde p e o polinomio da matriz H, apresentada em (74).
Ent~ao
dimkerQ = dimkerQ(1) + dimkerQ(2):
Dem.: Seja v = (p1; p2)
T 2 kerQ: Pela Proposic~ao 2.2.5,
H =
0@ 1 p
0 2
1A ;
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onde 12 =  1; i 2 f 1; 1g e p e um polinomio de grau menor ou igual a
1   2, tal que p() = 1 2+ p:
Facilmente se verica que, Qv = 0 e equivalente a
p1   1 1+ Up1 = p 2+ Up2
p2   2 2+ Up2 = 0
:
Da segunda equac~ao do sistema resulta que p2 2 kerQ(2). A primeira e
uma equac~ao funcional n~ao homogenea que admite  1
2
p2p como soluc~ao
particular. Deste modo constatamos que
p1 =   
2
p2p+ p

1; p

1 2 kerQ(1):
Podemos, assim, concluir que v = (p1; p2)
T 2 kerQ, se e so se,
v = (1; 0)Tp1 + ( 
1
2
p; 1)Tp2:
Portanto, dim kerQ = dimkerQ(1) + dimkerQ(2):
Lema 2.2.9 Se 1 > 2 > 0, sejam Q
(i), i = 1; 2; os operadores de pro-
jecc~ao (75). Ent~ao
dimkerQ(i) =

i
2
+
1  i
4

;
em que [x] denota a parte inteira do numero x:
Alem disso, uma base dos espacos kerQ(i) e constituda pelas func~oes
q(i)m = t
i 1  m 1  + ii m   ; m = 1; :::; dimkerQ(i):
Dem.: Para provar o lema basta considerar a seguinte base de P i 1
ti 1m 1 
	
; m = 1; :::; i ;
onde   e o factor externo da factorizac~ao de (66) apresentado em (19), e
ter em conta as igualdades
Q(i)(ti 1m 1  ) =
1
2
ti 1
 
m 1  + i
i m 

; m = 1; :::; i; i = 1; 2:
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Estas igualdades permitem concluir que para i =  1
dimkerQ(i) =

i + 1
2

;
e para i = 1
dimkerQ(i) =
hi
2
i
:
Teorema 2.2.10 Sejam TA;B o operador integral singular denido por (64)-
(65) e A, B func~oes matriciais com a forma (71), associadas a TA;B de acordo
com a igualdade (70). Se A e B s~ao invertveis em L221 (T) e C = A 1B
admite uma factorizac~ao generalizada em L2p(T), 1 < p < 1, com ndices
parciais 1;2 : 1 > 2, ent~ao
dimkerTA;B =
8>>>><>>>>:
0; 1  0
1
2
+
1  
4

; 1 > 0; 2  0
1 + 2
2
; 2 > 0
;
com  2 f 1; 1g :
Dem.: A partir do Teorema 2.2.7 e dos Lema 2.2.8 e Lema 2.2.9, temos que
dimkerTA;B =
8>>>>>>>>><>>>>>>>>>:
0; 1  0
1
2

; 1 > 0; 2  0; 1 = 1
1+1
2

; 1 > 0; 2  0; 1 =  1
1
2

+

2+1
2

; 2 > 0; 1 = 1
1+1
2

+

2
2

; 2 > 0; 1 =  1
:
Assim, se 1 > 0; 2  0; temos que
dimkerTA;B =

1
2
+
1  1
4

;
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com i 2 f 1; 1g ; i = 1; 2; 1 =  2; e se 1 > 0; 2 > 0 ent~ao
dimkerTA;B =

1
2
+
1  1
4

+

1
2
+
1  2
4

=
1
2
(1 + 2):
E necessario assinalar que os resultados desta secc~ao, coincidem com os
resultados obtidos por Kravchenko V., Lebre A. e Rodriguez J. no artigo
[10] e por Rodriguez J. na Tese de Doutoramento [19], onde se consideram
os operadores funcionais A e B; (65), com coecientes numa algebra de-
componvel de func~oes contnuas na circunfere^ncia unitaria. Nesse artigo, os
referidos autores utilizam um outro metodo, baseado na noc~ao de factorizac~ao
em subalgebras de func~oes matriciais contnuas.
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3 Operadores integrais singulares com deslo-
camento linear fraccionario de Carleman e
conjugac~ao na recta real
Considere-se na recta real o deslocamento linear fraccionario de Carleman
que inverte a orientac~ao
(t) =  t+ h; h 2 R: (76)
E um resultado conhecido que a transformac~ao homograca
z = (t) =
t  i
t+ i
e um homeomorsmo de

R em T, sendo a sua transformac~ao inversa
 1(z) = i
1 + z
1  z :
Alem disso,  e uma transformac~ao conforme de Cn f ig em Cn f1g ; sendo
o semiplano aberto C+ transformado no interior da circunfere^ncia unitaria,
T+:
No que se segue ser-nos-a util a seguinte factorizac~ao de  (), em R;
 () = +
 1 ; (77)
onde + =
t+ i  h
t+ i
e   =
t  i
t  i  h:
Os factores externos de (77), , est~ao relacionados pelas igualdades
 () = ; (78)
 () = 
 1
 (79)
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e = 
 1
 : (80)
O deslocamento (76) tem, em R, um ponto xo, e ele t0 =
h
2
: No ponto
xo t0, os factores  satisfazem as seguintes relac~oes
 (t0) =   (t0) : (81)
3.1 Operadores integrais singulares com deslocamento
e conjugac~ao
Sejam eL2(R) e eL1(R) os espacos L2(R) e L1(R) sobre o corpo dos numeros
reais, respectivamente.
Associado ao deslocamento (t) =  t+h; h 2 R; considere-se o operador
de deslocamento U : eL2(R)! eL2(R) denido por
(U') (t) = '((t)); t 2 R:
Por C : eL2(R)! eL2(R) representaremos o operador de conjugac~ao com-
plexa
(C') (t) = '(t); t 2 R: (82)
O operador C e limitado e antilinear em L2(R); e limitado e linear emeL2(R) e goza das seguintes propriedades:
(i) C2 = I; (ii) PC = C P ; (iii) CU = UC; (83)
onde P : eL2(R) ! eL2(R) s~ao os operadores de projecc~ao denidos por (2)
(com S : eL2(R)! eL2(R) o operador integral singular denido por (1)).
Considere-se o operador integral singular emparelhado
TA;B = AP+ +B P ; (84)
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onde A;B : eL2(R)! eL2(R), p 2 (1;1) s~ao os operadores funcionais
A = a00I + a10U + a01C + a11UC; (85)
B = b00I + b10U + b01C + b11UC;
em que aij; bij 2 eL1(R); i; j = 0; 1, s~ao func~oes denidas em R, e designam-se
coecientes do operador A (ou B).
O nosso principal objectivo e descrever o nucleo do operador (84), uti-
lizando o metodo descrito no captulo anterior.
Seja E =
n
 2 eL42(R) : 1 = ::: = 4 = '; ' 2 eL2(R)o, podemos denir
a aplicac~ao
 : eL2(R)!E (86)
que faz corresponder cada func~ao ' 2 eL2(R) a  2 E. Seja eE o subespacoeE = im , onde  : E! eE denota o operador invertvel
 = diag (I; U; C; UC) jE : (87)
Proposic~ao 3.1.1 O subespaco eE e caracterizado pelas seguintes igualdades
U	 =
0@ E 0
0 E
1A	; C	 =
0@ 0 I
I 0
1A	; 	 2 eE; (88)
onde E e I s~ao as matrizes constantes
E =
0@ 0 1
1 0
1A ; I =
0@ 1 0
0 1
1A ; (89)
e os operadores U e C actuam componente a componente.
Dem.: A demonstrac~ao e imediata, utilizando as propriedades (31) e (83).
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Vamos introduzir o operador T : E! eL42(R), p 2 (1;1), denido por
T = diag (TA;B; :::; TA;B) jE :
Como no captulo anterior, a vantagem de considerar o operador T , ex-
tens~ao do operador TA;B, e o facto deste ser semelhante a um operador
integral singular sem deslocamento com coecientes matriciais, tal como se
demonstra seguidamente.
Teorema 3.1.2 Verica-se a seguinte relac~ao para o operador T :
T =  1TA;B ; (90)
onde TA;B : eL42(R) ! eL42(R), p 2 (1;1); e um operador integral singular,
sem deslocamento e conjugac~ao, com coecientes matriciais de dimens~ao 4,
TA;B = AP+ + B P ;
e as func~oes matriciais A e B satisfazem as seguintes relac~oes:
A =
0@ E 0
0 E
1AB()
0@ E 0
0 E
1A ; (91)
A =
0@ 0 I
I 0
1AB
0@ 0 I
I 0
1A : (92)
Dem.: Seja ' 2 eL2(R); p 2 (1;1),  = ' e 	 = : Como
UP = PU; CP = PC; UC = CU; UCP = PUC; U2 = I, C2 = I;
vem que
TA;B = a00P+ + b10P+U + b01P+C + a11P+UC +
+b00P  + a10P U + a01P C + b11P UC;
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UTA;B = a10()P+ + b00()P+U + b11()P+C + a01()P+UC +
+b10()P  + a00()P U + a11()P C + b01()P UC;
CTA;B = a01P+ + b11P+U + b00P+C + a10P+UC +
+b01P  + a11P U + a00P C + b10P UC;
UCTA;B = a11()P+ + b01()P+U + b10()P+C + a00()P+UC +
+b11()P  + a01()P U + a10()P C + b00()P UC:
Tomando as matrizes A e B de dimens~ao 4 ,
A =
0BBBBBB@
a00 b10 b01 a11
a10() b00() b11() a01()
a01 b11 b00 a10
a11() b01() b10() a00()
1CCCCCCA (93)
e
B =
0BBBBBB@
b00 a10 a01 b11
b10() a00() a11() b01()
b01 a11 a00 b10
b11() a01() a10() b00()
1CCCCCCA (94)
temos que
T = (AP+ + BP )	 = TA;B:
Fica, assim, provada a igualdade (90).
As igualdades (91) e (92) constatam-se facilmente, por vericac~ao directa.
Proposic~ao 3.1.3 Sejam A;B 2 GL441 (R) as func~oes matriciais (93) e
(94). Se
C = A 1B; (95)
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ent~ao
C =
0@ E 0
0 E
1A C 1 ()
0@ E 0
0 E
1A (96)
e
C =
0@ 0 I
I 0
1A C 1
0@ 0 I
I 0
1A : (97)
Se C admite uma factorizac~ao em L2(R), p 2 (1;1); tal que C = C+  C 
com  = diagf{1Id1 ; : : : ; {`Id`g, onde {1 > ::: > {l; l  4; s~ao os ndices
parciais da factorizac~ao, ent~ao os factores externos vericam as seguintes
igualdades:
C+ =
0@ E 0
0 E
1A C 1  ()  1+ H1; (98)
C  =  1H 11  1  C 1+ ()
0@ E 0
0 E
1A ; (99)
e
C+ =
0@ 0 I
I 0
1A C  1H2; (100)
C  =  1H 12 
 C+ 1
0@ 0 I
I 0
1A ; (101)
onde  = diagf{1 Id1 ; : : : ; {l Idlg;  s~ao os factores da factorizac~ao (77),
E e I denotam as matrizes (89), e Hi; i = 1; 2 e uma matriz racional, de
dimens~ao 4, triangular superior por blocos, com a seguinte estrutura
Hi =
0BBB@
Hi1  
0
. . . 
0 0 Hil
1CCCA ; (102)
onde cada bloco Hij, i = 1; 2, j = 1; : : : ; l, na diagonal principal, e uma ma-
triz constante n~ao singular de dimens~ao dj, multiplicidade do ndice parcial
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{j, e cujas entradas n~ao nulas s~ao tais que
(Hi)ms = pims () ;m < s, m; s = 1; :::; 4,
onde pims e um polinomio, na variavel ; de grau inferior ou igual a m s:
Dem.: As igualdades (96) e (97) vericam-se facilmente partindo da denic~ao
de C, de (91) e de (92).
Como  () =   1+ ent~ao
C () = C+ ()   1+C  ()
e
C 1 () = C 1  ()  1+  1  C 1+ () : (103)
De (96) e (103) tem-se que
C =
240@ E 0
0 E
1A C 1  ()  1+
35
24 1  C 1+ ()
0@ E 0
0 E
1A35 :
Assim, obtemos duas factorizac~oes diferentes de C em L2(R), pelo que
9H1:
C+ =
0@ E 0
0 E
1A C 1  ()  1  H1; C  =  1H 11  1  C 1+ ()
0@ E 0
0 E
1A ;
onde H1 tem a estrutura (102).
Por outro lado, como (t) =  1(t); t 2 R; vem que
 C 1 =  C  1   C+ 1 : (104)
De (97) e (104) obtem-se que
C =
240@ 0 I
I 0
1A C  1
35 
24 C+ 1
0@ 0 I
I 0
1A35 :
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De modo semelhante, obtemos duas factorizac~oes diferentes de C em
L2(R), pelo que 9H2:
C+ =
0@ 0 I
I 0
1A C  1H2; C  =  1H 12   C+ 1
0@ 0 I
I 0
1A ;
onde H2 tem a estrutura (102).
A func~ao matricial H1 introduzida na proposic~ao anterior satisfaz as
seguintes propriedades.
Proposic~ao 3.1.4 Nas condic~oes da proposic~ao anterior, a matriz H1 e tal
que
H1 () =   1H 11  1  ; (105)
e os blocos da diagonal principal, H1j, j = 1; : : : `; satisfazem a igualdade
H21j = Idj : (106)
Dem.: De (98) vem que
C+ () =
0@ E 0
0 E
1A C 1   1+ ()H1 ()
o que equivale a
H1 () = + () C 
0@ E 0
0 E
1A C+ () :
Usando (99), o facto de + () =   (por (78)) e de
0@ E 0
0 E
1A 1=
0@ E 0
0 E
1A
obtem-se (105), de onde resulta
  1H1 1  H1 () = I: (107)
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Considerando as matrizes   ,  e H1 por blocos, a igualdade anterior
pode ser escrita da seguinte forma:0BBB@
H211  
0
. . . 
0 0 H21l
1CCCA = I;
donde se conclui que H21j = Idj ; j = 1; :::; l.
Corolario 3.1.5 Se os ndices parciais de C s~ao todos iguais, ent~ao a matriz
H1 e involutiva: H21 = I:
Proposic~ao 3.1.6 Se os ndices parciais de C s~ao todos diferentes, ent~ao a
matriz H1 toma a forma
H1 =
0BBBBBB@
1 p12 p13 p14
0 2 p23 p24
0 0 3 p34
0 0 0 4
1CCCCCCA ;
onde i 2 f 1; 1g, i = 1; :::; 4 e pij; i < j; s~ao polinomios na variavel  de
grau inferior ou igual a 
i
  
j
; tal que
pi;i+1 (()) =  ii+1ki ki+1  ki+1 kipi;i+1:
Dem.: A partir de (106), conclui-se que i 2 f 1; 1g, i = 1; :::; 4:
De (107) decorre que:
1p12 () + 2
k1 k2
  
k2 k1p12 = 0; logo
p12 () =  12k1 k2  k2 k1p12;
1p13 () + 
k1 k2
  
k2 k1p12p23 () + 3
k1 k3
  
k3 k1p13 = 0;
1p14 ()+
k1 k2
  
k2 k1p12p24 ()+
k1 k3
  
k3 k1p13p34 ()+4
k1 k4
  
k4 k1p14 = 0;
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2p23 () + 3
k2 k3
  
k3 k2p23 = 0; logo
p23 () =  23k2 k3  k3 k2p23;
2p24 () + 
k2 k3
  
k3 k2p23p34 () + 4
k2 k4
  
k4 k2p24 = 0;
3p34 () + 4
k3 k4
  
k4 k3p34 = 0, logo
p34 () =  34k3 k4  k4 k3p34 = 0:
A func~ao matricial H2 anteriormente referida satisfaz as propriedades
seguintes.
Proposic~ao 3.1.7 Nas condic~oes da Proposic~ao 3.1.3, a matriz H2 e tal que
H2 =  1H 12 ;
e os blocos da diagonal principal, H2j; j = 1; :::; l satisfazem a igualdade
H2jH2j = Idj:
Dem.: A igualdade (100) e equivalente a C+ =
0@ 0 I
I 0
1A C 1  H2: De modo
ide^ntico, (101) e equivalente a C+ =
0@ 0 I
I 0
1A C 1   1H 12 : Estas duas
igualdades permitem concluir que H2 =  1H 12 ; logo0BBB@
H21H21  
0
. . . 
0 0 H2lH2l
1CCCA = I;
donde se conclui que H2jH2j = Idj; j = 1; :::; l.
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Teorema 3.1.8 Seja TA;B o operador integral singular (84). Se as func~oes
matriciais A e B (93) e (94) s~ao invertveis em L441 (R) e C = A 1B ad-
mite uma factorizac~ao generalizada em L2(R), tal que C = C+ C  com
 = diagf1 ; : : : ; 4g; ent~ao
dimkerTA;B = dim (kerQ1 jP \ kerQ2 jP) ;
kerTA;B =

 1() :  =  1
 C+   C 1   1 r+v	 ; r+(t) = (t+ i) 1;
onde v 2 kerQ1 jP \ kerQ2 jP , Qi , i = 1; 2; s~ao os operadores de projecc~ao
lineares
Q1 =
1
2

I  H 11  1   1U

;  =  1  ;
Q2 =
1
2

I +H 12  1C

;
e
P =
n
v 2 eL42(R) : vi = pi(); i = 1; :::; 4o ;
com pi 2 eP i 1 se i 2 N ou pi  0 se i  0; em que eP i 1 denota o espaco
dos polinomios de grau menor ou igual a i   1 2 N0, sobre o corpo dos
numeros reais.
Dem.: Seja ' 2 kerTA;B; ent~ao, tendo em conta (90), 	 = (') 2 kerTA;B:
Pelo Teorema 1.5.2 tem-se que
	 =  =
 C+   C 1   1 r+v;
r+(t) = (t+ i)
 1 e v 2 P:
E evidente que
	+ = P+	 = C+r+v (108)
e
	  = P 	 =  C 1   1r+v: (109)
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Naturalmente que 	 2 eE, portanto satisfaz as condic~oes (88), e assim
PU	 =
0@ E 0
0 E
1A	;
PC	 =
0@ 0 I
I 0
1A	:
Por (ii) de (31) e de (83),
U	 =
0@ E 0
0 E
1A	; (110)
C	 =
0@ 0 I
I 0
1A	: (111)
Das igualdades (108), (109) e (110) resulta que
C+()r+()Uv =  
0@ E 0
0 E
1A C 1   1r+v; (112)
C 1  () 1()r+()Uv =  
0@ E 0
0 E
1A C+r+v: (113)
Atendendo a que
r+ () =  r+;  =  1  ;
e usando as igualdades (98) e (99), verica-se que (112) e (113) s~ao equiva-
lentes e tomam a forma
H 11  1   1Uv = v;
permitindo concluir que Q1v = 0; v 2 P:
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Das igualdades (108), (109) e (111) resulta que
C+Cr+v =  
0@ 0 I
I 0
1A C 1   1r+v; (114)
 C  1   1Cr+v =  
0@ 0 I
I 0
1A C+r+v: (115)
De acordo com (100) e (101), atendendo a que
r+
r+
=  1 e que  =
 

 1
;
as igualdades (114) e (115) s~ao equivalentes a
v +H 12  1Cv = 0;
o que permite concluir que Q2v = 0; v 2 P:
No caso em que os coecientes dos operadores A e B, denidos por (85),
s~ao elementos de C(

R) e possvel formular o seguinte resultado.
Proposic~ao 3.1.9 Nas condic~oes da Proposic~ao 3.1.3, para A;B 2 GC44 (

R);
detH1 = 1:
Dem.: De (98) vem que
H1 = +C  ()
0@ E 0
0 E
1A C+:
Tomando t = t0, temos que:
H1 (t0) = + (t0) C  (t0)
0@ E 0
0 E
1A C+ (t0) : (116)
A igualdade (81) implica que
+ (t0) = diag f( 1)1 ; : : : ; ( 1)4g(t0)
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e, portanto,
det + (t0) = ( 1) det (t0) ;
onde  e o ndice de C,  = 1 + :::+ 4; para  = diagf1 ; 2 ; 3 ; 4g:
Vejamos que  e um numero par.
De (91),
B =
0@ E 0
0 E
1AA()
0@ E 0
0 E
1A ;
logo
C = A 1
0@ E 0
0 E
1AA()
0@ E 0
0 E
1A : (117)
Assim,
ind C = indA 1 + indA ind =   indA  indA =  2 indA;
donde se conclui que  e um numero par, pelo que
det + (t0) = det (t0) :
Da igualdade anterior e de (116) resulta que
detH1 (t0) = det (t0) det C  (t0) det C+ (t0) ;
isto e,
detH1 (t0) = det C (t0) :
Por outro lado, usando a igualdade (117) vem que
det C (t0) = detA 1 (t0) det
0@ E 0
0 E
1A detA (t0) det
0@ E 0
0 E
1A ;
ou seja,
det C (t0) = 1:
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Logo, detH1 (t0) = 1. Como H1 e uma matriz triangular superior por
blocos e estes s~ao constantes, ent~ao
detH1 (t0) = detH1 = 1:
3.1.1 Operadores integrais singulares com deslocamento
Considerando o metodo anteriormente utilizado para determinar o nucleo do
operador
TA;B = AP+ +B P ; (118)
analisemos o caso particular em que os operadores funcionais A e B s~ao
A = a00I + a10U; B = b00I + b10U; (119)
com coecientes em L1(R); e onde U 2 L(L2(R)); denido por (30),
(U') (t) = '( t+ h); h 2 R;
satisfaz as propriedades (31).
Neste caso, e possvel descrever uma base do nucleo do operador TA;B e,
consequentemente, determinar a sua dimens~ao.
Para os resultados analogos aos da secc~ao anterior n~ao ser~ao apresentadas
demonstrac~oes.
Sejam E = f 2 L22(R) : 1 = 2 = '; ' 2 L2(R)g e
 : L2(R)!E;
a aplicac~ao que associa cada func~ao ' 2 L2(R) a  2 E. Por eE denote-se o
subespaco eE = im  , onde  : E! eE e o operador invertvel
 = diag (I; U) jE :
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Teorema 3.1.10 Seja T : E! L22(R), o operador denido por
T = diag (TA;B; TA;B) jE :
O operador verica a relac~ao
T =  1TA;B;
onde TA;B : L22(R)! L22(R), e o operador integral singular sem deslocamento,
TA;B = AP+ + B P ;
com coecientes matriciais:
A =
0@ a00 b10
a10() b00()
1A e B =
0@ b00 a10
b10() a00()
1A : (120)
Proposic~ao 3.1.11 As matrizes A;B 2 GL221 (R) e C = A 1B satisfazem
as seguintes relac~oes:
A = EB()E ; (121)
B = EA()E ; (122)
C = EC 1()E ; (123)
onde E =
0@ 0 1
1 0
1A.
Proposic~ao 3.1.12 Se C = A 1B admite uma factorizac~ao em L2(R), tal
que C = C+  C  com  = diagf1 ; 2g, ent~ao os factores externos satis-
fazem as seguintes igualdades:
C+ = EC 1  ()  1+ H; (124)
C  =  1H 1 1  C 1+ () E ;
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onde
 = diagf1 ; 2 g;
 s~ao os factores externos de (77) e H e uma matriz constante 2 2, se os
ndices parciais de C s~ao iguais, ou uma matriz racional triangular superior,
no caso contrario.
Proposic~ao 3.1.13 Nas condic~oes da Proposic~ao 3.1.12, se 1 > 2; a ma-
triz H tem a seguinte estrutura
H =
0@ 1 p ()
0 2
1A ;
onde 21 = 
2
2 = 1 e p () e um polinomio de grau menor ou igual a 1   2,
tal que
p(()) =  122 1p();
onde  =  1  :
A matriz H satisfaz a igualdade
H () =   1H 1 1  :
No caso em que 1 = 2; H e uma matriz constante tal que
H2 = I:
Dem.: Da Proposic~ao 3.1.12 sabemos que, se os ndices parciais de C s~ao
diferentes, ent~ao a matriz H e da forma0@ 1 p()
0 2
1A ;
onde 1;2 2 C e p () e um polinomio de grau menor ou igual a 1 2: Tendo
em conta (124) e (78), conclui-se que
  1H 1  H () = I;
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e, portanto, 21 = 
2
2 = 1: Decorre ainda desta igualdade que
p(()) =  122 1p();  =  1  :
Teorema 3.1.14 Seja TA;B o operador integral singular denido por (118)-
(119). Se as func~oes matriciais A e B s~ao invertveis em L221 (R) e
C = A 1B admite uma factorizac~ao generalizada em L2(R), tal que
C = C+ C  com  = diagf1 ; 2g; ent~ao
dimkerTA;B = dim (kerQ jP) ;
kerTA;B =

 1() :  =  1
 C+   C 1   1 r+v	 ; r+(t) = (t+ i) 1;
onde v 2 kerQ jP , Q e o operador de projecc~ao linear
Q =
1
2

I  H 1 1   1U

;  =  1  ;
e
P =

v 2 L22(R) : vi = pi(); i = 1; 2
	
;
com pi 2 P i 1se i 2 N ou pi  0 se i  0 e P i 1 denota o espaco dos
polinomios, na variavel ; com grau menor ou igual a i   1 2 N0:
Por Q(i) 2 L(P i 1) representaremos os operadores de projecc~ao:
Q(i) =
1
2
 
I   ii 1U

; i = 1; 2; (125)
onde 2i = 1:
Lema 3.1.15 Nas condic~oes do ultimo teorema, e no caso em que
1 > 2 > 0; v = (p1(); p2())
T 2 kerQ se e so se
p2() 2 kerQ(2)
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ep1() =  1
2
p2()p() + p

1(); p

1() 2 kerQ(1):
Ent~ao
dimkerQ = dimkerQ(1) + dimkerQ(2):
Dem.: Seja v = (p1(); p2())
T 2 kerQ: Usando o resultado da Proposic~ao
3.1.13,
H =
0@ 1 p()
0 2
1A ;
verica-se que a equac~ao
Qv = 0
e equivalente a
p1()  11 1Up1() =  12p()2 1Up2()
p2()  22 1Up2() = 0 :
A primeira equac~ao trata-se de uma equac~ao n~ao homogenea que admite
 1
2
p2()p() como soluc~ao particular e, da,
p1() =  1
2
p2()p() + p

1(); p

1() 2 kerQ(1):
Da segunda equac~ao vem que p2() 2 kerQ(2):
Podemos concluir que, v = (p1(); p2())
T 2 kerQ se e so se
v = (1; 0)Tp1() +

 1
2
p(); 1
T
p2()
e, portanto,
dim kerQ = dimkerQ(1) + dimkerQ(2):
77
Lema 3.1.16 Se 1 > 2 > 0; sejam Q
(i), i = 1; 2; os operadores de pro-
jecc~ao (125). Ent~ao
dimkerQ(i) =

i
2
+
1 + i
4

;
em que [x] denota a parte inteira do numero x:
Alem disso, uma base dos espacos kerQ(i) e constituda pelas func~oes
q(i)m = 
m 1   ii m; m = 1; :::; dimkerQ(i):
Dem.: Para provar o lema vamos considerar a seguinte base de P i 1
m 1
	
; m = 1; :::; i:
As igualdades (77) e (78) implicam que () =  1. Portanto,
Q(i)(m 1) =
1
2
 
m 1   ii m

; m = 1; :::; i:
Estas igualdades permitem concluir que, para i =  1;
dimkerQ(i) =
hi
2
i
;
e, para i = 1;
dimkerQ(i) =

i + 1
2

:
Teorema 3.1.17 Seja TA;B o operador integral singular denido por (118)-
(119). Se A e B s~ao func~oes matriciais invertveis em L221 (R) e C = A 1B
admite uma factorizac~ao generalizada em L2(R) com ndices parciais 1;2 :
1 > 2; ent~ao
dimkerTA;B =
8>>><>>>:
0; 1  0
1
2
+ 1+1
4

; 2  0; 1 > 0
1
2
+ 1+1
4

+

2
2
+ 1+2
4

; 2 > 0
:
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Se os coecientes dos operadores funcionais A e B denidos por (119) s~ao
elementos de C(

R), e possvel extrair resultados adicionais. Vejamos:
Proposic~ao 3.1.18 Nas condic~oes da Proposic~ao 3.1.12, para A; B 2 GC22 (

R);
detH =  1:
Dem.: Seguindo as ideias da demonstrac~ao da Proposic~ao 3.1.9, constata{se
que  = 1 + 2 e um numero par.
Tendo em conta que, no ponto xo t0 do deslocamento ; a primeira
igualdade em (124) pode ser escrita do seguinte modo
H (t0) = + (t0) C  (t0) EC+ (t0) ;
e que, usando a igualdade (122),
det C (t0) = 1;
tem-se que
detH (t0) =   det C (t0) =  1:
Proposic~ao 3.1.19 Sejam A; B 2 GC22 (

R) matrizes com a estrutura (120).
Nas condic~oes da Proposic~ao 3.1.12, se os ndices parciais de C s~ao diferentes,
a matriz H tem a seguinte forma:
H =
0@  p()
0  
1A ;
onde  2 f 1; 1g e p() e um polinomio de grau menor ou igual a 1   2,
tal que
p(()) = 2 1p():
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Dem.: A demonstrac~ao e conseque^ncia directa da proposic~ao anterior e da
Proposic~ao 3.1.13.
Teorema 3.1.20 Seja TA;B o operador integral singular denido por (118)-
(119). Se A e B s~ao func~oes matriciais em GC22 (

R) e 1;2 : 1 > 2 s~ao os
ndices parciais da factorizac~ao de C = A 1B; ent~ao 1 e 2 te^m a mesma
paridade e
dimkerTA;B =
8>>>><>>>>:
0; 1  0
1
2
+
1 + 
4

; 1 > 0; 2  0
1 + 2
2
; 2 > 0
;
onde  2 f 1; 1g :
3.1.2 Operadores integrais singulares com conjugac~ao
Seja TA;B o operador integral singular emparelhado:
TA;B = AP+ +B P ; (126)
onde A e B s~ao os operadores funcionais
A = a00I + a10C; B = b00I + b10C; (127)
com coecientes em eL1(R), e C e o operador de conjugac~ao complexa (82)
que, como sabemos de (83), anti-comuta com o operador S:
Sejam E =
n
 2 eL22(R) : 1 = 2 = '; ' 2 eL2(R)o e
 : eL2(R)!E;
a aplicac~ao que associa cada func~ao ' 2 eL2(R) a  2 E. Por eE denote-se o
subespaco eE = im  , onde  : E! eE e o operador invertvel
 = diag (I; C) jE :
80
Teorema 3.1.21 Seja T : E! eL22(R), o operador denido por
T = diag (TA;B; TA;B) jE :
O operador verica a relac~ao
T =  1TA;B;
onde TA;B : eL22(R)! eL22(R), e o operador integral singular
TA;B = AP+ + B P ;
com coecientes matriciais A e B de dimens~ao 2:
A =
0@ a00 b10
a10 b00
1A , B = EAE ; E =
0@ 0 1
1 0
1A : (128)
A matriz C = A 1B satisfaz
C = E  C 1 E ; (129)
para A;B 2 GL221 (R):
Proposic~ao 3.1.22 Se
C = A 1B
admite uma factorizac~ao em L2(R), tal que C = C+  C , com  = diagf1 ; 2g,
ent~ao os factores externos satisfazem as seguintes igualdades:
C+ = E
 C  1H (130)
C  =  1H 1
  C+ 1 E ; (131)
onde
 = diagf1 ; 2 g;
 s~ao os factores externos de (77) e H e uma matriz constante 2 2, se os
ndices parciais de C s~ao iguais, ou uma matriz racional triangular superior,
no caso contrario.
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Dem.: Basta tomar em considerac~ao que a relac~ao (129) implica que
C = E  C  1   C+ 1 E ;
o que constitui outra factorizac~ao de C em L2(R).
No resto do captulo, por eP n representaremos o espaco linear dos polinomios
de grau menor ou igual a n 2 N0, sobre o corpo dos numeros reais.
Proposic~ao 3.1.23 Nas condic~oes da proposic~ao anterior, se os ndices par-
ciais de C s~ao diferentes ; 1 > 2; ent~ao 91;2 2 R; 9p() 2 eP 1 2 :
H =
0@ ei1 p ()
0 ei2
1A ;
onde o polinomio p () satisfaz a igualdade
p(()) =  e i(1+2)2 1p():
A matriz H satisfaz a igualdade
H =  1H 1:
No caso em que 1 = 2; H e uma matriz constante tal que
H = H 1:
Dem.: Da Proposic~ao 3.1.22 sabemos que, se os ndices parciais de C s~ao
diferentes, ent~ao a matriz H e da forma0@ 1 p()
0 2
1A ;
onde 1;2 2 C e p () e um polinomio de grau menor ou igual a 1 2: Tendo
em conta (130) e (131), conclui-se que
H 1H = I:
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Desta igualdade resulta que j1j = j2j = 1: Assim, 9j 2 R : j = eij ;
j = 1; 2: Decorre ainda que
p(()) =  e i(1+2)2 1p():
Se 1 = 2; H 1H = I e equivalente a H = H 1:
Teorema 3.1.24 Seja TA;B o operador integral singular com conjugac~ao
(126). Se as func~oes matriciais A e B s~ao invertveis em L221 (R) e
C = A 1B admite uma factorizac~ao generalizada em L2(R), tal que
C = C+ C  com  = diagf1 ; 2g; ent~ao
dimkerTA;B = dim (kerQ jP) ;
kerTA;B =

 1() :  =  1
 C+   C 1   1 r+v	 ; r+(t) = (t+ i) 1;
onde v 2 kerQ jP , Q e o operador de projecc~ao linear
Q =
1
2

I +H 1 1C ;
e
P =
n
v 2 eL22(R) : vi = pi(); i = 1; 2o ;
com pi 2 eP i 1se i 2 N ou pi  0 se i  0.
Lema 3.1.25 Sejam Q(i) 2 L( eP i 1) os operadores de projecc~ao:
Q(i) =
1
2
 
I + e iii 1C

; i = 1; 2: (132)
Nas condic~oes do ultimo teorema, e no caso em que 1 > 2 > 0;
v = (p1(); p2())
T 2 kerQ se e so se
p2() 2 kerQ(2)
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ep1() =  e
 i1
2
p2()p() + p

1(); p

1() 2 kerQ(1):
Ent~ao
dimkerQ = dimkerQ(1) + dimkerQ(2):
Lema 3.1.26 Se 1 > 2 > 0, sejam Q
(i), i = 1; 2; os operadores de pro-
jecc~ao denidos em (132). Ent~ao
dimkerQ(i) = i:
Dem.: Considerando a base de eP i 1

j; ij
	
; j = 0; :::; i   1;
temos que
kerQ(i) =
8<: span fq+m; iq mg ; se n e parspan fq+m; iq m; iqg ; se n e mpar ; i = 1; 2;
onde
qm = 
m 1  e iii m; m = 1; ::;
hi
2
i
;
e
q = e 
ii
2 
i 1
2 ; se n e mpar.
Tendo em conta o ultimo teorema e os ultimos dois lemas e possvel
formular o seguinte resultado.
Teorema 3.1.27 Seja TA;B o operador integral singular denido por (126)-
(127). Se as func~oes matriciais A e B s~ao invertveis em L221 (R) e
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C = A 1B admite uma factorizac~ao generalizada em L2(R) com ndices par-
ciais 1;2 : 1 > 2; ent~ao
dimkerTA;B =
8>>><>>>:
0; 1  0
1; 1 > 0; 2  0
1 + 2; 2 > 0
:
Conclui-se deste modo que, no caso do operador emparelhado com con-
jugac~ao, a dimens~ao do nucleo do operador TA;B depende unicamente dos
ndices parciais da factorizac~ao da matriz C:
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