Vector parabolic di erential equations with functional arguments are studied and the oscillations of solutions of boundary value problems are investigated. Our approach is to reduce the oscillation problems to the nonexistence of positive solutions of scalar di erential inequalities by employing the concept of H -oscillation introduced by DomÄ slak (see: R.
Introduction
There is much current interest in oscillation problems for parabolic equations with functional arguments which include the delay parabolic equation
− u + f(u(x; t − )) = 0 ( ¿ 0):
The existence of solutions of delay parabolic equations was discussed by several authors, see, for example, [1, 5, 7, 10] . Since the parabolic systems with time delays appear in dynamical systems (cf. [14] ), it seems that it is important to study the vector di erential equations of parabolic type with functional arguments. The existence or stability for delay parabolic systems was investigated by Redhe er and Walter [11] , Redlinger [12] and Wang [14] . In 1970, DomÄ slak [3] introduced the concept of H -oscillation to investigate the oscillatory behavior of solutions of vector di erential equations, where H is a unit vector in R n . There are several papers dealing with H -oscillation of vector di erential equations. We refer the reader to [3, 4, 6] for vector ordinary di erential equations, and to [8, 9] for vector partial di erential equations. However, it seems that there does not exist known oscillation results for vector partial di erential equations with functional arguments.
The purpose of this paper is to obtain su cient conditions for every solution of certain boundary value problems for vector parabolic di erential equations with functional arguments to be H -oscillatory in a cylindrical domain.
We are concerned with the oscillatory properties of solutions of the vector parabolic di erential equation with functional arguments
where G is a bounded domain in R n with piecewise smooth boundary 9G. It is assumed that
, lim t→∞ i (t) = ∞ (i = 1; 2; : : : ; l), i (t) ∈ C([0; ∞); R) and lim t→∞ i (t) = ∞ (i = 1; 2; : : : ; k), i (t) ∈ C([0; ∞); R) and lim t→∞ i (t) = ∞ (i = 1; 2; : : : ; m); (A 3 ) c i (x; t; ) ∈ C( × R N ; R) (i = 1; 2; : : : ; m),
We consider the following two kinds of boundary conditions:
where ;˜ ∈ C(9G×(0; ∞); R N ); ∈ C(9G×(0; ∞); [0; ∞)) and denotes the unit exterior normal vector to 9G. 
where M i (x; t) ∈ C( ) are symmetric, positive deÿnite matrix functions, T denotes the transpose and ÿ i ( ) are N -vector valued functions such that
Then, it can be shown that
where
each i (x; t) being the smallest eigenvalue of M i (x; t) (cf. [8] ). If we choose ÿ i ( )=| | ( ¿−1), we obtain
for (x; t) ∈ ; ∈ R N :
As was shown in [8] ,
is another example of c i (x; t; ). In fact, we see that
In Section 2 we reduce the oscillation problems for (1) to those for scalar functional di erential inequalities. In Section 3 we deal with the case where h i (t) ¿ 0 (i = 1; 2; : : : ; l) and l i=1 h i (t) 6 1, and Section 4 is devoted to the case where h i (t) 6 0 (i = 1; 2; : : : ; l) and
Reduction to scalar functional di erential inequalities
In this section, we reduce the multi-dimensional oscillation problems for (1) to one-dimensional oscillation problems for scalar functional di erential inequalities.
The following notation will be used:
where U; V denotes the inner product of U; V ∈ R N .
is eventually positive, then u H (x; t) satisÿes the scalar partial di erential inequality
Proof. Let u H (x; t) be eventually positive. The inner product of (1) and H yields the following:
It is easily seen that
An application of Schwarz's inequality shows that
Since i ( ) are nondecreasing, it follows from (5) and (6) that
Combining (4) with (7) yields the desired inequality (2), that is, u H (x; t) satisÿes (2). Next we consider the case where u H (x; t) is eventually negative. We easily see that
Multiplying (4) by −1 and then taking account of (8), we observe that v H (x; t) satisÿes (3). This completes the proof.
Associated with the boundary conditions (B i ) (i = 1; 2), we consider the following boundary conditions: 
have no eventually positive solutions satisfying the boundary conditions (B i ) (i = 1; 2), then every solution U (x; t) of the boundary value problems (1), (B i ) (i=1; 2) is H -oscillatory in , respectively.
Proof. Suppose to the contrary that there exists a solution U (x; t) of the problem (1) (B i ) which is not H -oscillatory in . If u H (x; t) is eventually positive, then u H (x; t) satisÿes (9) with +f H (x; t) by Theorem 1. It is easy to see that u H (x; t) satisÿes the boundary conditions (B i ). This contradicts the hypothesis. If u H (x; t) is eventually negative, then v H (x; t) = −u H (x; t) is an eventually positive solution of (9) with −f H (x; t) satisfying the boundary conditions (B i ). This also contradicts the hypothesis. The proof is complete.
It is known that the ÿrst eigenvalue 1 of the eigenvalue problem
is positive and the corresponding eigenfunction (x) may be chosen so that (x) ¿ 0 in G (see [2] ). We use the following notation:
where 
If the functional di erential inequalities
have no eventually positive solutions, then every solution U (x; t) of the boundary value problem (1), (B 1 ) is H -oscillatory in , where
Proof. Suppose to the contrary that there exists a solution U (x; t) of the problem (1), (B 1 ) which is not H -oscillatory in . First, we consider the case where u H (x; t) ¿ 0 in G × [t 0 ; ∞) for some t 0 ¿ 0. We note that ' i ( ) ∈ C(R; R) (i = 1; 2; : : : ; m), ' i (− ) = −' i ( ), ' i ( ) ¿ 0 for ¿ 0, and ' i ( ) are nondecreasing in (0; ∞). Proceeding as in the proof of Theorem 1 of Tanaka and Yoshida [13] , we ÿnd that
is an eventually positive solution of the inequality (10) with +G H (t). Hence, we are led to a contradiction. The case where u H (x; t) ¡ 0 in G × [t 0 ; ∞) can be treated similarly, and we are also led to a contradiction. The proof is complete.
Theorem 4. Assume that (A 1 )-(A 4 ) hold. If the functional di erential inequalities
have no eventually positive solutions, then every solution U (x; t) of the boundary value problem (1), (B 2 ) is H -oscillatory in , wherẽ
3. Case where h i (t) ¿ 0 (i = 1; 2; : : : ; l) and
In this section we deal with the case where h i (t) ¿ 0 (i = 1; 2; : : : ; l) and l i=1 h i (t) 6 1, and derive the deÿnite conditions for every solution of the boundary value problems to be Hoscillatory. i=1 h i (t) 6 1 and i (t) ¿ t (i = 1; 2; : : : ; l); (A 6 ) there exists a function H (t) ∈ C 1 ([t 0 ; ∞); R) such that H (t) is oscillatory and H (t) = G H (t), where t 0 is some positive number.
for some j ∈ {1; 2; : : : ; m}, then every solution U (x; t) of the boundary value problem (1), (B 1 ) is H -oscillatory in , where
Proof. Using a result of Tanaka and Yoshida [13, Theorem 3] , we see that (11) have no eventually positive solutions. The conclusion follows from Theorem 3.
Theorem 6. Assume that (A 1 )-(A 5 ) hold, and that the following (A 7 ) holds:
, where t 0 is some positive number. If (12) with H replaced by˜ H holds for some j ∈ {1; 2; : : : ; m}, then every solution U (x; t) of the boundary value problem (1), (B 2 ) is H -oscillatory in .
The proof of Theorem 6 is quite similar to that of Theorem 5, and will be omitted. Example 1. We consider the problem
Here n = 1, G = (0; ), = (0; ) × (0; ∞), l = k = m = 1, N = 2, h 1 (t) = 1=2, 1 (t) = t + 2 , a(t) = b 1 (t) = 1, 1 (t) = t − (3=2) , 1 (t) = t − (1=2) , c 1 (x; t; ) = 1, p 1 (t) = 5=2, 1 ( ) = 1, ' 1 ( ) = , = 0 0 and F(x; t) = (sin x) sin t
We easily see that 1 = 1; (x) = sin x. Letting H = e 1 = 1 0
, we observe that f e1 (x; t) = (sin x) sin t, F e1 (t)=( =4) sin t, e1 =0, e1 (t)=0 and G e1 (t)=F e1 (t)=( =4) sin t. Choosing e1 (t)=−( =4)cos t, we ÿnd thatˆ e1 (t) = −( =8)cos t and
Hence, it follows from Theorem 5 that every solution U (x; t) of the problem (13), (14) is e 1 -oscillatory in (0; ) × (0; ∞). One such solution is
We note that the above solution U (x; t) is not e 2 -oscillatory in (0; ) × (0; ∞), where e 2 = 0 1 .
4.
Case where h i (t) 6 0 (i = 1; 2; : : : ; l) and
This section is devoted to the case where h i (t) 6 0 (i = 1; 2; : : : ; l) and Here, n = 1, G = (0; ), = (0; ) × (0; ∞), l = k = m = 1, N = 2, h 1 (t) = −e − , 1 (t) = t − , a(t) = 2, b 1 (t) = e , 1 (t) = t − , 1 (t) = t − 2 , c 1 (x; t; ) = 1, p 1 (t) = 1, 1 ( ) = 1, ' 1 ( ) = , = 0 0 and F(x; t) = −2(cos x)e −t sin t 2(1 + e 2 ) (cos x) e −t
:
We let H = e 1 and ÿnd that˜ e1 = 0,˜ e1 (t) = 0,G e1 (t) =F e1 (t) = 0. We can choose e1 (t) = 0. Since is such a solution. We note that the above solution U (x; t) is H -oscillatory in (0; ) × (0; ∞) for any unit vector H ∈ R.
