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Abstract
Let “g˜
A
(respectively, g˜
A
(µ)) be the graded multi-loop Lie algebra (respectively graded
twisted multi-loop Lie algebra)” associated with the simple finite dimensional Lie alge-
bra g over C. In this paper, we prove that irreducible integrable g˜
A
(µ)-modules with
finite dimensional weight spaces are either highest weight modules or their duals and
classify the isomorphism classes of irreducible integrable g˜
A
-modules and g˜
A
(µ)-modules
with finite dimensional weight spaces.
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INTRODUCTION
Let g be a finite dimensional simple Lie algebra over C. Let A = C[t±11 , · · · , t±1n ] be the ring
of Laurent polynomials in n commuting variables t1, t2, · · · , tn. Let µ1, µ2, · · · , µn be a set of
pairwise commuting finite order automorphism of g such that µmii = Idg for each i. As defined
in (Allison, et.all,to appear), a multi-loop Lie algebra M(g;µ1, · · · , µn) is given by
M(g;µ1, · · · , µn) =
∑
(ℓ1,··· ,ℓn)∈Zn
g(ℓ¯1,··· ,ℓ¯n) ⊗ tℓ11 · · · tℓnn (0.1)
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where g(ℓ¯1,··· ,ℓ¯n) = {x ∈ g | µix = ǫℓimix for 1 ≤ i ≤ n}. Let D be the complex linear span of
the derivations {d1, · · · , dn} of A. A graded multi-loop Lie algebra is defined by
M(g;µ1, · · · , µn)⊕D.
Let g
A
= M(g; idg, · · · , idg) and gA(µ)= M(g;µ, idg, · · · , idg). The universal central extension
of g˜
A
is called a toroidal Lie algebra. Integrable irreducible representations for the multi-loop
Lie algebras and the toroidal Lie algebras have been studied at length in (Batra, 2004; Rao,
1995; Rao, 2001; Rao, 2004).
The aim of this paper is to classify the isomorphism classes of the irreducible integrable
modules with finite dimensional weight spaces for the graded multi-loop Lie algebras
g˜
A
= g
A
⊕D; g˜
A
(µ) = g
A
(µ) ⊕D.
This classification has been given in Theorem 3.8 for g˜
A
-modules and Theorem 4.7 for g˜
A
(µ)-
modules. This paper is organized as follows.
Section 1 reviews known facts about the multi-loop Lie algebras g
A
,g
A
(µ)and the graded
multi-loop Lie algebras g˜
A
,g˜
A
(µ). Let Ifin and I
µ
fin be the categories of integrable modules
with finite dimensional weight spaces for g˜
A
and g˜
A
(µ) respectively. It had been proved in
(Rao, 2001) that irreducible g˜
A
modules in Ifin are highest weight modules or their duals. In
Section 2, we show that irreducible g˜
A
(µ) modules in Iµfin are either highest weight modules or
their duals. After recalling the definitions of graded and non-graded highest weight modules
in the generality of multi-loop Lie algebras from (Rao, 2004), the one-one correspondence
between them is used in Proposition 2.12 to prove that every irreducible highest weight module
in Iµfin is a g˜A(µ) submodule of some irreducible highest weight module in Ifin .
It had been proved in (Rao, 2004), that an irreducible highest weight g˜
A
module in Ifin is
of the form “V(ψ(λ,a))”, where ψ(λ,a):U(hA) → A is an algebra homomorphism as defined in
3.1. In Section 3, we analyse the map “ψ(λ,a)” and study its effect on V(ψ(λ,a)) in Theorem
3.41. Then using Theorem 3.4, we classify the isomorphism classes of irreducible modules in
Ifin . In Section 4, using Proposition 2.12 and the general form “V(ψ(λ,a))” of irreducible
1A part of this theorem had been proved in (Yoon, 2002), but the proof here is more elementary.
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integrable highest weight g˜
A
modules, we give the general form for irreducible integrable
highest weight g˜
A
(µ)-modules and classify the isomorphism classes of irreducible modules in
Iµfin . Further it is shown that an irreducible g˜A module V(ψ(λ,a))∈ Ifin is completely reducible
as a g˜
A
(µ)-module if either the corresponding finite dimensional g
A
module is irreducible as a
g
A
(µ)-module or if Image ψ(λ,a) = A.
The result on the unique factorization of tensor product of irreducible finite dimensional
representations of g, as proved in (Rajan, 2004), considerably simplifies the proofs of the
main theorems, Theorem 3.8 and Theorem 4.8, wherein the isomorphism classes of irreducible
modules in Ifin and I
µ
fin have been classified.
Notation : In the present paper all Lie algebras are defined over the complex field C.
The superscript ∗ stands for dual space, U(·) stands for the universal enveloping algebra.
Z+ := {n ∈ Z | n ≥ 0}. For any integer n, In denotes the set {1, · · · , n}. We use underlined
lettersm to denote a n-tuple of integers (m1, m2, . . . , mn) and in particular for every 1 ≤ i ≤ n,
ei denotes the n-tuple (0, · · · , 1︸︷︷︸
ith
, · · · , 0) ∈ Zn with 1 is in the ith place and zero elsewhere.
Given an integer p, pm denotes the n-tuple (pm1, pm2, . . . , pmn).
1 PRELIMINARIES
1.1. Let g be a complex finite dimensional simple Lie algebra of rank d, h a Cartan subalgebra
of g and △ the set of roots of g with respect to h. Let π = { α1, α2, . . . , αd } be a set of
simple roots. Let △+ (respectively, △−) be the set of positive (respectively, negative) roots
with respect to π. g has a standard decomposition given by:
g = n+ ⊕ h⊕ n−, where n± = ⊕α∈△±gα,
and gα is the root space corresponding to the root α ∈ △. For each α ∈ △, there exists
x±α ∈ g±α such that [x+α , x−α ]=α∨ and [α∨, x±α ]=±2x±α .
Let µ be a k-order diagram automorphism of g. Then g =
k−1⊕
i=0
gi, where for i ∈ Z/kZ,
gi = {X ∈ g | µ(X) = ǫiX}, ǫ is a primitive kth root of unity and hi = gi ∩ h. It has been
shown in (Kac, 1990, Proposition 8.3), that the µ fixed point subalgebra g0 of g is a simple
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Lie algebra with Cartan subalgebra h0 and Chevalley generators x
±
i , i ∈ I, where I is a finite
set and g1 is an irreducible g0 module with lowest weight θ0 and weight vectors E0 ∈ (g1)−θ0
and F0 ∈ (g1)θ0 . Let △0 be the root system of g0.Then △0 = (△0)s∪ (△0)ℓ, where (△0)ℓ and
(△0)s denote the set of long and short roots of g0 as given in (Kac, 1990, Chapter 7).
Let A= C[t±11 , . . . , t
±1
n ] be the ring of Laurent polynomials in n commuting variables
t1, · · · , tn. For m = (m1, m2, . . . , mn) ∈ Zn, we denote tm11 tm22 . . . tmnn by tm. For a vector
space V over C, let VA := V⊗CA and let v(m) = v ⊗ tm for v ∈ V. Via the injective map
v 7→ v ⊗ 1 we identify V⊗1 with the vector space V.
Let gA = g⊗C Abe the multi-loop algebra of g with Lie bracket given by
[X(m), Y (n)] = [X, Y ] (m+ n), for X, Y ∈ g, m, n ∈ Zn. (1.1)
Let D be the linear span of the derivations d1, d2, . . . , dn of Aover C defined by di(t
m) = mit
m
for 1 ≤ i ≤ n and m ∈ Zn. Denote by g˜
A
= g
A
⊕D the graded multi-loop Lie algebra of g, in
which [di, X(m)]= miX(m) for all m ∈ Zn and 1 ≤ i ≤ n. g˜A has a decomposition given by :
g˜
A
= n+
A
⊕ h˜
A
⊕ n−
A
, where h˜
A
= h
A
⊕D.
Given a diagram automorphism µ of a simple Lie algebra g, it can be extended to an
automorphism of g˜
A
as follows :
µ(X(m)) = ǫ−m1µ(X)(m), µ(di) = di, ∀ i = 1, · · · , n.
The fixed point subalgebra g
A
(µ) = {X ∈ g
A
|µ(X) = X} of g
A
is called the twisted multi-
loop Lie algebra of g (see Batra, 2004) and g˜
A
(µ)= g
A
(µ) ⊕D is the graded twisted multi-loop
algebra. For a subalgebra a of g, let a(µ) = {X ∈ a | µ(X) = X}. Then g˜
A
(µ) has a
decomposition given by :
g˜
A
(µ) = n+
A
(µ)⊕ h˜
A
(µ)⊕ n−
A
(µ), where h˜
A
(µ) = h
A
(µ)⊕D.
Define elements δi ∈ (h + D)∗ by δi|h = 0, δi(dj) = δij for i,j ∈ {1, 2, . . . , n}. The space h∗
(resp. h∗0 ) is identified with a subspace of (h+D)
∗ (resp. (h0 +D)
∗) by setting λ(di) = 0 for
λ ∈ h∗ (resp. h∗0). For m = (m1, m2, . . . , mn) ∈ Zn, define δm =
∑n
i=1 miδi.
4
1.2. Let △ be the set of roots for (g˜
A
, h ) with the standard base π and △µ be the set of
roots for (g˜
A
(µ), h0) with the standard base π
µ. Let W(g˜
A
) and W(g˜
A
(µ)) denote the Weyl
groups of g˜
A
and g˜
A
(µ) respectively. γ ∈ △ (respectively γ ∈ △µ) is called a real root if γ is
W(g˜
A
)-conjugate to π (respectively, W(g˜
A
(µ))-conjugate to πµ). We shall denote the set of
real roots of △ (respectively △µ) by △re (respectively △µre) and △im = △r△re (respectively
△µim = △µ r△µre) shall denote the set of imaginary roots of g˜A(respectively g˜A(µ)).
The root space corresponding to a root α of g˜
A
(resp. of g˜
A
(µ)) is denoted by (g˜
A
)α (resp.
(g˜
A
(µ))α). For α ∈ △re, dimC (g˜A)α=1 (resp. for α ∈ △µre, dimC (g˜A(µ))α=1 ).
1.3. From the theory of finite dimensional simple Lie algebras over C we know that given a
root α ∈ △, there exists x±α ∈ g±α and α∨ ∈ h such that Sα = C-span {x±α , α∨} is isomorphic
to sl2. It has been shown in (Rao, 2004), that for such a choice of elements {x±α , α∨} in g, the
C-span of {x+α (m), x−α (−m), α∨} forms a copy of sl2 in g˜A for all m ∈ Zn.
2 INTEGRABLE IRREDUCIBLE REPRESENTATIONS OF g˜
A
AND g˜
A
(µ)
WITH FINITE DIMENSIONAL WEIGHT SPACES
Definition 2.1. A g˜
A
-module V (resp. g˜
A
(µ)-module V (µ) ) is said to be integrable if
(1). V is a weight module with respect to h˜ = h⊕D (resp. V (µ) is a weight module
with respect to h˜0 = h0 ⊕D ),
V =
⊕
λ∈(h˜)∗
Vλ (resp.V
(µ) =
⊕
λ∈(h˜0)∗
V
(µ)
λ ).
(2). For every v ∈ V and α ∈ △re (resp. α ∈ △µre ), ∃ a positive integer N =
N(α, v) such that XNα .v = 0 for all Xα ∈ (g˜A )α (resp. Xα ∈ (g˜A(µ))α).
Let Ifin (resp. I
µ
fin ) be the category of of integrable g˜A-modules (resp. g˜A(µ)-modules)
with finite dimensional weight spaces.
Proposition 2.2. : If V is an integrable irreducible module with finite dimensional weight
spaces for the Lie algebra g˜
A
or g˜
A
(µ), then there exists a non-zero weight vector v ∈ V such
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that
n+Av = 0, (resp.n
+
A(µ)v = 0),
or n−Av = 0. (resp. n
−
A(µ)v = 0).
Proof. The proposition was proved for irreducible g˜
A
-modules V ∈ Ifin in (Rao, 2001, Propo-
sition 3.2). If V ∈ Iµfin is irreducible, then the proof follows from (Chari and Pressley, 1988,
Proposition 3.5). 
Definition 2.3. (Rao, 2004). A g˜
A
-module V , is called graded (resp. non-graded) highest
weight module for g˜
A
(resp. g
A
) if there exist a weight vector v ∈V with respect to h⊕D(resp.
h) such that
(1). V = U(g˜
A
).v, (resp. V=U(g
A
).v).
(2). n+
A
.v = 0.
(3). U(h˜
A
).v is an irreducible module for h˜
A
, (resp. hv = Ψ(h)v ∀ h ∈ h
A
, for Ψ ∈ (hA)∗).
2.4. Let ψ : U(hA)→ A be a Zn-graded algebra homomorphism. Then A is a module for
U(hA) via ψ defined as:
h(m)ts = ψ(h(m))ts, h ∈ h, m ∈ Zn
hts = ψ(h)ts, h ∈ h.
Let Aψ = Image of ψ. If Aψ is an irreducible h˜A-module, let n
+
A act trivially on Aψ. Consider
the following induced g˜
A
-module M(ψ) = U(g˜
A
) ⊗B˜ Aψ, where B˜ = n+A ⊕ h˜A. As shown in
(Rao, 2001, Proposition 1.4), M(ψ) has a unique irreducible quotient V (ψ).
The following criteria for irreducibility of Aψ as a h˜A-module had been proved in Rao, 1995:
Lemma 2.5. (Rao, 1995, Lemma 1.2) Aψ is an irreducible h˜A-module if and only if each
non-zero homogeneous element of Aψ is invertible.
Let Ψ ∈ (hA)∗ and let hA act on the one dimensional vector space C(Ψ) by Ψ. Let n+A act
trivially on C(Ψ). Consider the following induced g
A
-module M(Ψ) = U(g
A
)⊗BC(Ψ), where
B = n+
A
⊕ h
A
. Then M(Ψ) has a unique irreducible quotient V (Ψ).
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With ψ as above, let Ψ = E · ψ : Aψ → C, where E : A→ C is the evaluation map defined
by E(tm) = 1. V (Ψ) = V (E · ψ) can be made into a (graded) g˜
A
-module by
g(m).v(r) = (g(m.v))(m+ r), for g ∈ g, m, r ∈ Zn, v ∈ V (Ψ),
di(v(r)) = riv(r), for r ∈ Zn, v ∈ V (Ψ), 1 ≤ i ≤ n,
hv(r) = (hv)(r), for h ∈ h, r ∈ Zn, v ∈ V (Ψ).
Proposition 2.6 (Proposition 3.5,Rao, 2004). Let ψ and E · ψ be as above. Assume that
Aψ is an irreducible h˜Amodule. Let G be the set of coset representatives for A/Aψ. If v be a
highest weight vector of V (E · ψ), then:
(1). V (E · ψ)⊗ A = ⊕
em∈G
U(g˜
A
)v(m˜) as g˜
A
modules.
(2). For each m˜ ∈ G, U(g˜
A
)v(m˜) is an irreducible g˜
A
module.
(3). U(g˜
A
)v(0˜) ⋍ V (ψ) as g˜
A
module.
Lemma 2.7. Let V ∈ Ifin be an irreducible highest weight gA-module such that
h.v = Ψ(h)v, ∀ h ∈ hA,
where v is the highest weight vector of V and Ψ ∈ (hA)∗. Then V is isomorphic to a finite
dimensional g module and Ψ|h is a dominant integral weight of g.
Proof. Follows from (Rao,2004, Lemma 3.6 and Proposition 3.20). 
We now discuss the corresponding notions for the g
A
(µ) and g˜
A
(µ)-modules.
Definition 2.8. A g˜
A
(µ)-module W , is called graded (resp. non-graded) highest weight
module for g˜
A
(µ)(resp. g
A
(µ)) if there exist a weight vector w ∈ W with respect to h0⊕D(resp.
h0) such that
(1). W = U(g˜
A
(µ)).w, (resp. W=U(g
A
(µ)).w).
(2). n+
A
(µ).w = 0.
(3). U(h˜A(µ)).w is an irreducible module for h˜A, (resp. hw = Ψ
µ(h)w, ∀ h ∈
hA(µ), for Ψ
µ ∈ (hA(µ))∗ ).
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Let ψµ : U(hA(µ))→ A be a Zn-graded homomorphism. Then A is a module for U(hA(µ))
via ψµ defined as:
h(m)ts = ψµ(h(m))ts, h(m) ∈ hA(µ),
hts = ψ(h)ts, h ∈ h0.
If Image ψµ = Aψµ is an irreducible h˜A(µ)-module, let n
+
A(µ) act trivially on Aψµ . Consider
the following induced g˜
A
(µ)-module M(ψµ) = U(g˜
A
(µ))⊗B˜µ Aψµ , where B˜µ = n+A (µ)⊕ h˜A(µ).
It is easy to see that M(ψµ) has a unique irreducible quotient V (ψµ).
Let Ψµ ∈ (hA(µ))∗ and let hA(µ) act on the one dimensional vector space C(Ψµ) by Ψµ.
Let n+A(µ) act trivially on C(Ψ
µ). Consider the following induced g
A
(µ)-module M(Ψµ) =
U(g
A
(µ) ) ⊗Bµ C(Ψµ), where Bµ = n+A (µ) ⊕ hA (µ). Then M(Ψµ) has a unique irreducible
quotient V (Ψµ) (see Batra, 2004, Proposition 2.1).
With ψµ as above, let Ψµ = E · ψµ : Aψµ → C, where E is the evaluation map as defined
above. Then V (Ψµ) = V (E · ψµ) can be made into a (graded) g˜
A
(µ)-module by
g(m).v(r) = (g(m.v))(m+ r), for g(m) ∈ g
A
(µ) , m, r ∈ Zn, v ∈ V (Ψµ),
di(v(r)) = riv(r), for r ∈ Zn, v ∈ V (Ψµ), 1 ≤ i ≤ n,
hv(r) = (hv)(r), for h ∈ h0, r ∈ Zn, v ∈ V (Ψµ).
Proposition 2.9. Let ψµ and E · ψµ be as above. Assume that Aψµ = Image ψµ is an
irreducible h˜A(µ)-module. Let G
µ be the set of coset representatives for A/Aψµ . Let w be a
highest weight vector of V (E · ψµ). Then
(1). V(E · ψµ)⊗ A = ⊕
em∈Gµ
U(g˜
A
(µ)).w(m) at g˜
A
(µ)-modules.
(2). For each m˜ ∈ Gµ, U(g˜
A
(µ))w(m˜) is an irreducible g˜
A
(µ)-module.
(3). U(g˜
A
(µ)).w(0) isomorphic to V(ψµ) as a g˜
A
(µ)-module.
Proof. Follows on similar lines to the proof of (Rao, 1993, Proposition 4.8) and (Rao, 1995,
Proposition 1.8). 
Lemma 2.10. Let V (µ) ∈ Iµfin be an irreducible gA(µ)-module such that
n+
A
(µ).w = 0, (2.1)
h.w = Ψµ(h)w, ∀ h ∈ h
A
(µ), (2.2)
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where w is the highest weight vector of V (µ) and Ψµ ∈ (h
A
(µ))∗. Then V (µ) is isomorphic to
a finite dimensional g-module and Ψµ|h0 is a dominant integral weight of g.
Proof. V (µ) being an irreducible g
A
(µ)-module with finite-dimensional weight spaces, by (Ba-
tra, 2004, Theorem 3.5), V (µ) is a module for the finite-dimensional Lie algebra g
A
(µ)/(g
A
(µ)I)
:= g
A
(µ)(I), where I is a cofinite ideal in A0 = C[t
±k
1 , t
±
2 , · · · , t±n ]. However under the con-
ditions Eq (2.1) and Eq (2.2), V (µ) is a non-graded highest weight module. Consequently
V (µ) = U(n−
A
(µ))(I).w, where w is the highest weight vector of V (µ) . Let y1, y2, · · · , yN be
a vector basis for the finite dimensional Lie algebra g
A
(µ)(I). By definition of integrability,
y1, y2, · · · , yN act as locally finite endomorphisms on V (µ) . Hence using PBW theorem, we
conclude V (µ) is finite dimensional. By (Batra, 2004, Theorem 3.7), a finite dimensional g
A
(µ)-
module, is isomorphic as a g
A
(µ) module to the g-module ⊗Ni= V (λi), for λ = (λ1, λ2, · · · , λN)
dominant integral weights, where for each i, V (λi) denotes the irreducible g- module with
highest weight λi. Since V
(µ) is finite dimensional, V (µ) is isomorphic to ⊗Ni=1 V (λi) and hence
the lemma. 
By Lemma 2.7 and Lemma 2.10, non-graded highest weight g
A
-modules and g
A
(µ)-modules
are highest weight g-modules of the form V (λ1)⊗ · · ·⊗V (λN ), for λi’s dominant integral and
hence they are finite dimensional irreducible ⊕
N−copies
g modules for some positive integer N .
Lemma 2.11. Let ψ :U(h
A
)→ A be a Zn graded algebra homomorphism such that Image ψ
is an irreducible h
A
module and V(E ·ψ) is a non-trivial irreducible highest weight g
A
-module.
Let Γ = {m ∈ Zn | tm ∈ Aψ}, where Aψ = Image ψ. Then Γ is a subgroup of Zn of rank n.
Proof. Given Aψ is an irreducible hA module. Since ψ is an algebra homomorphism, Γ is
closed under addition. Clearly, for h ∈ h, ψ(h⊗ 1) = E · ψ(h ⊗ 1), where E is the evaluation
map as defined above. But if V(E · ψ) is a non-trivial irreducible highest weight g
A
-module
then by Lemma 2.7, (E · ψ)|h is dominant integral and hence there exists h ∈ h such that
ψ(h⊗ 1) 6= 0. Consequently, 0 ∈ Γ. By Lemma 2.5, Aψ every homogeneous element of Aψ is
invertible. Hence Γ is a subgroup Zn.
Claim: Rank Γ = n.
On the contrary suppose that rank Γ = k< n. Then there exists a basis vector a of Zn such
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that
ψ(h⊗ Cta[ta]) = 0, ψ(h⊗ Ct−a[t−a]) = 0. (2.3)
Without loss of generality we may assume a = en. Then it follows that in the non-graded
g
A
-module V(E · ψ)
E · ψ(h⊗ P (tn, t−1n )) = 0, for any polynomial P (tn, t−1n ) ∈ C[tn, t−1n ]. (2.4)
By Lemma 2.7, V(E ·ψ) is a finite dimensional g
A
-module and there exists Lie algebra homo-
morphism
Φfin : gA → End(V (E · ψ)),
such that Φfin(gA ) is isomorphic to ⊕
N−copies
g for some integer N .
Claim : h⊗ tn, h⊗ t−1n ⊂ Ker Φfin.
Let V(E · ψ) be the g-module generated by the highest weight vector v. Any general ele-
ment of V(E · ψ) is of the form x−α1(m1) · · ·xαk(mk).v. We prove the claim by showing that
h(en).(x
−
α1
(m1) · · ·x−αk(mk).v) = 0 for {αi}1≤i≤k ∈ △+. This is proved by inducting on k.
For k = 1, h(en)x
−
α1
(m1)v = −α1(h)x−α1(en +m1)v, for h ∈ h.
Thus h(en)x
−
α1
(m1)v = 0 if and only if x
−
α1
(en +m1)v = 0.
Observe that,
x+αjx
−
α1
(en +m1).v = x
−
α1
(en +m1)x
+
αj
v + δj,1α
∨
1 (en +m1)v = 0,
by assumption and the fact that v is a highest weight vector in V(E · ψ). This implies that
for a positive root α1 and m1 ∈ Zn, x−α1(en +m1).v is a highest weight vector of V(E · ψ) of
weight less than E · ψ|h, which is a contradiction. Hence x−α1(en +m1).v = 0. Thus the claim
holds for k = 1.
Now suppose the claim holds for all k ≤ s− 1.
For k = s, h(en).(x
−
α1
(m1) · · ·x−αs(ms).v) = x−α1(m1).h(en) · · ·x−αk(ms).v − α1(h)x−α1(m1 +
en) · · ·x−αs(ms).v. By induction hypothesis the first term in the RHS is zero, hence the claim
holds for k = s if and only if x−α1(m1 + en) · · ·x−αs(ms).v. = 0.
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Applying x+αj to x
−
α1
(m1+ en) · · ·x−αs(ms).v. and using induction hypothesis recursively we
get,
x+αjx
−
α1
(m1 + en) · · ·x−αs(ms).v.
= δ1,jα
∨
1 (m1 + en)x
−
α2
(m2) · · ·x−αk(ms).v.+ x−α1(m1 + en)x+αj · · ·x−αs(ms).v.
= x−α1(m1 + en)x
+
αj
· · ·x−αs(ms).v.
...
= x−α1(m1 + en) · · ·x+αjx−αs(ms).v. = x−α1(m1 + en) · · ·x−αs(ms)x+αjv = 0,
since v is a highest weight vector of V(E · ψ). Now the same weight argument as in the case
k = 1 shows that x−α1(m1 + en) · · ·x−αs(ms).v. = 0. Hence the claim holds for k = s.
Thus we get that h⊗ tn, h⊗ t−1n ⊂ Ker Φfin. But Ker Φfin is of the form g⊗ I for some
ideal I of A and the smallest ideal of A containing tn and t
−1
n is A itself. Thus rank Γ < n,
would imply that V(E · ψ) is a trivial g
A
-module. Hence the lemma. 
Proposition 2.12. Every irreducible g˜
A
(µ)-module V (µ) ∈ Iµfin is a g˜A(µ)-submodule of some
irreducible g˜
A
-module V ∈ Ifin .
Proof. Let V(ψµ) be an irreducible g˜
A
(µ)-module, where ψµ : U(h
A
(µ)) → A is an algebra
homomorphism. Then by Lemma 2.10, V(E · ψµ) is a finite dimensional g
A
(µ)-module of the
form V (λ):= V (λ1)⊗ · · · ⊗ V (λN) for some positive integer N. The action of gA(µ) on V (λ)
is given by a surjective homomorphism
Φµfin : gA(µ)→ ⊕
N−copies
g.
From Lemma 2.10, it is clear that Φµfin can be extended to give a surjective map
Φfin : gA → ⊕
N−copies
g,
and thus give V (λ) the structure of an irreducible non-graded g
A
-module.
Let w be the highest weight vector of V (λ). Then by Proposition 2.6 and Proposition 2.9,
U(g˜
A
)w(0) is an irreducible g˜
A
module and the irreducible g˜
A
(µ) module V(ψµ), is the g˜
A
(µ)
irreducible component U(g˜
A
(µ)).w(0) of V (λ)A. But U(g˜A(µ)).w(0) ⊂ U(g˜A).w(0). Hence the
proposition. 
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3 ISOMORPHISM CLASSES OF IRREDUCIBLE g˜
A
-MODULES IN Ifin
It had been proved in (Rao, 2004) :
Proposition 3.1. (Rao, 2004, Proposition 3.20) Suppose V (ψ) ∈ Ifin is an irreducible highest
weight module for g˜
A
. Then the Zn graded algebra homomorphism ψ= ψ(λ,a):U(hA) → A is
given by
ψ(λ,a)(h⊗ tm) =
N∑
j=0
amIjλj(h)t
m, for h ∈ h,
where for each 1 ≤ i ≤ n, ai = (ai1, · · · , aiNi) and aij’s are distinct non-zero complex numbers
for 1 ≤ j ≤ Ni, amIj are as defined in 3.2 and each λj is a dominant integral weight of g.
In this section we shall first recall the definition of the Zn-graded algebra homomorphism
ψ(λ,a): U(hA )→ A as given in (Rao, 2004, Section 3) and then give a the isomorphism classes
of the graded irreducible integrable g˜
A
-modules V(ψ(λ,a)).
3.2. The construction of the Zn graded algebra homomorphism ψ : U(h
A
) → A. Let n be a
positive integer. For each i, 1 ≤ i ≤ n, let Ni be a positive integer. Let ai = (ai1, · · · , aiNi)
be non-zero distinct complex numbers. Let N = N1 · · ·Nn. Let I = (i1, · · · , in) where
1 ≤ ij ≤ Nj. For m = (m1, · · · , mn) ∈ Zn, define amI = am11i1 · · · amnnin . For a pair (λ, a)
∈ (h∗)N × (C×)N , define ψ(λ,a) :U(hA ) → A by extending
ψ(λ,a)(h⊗ tm) =
(
N∑
i=1
λI(h) a
m
I
)
tm, ∀ h ∈ h, m ∈ Zn, (3.1)
to an algebra homomorphism. Clearly ψ(λ,a) is a Z
n graded homomorphism. From (Rao,
2004, Lemma 3.11) it follows that the condition aij 6= aik for 1 ≤ j, k ≤ Ni, j 6= k for all
1 ≤ i ≤ n, is necessary to show that non-graded highest weight g
A
-module V(E·ψ(λ,a)), is an
irreducible ⊕
N−copies
g module. Further from (Rao, 2004, Lemma 3.16), Lemma 2.5 and Lemma
2.11, it follows that if {λi}Ni=1 is a set of dominant integral weights, then A ψ(λ,a) =C[tΓ],
for some rank n subgroup Γ of Zn. Here, C[tΓ] denotes the Laurent polynomial ring in the
variables si = t
mi , where Γ is a subgroup of Zn with basis {m1, · · ·mn}.
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For n=1, the map ψ(λ,a) is of the form
ψ(λ,a)(h⊗ tm1 ) =
(∑N
i=1 λi(h) a
m
1i
)
tm1 , ∀ h ∈ h, m ∈ Z. (3.2)
using the following lemma, irreducible integrable modules for the Lie algebra L(g) = g⊗C[t±1]
were classified in (Chari and Pressley, 1986):
Lemma 3.3. (Chari and Pressley, 1986, Lemma 4.4) Let ψ(λ,a): U(h ⊗ C[t±11 ]) → C[t±11 ] be
a Z-graded algebra homomorphism as defined in Eqn (3.2) such that Image ψ(λ,a)= C[t
±r].
Then N = rs for s ∈ Z, and there exists a primitive rth root of unity ρ, distinct non-zero
complex numbers C1, · · · , Cs and a permutation τ of {1, 2, · · · , N} such that
a1, a2, · · · , ar = C1ρ, C1ρ2, · · · , C1ρr , · · · , aN−r+1, aN−r+2, · · · , aN = Csρ, Csρ2, · · · , Csρr
and λτ(1) = λτ(2) = · · · = λτ(r) , · · · , λτ(N−r+1) = · · · = λτ(N).
The following theorem generalizes the above lemma. In the theorem, pri : Z
n → Zei denotes
the projection map of Zn onto the ith coordinate. Given a rank n subgroup Γ of Zn, it is easy
to see that there exists positive integers r1, r2, · · · , rn such that pri(Γ) ∩ Γ = riZei.
Theorem 3.4. Let ψ(λ,a): U(hA)→ A be a Zn-graded algebra homomorphism as defined in
Eq. (3.1). If Image ψ(λ,a)= C[t
Γ], for a rank n subgroup Γ of Zn with pri(Γ) ∩ Γ = riZei,
for 1 ≤ i ≤ n, then ri divides Ni for 1 ≤ i ≤ n and aNi = (ai1, ai2, . . . , aiNi) is a Ni-tuple of
distinct non-zero complex numbers such that if ǫi is the ri
th root of unity then there exists li
(li=Ni/ri) distinct elements {ci1, ci2, . . . , cili} in C× such that
ai1, ai2, · · · , air
i
= ǫici1, ǫ
2
i ci1, · · · , ǫrii ci1,
· · · · · ·
aiNi−ri+1, aiNi−ri+2, · · · , aiNi = ǫicili , ǫ2i cili , · · · , ǫ
r
i
i cili,
(3.3)
and the index of Γ in Zn divides N. Moreover, the irreducible integrable g˜
A
-module V(ψ(λ,a))
is an irreducible component of
(⊗ℓi=1 (V (λi)⊗p))⊗ A, where p=[Zn : Γ].
Proof. Since for each k ∈ {1, · · · , n}, prk(Γ) ∩ Γ = rkZek therefore,
Nk∑
ik=1
 ∑
(i1,··· ,ik−1,ik+1,··· ,in)
λ(i1,··· ,ik−1,ik,ik+1,··· ,in)
 anki
k
= 0 if n 6≡ 0 mod rk
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Hence by Lemma 3.3, for each i ∈ {1, · · · , n}, r
i
divides Ni and there exists distinct non-zero
complex numbers ci1, ci2, . . . , ciln such that Eq. (3.3) holds, where ǫi is the r
th
i root of unity and
li=Ni/ri. But Ni ≡ 0 mod ri for each 1 ≤ i ≤ n, implies that
∏n
i=1 ri divides
∏n
i=1Ni = N .
Moreover,
n⊕
i=1
r
i
Zei is a sub-lattice of Γ, therefore p = [Z
n : Γ] divides [Zn :
n⊕
i=1
r
i
Zei]=
∏n
i=1 ri .
The second part of the theorem is proven by inducting on n, the number of variables of
the Laurent polynomial ring C[t±11 , · · · , t±1n ]. For n=1, the proof is given by Lemma 3.3. Since
ri divides Ni for 1 ≤ i ≤ n, therefore without loss of generality we may assume that Ni = ri
for 1 ≤ i ≤ n, for n>2. By standard theory, there exists a basis {mi}ni=1 of Γ such that the
relation matrix B=(mij)1≤i,j≤n of the generators with respect to the standard ordered basis
(e1, · · · , en) is lower triangular. i.e, B is given by,
B =
(
Bn−1 0
(mn1 , · · · , mnn−1) mnn
)
,
where Bn−1 = (m
i
j)1≤i,j≤n−1 is the relation matrix of the rank n−1 subgroup Γn−1 = ⊕n−1i=1 miZ
of Zn−1. Observe that for 1 ≤ i ≤ n, the element riei ∈ Γ ∩ pri(Γ) belongs to the Z-linear
combination of {m1, · · · , mi}. Hence ifmi = (mi1, · · · , mii, 0, · · · , 0), then ri ∈ miiZ, i.e., ri ≡ 0
mod mii for 1 ≤ i ≤ n.
Owing to the relation matrix B of Γ we have,
ψ(λ,a)(h(q)) = 0 if qn 6≡ 0 mod mnn.
Hence by Lemma 3.3, whenever a
mnn
nℓn
= a
mnn
nkn
,∑
(ℓ1,··· ,ℓn−1)
λ(ℓ1,··· ,ℓn−1,ℓn)a
q1
1ℓ1
· · · aqn−1n−1ℓn−1 =
∑
(ℓ1,··· ,ℓn−1)
λ(ℓ1,··· ,ℓn−1,kn)a
q1
1ℓ1
· · · aqn−1n−1ℓn−1 . (3.4)
Since by Eqn (3.3) for 1 ≤ in ≤ Nn, anin is a rthn root of a scalar and rn ≡ 0 mod mnn,
therefore given ln ∈ {1, · · · , Nn}, there exists mnn distinct integers kn ∈ {1, · · · , Nn} such that
a
mnn
nℓn
= a
mnn
nkn
. Since Ad = (a
sd
did
)0≤sd≤Nd−1
1≤id≤Nd
is invertible for 1 ≤ d ≤ n1, therefore the matrix
(aj11i1 · · ·ajn−1n−1in−1) = ⊗n−1d=1Ad is invertible. Hence for a fixed (n-1)-tuple (ℓ1, · · · , ℓn−1) ∈
n−1⊕
j=1
INj
there exists a subset S(ℓ1,··· ,ℓn−1) of INn such that |S(ℓ1,··· ,ℓn−1)| = mnn and
λ(ℓ1,··· ,ℓn−1,ℓn) = λ(ℓ1,··· ,ℓn−1,kn), for ℓn, kn ∈ S(ℓ1,ℓ2,··· ,ℓn−1).
14
However for a fixed ℓn ∈ {1, · · · , Nn},∑
(ℓ1,··· ,ℓn−1)
λ(ℓ1,··· ,ℓn−1,ℓn)a
q1
1ℓ1
· · ·aqn−1n−1ℓn−1 = 0, if (q1, · · · , qn−1)/∈ Γn−1.
Thus by induction hypothesis, for a fixed ℓn ∈ INn , there exists [Zn−1 : Γn−1]= det(Bn−1)
(n-1)-tuples (ℓ1, · · · , ℓn−1) ∈
n−1⊕
j=1
INj for which λ(ℓ1,··· ,ℓn−1,ln)’s are equal. Therefore if Image
ψ(λ,a)= C[t
Γ] then the λIj ’s are equal in sets of m
n
n.[Z
n−1 : Γn−1]=[Z
n : Γ].
As a consequence, if p=[Zn : Γ] then the g
A
-module V (E·ψ(λ,a)) is isomorphic to
M⊗
i=1
V (λi)
⊗p,
where N = Mp and by Proposition 2.6, V (E · ψ(λ,a)) ⊗ A is the direct sum of p irreducible
g˜
A
modules with V(ψ(λ,a)) as one of its irreducible components. Hence the theorem. 
Let V(ψ(λ,a)) be an irreducible component of (⊗ki=1V (λi))A. Then a highest weight vector
of V(ψ(λ,a)) is of the form v = v1⊗ · · ·⊗ vk ⊗ tm, where vi’s are the highest weight vectors of
V(λi)’s for each i and t
m ∈ Image ψ(λ,a). For X ∈ gr h, s ∈ Zn we have,
X(s).v =
k∑
i=1
amIiv1 ⊗ · · · ⊗X.vi ⊗ · · · ⊗ vk ⊗ tm+s. (3.5)
Since {X.v1 ⊗ · · · ⊗ vk ⊗ tm, · · · , v1 ⊗ · · · ⊗X.vi ⊗ · · · ⊗ vk ⊗ tm, · · ·} are linearly independent
and amIi 6= 0 for 1 ≤ i ≤ N , therefore X(s).v 6= 0, for all X ∈ gr h, s ∈ Zn.
Proposition 3.5. Let φ, ψ : U(h
A
) → A be two Zn graded algebra homomorphisms such
that Λψ = ψ|h+D and Λφ+D = φ|h. Then the g˜A-modules V(ψ) and V(φ) are isomorphic if
and only if Ker ψ = Ker φ and Λψ = Λφ + δm for some m ∈ Zn such that tm ∈ Image ψ.
Proof. The proof is the same as in (Chari, 1986, Theorem 3.5(iv)). 
Corollary 3.6. If φ, ψ : U(h
A
)→ A be two Zn graded algebra homomorphisms such that the
irreducible g˜
A
-modules V(ψ) and V(φ) are isomorphic then V(E ·ψ) is isomorphic to V(E · φ)
as g modules.
Proof. The isomorphism of the g˜
A
-modules V (ψ) and V (φ) induces an isomorphism of the
g
A
-modules V(E · ψ) and V(E · φ), say, f : V(E · ψ) → V(E · φ).
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By Lemma 2.7, V(E · ψ) and V(E · φ) are finite dimensional g-modules.
Since f is a g
A
-module isomorphism,
xα(0) f(w) = f(xα(0)w). for 0 6= w ∈ V (ψ) and xα ∈ g. (3.6)
Identifying g ⊗ 1 with g via the map xα(0) 7→ xα, we thus see that the map f induces a
g-module isomorphism between V(E · ψ) and V(E · φ). 
3.7. Recall from (Rajan, 2004, Theorem 1) that two g modules ⊗ki=1V (λi) and ⊗pj=1V (̟j)
are isomorphic if and only if k = p and V (λi) ⋍ V (̟τ(j)) for some permutation τ of Ik.
Thus given (λ, a)∈ (h∗)N × (C×)N and (ξ, b)∈ (h∗)N ′ × (C×)N ′ , if V(ψ(λ,a)) and V(ψ(ξ,b))
are isomorphic g˜
A
modules, then by Proposition 3.5, Corollary 3.6 and Theorem 3.4, N = N ′,
λ = ξτ for some permutation τ of {1, · · · , N}, suitably chosen in view of Theorem 3.4.
Since Kernel ψ(λ,a)=Kernel ψ(ξ,b), there exists a Z
n-graded isomorphism from Image ψ(λ,a)
to Image ψ(ξ,b). Hence if Image ψ(λ,a)= C[t
Γ] then Image ψ(ξ,b)= C[t
Γ] for Γ a subgroup of
Zn. Let pri(Γ) ∩ Γ = riZei, for 1 ≤ i ≤ n. For h ∈ h and s ∈ Z+,
ψ(h(sriei)) 6= 0 if and only if φ(h(sriei)) 6= 0.
Hence if f : V (ψ) → V (φ) is a g˜
A
-module isomorphism and v is the highest weight vector in
V (ψ), then
h(sriei).f(v) = f(h(sriei).v), (3.7)
⇒
N
0
i∑
j=1
(
∑
ξ
Ij
(h))b
r
i
s
iij
f(v) =
N
0
i∑
j=1
(
∑
λ
Ij
(h))a
r
i
s
iij
f(v). (3.8)
But λ = ξτ for some permutation τ of {1, · · · , N}, therefore Eqn (3.8) is satisfied if for each
i ∈ {1, · · · , n}, there exists si ∈ C× such that (bi1, · · · , biNi) = si.(aiτi(1),··· ,aiτi(Ni)).
Notation: Given V(ψ(λ,a)) ∈ Ifin , if di.vψ(λ,a)= ̺i. vψ(λ,a)for all 1 ≤ i ≤ n, then we shall
denote the corresponding highest weight irreducible module by V(ψ(λ,a), ̺). By convention
we refer to V(ψ(λ,a), 0) as V(ψ(λ,a)).
With the above notations, it follows from discussion 3.7 that:
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Theorem 3.8. Given (λ, a) ∈ (h∗)N × (C×)N and (ξ, b) ∈ (h∗)N0 × (C×)N0 , where N =
N1 · · ·Nn and N0 = N01 · · ·N0n, and ̺=(̺1, · · · , ̺n), ς=(ς1, · · · , ςn) ∈ Cn , V(ψ(λ,a), ̺) is
isomorphic to V(ψ(ξ,b), ς) as a g˜A-module if
1. Ni = N
0
i for each 1 ≤ i ≤ n and consequently N = N0 ;
2. For each 1 ≤ i ≤ n there exists permutations τi of {1, · · · , Ni} such that
(a) λ(i1,··· ,in) = ξ(τ1(i1),··· ,τn(in)) ;
(b) (bi1, · · · , biNi) = si.(aiτi(1),··· ,aiτi(Ni)), for some si ∈ C× for 1 ≤ i ≤ n.
3. There exists m ∈ Γ such that (̺1, · · · , ̺n)+m = (ς1, · · · , ςn), where Γ is the subgroup
of Zn such that Image ψ(λ,a) = C[t
Γ] = Image ψ(ξ,b).
4 ISOMORPHISM CLASSES OF IRREDUCIBLE g˜
A
(µ) MODULES IN Iµfin
In this section we shall give the isomorphism classes of the irreducible g˜
A
(µ) modules in Iµfin .
By Proposition 2.12, Proposition 3.1 and Proposition 2.9, every irreducible g˜
A
(µ)-module in
Iµfin is a g˜A(µ) submodule of V(E·ψ(λ,a))A, for some Zn graded algebra homomorphism ψ(λ,a).
Since by (Rao, 2004), action of g
A
on the finite dimensional module V(E·ψ(λ,a)) is given by
the surjective Lie algebra homomorphism
Φ(a) : gA → ⊕N−copiesg
X ⊗ tm11 · · · tmnn 7→ (am11i1 · · · amnninX)1≤i1≤N1;··· ;1≤in≤Nn ,
(4.1)
therefore action of g
A
(µ) on V(E·ψ(λ,a)) is given by the restriction map Φ(a, µ) = Φ(a)|g
A
(µ) .
It has been proved in (Batra, 2004):
Proposition 4.1. (Batra, 2004, Proposition 2.2) : Let V(Φ(a)) be a finite dimensional irre-
ducible g
A
module on which g
A
acts via the map Φ(a) as defined in Eq. (4.1). Then V(Φ(a))
is irreducible as a g
A
(µ) module if for each i ∈ {1, · · · , n}, ai = (ai1, · · · , aiNi) is a Ni-tuple of
distinct non-zero complex numbers and ak1i 6= ak1j for 1 ≤ i, j ≤ N1, or equivalently if Image
Φ(a) = Image Φ(a, µ) = ⊕N−copiesg.
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Remark 4.2. Suppose ⊕N−copiesg ⋍ Image Φ(a) 6= Image Φ(a, µ). Then Image Φ(a, µ) ⋍
⊕N−copiesg for some integerN < N . An irreducible ⊕N−copiesgmodule V(Φ(a))(= V(E·ψ(λ,a)))
is completely reducible as a ⊕N−copiesg module, for N ≤ N . Therefore any finite-dimensional
irreducible g
A
module is completely reducible as a g
A
(µ)-module under the restricted action.
4.3. Let Image Φ(a) =Image Φ(a, µ). Let the irreducible g˜
A
(µ)-submodule of V(Φ(a, µ))A be
denoted by V(ψ(λ,a,µ)) where ψ(λ,a,µ):= ψ(λ,a)|
U(h˜
A
(µ))
: U(h˜
A
(µ))→ A, denotes the restriction
map. Clearly,
ψ(λ,a)|h⊗C[t±2 ,··· ,t±n ] = ψ(λ,a,µ)|h⊗C[t±2 ,··· ,t±n ].
If {m1, · · · , mn} is a linearly independent set in Zn such that Image ψ(λ,a)= C[t±m1 , · · · , t±mn ]
and Image ψ(λ,a)|h⊗C[t±2 ,··· ,t±n ] = C[t±m1, · · · , t±mn−1 ],then the set {m1, · · · , mn−1} can be suit-
ably extended to form a basis of Γµ, where Γµ = {tm ∈ A, tm ∈ Image ψ(λ,a,µ)}.
If V(ψ(λ,a,µ)) is a non-trivial irreducible g˜A(µ)-module, then V(E·ψ(λ,a,µ)) is a non-trivial
g
A
(µ)-module by Proposition 2.9. Hence the same proof as Lemma 2.11 shows that Γµ is a
rank n subgroup of Zn. Let {m1, · · · , mn−1, mˆ} be a basis of Γµ such that the relation matrix
Bµ of Γµ with respect to the ordered base (e2, · · · , en, e1) is lower triangular.
Theorem 4.4. Let order of µ be k. Assume that for i ∈ {1, · · · , n}, ai = (ai1, · · · , aiNi) is a
Ni-tuple of distinct non-zero complex numbers, a
k
1i 6= ak1j for 1 ≤ i, j ≤ N1 and for 1 ≤ j ≤ N ,
λIj ’s are dominant integral weights. Suppose that Image ψ(λ,a)|h⊗C[t±2 ,··· ,t±n ] = C[tΓn−1 ] and
mˆ = mˆ1e2 + · · · + mˆn−1en + mˆne1 ∈ Zn is such that Image ψ(λ,a,µ)= C[tΓµ ] = C[tΓn−1 , t±mˆ].
Then:
1. If µ(λIj) 6= λIj for some j ∈ {1, · · · , N}, V(ψ(λ,a,µ)) is an irreducible g˜A(µ)-submodule
of (⊗ℓi=1(V (λIi)⊗p))A, where p =[Zn−1 : Γn−1].
2. If µ(λIj) = λIj for all j ∈ {1, · · · , N}, V(ψ(λ,a,µ)) is an irreducible g˜A(µ)-submodule of
(⊗ℓi=1(V (λIi)⊗q))A, where q =[Zn−1 : Γn−1]mˆn/k.
Remark. With respect to the ordered basis (e2, · · · , en, e1) of Zn let mˆ = (mˆ1, · · · , mˆn). If
we prove that in case (1) mˆn = 1 and in case (2) mˆn = ks for some positive integer s, then
the desired result will follow by the same calculations as done in Theorem 3.4.
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Proof. Form ∈ Zn, ifm = (m2, · · · , mn, m1) with respect to the ordered basis {e2, · · · , en, e1}
of Zn, then,
N∑
i=1
λIia
m1
1i1
am22i2 · · · amnnin = 0, if m1 6≡ 0 mod mˆn . (4.2)
Since ai = (ai1, · · · , aiNi) are non-zero distinct complex numbers for each 2 ≤ i ≤ n, the matrix
M =(am22i2 · · · amnnin)0≤m2≤N2−1;··· ;0≤mn≤Nn−1
1≤i2≤N2;··· ;1≤in≤Nn
being the tensor product of the invertible matrices
Mk = (a
mk
kik
)0≤mk≤Nk−1
1≤ik≤Nk
for 2 ≤ k ≤ n, is invertible (see Batra, 2004). Hence by Eq. (4.2) we
get, ∑N1
i1=1
λ
(i1,1,··· ,1)
am11i1 = 0,∑N1
i1=1
λ
(i1,2,··· ,1)
am11i1 = 0,
. . .∑N1
i1=1
λ
(i1,N2,··· ,Nn)
am11i1 = 0.
if m1 6≡ 0 mod mˆn. (4.3)
Since ak1i 6= ak1j for 1 ≤ i, j ≤ N1, therefore applying (Chari and Pressley, 1988, Proposition
4.2), in each of the above equations we conclude that:
(1). mˆn = 1, if µ(λIj) 6= λIj for some for some j ∈ {1, · · · , N}. Then with notations
as above, [Zn : Γµ] = [Zn−1 : Γn−1]mˆn. Hence by above remark V(ψ(λ,a,µ)) is an irreducible
g˜
A
(µ)-submodule of (⊗ℓi=1(V (λIi)⊗p))A, where p =[Zn−1 : Γn−1].
(2). mˆ1 = ks, for some s ≥ 1 if µ(λIj) = λIj for all j ∈ {1, · · · , N}. Moreover from Eq.
(4.3) it follows that for a fixed (n−1)−tuple of integers Iˆ=(i2, i3, · · · , in) where 1 ≤ ik ≤ Nk for
2 ≤ k ≤ n, λ(i1,Iˆ) are equal in groups of s and the corresponding ak1i1 are proportional to the sth
roots of unity. Now from Proposition 2.9 and a similar set of calculations as done in Theorem
3.4, it follows that V(ψ(λ,a,µ)) is an irreducible g˜A(µ)-submodule of (⊗ℓi=1(V (λIi)⊗q))A, where
q =[Zn−1 : Γn−1]s, for s = mˆn/k. 
4.5. An irreducible g˜
A
(µ)-module V(ψ(λ,a,µ)) shall be referred to as:
• highest weight g˜
A
(µ)-modules of first type if µ(λIj) 6= λIj for some for some j ∈ {1, · · · , N}.
• highest weight g˜
A
(µ)-modules of second type if µ(λIj) = λIj for all j ∈ {1, · · · , N}.
Proposition 4.6. Let Φ(a), Φ(a, µ) and ψ(λ,a) be maps as defined above.
1. If Image Φ(a) = Image Φ(a, µ) then V(ψ(λ,a)) is completely reducible as a g˜A(µ) module.
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2. If Image Φ(a) 6= Image Φ(a, µ) then V(ψ(λ,a)) is completely reducible as a g˜A(µ) module
if and only if Image ψ(λ,a) = A.
Proof. To prove (1), observe that by Proposition 2.12 and Proposition 4.1, V(E·ψ(λ,a)) =
V(E·ψ(λ,a,µ)) under the given conditions. Thus from Proposition 2.6 and Proposition 2.9 it
follows that,
V(ψ(λ,a)) = ⊕
s∈Gµ∩Γ
U(g˜
A
(µ)).ω(s),
where ω is the highest weight vector of the irreducible g
A
(µ) module V(E·ψ(λ,a,µ)) and given
Image ψ(λ,a,µ)= C[t
Γµ ], Gµ is the set of coset representatives of Γµ in Zn.
Proof of (2). Let Image Φ(a) = ⊕
N−copies
g and Image Φ(a, µ) = ⊕
N−copies
g, with N 6= N .
Then by Remark 4.2,
V (E · ψ(λ,a)) =
ℓ⊕
i=1
V (E · ψ(ξ(i),b,µ)),
where ξ(i) = (ξi1 , ξi2, .., ξiN )∈ (h∗)N , b ∈ (C×)N and
∑N
j=1 ξij ≤
∑N
j=1 λj for each 1 ≤ i ≤ k.
Let Image ψ(ξ(i),b,µ)= C[t
Λi ], for 1 ≤ i ≤ k. Then
(V (E · ψ(λ,a)))A =
k⊕
i=1
 ⊕
sj∈G(Λi)
U(g˜
A
(µ)).ωi(sj)
 ,
where G(Λi) denotes the set of coset representatives of Λi in Z
n and ωi is the highest weight
vector of V(E·ψ(ξ(i),b,µ)), for 1 ≤ i ≤ k. Consider s ∈ Ik such that
∑N
j=1 ξsj <
∑N
j=1 λj. Then
ωs =
∑
cs1,..,sNws1 ⊗ ...⊗ wsN ,
where weight of the each summand is
∑N
j=1 ξsj . However there exists a summand ws1⊗...⊗wsN
of ωs such that wsℓ ∈ {v1, · · · , vN} for some 1 ≤ ℓ ≤ N but {ws1 , .., wsN } 6= {v1, · · · , vN},
where vi’s are the highest weight vectors of V (λi)’s. In that case it follows from the proof of
(Chari and Pressley, 1986, Proposition 1.2), that if v = v1 ⊗ · · · ⊗ vN and Image ψ(λ,a) 6= A
then ωs need not be contained in U(gA)v though U(gA)v ∩ V(E·ψ(ξ(s),b,µ))A 6= ∅. Hence the
proposition. 
Notation. Given λ ∈ h∗, let λi = λ|hi for i = 0, 1 if k = 2 (resp. i = 0, 1, 2 if k = 3).
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4.7. Given (λ, a)∈ (h∗)N × (C×)N and (ξ, b)∈ (h∗)N ′ × (C×)N ′, such that Image Φ(a) =
Image Φ(a, µ) and Image Φ(b) = Image Φ(b, µ), the same proof as Proposition 3.5 shows
that, V(ψ(λ,a,µ)) and V(ψ(ξ,b,µ)) are isomorphic g˜A(µ) modules if and only if
• Ker ψ(λ,a,µ)= Ker ψ(ξ,b,µ) ;
• ψ(λ,a,µ)|(h0+D) = ψ(ξ,b,µ)|(h0+D) + δm for some m ∈ Zn such that tm ∈ Image
ψ(λ,a,µ).
As a consequence of Proposition 2.9 and Lemma 2.10 it then follows from a similar proof
as Corollary 3.6 that if V(ψ(λ,a,µ)) and V(ψ(ξ,b,µ)) are isomorphic as g˜A(µ) modules then
V(E·ψ(λ,a,µ)) is isomorphic to V(E·ψ(ξ,b,µ)) as g modules. Consequently, by (Rajan, 2004,
Theorem 1), N = N ′ and λ=ξτ , for some τ in the permutation group of IN suitably chosen in
view of Theorem 4.4 and Image ψ(λ,a,µ) = C[t
Γµ ] = Image ψ(ξ,b,µ) for some rank n subgroup
Γµ of Zn.
Let A0 = C[t
±2
1 , t
±
2 , · · · , t±n ]. Since C[t±2 , · · · , t±n ] ⊂ A0, if Image ψ(λ,a,µ)|(h⊗C[t±2 ,··· ,t±n ])(µ) =
C[tΓ
µ
n−1 ] then tm ∈ A0 for all m ∈ Γµn−1.
With notation as in Proposition 3.8 we prove the following theorem:
Theorem 4.8. Let V(ψ(λ,a,µ), ̺) and V(ψ(ξ,b,µ), ς) be two irreducible g˜A(µ)-modules in I
µ
fin
such that Image Φ(a) = Image Φ(a, µ) and Image Φ(b) = Image Φ(b, µ). Then they are
isomorphic if:
1. Both are of the same type. (see 4.5)
2. If both are of the first type then for each 1 ≤ i ≤ n there exists permutations τi of
{1, · · · , Ni} such that
(a) (bi1, · · · , biNi) = ℘i.(aiτi(1),··· ,aiτi(Ni)) for 2 ≤ i ≤ n and
(bk11, · · · , bk1N1)= ℘1.(akiτi(1), · · · , akiτi(Ni)), i.e., for each 1 ≤ i ≤ N1, b1i = ε℘1a1τ1(i),
where ε is a kth root of unity and ℘i ∈ C× for 1 ≤ i ≤ n.
(b) ξ0(i1,··· ,in) = λ
0
(τ1(i1),··· ,τn(in))
and ξi(i1,··· ,in) = ε
−iλi(τ1(i1),··· ,τn(in)) (for i=1 when k=2 and
i=1,2 when k=3) whenever b1i1 = ε℘1a1τ1(i1), where ε is a k
th root of unity .
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3. If both are of the second type then for all 1 ≤ i ≤ n, Ni = N0i and there exists
permutations τi of {1, · · · , Ni} such that
(a) ξ(i1,··· ,in) = ξ
0
(i1,··· ,in)
= λ0(τ1(i1),··· ,τn(in)) = λ(τ1(i1),··· ,τn(in)).
(b) (bi1, · · · , biNi) = ℘i.(aiτi(1), · · · , aiτi(Ni)) for 2 ≤ i ≤ n and
(bk11, · · · , bk1N1)= ℘1.(akiτi(1), · · · , akiτi(Ni)), i.e., for each 1 ≤ i ≤ N1, b1i = ε℘1a1τ1(i),
where ε is a kth root of unity and ℘i ∈ C× for 1 ≤ i ≤ n.
4. There exists m ∈ Γµ such that (̺1, · · · , ̺n)+m = (ς1, · · · , ςn). where Γµ is a rank n
subgroup of Zn such that Image ψ(λ,a,µ)=C[t
Γµ ]= Image ψ(ξ,b,µ).
Proof. (1). Let V(ψ(λ,a,µ)) and V(ψ(ξ,b,µ)) be irreducible g˜A(µ) modules of first and second
type respectively. We consider the case when k=2. The case k=3, can be proved similarly.
For k=2, note that by 4.3, there exists h ∈ h1 such that
ψ(λ,a,µ)(h⊗ t1tm) 6= 0, for some tm ∈ A0.
But ψ(ξ,b,µ)|h⊗A1 = 0. Hence Ker ψ(λ,a,µ) 6= Ker ψ(ξ,b,µ). Hence (1).
(2). Let V(ψ(λ,a,µ)) and V(ψ(ξ,b,µ)) be isomorphic irreducible g˜A(µ) modules of first type.
Since g
A
(µ)= ⊕k−1i=0 (gi ⊗ ti1A0), for k=2,3, where g0 is a simple finite dimensional Lie algebra,
the g˜
A
(µ)-modules V(ψ(λ,a,µ)) and V(ψ(ξ,b,µ)) are also isomorphic as modules for the multi-
loop Lie algebra g0 ⊗ A0. Consequently, by Theorem 3.8, Ni = N ′i for each 1 ≤ i ≤ n and
there exists permutations τi of {1, · · · , Ni} such that
ξ0(i1,··· ,in) = λ
0
(τ1(i1),··· ,τn(in))
,
(bi1, · · · , biNi) = ℘i.(aiτi(1),··· ,aiτi(Ni)), for 2 ≤ i ≤ n,
(b211, · · · , b21N1) = ℘1.(a2iτi(1), · · · , a2iτi(Ni)), where ℘i ∈ C× for 1 ≤ i ≤ n.
Since b21i = ℘1a
2
1τ1(i)
, therefore b1i = ±√℘1a1τ1(i) for each 1 ≤ i ≤ N1. But we have seen
that λ=ξτ , for some τ in the permutation group of IN , hence there exists permutations τi of
{1, · · · , Ni} such that ξ(i1,··· ,in) = λ(τ1(i1),··· ,τn(in)). However, for h ∈ hj, j 6= 0, and tm ∈ A0,
ψ(λ,a,µ)(h⊗ tj1tm) =
(
n∑
i=1
λjIia
km+j
1i1
am22i2 · · · amnnin
)
tj1t
m.
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Hence for k=2, ξ(i1,··· ,in) = λ(τ1(i1),··· ,τn(in)), ξ
0
(i1,··· ,in)
= λ0(τ1(i1),··· ,τn(in)), where τi is a permutation
of {1, · · · , Ni} for 1 ≤ i ≤ n, and b1i = ±√℘1a1τ1(i) for each 1 ≤ i ≤ N1 imply:
ξ1(i1,··· ,in) = ±λ1(τ1(i1),··· ,τn(in)), whenever b1i1 = ±℘1a1τ1(i1).
Hence (2) holds for k = 2. The case k=3, can be proved similarly.
(3). Let V(ψ(λ,a,µ)) and V(ψ(ξ,b,µ)) be two isomorphic irreducible g˜A(µ)modules of the second
type. Suppose that Image ψ(λ,a,µ)= C[t
Γµ ] = Image ψ(ξ,b,µ). Then from 4.3 it is clear that
for all m ∈ Γµ, tm ∈ A0. Hence by the same analysis as above (3) can be proved.
(4) is clear. 
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