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Abstract
This thesis examines and characterises structural transitions in two different organic
charge transfer complexes: peryelene-tetracyanoquinodimethane (Perylene-TCNQ) and
dibenzotetrathiafulvalene-tetraflourotetracyanoquinodimethane (DTTF-F4TCNQ. Both
complexes were grown via physical vapour transport using a Carbolite EHC 12/600B
three zone furnace.
We experimentally established two completely novel polymorphs of Perylene-TCNQ
and demonstrated that these polymorphs undergo a reversible temperature dependent
phase transition, converting from one to the other, at around 280 K. We characterised
the physical structure of both polymorphs using x-ray crystallography and provided es-
timates for the degree of charge transfer via bond length based methods and infra-red
spectroscopy. Notably, we discovered that the benzene rings of perylene are heavily
distorted in both polymorphs. This is unusual as it is normally extremely energetically
favourable for aromatic rings to be planar. This deviation appears to be a result of
nitrogen short contact interactions. These results have been published in “New Poly-
morphs of Perylene:Tetracyanoquinodimethane Charge Transfer Cocrystals”, Cryst.
Growth Des. 2018, 18, 4, 2003-2009. (https://doi.org/10.1021/acs.cgd.7b01391)
For DBTTF-F4TNCQ we demonstrated a hitherto unconfirmed high temperature Spin
Peierls induced structural transition close to 400 K. This transition can be seen in both
the unit cell parameters and the relative inter-molecular distances between adjacent
DBTTF and F4TCNQ molecules, as determined by x-ray crystallography. While this
behaviour was previously predicted it has never been experimentally confirmed until
now. In the process we also ascertained, via both bond length and spectroscopic meth-
ods, that the degree of charge transfer does not appear to change over this structural
transition.
We also performed low temperature measurements to further probe the behaviour of the
DBTTF-F4TCNQ system. Electron Paramagnetic Resonance (EPR) measurements
were carried out and appear to demonstrate a low temperature transition at around
150 K. We also carried out low temperature x-ray crystallography measurements in
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“So what’s your PhD about?”
This is a question every PhD student is asked sooner or later, and one that most dread.
Part of the problem is that there are often several layers of explanation to be given
before one can even get round to answering the question. “I’m looking at transitions in
charge transfer complexes” is a useless answer to the vast majority of people, who have
no idea what a charge transfer complex is, or why it matters that they have transitions.
Then one has to try and manage an explanation in the hope that the questioner does
not get bored half way through, assuming they were actually even interested in the
first place, and were not just asking out of some sense of social obligation.
The study of charge transfer (CT) complexes sits at a crossroads. It is in part organic
chemistry, and in part condensed matter physics. Due to the complex and difficult
process of making CT complexes, it incorporates a bit of process engineering as well.
The field itself is also a mixture of new and old; it has come back into vogue again
after a brief flurry of research interest almost 50 years ago. It could lead to the future
of flexible, wearable electronics, or cheap printable solar panels. It is a fascinating
field, but not one that can be readily explained in 30 seconds to someone who knows
nothing about it. I’ve been asked the opening question many times at this point, and
the explanation I’ve converged on is something like this:
“I look at a type of material known as ‘charge transfer complexes’. Just as you can
bind atoms together to make molecules that have new properties, these are molecules
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that are bound together like Lego bricks in what’s called a supra-molecular complex.
Sodium is a metal, chlorine is a toxic gas, sodium chloride is table salt. In exactly the
same way, I can stick two insulating molecules together and make something that’s a
conductor, or a semiconductor, or maybe even a superconductor.”
In theory I could continue my explanation, talking about why this is actually interest-
ing, and the applications that it might lead to. There is a lot that such an answer does
not even attempt to cover. The majority of the time, however, whomever I’m talking
to will either clearly have got bored or have asked another question at this point. Their
initial enquiry was just to be polite. If you are reading this thesis, presumably you are
actually interested in the answer, and as you read it, I hope that you will come to
understand what exactly a charge transfer complex is, and why it matters that they
have transitions.
1.2 Overview
This thesis is divided into eight chapters. The first chapter, this one, is the Introduction,
and it provides a broad overview of the entire work. The second, Background, explains
what CT complexes are, and why people study them. Chapter Three reviews the
principles and theoretical underpinnings for the experimental techniques used in this
work. It covers both crystal growth and the range of analytic tools used to study the
crystals after they were grown.
Chapter Four describes the specific chemicals used, pereylene, dibenzotetrathiaful-
valene (DBTTF), tetracyanoquinodimethane (TCNQ) and its fluorinated derivatives.
It describes their properties in isolation as well as when combined together into specific
CT complexes. Chapter Five covers specific experimental procedure. While Chapter
Three gave the theory, this chapter details specific procedures and experimental pro-
tocols that were developed, and why.
Chapters Six and Seven cover the actual results of the work. Chapter Six covers
the discovery of two novel polymorphs of perylene-TCNQ, and the reversible inter-
conversion between the two. Chapter Seven looks into high and low temperature spin





In this chapter we discuss the properties of charge transfer complexes and the theoretical
models used to describe them. We also examine the current state of the field regarding
their study.
2.2 Charge Transfer Complexes
A charge transfer (CT) complex is a supramolecular structure formed by the association
of two or more molecules which are bonded together by electrostatic attraction due to
partial charge transfer between the Highest Occupied Molecular Orbital (HOMO) of
electron rich donor molecules and the Lowest Unoccupied Molecular Orbital (LUMO)
of electron deficient acceptors. These complexes have received research interest due to
the fact they can display novel optoelectronic properties not seen in the compounds
that make them up. This started with the discovery of the organic metal TTF-TCNQ
(tetrathiafulvalene-tetracyanoquinodimethane) in 1973 [2]; in isolation TCNQ and TTF
have unremarkable electrical properties, but combined together they form an organic
conductor that exhibits metallic conductivity for temperatures above 58 K, with a peak
conductivity of 1.47× 104 S cm-1 reported at 66 K. [18]
Much of this early work focused on the creation of high temperature superconductors
or simply the creation of materials with high room temperature conductivity. More
recently, charge transfer complexes have seen renewed interest in the field of organic
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electronics due to a much wider range of technologically relevant properties in light
emitting diodes and solar cells. [31] Of critical importance is that is it very easy to
tune the electronic properties of charge transfer complexes by changing the molecular
arrangement or by functionalising the electronegativity of one or more of the molecules,
such as by fluorination.
One main area of research concerns the creation of organic semiconductors. Most in-
tegrated circuits utilise complementary metal oxide semiconductor (CMOS) structures,
which rely on complementary pairs of p- and n-type field effect transistor (FET) chan-
nels for logic functions. To create efficient low power organic integrated circuits it is
important to be able to replicate this capacity and, ideally, produce single layer systems
capable of operating in both p- and n-type modes. Unfortunately most monomolecu-
lar organic compounds are unipolar (typically p-type) and are therefore unsuitable for
the task. [33] This is not necessarily the case for charge transfer complexes, however.
For example, the charge transfer complex DBTTF-TCNQ (dibenzotetrathiafulvalene-
tetracyanoquinodimethane) has demonstrated an electron mobility of 0.13 cm2 V-1 s-1
and a hole mobility of 0.04 cm2 V-1 s-1, both acceptable values for organic semicon-
ductors. [110] Furthermore, it is possible to drastically alter the electrical properties of
this complex by fluorinating the TCNQ molecule, changing the electronegativity of the
acceptor and converting it from n-type, to ambipolar, and to p-type devices by shifting
the Fermi-energy with respect to the semiconductor band gap energy. [100]
Charge transfer complexes have also demonstrated potential for efficient photocurrent
generation. [4] One main problem with current organic photovoltaic cells (OPCs) is the
efficient photogeneration of charge carriers. For OPCs, the first step in photocurrent
generation is the creation of excitons, or bound electron-hole pairs. [82] These excitons
subsequently charge separate, and then electrons are transported to the cathode, and
holes to the anode, producing a current.
For single layer OPCs this occurs via the formation of Frenkel excitons, which are
highly localised and confined to a single molecule. Unfortunately, this means that the
excitons readily recombine before they can form an electron-hole pair and this also
limits the active photon-energy range for excitonic absorption to above 1.7 eV. [105]
However, by using solar cells consisting of a donor-acceptor pair it is possible to engineer
a system where the hole and electron occupy adjacent molecules, known as charge
transfer excitons, which allows much more efficient dissociation of the pair. [10] Charge
transfer complex based systems should have much lower optical gap energies, with
values of between 0.5 and 2 eV, accessible by tuning the constituent molecules and
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stoichiometry (as with ambipolar transport properties). [104] As with FETs it should
be possible to tune the properties of charge transfer based OPCs as the hole and
electron photocurrents and diffusion length are directly proportional to the charge
transfer energy gap. [106]
2.2.1 Theory of Charge Transfer Complexes
The charge transfer interaction cannot be regarded either as simply ionic or covalent and
it is most commonly modelled using a molecular orbital based approach in which each
member of the charge transfer can be treated as an atom, and the overall complex as
a molecule. [8] The band structure of the resultant charge transfer complex is derived
from, but different to, the parent compounds, with the HOMO energy level of the
complex close to and corresponding to the HOMO of the donor, while the LUMO
corresponds to that of the acceptor. Figure 2-1 is a simplified energy scheme for the
isolated donor, acceptor and CT complex (in this case tetracene-TCNQ).
Figure 2-1: The donor band structure (blue), acceptor band structure (yellow), and
an approximation of the CT band structure (green).
10
2.2.2 The Valance Bond Method
It is possible to examine the mechanics of charge transfer complexes using a valence
bond (or resonance) based approach or by applying a Linear Combination of Atomic
Orbitals (LCAO) based technique. Both methods have been proved to be equivalent,
although the resonance based method is generally considered preferable except in the
case of very strongly charged complexes in the singlet state. For the ground state
both approaches are comparable, although the molecular orbital method is often more
computationally tractable. [8]
Considering first a simple dimer system, comprising of a donor molecule, D, and the
acceptor, A, and applying the valence bond approach as outlined by Mulliken [73,
74, 75, 76] and reported in a review by Bender, [8] the total wavefunctions of the
system (to a first order approximation) can be treated as the linear combination of
two states, a non-ionic pair, Ψ0(D,A), which can also include additional polarization
effects, and an ionic pair, Ψ1(D
+A−), which describes the first order dative covalent
bonding interaction (a covalent bond where both bonding electrons derive from the
same atom). A more complex representation should also include higher order terms
(such as D2+A2− etc.), but this is not necessary to understand the important features
of the system. The overall ground state is thus:
ΨN (DA) = aψ0(D,A) + bψ1(D
+A−). (2.1)
Likewise, the excited (or virtual) state can be written using the same basis functions
as:
ΨV (DA) = cψ0(D,A) + dψ1(D
+A−), (2.2)
where a, b, c and d are constants which can be found by imposing orthonormality
conditions.
〈ΨN |ΨN 〉 = 1 = a2 + b2 + ab 〈ψ1|ψ0〉+ ab 〈ψ0|ψ1〉 , (2.3)
〈ΨV |ΨV 〉 = 1 = c2 + d2 + cd 〈ψ1|ψ0〉+ cd 〈ψ0|ψ1〉 , (2.4)
〈ΨN |ΨV 〉 = 0 = ac+ bd+ ac 〈ψ1|ψ0〉+ bd 〈ψ0|ψ1〉 . (2.5)
From 2.5 it can be shown that ac = −bd. This means that if the ground state is
predominately non-ionic (i.e. ψN ≈ ψ0(D,A) with a  b) then the excited state
will be ionic as d > c, and vice versa. Therefore during excitation the character of
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the complex changes and hence the excitation process is associated with a transfer of
charge from the donor to the acceptor.
From this analysis it is also possible to derive a relationship between the CT band and
the ionisation potential of the donor (ID) and the electron affinity of the acceptor (EA).
The energy difference between the ground and first excited state can be found by substi-
tuting the trial wavefunction ΨN (DA) = aψ0(D,A)+bψ1(D
+A−) into the Schrödinger
Equation and applying the variational principle, which assumes that the real energy of
a system will always be greater than the calculated value and can thus be obtained by







where E is energy, to yield the secular equations:∣∣∣∣∣ E0 − E H01ESS1H01 − ES01 E1E
∣∣∣∣∣ = 0, (2.7)
where H01 is the resonance integral 〈ψ0|Ĥ|ψ〉, S01 is the overlap integral 〈ψ0|ψ1〉. E0
is equal to the sum of the separate energies of A and D, modified to include attractive
interactions due to ionic, ionic-dipole, dipole-dipole, hydrogen bonding, London dis-
persion forces and any repulsive effects due to exchange interactions. E1 is a similar
term to E0, but also includes energy due to ionic and covalent bonding. Ĥ is the
Hamiltonian.
This expression yields a quadratic equation, the roots of which correspond to the en-
ergies of the ground and excited state, En and Ev.








We can define the charge transfer energy, hv as:
hv = Ev − E0, (2.10)
and thus:
hvct = E1 − E0 −




Figure 2-2: Potential energy surface representation of the charge energy transition
and its dependence on ID and EA. Figure adapted from Bender. [8]
It is possible to re-write this equation in terms of the ionisation energy, ID, and electron
affinity, EA, at infinite separation, plus a correcting term (Figure 2-2). The ground
state can be expressed as E0 = E∞−G, where, E∞ is the vacuum energy. The excited
state is E1 = E∞ + ID − EA + G′. Mulliken suggests that G can be interpreted as
a non-bonding stabilisation term, primarily due to London dispersion forces and that
G′ also includes Columbic and exchange interactions due to the nature of the excited
state. [75]
This charge transfer energy, which corresponds to the absoption energy for CT trans-
itions, is thus:





It is therefore possible to vary the charge transfer properties by modifying the electron
affinity and ionisation potential of the constituent molecules. [31]
2.2.3 Linear Combination of Atomic Orbitals Based Method
By contrast the LCAO based approach assigns the electrons involved in the charge
transfer to a delocalised orbital (or orbitals in the case of multiple charge transfer
effects) spread across the nuclei of both molecules, and charge transfer is simply an
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excitation from this occupied delocalised orbital to a virtual molecular orbital.
For larger multi-molecule complexes it is important to take into account the effects of
long range Columbic interactions, which obviously do not appear with dimers. Mc-
Connell et al. [70] apply the same reasoning as before to a three dimensional crystal
formed from stacks of alternating donor acceptor molecules. Once again disregarding
any higher order ionisation terms (i.e. only considering charge states of -1, 0 or +1)
yields a matrix where the diagonal elements depend on the ionization potential of the
donor, and electron affinity of the acceptor, as well as Coulomb interactions between
ion molecules.
The largest off-diagonal elements are the Mulliken resonance integrals (analogous to
those derived before):
γ = 〈...DA...|Ĥ|...D+A−...〉 . (2.13)
Provided these contributions are small, we can apply perturbation theory, [61] yielding
an energy of:
E = N(ε0ρ− ε1ρ2), (2.14)
where N is the total number of molecules in the crystal stack, ρ is the average charge
density per molecule (this can also be thought of as the degree of charge transfer,
ranging from 0 to 1), Nε0 refers to the total energy required to transfer one unit of
charge from each acceptor to each donor molecule, disregarding Coulomb interactions
between molecules (i.e. ε0 =
1
2(ID −EA)), and −Nε11ρ
2 corresponds to the Madelung
energy of the system, with 2ε1 being the energy required to remove an ion (either D
+
or A−) from a fully ionic lattice.
Based on the above arguments, the energy of the system is minimised for either ρ = 0
or ρ = 1, meaning we should expect to see two clearly distinct types of complex, those
with fully neutral ground states, and those with fully ionic states. While this holds
true for low temperatures, in real systems it is typically not the case. Although the
value of ρ will usually lie close to one of these two extremes, there will still be some
degree of partial charge transfer. This follows from a more rigorous phenomenological
examination by Strebel et al., [98] which takes into account contributions due to elec-
trical and magnetic excitations and leads to a greater overlap between neighbouring
molecules.
We can thus delineate two broad classes of charge transfer complexes. A “neutral”
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(a) Mixed stacks (b) Segregated stacks
Figure 2-3: Crystalline packing of 1:1 charge transfer complexes.
complex is defined by ρ < 0.5 and will occur when ε0 < ε1, meaning that the Madelung
energy of the crystal is significantly greater than ID − EA. If the reverse is true and
the Madelung energy is significantly less, the complex can be classified as “ionic”, with
ρ > 0.5. [31]
2.2.4 Structure
So far we have considered the most basic charge complex arrangement, a 1:1 mixed
stack stoichiometry; however a range of alternate configurations is possible, although
these are generally rarer.
TTF-TCNQ, for example, forms what is known as a segregated stack geometry, which
consists of adjacent ...AAAA... and ...DDDD... stacks. (Figure 2-3) Other ratios,
such as 1:2 or 3:2 are also possible and in these cases the extra molecules either exist
within the stack (such as DDADDA) or in the interstitial space between them. In the
latter case these molecules do not necessarily directly contribute to the charge transfer
process, but can nevertheless have an effect on the properties of the system due to
the modification of the lattice arrangement compared to the more basic mixed and
segregated stack structures.
For example, the degree of axial tilt between molecules with respect to the stacking
axis is correlated to the coupling between their molecular orbitals and hence the degree
of charge transfer can be altered by binding electrostatic interactions with these extra
molecules.
One might assume that for aromatic π−π interactions it would be energetically favour-
able if the molecules are perfectly aligned on top of each other within a given stack, in
what is known as a sandwich or co-facial parallel stacked geometry (Figure 2-4a). In
fact, in most molecular systems this is not the case. More commonly, the molecules in
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(a) Sandwich or cofacial par-
allel stacked configuration
(b) Edge to face T configura-
tion
(c) Parallel displaced config-
uration
Figure 2-4: The three most common stacking configurations for aromatic systems.
a stack are arranged in an edge-to-face “T” configuration, where alternating molecules
within a stack are perpendicular to one another, (Figure 2-4b) or a parallel displaced
configuration, where alternating molecules are offset from one another, sometimes by
as much as one molecular ring in distance. (Figure 2-4c) [94] Generally for small
un-substituted aromatic compounds the T configuration is favourable, whereas larger
multi-ring molecules or substituted molecules tend to demonstrate a parallel displaced
geometry. [102] Examples of this can be seen in Chapter 4 in the structures of the
various charge transfer complexes.
2.2.5 Excitations
For a neutral complex the lowest energy excitation is expected to be triplet excitons
corresponding to a bound pair of parallel spins propagating through the crystal lattice.
[70] The triplet state is typically lower energy than the corresponding singlet state as
it includes exchange interaction.
...ADAD+ ↑ A− ↑ DADA... (2.15)
The excitation energy is 2ε0 − ε′1, where ε′1 is the Coulomb interaction between the ion
pair (excitation energy is ε0 per ion).
The energy required to produce a charge carrying excitation, which would consist of
electrons propagating through acceptor molecules, and holes through donors, is simply
equal to ε0 per ion with a band width of γ
2/ε2, where ε2 is the energy required to create
an ion pair next to a pre-existing ion in an otherwise neutral chain. γ refers to the
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resonance integral as defined in equation 2.13. In general this energy is of the order of
electron volts and is therefore most readily accessible through optical excitation.
For ionic complexes, the lowest energy excitations are instead linear spin waves. These









4ε1 − 2ε0 − ε′1
. (2.17)
Here the excitation energy per charge carrier is 2ε1 − ε0 with a band width of γ2/ε3,
where ε3 is the energy required to create two neutral molecules next to a pre-existing
neutral molecule within the chain. [70]
2.3 Metallic Behaviour
A large proportion of CT complexes are insulating or, at best, act as semiconductors.
However, segregated stack complexes can display a high degree of anisotropic conduct-
ivity and even metallic behaviour along the direction of the stacks. The quintessential
example of such a complex is TTF-TCNQ, which should now be familiar, and this com-
plex will be referred to extensively in the proceeding sections as it has been extensively
studied and its behaviour is typical of other similar systems.
This conductivity occurs due to the fact that there is considerable π-orbital overlap
between the molecules in a given stack. Due to the CT interaction these orbitals are
only partially filled, and this results in a high degree of delocalisation as the electrons
can travel freely up and down the chain in what can be described as a one dimensional
conduction band. This band can be treated a one dimensional as the interactions
between neighbouring molecules within a stack are considerably stronger than any
inter-stack interactions. In the case of TFF-TCNQ even the largest inter-chain coupling
is one sixtieth the strength of the intra-chain ones. [9]
This one dimensional behaviour cannot be adequately explained by conventional metal-
lic conduction models. Not only are these conduction bands extremely narrow, on the
order of 0.2 to 0.5 eV [91], the conductivity demonstrates a strong and distinctive tem-
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perature dependence. Starting at high temperatures, conductivity will rapidly increase
as temperature lowers until it reaches a maximum. With TTF-TCNQ, resistivity (equal
to 1/σ) increases with 1/T 2 in this high temperature region, compared to 1/T beha-
viour which occurs in normal metals due to phonon scattering. [25] In some systems
this relationship can be as high as 1/T 4. [91] Beyond the maximum further lowering
will cause an even more rapid drop in conductivity, and in most cases the material
becomes a semiconductor or even an insulator. [91]
The number of charge carriers remains constant (ρ does not change significantly),
so this behaviour must be caused by a change in mobility. In part, this mobility
change is caused by lattice contraction, particularly along the stacking direction, as
temperatures decrease. However, the primary cause is a reduction in phonon-charge
carrier interactions as temperature is reduced. The sudden transition to an insulating
or semi-conducting phase is due to the presence of what is known as Peierls transition.
2.4 Electronic-Peierls Transition
As first shown by Peierls, an equally spaced one dimensional chain is fundamentally
unstable at low temperatures, and it will undergo a lattice distortion (known as a Peierls
transition, or Peierls distortion). Neighbouring molecules will be displaced in opposite
directions by an equal amount, causing them to dimerise. This lattice distortion results
in spatially periodic modulation of electron density known as a charge-density wave.
This wave can potentially travel freely along the one dimensional chain through phonon
coupling, resulting in conductive behaviour. Here we follow the derivation reported by
Schwoerer & Wolf. [91]
It is important to note that the transition should more accurately be referred to as an
Electronic Peierls transition, as there is also an analogous, although less common, spin
based magneto-elastic transition that can occur in charge transfer complexes. This is
covered in Section 2.5.
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2.4.1 Theory
We first consider a one dimensional free electron system of length L and derive several









, l = 0, 1, 2... (2.19)
As each state can be occupied by two electrons with opposing spins, the density of








For T=0 all states up to the Fermi level, Ef , will be filled and these will have
wavevectors ±kf . For all finite temperatures, some electrons will occupy higher en-
ergy states, which the occupation probability for a given state with energy E given by
the Fermi distribution function:
f(E) =
1
e(E−Ef )/kbT + 1
. (2.21)
The total number of electrons, N, must satisfy the condition:∫ ∞
0
F (E)D(E)dE, (2.22)
where D(E) is the density of states. For T=0 all states above the Fermi energy are
unfilled, so this must be equal to:∫ Ef
0
F (E)D(E)dE. (2.23)
The density of states can then be determined by substitution (using equations 2.18 and




















Next we consider a chain of atoms. This can modelled by applying a periodic one
dimensional potential with spatial period aM and amplitude V. This will lead to the
formation of Brillouin Zones, with the first extending between q = ± πaM . If V is weak,
it will lead to band gap at the boundary of the first Brillouin Zone equal to 2V.
If there are two electrons per unit cell then n = 2/am and kf = ± πaM . Therefore the
band will be filled and the system will act as an insulator. If there are fewer electrons
the band will only be partially filled (as would be the case in a CT system with partial
ρ) and the system will be metallic.
For two dimensional and three dimensional systems, phonons with any wavevector can
contribute to scattering processes. However, for a one dimensional system, the phonon
mediated relaxation of electrons is only possible if the electron goes from having a
wavevector of +kf to −kf , or vice versa. This is because phonon energy is always
small, and so scattering processes that occur close to the Fermi surface are allowed. In
a one dimensional system, the Fermi surface only consists of two points at ±kf . Hence,
only photons where q = 2kf can be involved with scattering processes in order for both
conservation of momentum (wavevector) and energy to be fulfilled.
The Peierls transition occurs due to instability in the periodic lattice potential caused
by these phonons. By applying a modulation of 2kf this leads to a band gap at the
Fermi level. This results in a lowering in the energy of the states just below the Fermi
level, and increasing the energy for the states above it. For a one dimensional metal
where only the states k ≤ kf are occupied, this leads to an overall reduction in energy.
(Figure 2-5) Of course, the lattice distortion itself has an energy cost, so there is in fact
only a net energy saving at low temperatures. Above a critical temperature, known as
the Peierls temperature, the energy gap closes as the Peierls distortion is quenched by
phonons.
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Figure 2-5: A representation of the electronic-Peierls transition, showing the energy
dispersion E(k) for a uniform band filled up to the Fermi level, and for a dimerised
chain. Figure adapted from James W. Bray et al. [12]
2.5 Spin-Peierls Transition
Spin-Peierls (SP) transitions are a type of magneto-elastic transition that can occur in
quasi one dimensional insulators. Indeed, it has been claimed that both the electronic-
Peierls transition and the spin-Peierls transition are both specific examples of a more
generalised phenomenon. SP transitions were first discovered experimentally in 1975
in TTF-TCNQ. [11] Here we primarily follow the derivation by James W. Bray et al.
[12]
Most magnetic systems demonstrate long range ordering (typically ferromagnetic or
anti-ferromagnetic) beyond a critical transition point. For an ideal one dimensional
system this transition temperature can only occur at T = 0. For real systems weak
inter-chain interactions raise this transition temperature. This magnetic ordering is for
a rigid lattice, if, as before, we allow for the possibility of elastic distortions, then a
new type of ordering is possible. Notably, unlike the electronic-Peierls transition, SP
systems remain insulating at all temperatures.
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2.5.1 Theory
We consider an array of one dimensional antiferromagnetic (AF) spin chains described
by a spin 12 Heisenberg Hamiltonian. We will only consider nearest neighbour interac-
tions, and inter-chain magnetic coupling will be neglected. We are considering phonon










for lattice sites up to j, where J(j, j + 1) is the exchange energy as a function of
the separation between the two sites j and j + 1, S is the spin vector, ω0 is the un-
renormalised phonon energy and b†qα and bqα are the creation and destruction operators
for the three dimensional phonons with wave vector q on branch α, respectively.
Thus we have a one dimensional magnetic system coupled to a three dimensional
phonon system. The overall system can therefore be described as quasi-one dimen-
sional.
For a one dimensional AF Heisenberg chain quantum zero-point fluctuations will pop-
ulate low lying excited states as the excited state is degenerate with the ground state
for q = 0,±πa . As a result, both the singlet ground state and triplet excited states will
be populated. If the chain is dimerised, a gap opens up in the excitation spectrum,
raising the energy of the excited states, and meaning they can no longer be populated,
lowering the net magnetic energy. This is also the case for an XY AF chain; however it
is not the case for the Ising model, where the spin vectors can only occupy two states
(+1 or -1), or classical AF chains. In the case of the former, there is already an energy
gap between the ground and excited state, and in the case of the latter, there is no
zero-point energy. Further, because quantum fluctuations decrease rapidly for |S| > 12
high spin materials will also not demonstrate an SP transition.
Unfortunately, this Hamiltonian cannot be solved exactly, and so approximations must
be made. One method is to apply the Jordan-Wigner transformation, which maps the
spin operations onto Fermion creation and annihilation operators, and then simplify
the spin-phonon coupling term by only considering first order inter-site spacing terms.
Applying the Jordan-Wigner transformation, one defines
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Ψj = (−2)j−1Sz1Sz2 ...S−j , (2.28)
where S± = Sx ± iSy and Szj = 12Ψ
†























Next, the spin-phonon coupling is taken as
J(j + 1) = J +
∑
j
[u(j)− u(j + 1) · ∇jJ(j, j + 1) + ...], (2.30)
where u are the three dimensional lattice displacement operators. Taking the Fourier







































where εk = J(cos(ka−1)), N is the number of lattice sites, v(k) = J cos(ka), g1(k,q, α) =
1
2g(q, α)(1−e
−iqa)(e−ika−1)(1−e−i(q−k)a), g2(k,q, α) = g(qα)eika(1−e−iqa), g(q, α) =
[2mω0(qα)]
− 1
2 e(q, α) · ∇J(j, j + 1), e(q, α) is the phonon polarisation vector and m is
the mass of the magnetic lattice site.
An alternative approach is to begin with the Hamiltonian for an already dimerised AF











where j describes the dimer, and J1 and J2 represent the intra and inter-dimer exchange
interactions. The subsequent treatment for this expression is essentially the same.
Since both Equation 2.27 and 2.32 describe the same system, just above and below
the transition temperature respectively, (at TcJ1 = J + 2 = J(j, j + 1)) they should
yield identical results. Unfortunately, the mean-field methods that are most commonly
used lead to slightly different solutions. Which formulation is superior depends on the
system and the nature of the approximations assumed.
2.5.2 Mean Field Treatments
The majority of SP treatments apply mean-field (MF) approximations. Generally, these
methods work by approximating all interactions with one component, by considering
the interactions between this component and a single approximate averaged interaction.
[16]
In this particular case, the Hartree-Fock approximation is most commonly used. All
four-fermion terms are converted to two-fermion terms:







. Here kB is the Boltzmann Constant and Ek ≡ pJ cos (ka),




k nk cos (ka)
)
. For T  J
this is approximately constant, with a value of 1.64.






















. This equation is, in turn, most
commonly solved by applying yet another MF approximation, known as the random
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phase approximation (RPA), to the fermion-phonon coupling term.
This gives an expression for the re-normalised phonon frequency ω:




g(α,q, k − q)nk − g∗(α,q, k)nk−q
ω − Ek−q + Ek
. (2.35)








and at the transition temperature itself ω(q = 2kF ) = 0, where kF is the Fermi wave
vector, equal to π2a . This leads to a gap equation equal to

















where g ≡ g(α,q, q = 2kf ) and ω0 ≡ ω0(α,q, q = 2kf ). Assuming that coupling is
weak Tc  J then the transition temperature is:






where λ = 4g
2p
ω20πJ
and ∆(T ), the magnetic gap is
∆(T = 0) ≡ ∆(0) = 1.754Tc. (2.39)
As expected, below Tc the lattice is dimerised, and the two values of J (c.f. equation
2.32) are
J1,2 ≡ J(1± δ(T )), (2.40)
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with the dimerisation parameter, δ(T ), equal to ∆(T )pJ .
2.5.3 Alternative Treatments
As should be clear at this juncture, this result is based on a series of approximations
that may not necessarily be valid for the system in question. This is particularly the
case if there is any lattice anisotropy or strong spin-lattice coupling. As previously
mentioned, starting from Equation 2.32 leads to slightly different solutions. No ana-
lytical expression is possible for the Heisenberg case, although for the XY case the
transition temperature is
Tc = 0.83J expλ
′, (2.41)
where λ′ ≡ 4pλ . The magnetic gap is









An alternative approach has been demonstrated by Cross and Fisher, which uses a
boson algebra to avoid the HF approximation, although it does still use the RPA ap-
proximation for the spin-phonon coupling term and the weak-coupling approximation.
[21] Applying this approach obtains a critical temperature of
Tc = 0.8Jλ
′′, (2.43)
where λ′′ ≡ λp . They also find an increase in the rate of phonon softening (discussed in
more detail in Subsection 2.5.4) above the transition temperature as










2.5.4 High Temperature Behaviour
The majority of materials that demonstrate a SP transition have also demonstrated
distinctive high temperature behaviour in the form of phonon softening. The collective
movement of atoms in a crystal lattice to transform it from a higher-symmetry structure
into a lower-symmetry structure can be described in terms that are known as soft
phonon modes. This phase transition is heralded by a reduction in the frequency of
the soft phonon. [88]
In the case of these materials, at high temperatures the frequency of the phonon
corresponding to the dimerization wave vector is reduced to about an order of mag-
nitude below its normal value prior to a structural transition. This has been repor-
ted in tetrathiafulvalene copper-benzenedithiol (TTF-CuBDT), tetrathiafulvalene gold-
benzenedithiol (TTF-AuBDT), N-methyl-N-ethylmorpholinium tetracyanoquinodimeth-
ane (MEM-(TCNQ)2). [11, 46, 99]. This soft phonon mode also has the effect of slightly





In this chapter we review the various experimental techniques used in this work. We
explore their theoretical underpinnings, their prior use in the field and the various
strengths and weaknesses of each.
We first examine the range of techniques that can be used to grow CT complexes.
We begin by exploring several techniques used for the pre-growth purification of the
starting materials, including zone refinement and sublimation. We then look at several
solution-based techniques. There are a large number of possible gas-based methods,
but here we focus exclusively on physical vapour transport, the technique that was
predominately used in this work. Finally, for completeness, we briefly comment on
melt based growth techniques.
We next address the various ways of estimating the degree of charge transfer, ρ. We
examine bond length based methods, including the Kistenmacher and HOSE methods,
as well as spectroscopic methods, including IR, Raman and reflectance spectroscopy.
Finally, we consider three other analytic techniques used in this work. The first is
Differential Scanning Calorimetry (DSC), which can be used to provide information
on any endothermic or exothermic processes or changes in heat capacity. The second
is X-ray crystallography, which is used to obtain structural information and unit cell
determination. The third is Electron Paramagnetic Resonance, which is analogous to
Nuclear Magnetic Resonance, and detects the transitions of unpaired electrons in an
applied magnetic field rather than nuclear transitions.
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3.2 Crystal Growth
One of the important requirements for reliable and accurate spectral data is the creation
of sufficiently large single crystal samples, hence, proper crystal growth methods are
vital. Charge transfer complexes can either be grown from melt, liquid or gas phase and
in this section we examine several of the most commonly used techniques and methods
for pre-growth purification of the materials.
3.2.1 Pregrowth Purification
Commercially available chemicals often have a purity in the range of 95-98%. The
impurities are generally formed as a by-product of the, often multistep, chemical syn-
thesis and can include unreacted reagents, the product of side-reactions or the product
of decomposition processes. Further impurities can be produced during storage due to
decomposition, or photoinduced reactions. Naturally these impurities need be removed
prior to crystal growth, with the two main methods for this being zone refinement and
sublimation. [58]
Zone Refinement
Zone refinement [83] is suitable for any material that can be melted without decom-
position. However, as it requires large quantities (on the gram scale) and specialised
non-commercial equipment, it is not commonly used for research purposes.
For zone refinement, a long ingot of the material to be purified is inserted into a tube
furnace, held either vertically or horizontally, and under inert atmosphere, to prevent
any unwanted reactions. One section of the ingot is then heated until it becomes
molten; the heating zone is then slowly moved along the ingot (either with a fixed
ingot and movable heater, or vice versa) so that the purified material melts at one end
of the heating zone and crystallizes at the other (Figure 3-1).
Depending on the relative solubility of the impurities in the melt compared to the crys-
tal, they will either accumulate at the molten interface or the crystallisation interface.
By repeating this process several hundred times, this will eventually lead to the accu-
mulation of pure material at the centre, with impurities at the ends, and this process
can be further accelerated by having multiple heating zones along the length of the
ingot.
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Figure 3-1: The zone refinement process. In this configuration the heating element
moves across a fixed ingot. As the heating element moves to the right, the material
melts on the right of the molten zone, and crystallises on the left.
Sublimation
There are a range of experimental techniques that can be used to purify materials
through sublimation, but all of them are based on the same fundamental principles.
The material to be purified is placed in a vacuum and then heated until it sublimes
and is transported to a cooler deposition zone, where purified material is collected. An
example is shown in Figure 3-2.
Volatile molecules, such as solvents, will simply evaporate into the vacuum and be
removed, while heavier molecules will not sublime and will therefore remain in the
source material zone. While vacuum sublimation is generally very efficient, and often
faster than zone refinement, it is not necessarily selective.
Organic molecules in the condensed phase are typically bound together by weak in-
tramolecular bonds. As such molecules with similar molecular mass also tend to have
similar volatility and enthalpies of evaporation, so they cannot be effectively separated.
To compensate for this, more sophisticated techniques can be used to try and enhance
the sensitivity of this method.
One such method is step sublimation. (Figure 3-3) This process is designed to frac-
tionate the starting material by slowly moving the work tube from the furnace as the
temperature is increased stepwise so that the sublimated material is deposited at a
different point along the tube each time. [58]
Another approach is to introduce a carrier gas while utilising an extremely long de-
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Figure 3-2: An example of vacuum sublimation on a cold finger. Figure adapted from
Kloc et al.[58]
position zone and an extremely shallow temperature gradient. The distance a given
molecule will be transported along the deposition zone will depend on the molecular
mass, and in principle this technique is sensitive enough to separate individual struc-
tural isomers. [65, 57]
3.2.2 Liquid Phase Growth
Liquid based methods include saturation and liquid-liquid or interfacial techniques.
The former, shown in Figure 3-4a involves taking a nearly saturated solution, and then
letting it become supersaturated, either by cooling or by evaporation of the solvent.
Regardless of the method it is important that this process is done slowly to limit the
rate of nucleation, thus reducing the overall number of nucleation sites.
The more sophisticated liquid-liquid or interfacial diffusion method is shown in Figure
3-4b. This method relies on layering one solvent on top of another and ensuring that
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Figure 3-3: The process of step sublimation. The work tube is pulled from the furnace
so that the material is deposited at different points along the tube during each step.
crystal growth only occurs the interface. This can be accomplished either by layering a
solvent in which the starting materials can readily dissolve, over another, in which they
cannot [50] or by layering a solvent in which only one material readily dissolves over
another which only readily dissolves the second. [49] Over time the two solvents will
mix and at this interface the solute will become increasingly insoluble until it reaches
supersaturation. While slightly more difficult to set up, this has the advantage of
limiting the region where nucleation can occur and thereby resulting in large crystals.
The nucleation process associated with crystal growth can be examined by considering
this energy barrier via reaction kinetics. For liquid solutions, classic nucleation theory









where B is a shape factor, σ is the interfacial energy, Ω is the molecular volume, kb
is the Boltzmann constant, T is the temperature, and S is the supersaturation ratio,
equal to the actual solution concentration divided by the equilibrium concentration.
The pre-exponential factor Γ is a complex function incorporating solubility, the surface
area of the nucleus and the energy barrier associated with volume diffusion of molecules
32
(a) (b)
Figure 3-4: Liquid based crystal growth methods. (a): The saturation method. Both
precursors, A and B, are dissolved in a solvent, which is slowly either evaporated or
cooled, causing both materials to drop out of solution and nucleate. (b): The interfacial
method. Here one starting material, A, is dissolved in one solvent, which is layered
above a second solvent which contains the other starting material, B. A membrane
between the two layers allows intermixing at the interface and crystal growth.
from bulk solution to the nucleus. The interfacial energy is dependent on the diffusion
transport mechanism and the pre-exponential factor is dependent on the bonding inter-
actions between surface molecules and the solvent, therefore both are strongly impacted
by solvent choice.
While the free energy of the crystal phase is lower than in solution for bulk, this is not
true at the surface of the crystal, as these molecules are less well bound. As such there
is a critical size below which the crystals are unstable, known as the Gibbs-Tomson
effect. [22] As a result of this, once nucleation sites have begun to form, additional
molecules will preferentially bind to pre-existing crystallites rather than creating new
sites. Thus, the crystal size distribution is easily controlled by the rate of nucleation,
with a small number of nucleation sites leading to a small number of large crystals,
and vice versa.
Both these methods have several disadvantages. Firstly there is risk of solvent molecules
being incorporated into the final structure, [89, 113] but there is also the fact that the
composition and crystal structure is heavily dependent on the choice of solvent used,
and in some cases the target complex may simply be impossible or exceedingly difficult
to produce. Hu et al. [41] reported that the final stoichiometry for Perylene-TCNQ
crystal growth was dependent on the choice of solvent and not the initial stoichiometry
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of the starting material. Furthermore, they reported that the 2:1 Perylene-TCNQ
complex could not be grown in solution regardless of solvent choice, but could only be
successfully obtained via gas phase methods. Likewise, Goetz et al. were unable to
produce β-DBTTF-F4TCNQ from solution. [32] Furthermore it is often not possible to
grow even relatively similar CT complexes via the same solution based method, making
cross-comparison difficult. For example, TCNQ dissolves in a wide range of solvents,
such as dichloromethane, toluene or chloroform, but the fluorinated version, F4TCNQ,
does not.
3.2.3 Physical Vapour Transport
As with liquid based growth methods, there are a range of gas phase techniques. These
can be categorised into several classes, depending whether the source material starts
as a vapour or a solid which must be sublimed and whether the transport is purely
physical or utilises an active catalytic chemical agent (a technique known as chemical
vapour transport). [47]
Here we focus exclusively on physical vapour transport (PVT), whereby the source
material is sublimated by heating and then transported to a colder region where the
vapour condenses to form crystals and no active transport medium is used. These
systems can either be closed, using a sealed ampoule, or open with a gas flow, as shown
in Figure 3-5.
The exact transport mechanism is very complex and depends on a variety of factors.
According to Brinkman and Carles [13] the fundamental driving process is the tem-
perature difference between the source and the sink. The change in volume caused by
vaporisation and condensation produces a Stefan Wind which helps transport material
from source, the location of the starting material, to sink, the location of the crystal
growth, by advection. Condensation then occurs at the sink due to local supersatura-
tion as the hot vapour comes into contact with the cool crystal surface.
The dynamics of vapour flow is also important, and a factor the authors claim is often
neglected in favour the temperature gradient as the sole mean of transport control.
They further report that while diffusion also occurs it will generally not dominate
in most systems. To make matters worse, the temperature gradient cannot even be
easily estimated since any crystal growth must be highly exothermic, as it involves a
considerable decrease in entropy to convert molecules in the gas phase into a highly
ordered crystal structure.
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(a) Schematic overview. The starting material is placed at the source zone, sublimates and is
then transported to the deposition zone, where it condenses to form crystals
(b) Furnace temperature profile
Figure 3-5: The physical vapour transport system.
According to Laudise et al. [57] the main transport mechanism is not diffusion or
forced convection from gas flow but formation of buoyancy driven convection cells due
to the temperature gradient. These are somewhat analogous to atmospheric Hadley
Cells, and are generated by the interplay between gravitational forces and the density
difference caused by the temperature gradient. The hot gas near the source will rise
and then move along the furnace to the colder region, where it will then fall back down
as it loses temperature and is again driven back to the source. In a closed system this
convection cell will reverse direction at the end of the ampoule, and in an open system
it will reverse where the temperature gradient decays significantly.
By contrast Rosenberger et al. [86] suggest that diffusion-advection can in fact domin-
ate in relatively large regions near vapour-solid interfaces, with the size of these regions
dependant on a complex array of factors, including the momentum, mass, species and
energy transfer. They claim that high fidelity 3D analysis is required to adequately
analyse these systems as more simplistic 2D models typically ignore local temperature
gradients and the interactions between the buoyancy driven convection and gas flow
which can in fact dominate. As such, Rosenberger et al. claim it is difficult to make
generalised statements regarding furnace growth; however they do note that it is often
the case that multiple convection cells are likely to occur in systems that have a tem-
perature peak as opposed to a uniformly decreasing temperature gradient, which is in
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line with Laudise et al.’s analysis.
For successful growth of two component crystals it is important for the sublimation
rate to be the same for both starting materials, which can be accomplished via pre-
crystallisation or by placing them in different temperature regions inside the furnace.
Hu et al. [40] report a trade-off between surface diffusion and nucleation rate. For
an open system very low super-saturation is sufficient for spontaneous nucleation so at
low temperature a large number of crystals are produced. Increasing the temperature
results in more surface diffusion and promotes growth of pre-existing crystallisation
sites, however raising the temperature also increases the evaporation rate. This results
in higher supersaturation, and therefore will increase the overall rate of nucleation,
once again resulting in a larger number of small crystals.
To obtain large crystals, it is necessary to use a high temperature while also redu-
cing the sublimation rate to compensate. This can be most easily accomplished by
pre-crystallising the starting materials. This will reduce their surface area compared
to a powder and therefore lower the rate of evaporation, resulting in a lower overall
nucleation rate while still promoting growth of pre-existing crystallization sites. [40]
3.2.4 Melt Based Growth
Melt based growth methods have also been used to grow other organic materials, and,
while less commonly used for CT complexes, Kim et al. [54, 53] have demonstrated a
melting based growth method for producing a range of CT complexes, including TTF-
F4TCNQ. This technique may be difficult to expand to other systems, however, as it
depends on both components to form a eutectic complex, meaning both components
melt and solidify at a single temperature. This is a new area of development, and it
remains to be seen if melt based techniques will become a viable way of growing CT
complexes, and whether they will have any advantages over other methods.
3.3 Estimation of the Degree of Charge Transfer
The degree of charge transfer, ρ, is an important characteristic, as it is directly re-
sponsible for numerous physical characteristics, including charge transport properties,
magnetic properties, lattice energy and the nature of any possible Peierls transition.
[38] Broadly speaking there are two main methods of estimating this parameter, either
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via bond length measurements, or via changes in the frequency of vibration. Interplanar
spacing between donor and acceptor molecules is correlated, with a higher degree of
charge transfer associated with smaller distances, but as there are many other factors
that also contribute to the intermolecular distance it cannot be used as reliable estim-
ator.
3.3.1 Bond Length Methods
Figure 3-6: Skeletal bond structure of TCNQ, with bonds a, b, c and d labelled.
Tetracyanoquinodimethane (TCNQ) has been extensively studied in CT crystals, and
as such various methods have been devised to estimate ρ based on bond lengths. The
first method is a bond length ratio method by Flandrois, Chasseau and Kistenmacher.
[56] In literature it is often referred to as the Kistenmacher Method. Their argument is
as follows. As TCNQ becomes charged it becomes more benzenoid in character, thus
bonds a and c shorten and b and d lengthen (see Figure 3-6). As there is much smaller
unpaired electron density near the vicinity of bond a compared to c, the former does
not significantly distort and so only bonds c, b and d are used as indicators.





where α = cb+d with b, c and d being the respective bond lengths, and the subscripts,
CT, -1 and 0 referring respectively to the charge transfer complex, the anion and the
neutral TCNQ molecule. This approach can also be applied to the fluorinated derivative
for F4TCNQ. [40, 114, 69] α0 and α−1 are constant for a given molecule system, and
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CSD Identifier Structure α0 α−1
Averaged 0.480 0.496
TCNQ Neat Crystal [66] TCNQ 0.476







JOBSOI TSC2-TTF TCNQ 0.479




Table 3.1: Kistenmacher parameters from the review by Herbstein and Kapon, [26]
showing their averaged values, the values for neat TCNQ and the values for most ex-
tremal structures that met their criteria for inclusion.
so this relationship can be expressed more simply as:
ρ = −A c
b+ d
+B, (3.3)




From the above expression is it quite clear that the estimate depends significantly on
values chosen for neutral and singularly charged TCNQ, and even relatively minor
variations in bond length could lead to significant variation in the final estimation of
ρ. A comprehensive review by Herbstein and Kapon [26] collated 66 reported bond
length values for neutral TCNQ, and 39 for singularly charged TCNQ. Only error-free
Cambridge Structural Database (CSD) entries without disorder and with the Rietveld
error structure factor, Rf ≤ 5%, were considered. These were then checked against
the original publications and any with doubtful features were discarded, as were any
that did not display D2h symmetry within 0.020 Å. The results of this is summarised
in Table 3.1. Using the averaged bond lengths, as collated by Herbstein and Kapon,
leads to an A value of -68.56 and a B value of 32.94.
Of the relevant bonds, Herbstein and Kapon note that for neutral TCNQ formal double
bond c has a range of 0.058 Å, and formal single bonds b and d have a range of 0.014
Å and 0.016 Å respectively. For singly charged TCNQ the spread is even larger and
their conclusion is that due to this wide discrepancy it is hazardous to try and estimate
ρ from bond length based methods alone. Indeed it is notable that for some of the
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measurements, the value of α−1 is actually smaller than α0, which would, according to
the Kistenmacher model, suggest the neutral molecule is more negatively charged than
the anion.
One further issue with this approach is that this method is even more unreliable for
near neutral complexes, with the reported literature value of perylene-TCNQ being
0.01±0.07. [107] The error in this case greatly surpasses the measured value.
3.3.2 Harmonic Oscillator Stabilisation Energy (HOSE)
A second method dependent on bond length is based on the Harmonic Oscillator Stabil-
isation Energy (HOSE) of the structure. [62] A real molecule with delocalised electrons
can be treated as a combination of idealised resonance structures (also sometimes re-
ferred to as canonical structures), each of which contains only single or double bonds
(Figure 3-7). HOSE is a measure of the value of the resonance energy, or stability, of
a structure and is defined as the energy required to deform the geometry of the real
molecule into the geometry of one of its resonance structures. The following argument
is based on the derivation by Krygowski and Anulewicz. [62] HOSE can be derived
from a simple harmonic oscillator relationship as:
Figure 3-7: The structure of benzene, top, can be considered as the combination of
two contributing resonance structures, bottom. In the case of benzene, the contribution









Bond Rs0 (Å) R
d
0 (Å) a (× 104 Pa) b (× 104 Pa)
CC 1.467(2) 1.349(1) 44.39 26.02
CN 1.373 1.274 43.18 25.73
CO 1.428 1.209 52.35 32.88
Table 3.2: The constants used in the HOSE model. C-C and C=C data taken from
electron diffraction (ED) data for 1,3-butadiene. [64] C-N taken from microwave data
for methylamine. [85] C=N taken from ED data from 2-propene-1-imine. [79] C-O
taken from ED data for methanol. [55] C=O taken from ED data for acrolein. [63]
where Rr is the actual bond length and R0 is the appropriate formal bond length (i.e.
an idealised single or double bond) for all n bonds. kr is the force constant, which can
be assumed to be proportional to Rr as:
kr = a+ bRr. (3.5)
Substituting this expression into 3.4 and separating out the single and double bonds




(R′r −Rs0)2(a+ bR′r) +
n2∑
r=1
(R′′r −Rd0)2(a+ bR′′r )
]
, (3.6)
where R′r and R
′′
r are the lengths of the π bonds in the real molecules, n1 and n2 are
the number of single and double bonds in the structure, Rs0 and R
d
0 are the canonical
single and double bond lengths and a and b are constants, depending on the type of
bond. These values are listed in Table 3.2. The factor 301.15 allows the HOSE values
to be expressed in kJ mol-1. Each resonance structure has its own HOSE value, with





where N is the total number of resonance structures and Ci is the contribution of the







The standard uncertainty for the HOSE increases about 2 to 4 times faster than the
uncertainty for the bond lengths and geometries of molecules used to calculate it, due
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to error propagation. For reliable calculations the uncertainties for bond lengths should
be no greater than 0.004 Å if the HOSE is to have an uncertainty lower than 7%. For-
tunately Ci, which is used to estimate ρ, is not as dependent on variations in geometry
and experimental error when compared to the actual HOSE values themselves.
For TCNQ it is possible to estimate ρ by considering the contribution of the central aro-
matic ring molecular fragment. This fragment has three possible resonance structures,
the normal quinoid form, 0, and two benzene-like structures, B1 and B2. Krygowski
and Anulewicz [62] report that the contribution of the quinoid form is directly propor-
tional to the fractional charge on TCNQ, CQuinone, which they refer to as Q. (Figure
3-8)
Figure 3-8: The central fragment of TCNQ relevant to the HOSE model, showing the
three resonance structures. ρ is proportional to the contribution of the quinoid form,
(a).
By using linear regression based on 11 TCNQ complexes taken from literature, they
report a relationship of:
Q = −46.2ρ+ 91.2, (3.9)
with a correlation coefficient r = 0.992. This can be more usefully rearranged as:
ρ = 1.9740− 0.0216Q. (3.10)
However, in their follow up paper [109] they report a relationship of:
ρ = 2.243− 0.0245Q, (3.11)
based simply on the values for neutral and singly charged TCNQ. While this approach
is similar to the previous method, the HOSE model does not assume that the lengths
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Bond DBTTF0 (Å) DBTTF+0.25 (Å) DBTTF+1 (Å)
a 1.336(2) 1.358(6) 1.393(6)
b 1.759(2) 1.747(4) 1.718(4)
c 1.748(2) 1.751(4) 1.742(2)
d 1.399(2) 1.398(6) 1.396(8)
e 1.384(3) 1.386(7) 1.387(8)
f 1.379(3) 1.378(8) 1.378(8)
g 1.383(3) 1.368(8) 1.370(8)
Table 3.3: Comparison of the average bond lengths of DBTTF. All values taken from
[24]. Values are taken from neat DBTTF, DBTTF-TCNQ and DBTTF-F4TCNQ re-
spectively.
of the b, c and d bonds in the radical anion must be equal. [109] This model is also in
principle more generally applicable, and could be expanded to TCNQ derivatives and
other molecular systems with aromatic rings.
3.3.3 Other Methods for Non-TCNQ Systems
Iwasaki et al. [45] report that for DBTTF it is possible to estimate ρ from the length
of either the a or b bonds of the molecule. The relevent values are listed in Table 3.3.
This is purely an empirical observation, and the authors provide no explanation as to
why those particular bonds would change lengths. Furthermore, since this estimate
depends on a single molecular bond length it is rather unreliable. It is both highly
susceptible to measurement uncertainties and also to a variety of extrinsic factors such
as the temperature at which the crystal structure has been determined.
3.3.4 Spectroscopic Methods
It is also possible to estimate ρ from various spectroscopic techniques. These methods
all work by examining shifts in frequency of spectroscopic resonances, caused by the
charge transfer, compared to a neutral molecule.
IR
The IR spectrum of charge transfer complexes undergo three major changes to their
neutral constituent components. New low frequency peaks may appear in the far
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infrared region due to the vibrations of one molecule in the complex against another,
[112] the intensities of the peaks may change and the vibrational frequencies of the
donor or acceptor may become shifted. [27] This last feature has diagnostic utility as











where ∆ν = ν0 − νCT . [17, 51]
For TCNQ the asymmetric C=C stretching at 1543 cm-1, which goes to 1509 cm-1 for
singly charged TCNQ, is a suitable vibrational mode. This change in frequency is due
to the molecule shifting from a more quinonoid structure to a more benzenoid one.
The C≡N stretching modes about 2200 cm-1 could also potentially be used, as shown
in Figure 3-9, but the C≡N bonds are particularly exposed to effective intermolecular
interactions and are therefore highly sensitive to the environment.
For Perylene F4TCNQ the C=C modes at 1500 cm
-1 and 1536 cm-1 and the C≡N
stretching modes at 2216 cm-1 are sensitive to changes in ρ. However, as with unfluor-
inated TCNQ, the C≡N mode is subject to extrinsic effects and therefore potentially
less useful.
Raman
Vibrational IR spectra can often be quite complex, with overlapping modes from both
the donor and acceptor. By contrast Raman traces are generally simpler; as they tend
to lack resonances from free charge carriers and overtone, combination and difference
bands are rare. As such it is often possible to isolate the TNCQ contributions. Unfor-
tunately, Raman measurements are susceptible to perturbing effects due to coupling
between totally symmetric intramolecular vibrations and charge carriers, known as
electron-molecular vibration or e-mv coupling. [28, 71]
For mixed stack CT complexes the frequency of the totally symmetric Raman-active
modes are lowered by e-mv coupling, with the exact relationship dependent on the
geometry of the stack.
Assuming the isolated band approximation, and for dimerised complexes, defined as
a complex where each molecule does not have the same CT integral with its nearest
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Figure 3-9: Nitrile stretching frequency, ω0 vs. degree of charge transfer, Z, for 19
TCNQ salts. A clear correlation can be seen between the frequency and the degree of
charge transfer, indicating that this peak could be used for diagnostic purposes. Figure
taken from Chappell et al. [17]










where ν0 is the frequency for the neutral molecule, νCT is the frequency for the complex
and g is the e-mv coupling constant. [29]
For non-dimerised mixed stack complexes, where each molecule has the same CT in-
tegral with its nearest neighbour, the result is analogous, but instead of νCT , it is
dependent on νE , the energy difference between the ground and symmetric excited




1−ρ , ρ < 0.5
νCT




Resonant Raman (RR) spectroscopy is a technique where the energy of the incident
photon is close in energy to an electronic transition for the material under study, which
can potentially greatly enhance signal strength for vibrational modes that undergo a
change in bond length or force constant during electronic excitation. Jeanmaire and
Van Duyne [48] demonstrated that it was possible to use RR to distinguish different
TCNQ moieties in solution. The C=C ν4 stretching mode goes from 1454 cm
-1 for
neutral TCNQ to 1385 for singly charged TCNQ.
3.3.5 Reflectance Spectroscopy
Reflectance spectroscopy is a way of probing samples that are otherwise difficult to
analyse by transmission spectroscopy, such as highly absorbing media. While it cannot
directly provide information about ρ, it is possible to derive the transmission and ab-
sorption response by applying Kramers-Kronig transforms to the spectrum. These can
be used to determine the energy of the charge transfer bands, and also the orientation
of the crystals by using polarised light.
There are two broad categories of reflectance spectroscopy: internal and external re-
flectance. Internal reflectance examines the interaction between the surface of a sample
and a medium with a higher refractive index, while external reflection measurements
use light that is reflected off the sample surface.
External reflectance measurements can be classified as either specular or diffuse de-
pending the roughness of the surface sample. Specular reflection is mirror like with the
angle of incidence equal to the angle of reflectance, whereas diffuse reflection occurs
where there is significant scattering through multiple angles. For good quality single
crystal CT complex samples specular reflection will typically dominate.
When light moves from a medium with a refractive index n1 to a medium with refractive






n(ω) + iκ(ω) + 1
n(ω) + iκ(ω)− 1
= |r(ω)|eiθ(ω)|, (3.15)
where r(ω) is the complex reflectivity, N(ω) is the complex refractive index, compris-
ing of a real component n(ω) and the imaginary component κ(ω), also known as the
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extinction coefficient. θ(ω) is the phase of the complex reflectivity. Reflectance meas-
urements will typically measure the amplitude of the reflected beam, R, which is equal
to |r(ω)2|.
Internal reflectance spectroscopy is often termed attenuated total reflection (ATR). For
this method the sample is mounted onto a suitable ATR crystal (such as diamond, zinc
selenide or germanium) and a beam of infrared light is passed through it so that it
reflects off the internal surface via total internal reflection; this creates an evanescent
wave that penetrates into the sample and can couple with surface waves (i.e. plasmons,
polaritons, excitons etc.) that are present. This will cause the evanescence wave to be
absorbed by the sample (hence, attenuation) at certain wavelengths. [52]
Kramers-Kronig Relations
Kramers-Kronig relations link the real and imaginary part of analytic complex func-
tions. They are a powerful tool that can be applied to a wide range of linear complex
optical functions, such as the dielectric function, refractive index and reflectivity. More
formally, following the derivation described by Lucarini et al. [67], for any linear sus-
ceptibility function:
a(ω) = a1(ω) + ia2(ω), (3.16)





















where P is the Cauchy principal value. For systems where a(−ω) = a∗(ω) we can write






















This allows the determination of dispersive relationships from absorptive relationships
(and vice versa). From this, it is possible to derive from equation 3.15 the relationship:
ln r(ω) = ln |r(ω)|+ iθ(ω). (3.21)
Unfortunately this function diverges logarithmically for the limit |ω| → ∞ and is
therefore not square integrable, which is a requirement for Kramers-Kornig relations to
hold. However, it is still possible to derive a valid Kramers-Kronig relation from first













F (ω) ∼ ω−2 for the limit |ω| → ∞, where ε(ω) = ε1(ω)+iε2(ω) is the complex dielectric
constant and ωp is the plasma frequency. [96]

















1 + |r|2 − 2|r| cos θ
. (3.26)
For real measurements it is obviously not possible to measure reflectance across all
frequencies from 0 to infinity and so existing spectral data must be extrapolated. Care
must be taken to select an appropriate method, as there are several possible commonly
used techniques. One approach is to record data between a range ωa and ωb and then













For 0 ≤ ω ≤ ωa it can then be assumed that r(ω) = r(ωa) and for ω > ωb the electrons
in the material can be treated as a free gas. [59] As alluded to previously (equation





From this relationship it is possible to determine the high frequency behaviour of ε1,
ε2 and hence R by using the generalised form of the Fresnel equation (equation 3.15).



















which can be then be evaluated using a geometric series.
Hulthén [42] developed a method where the Kramers-Kronig relations are generalised
for finite frequency intervals provided that the imaginary and real parts are known for
at least partially overlapping frequency intervals. Milton et al. [72] also proposed using
finite frequency relationships, but which rely on information measured independently
at known reference points.
Altarelli and Smith [1] proposed an alternative set of Kramers-Kronig relationships by
considering the relationships [N(ω) − 1]m and ωm[N(ω) − 1]m that converge strictly
faster that the previous relation for m >. Smith and Manogue [97] derived similar
results using the functions [r(ω)]m and ωm[r(ω)]m.
Bachrach and Brown [6] suggested singularly subtractive Kramers-Kronig relationships
that rely on a single reference point η(ω1):









Subtracting equation 3.29 from the conventional Kramers-Kronig relationships for the
real and imaginary components of the refractive index:

















(ω′2 − ω2)(ω′2 − ω21)
dω′, (3.33)
which again converges more rapidly than the conventional forms. This approach can
be extended to yield multiply subtracted relationships which require multiple reference
points and have an even more rapid rate of convergence.
3.4 Structural and Thermodynamic Analytic Techniques
3.4.1 Differential Scanning Calorimetry
Differential scanning calorimetry (DSC) is a thermoanalytic technique which can be
used to measure the heat flow into or out of a sample as it is heated or cooled. This
provides both qualitative and quantitative information about any endothermic or exo-
thermic processes or changes in heat capacity.
A differential scanning calorimeter consists of a sample pan and a reference pan, both
connected to heating elements. The reference consists of an inert material that will not
undergo any thermal events over the given temperature range. Typically alumina or
aluminium is used. Both the sample and the reference undergo a linear temperature
sweep. Both the sample and the reference are maintained at the same temperature,
and so the difference in the heat flow to the sample and reference is measured as a
function of time.





















For example, if the sample material melts during the temperature sweep, this is an
endothermic process. Therefore, in order to maintain the same temperature as the
reference material, additional energy will need to be supplied to the sample heating
element. This change in heat flow will then appear as a peak on the DSC trace. [95]
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3.4.2 X-Ray Crystallography
X-ray crystallography is a technique used to determine the position of atoms and mo-
lecules in a given crystal structure. There are several different x-ray based methods,
but in this work we exclusively use single-crystal x-ray diffraction. Here a monochro-
matic beam of x-rays is fired at a single crystal which will produce a diffraction pattern
of spots. The sample is then rotated and the pattern measured for all angles. Each
single diffraction spot is called a reflection, as it corresponds to the x-ray reflecting off
one set of planes within the crystal via Bragg diffraction.
These data describe the amplitude of the Fourier transform of the crystal’s electron
density, but lack phase information. In order to determine the real electron density,
the phase must be reconstructed. This is known as the Phase Problem, and there are
several possible ways of producing an initial phase estimate.
For relatively small (fewer than 1000 atoms) structures it is possible to use direct
methods, which exploit statistical correlations between phases and the magnitude of
the structure factor. If phase information for a similar structure is known, it can be
used as a starting point, which is then modified by a process known as molecular
replacement. As this work only looks at small organic molecules, direct methods were
used to determine their structure.
For larger structures, another possible technique is Multiple Isomorphous Replacement
(MIR). Here heavy ions are introduced into the structure without altering the crystal
lattice. By comparing the data obtained with and without these heavy ions it is possible
to determine the amplitude and phase of the heavy ion contribution. At minimum two
such derivatives are required, as a single one will give two possible phase solutions.
It is also possible to use a process known as Multiwavelength Anomalous Dispersion
(MAD), which exploits the anomalous scattering behaviour of some atoms near their
x-ray absorption edge.
Regardless, the resultant model then undergoes a process of structural refinement,
where the parameters of the trial structure are varied until the best fit is achieved
between the observed diffraction pattern and that predicted by the model. The quality
of the solution can be quantified by the values of the R indices, R1 and wR2, and the
overall goodness of fit (GooF).
R1, often called the R-value or discrepancy index, is the agreement between the calcu-
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where F is the structure factor, a mathematical function describing the amplitude and
phase of waves diffracted by the crystal lattice planes, and the sum extends over all
reflections. If there is a perfect match between the observed and calculated structures,
R would have a value of 0. In practice random errors will mean that even the best
models will have a non-zero R-value. Generally speaking a value of less than 5%
is considered a good solution, but it is important to note that this is a measure of
precision, and not accuracy. wR2 is similar to R1, but instead takes the squares of
the structure factors and applies a weighting factor, w, according to estimates of the
precision of each structure factor
∑
w(F 2obs − F 2calc)2.
wR2 =
∑
|w|F 2obs − F 2calc|2|∑
|wF 2obs|2
. (3.37)
Finally, there is the overall goodness of fit, which, in addition to the difference in
structure factors also takes into account the number of observed reflections and the
parameters used. In an ideal case, this value would be exactly 1.
GooF =
(∑




where n is the number of reflections and p is the number of parameters in the model
used.
Caution must be taken regarding the reported accuracy and precision of x-ray crys-
tallographic measurements. These techniques involve taking thousands of reflection
measurements, which would superficially appear to offer an extremely high degree of
precision. Indeed, in the literature, precisions are often reported as high as one part in
104. However, as a 1989 report by the International Union of Crystallography (IUCr)
Subcommitte on Statistical Descriptors reminds us, “Precise estimates are not necessar-
ily accurate”, [90] and this high degree of reported precision may be quite misleading.
Despite this, a 2000 paper by Herbstein highlights the inadequacies of crystallographic
data reporting, particularly when it comes to unit-cell parameters, and the fact that
there has been improvement in precision reporting in the past 40-60 years. [37] While
random errors can be reduced by taking an increasing number of observations, these
rapidly become insignificant compared to potentially unaddressed sources of systemic
errors, including, but not limited to, sample and instrument misalignment and vari-
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ations in temperature and chemical composition across samples. These problems are
perhaps exemplified in the wide range of “high precision” bond lengths for neutral and
singularly charged TNCQ reported in the literature, summarised in Table 3.1.
3.4.3 Electron Paramagnetic Resonance
Electron Paramagnetic Resonance (EPR), also called Electron Spin Resonance (ESR),
is a technique used to study material with unpaired electrons. It has many similarities
to Nuclear Magnetic Resonance (NMR), but probes electron spins rather than nuclear
spins. It has a range applications, including probing radical intermediate species in
chemical reactions and the properties of semiconductors.
Theory
The magnetic moment of an electron in the z direction can only assume two values:
MSZ = ms · ~. (3.39)
For a single unpaired electron ms is equal to ±12 . The magnetic moment, µe, is then
equal to
µe = −geµbMS , (3.40)
where geµb is the magnetogyric ratio, comprising of the Landé g-factor and the Bohr
magneton respectively. In the presence of an external electric field, B, this electron will
have an energy equal to
E = −µe ·B = gemsµbB. (3.41)
It is important to note here that the electron will experience not only the effect of
the externally applied magnetic field, but any local magnetic fields from neighbouring
atoms or molecules. This is analogous to shielding in NMR. For the case that the local
field is induced by the applied field, the effective field strength will be
B = B0 +Blocal = B0(1− σ), (3.42)
where B0 is the external field, Blocal is the induced local field and σ is a shielding factor.
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Hence, instead of considering the Landé g-factor, we must refer to the effective g-factor,
equal to
g = ge(1− σ). (3.43)
This factor is roughly comparable to chemical shift in NMR, and provides information
about the local electronic environment, namely the interaction between the electron
and the electronic structure of the molecule.
Returning to equation 3.41, we can state that for a single unpaired electron there will












The difference between these two energy states is simply equal to
∆E = hν = geµBB. (3.46)
Then by holding the external magnetic field constant and sweeping incident radiation
over the sample (or vice versa) it is possible to excite electrons from one state to
another. This will appear as an absorbance peak.
By rearranging equation 3.46 we obtain the value of g in terms of the peak frequency





where the frequency, ν, is measured in GHz and the magnetic field strength, B, is in
mT. As the orbitals are anisotropic, the orientation of the molecule within a magnetic
field will influence the g-factor, and hence the position of any peaks. In a powder
sample the molecules will be randomly orientated, and so the spectrum will display
broad peaks incorporating all possible g-factors.
Hyperfine Structure
Based on the above analysis, we would expect to see a single absorbance peak for a
given electron with a given g-factor. However, as with J-coupling in NMR leading to
split, or multiplet, peaks, hyperfine interactions lead to an analogous effect here. There
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are two primary coupling mechanisms, the first is due to dipole interactions from the
electron spin magnetic moment and the nuclei magnetic moment. This is an anisotropic
effect (as it is contingent on sample orientation in the magnetic field) that is dependant
on the distance between the electron and the nucleus in question, as well as the shape
of the electronic orbital. The second is known as the Fermi contact interaction.
Isotropic coupling can be expressed as an additional contribution to electron energy
level as:
E = gmbB0Ms + amIMs, (3.48)
where a is the hyperfine coupling constant and mI is the nuclear spin quantum number.
Hence, for isotopes which have a zero ground nuclear spin state (which is the case if the
atomic number and mass number are both even) there will be no EPR spectra. If this
is not the case, then there will be 2NI+1 lines, where N is the number of equivalent
nuclei. For I = 12 , the intensity pattern will follow Pascal’s triangle. For example, if
we consider the CH3 radical, it has three equivalent hydrogen nuclei with I =
1
2 , and
hence there will be 4 lines, an intensity pattern of 1:3:3:1.
There are several other factors that may contribute to the energy of the system and
introduce additional splitting. Firstly, there are nuclear Zeeman interactions, which are
analogous to the previously discussed electronic Zeeman splitting effect but for nuclear
spin states.
In systems with more than one electron spin (S > 12) there are Zero Field interactions,
so called because their energy level demonstrates splitting even in the absence of a
magnetic field. This occurs due to dipole-dipole interactions between the electrons.
Furthermore, if the nuclei have a spin quantum number I > 12 then there will be
an electric quadrupole moment that interacts with the electric field gradient. This





In this chapter we explore the various chemical compounds and molecular complexes
studied in this work. We begin by describing the properties of the three molecules
under study. The electron acceptor, TCNQ (and its fluorinated derivatives), and the
two electron donors, DBTTF and perylene.
We then look at the CT complexes, examining both their physical properties and the
current state of the literature regarding them.
4.2 Individual Molecules
4.2.1 TCNQ
Tetracyanoquinodimethane (TCNQ) is a cyanocarbon relative of para-quinone. (Figure
4-1a) It is an exemplar electron acceptor with a high electron affinity (3.0 eV). [20]
TCNQ is a commonly used electron acceptor, and has been studied extensively since
the initial wave of interest in the 1970s, as it forms charge transfer complexes with high
conductivity with many other organic and inorganic compounds.
While TCNQ alone is highly electronegative due to the four cyano groups it can be
further functionised by replacing the hydrogen atoms with fluorine atoms (Figure 4-1b).
This significantly increases the electron affinity (by as much as 0.4 eV in the case of
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(a) A TCNQ molecule. Bonds a, b, c and d
are labelled
(b) An F4-TCNQ molecule
Figure 4-1: The structure TCNQ and its fluorinated derivative.
F4TCNQ) without significantly changing the size or geometry of the molecule, allowing
for the investigation of the effects of changing the ionicity of any charge complex while
minimising other confounding factors.
4.2.2 DBTTF
Dibenzotetrathiafulvalene (DBTTF) (Figure 4-2) is a derivative of the commonly stud-
ied donor tetrathiafulvalene (TTF). As such, it is important to briefly comment on
TTF itself before then discussing DBTTF.
TTF has garnered significant interest for its use in charge transfer complexes and
organic salts as it is capable of readily forming highly conductive compounds. Struc-
turally, it consists of fulvalene, (C5H5)2, but with four of the CH groups replaced by
sulphur atoms. In 1972 the salt TTF+Cl- was shown to be a semiconductor [111] and
a year later TTF-TCNQ was reported as the first first highly conductive CT complex.
[18, 25]. The high degree of conductivity is primarily due to the fact that TTF and its
derivatives typically form CT complexes with a segregated stack geometry. A variety of
related compounds have also been studied, including Me4TTF and tetraselenafulvalene
(TSF), where the sulphur atoms are replaced with selenium.
DBTTF is another such derivative, that replaces the terminal carbon double bonds
with aromatic rings. This has the effect of raising the ionization potential from 0.3 in
the case of TTF to almost 0.5 for DBTTF. In 2005 it was reported that DBTTF-TCNQ
had an electron mobility of 1 cm2 V-1 s-1 when connected to TTF-TCNQ based metallic
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contacts. When connected via gold contacts, the complex has an electron mobility of
13 cm2 V-1 s-1 and a hole mobility of 0.04 cm2 V-1 s-1. [110]
Figure 4-2: Skeletal structure of a DBTTF molecule.
4.2.3 Perylene
Perylene (C20H12) is a polycyclic aromatic hydrocarbon consisting of two naphthalene
molecules connected by a carbon-carbon bond at the 1 and 8 positions on both mo-
lecules.
Figure 4-3: Skeletal structure of a perylene molecule.
Perylene and its derivatives have a long history of use in thin film organic solar cells
as an electron donor with a high ionization energy (6.96 eV) [92] and as an n-type
semiconductor. In 1986 Tang [101] reported a bilayer heterojunction with a, then
unprecedented, 1% power conversion efficiency comprised of a phtalocyanine derivative
(an n-type semiconductor) and a perylene derivative sandwiched between a transparent
conducting oxide and a semi-transparent metal oxide. For many years this result was
considered a benchmark, and it was not until the turn of the millennium that it was
finally surpassed. [87, 81] Perylene, and derivatives like N,N-dimethylperylene-3,4,9,10-
dicarboximid (Me-PTCDI), are still in use and studied in small molecule solar cells and




Perylene-TCNQ complexes form a range of different crystal structures, making it pos-
sible to establish the effect of the degree of charge transfer and molecule arrangement
on charge transfer excitons. Unfortunately it is highly difficult to predict the reaction
conditions necessary to favour the growth of specific polymorphs to the exclusion of
others, nor is it even known what possible polymorphs can be formed.
While crystals with both a 1:1 and 3:1 stoichiometry have been known and studied
for decades, in 2015 an entirely new 1:2 complex was discovered by Vermeulen et al.,
[107] part of the same group that then went on to report that “Unfortunately, it is still
difficult to predict or calculate the stoichiometry and structure of new organic binary
compounds.” [40] In 2016 further novel polymorphs were reported by Salzillo et al.
[89]; a 1:1 and 3:2 polymorph of the fluorinated perylene-F2TCNQ complex.
Perylene-TCNQ most readily forms a charge complex with a 1:1 alternating stack or
a 3:1 configuration. In the latter there are additional arrays of perylene molecules
that lie between, and almost perpendicular to, the mixed stacks which are of the form
(ADDADDA...) along the [001] direction. Both crystals are a dark blue with a metallic
lustre, but the 1:1 complex forms extremely thin needles along [001] direction, while
the 3:1 complex crystallises as wider block-like parallelograms (often referred to as
platelets) which grow along [010] and [001] directions in the bc crystal plane. (Figure
4-4) Crystallographic data is summarised in Table 4.1.
The recently discovered 2:1 polymorph forms platelets visually indistinguishable from
the 3:1 form, although they can be distinguished by X-ray diffraction or Raman spec-
troscopy. Structurally this polymorph is very similar to the 3:1 version and consists of
mixed stack arrays with interstitial perylene molecules, except that the stacks are of
the form ADADA.
Perylene-F1TCNQ and Perylene-F4TCNQ display a mixed stack 1:1 stoichiometry,
comparable to the unfluorinated complex, as well as an additional 3:2 configuration.
Perylene-F2TCNQ can produce 1:1, 3:2 and 3:1 configurations. (Figure 4-5) Crystal-
lographic data is summarised in Table 4.1. Fluorination of TCNQ serves to increase
its electron affinity, therefore decreasing the energy gap between the LUMO and the




Figure 4-4: The structure of 1:1 and 3:1 perylene-TCNQ crystals. Figures adapted
from Zhu et al. [115]. (a): Optical images of 1:1 perylene-TCNQ needles. (b) Trans-
mission electron microscope images of 1:1 perylene-TCNQ needles and selected area
diffraction results. (c): Optical images of 3:1 perylene-TCNQ platelets. (d): Trans-














































































































































































































































































































































































The 1:1 perylene-F2TCNQ crystal consists of alternating stacks along the a axis; how-
ever, compared to the unfluorinated crystal the stacks are slipped by one molecular unit
with respect to one another and the relative orientation of perylene in the two stacks
is different. (Figure 4-5d) The 3:2 perylene-F2TCNQ polymorph consists of DADA
trimers arranged in a quasi one dimensional stack parallel to the c axis. (Figure 4-5e)
ρ is estimated to be between 0.10 and 0.22 based on IR spectroscopy. [89]
The 3:2 perylene F4TCNQ complex is also comprised of DAD trimers with additional
DA stacks orientated perpendicularly. ρ correlates to the distance between donor and
acceptor, with a shorter distance corresponding to a higher degree of charge transfer,
as might be expected due to the better orbital overlap.
There is a decrease in interplanar distance with fluorination, which confirms the theor-
etical prediction that higher electron affinity should result in a greater degree of charge










































































































































































































































































































































































































































































































































































































































































































Using the bond length method, 1:1 perylene-TCNQ complex gives an estimated ρ
value of 0.01±0.07, the 2:1 and 3:1 complexes have values of 0.12±0.07 and 0.23±0.07
respectively. [107] The 1:1 perylene-F1TNCQ, 3:2 perylene-F2TCNQ and 1:1 peryelne-
F4TNCQ complexes have values of 0.021±0.061, 0.174±0.01 and 0.303±0.02. [40]. The
HOMO and LUMO energy levels for these complexes are summarised in Figure 4-6.
Figure 4-6: Energy level diagram for perylene and FxTCNQ. In this case the values
for the 3:2 F2 and 1:1 F4 complexes are displayed. Data from Hu et al. [40]
Overall increasing fluorination leads to increased electronegativity; however it is also
strongly dependent on the structure of the charge transfer complex. The DAD trimers
have a much higher degree of charge transfer than DA dimer structures. This is simply
due to the fact that the FxTCNQ molecules are able to interact with two perylene
molecules in the trimer, but only one in the dimer.
4.3.2 Optical Excitation
1:1 and 3:1 perylene-TCNQ complexes have been extensively studied, and their con-
duction properties, optical, Raman and reflection photoconduction spectra have been
determined. [7, 44] In 2008 the electronic band structure was finally determined. [93]
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(a) (b)
Figure 4-7: Reflectance spectra for perylene-TCNQ complexes. Figure adapted from
Ishii et al. [44] (a): [011̄] face 1:1 perylene-TCNQ for light parallel and perpendicular
to the a axis. (b): Reflectance spectra of [100] face of 3:1 perylene-TCNQ for light
parallel and perpendicular to the c axis.
The reflection and absorption spectra of TCNQ have also been reported along with the
spectra of its monovalent anion. This is useful as charge transfer interactions can cause
a shift in the frequency of spectral features compared to the neutral molecule, making
it closer to that of the anion. It is possible to use this to estimate the degree of charge
transfer. [80]
For both the 1:1 and 3:1 polymorphs the nearest neighbour electronic overlap is similar
but longer range interactions are different due to the presence of the extra interstitial
perylene molecules which inhibit any interaction between the stacks. This results in
both polymorphs having broadly similar optical spectra as the lowest charge transfer
states are similar, but there are differences in the higher order states. In this case there
is an extremely low degree of charge transfer and so the 1:1 spectra appears almost
identical to the superposition of the spectra of neutral perylene and TCNQ (excluding
the additional features caused by the charge transfer). The main charge transfer band
is located between 10,500 cm-1 and 12,000 cm-1 with additional absorption present in
the 15,000 cm-1 to 20,000 cm-1 region, which is associated with higher order states.
(Figure 4-7a)
The 3:1 complex also exhibits a band at 10,500 cm-1 with a shoulder at 12,000 cm-1.
The band at 15,000 cm-1 to 20,000 cm-1 is still present but much weaker. Additional
peaks at 22,200 cm-1 and 23,700 cm-1 in the 3:1 spectrum are due to the interstitial
perylene molecules and can also be seen in perylene in solution and alpha-perylene
crystals. (Figure 4-7b)
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For 1:1 F2-TCNQ the degree of charge transfer is estimated to be approximately 0.14
based on spectral shifts in the IR spectroscopy data. [40] For the 1:1 F4-TCNQ complex
the lowest electronic transition has an onset at 5000 cm-1 which corresponds to an
optical gap of 0.68 eV, and the degree of charge transfer is estimated to be 0.25, 0.25
and 0.28 based on the IR active vibrational modes at 1395, 1550 and 1599 cm-1. For
the 3:2 F4-TCNQ complex, shift analysis gives the degree of charge transfer as 0.29,
0.22 and 0.28 in the DA stack and 0.30 and 0.28 in the trimers.
4.3.3 Electrical Transport Properties
The 1:1 complex demonstrates n-type behaviour in FETs, with an electron mobility as
high as 0.3 cm2 V-1 s-1 having been reported from single crystal field effect transistors
created from physical vapour transport grown samples. Crystals grown from solution
have had lower values reported, typically around 0.02-0.05 cm2 V-1 s-1. [113, 115]
The electron mobility for the complex is lower than that of pure TCNQ, which has
been measured as 1.6 cm2 V-1 s-1, but the effective electron mass is two times smaller
(0.94 vs. 1.88) along the stacking direction, suggesting that in principle the complex
could demonstrate superior mobility assuming comparable phonon scattering. [14]
In principle hole transport should also be possible because the valence and conduction
bands are almost equally dispersive, but this is more difficult to achieve due to the
presence of deep and shallow trap states where the holes cannot participate in charge
transport. [14]
By contrast, the 3:1 complex readily demonstrates ambipolar transport, albeit with
significantly lower hole mobility. For crystals grown in solution electron mobility was
reported as 0.03 cm2 V-1 s-1 with hole mobility of 1.2 ×10−5 cm2 V-1 s-1. [115]
4.4 DBTTF-TCNQ Complexes
4.4.1 Physical Properties
As previously mentioned, TTF based CT complexes typically display a segregated stack
structure. However, this is not the case for several DBTTF based complexes. There
are two reported polymorphs of DBTTF-TCNQ, which will be referred to as the α
and β polymorph, both of which demonstrate a mixed stack structure. While the α
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(a) A crystal of α-DBTTF-TCNQ (b) A crystal of β-DBTTF-TCNQ
Figure 4-8: Crystals of both of the known polymorphs of DBTTF-TCNQ. Figure
adapted from Goetz et al. [32]
polymorph has been known for some time, the β polymorph was only discovered in
2016 by Goetz et al. [32]
The α polymorph has a triclinic structure, with stack of alternative DBTTF and TCNQ
along the [001] direction. The structure of β appears to be broadly similar, although it
has not yet been fully characterised. Both polymorphs are blue, but the α polymorph
forms rectangular or needle-like crystals, and the β polymorph forms oval shapes. [32]
(Figure 4-8)
Curiously, there is one paper that reports red DBTTF-TNCQ crystals. It is worth not-
ing that these crystals were produced via an interfacial solvent method using chloroben-
zene and acetonirile for the DBTTF and TNCQ respectively. [24] Black crystals have
also been reported when grown using aceotnitrile. [60] The blue crystals were grown
using physical vapour transport in argon, and therefore are presumably the purest.
The black and blue crystals have the same unit cell parameters. This suggests that the
“black” crystals may have simply been very dark blue, or that trace solvent impurities
led to a slight colour change. By contrast, the reported unit cell for the “red” crystals
is markably different, even taking into account different labelling choices for the lattice
constants. All the unit cell parameters for DBTTF complexes (as well as pure DBTTF
for comparison), including the “red” crystals, are summarised in Table 4.3.
DBTTF-F2TCNQ also demonstrates a mixed stack structure quite similar to that of α.
The largest different is that for DBTTF-F2TCNQ the layers of each stack are displaced
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by approximately half a molecule compared to the layers above and below. [24] It
forms black rhomboid crystals. By contrast DBTTF-F4TCNQ displays a segregated
stack structure. It consists of alternating chains of DBTTF and F4TCNQ. At room
temperature both doner and acceptor stacks are dimerised. Along each stack, there are
pairs of adjacent molecules stacked almost directly on top of each other when looking
down the plane of the stack. Each pair, however, is off-set from one another. [23] Figure
4-9 shows the crystal packing along the (100) and (001) direction for DBTTF-F4TCNQ
while Figure 4-10 shows the view looking down the molecular plane, where the offset
nature of the pairs is clearly visible. It forms blue rhomboid crystals.
(a) Unit cell along the (100) direction (b) Unit cell along the (001) direction
Figure 4-9: Crystal packing of DBTTF-F4TNCQ charge transfer crystals along the
(100). DBTTF is in red and blue, with one colour for each molecular pair, while
F4TNCQ is in orange and purple.
Figure 4-10: DBTTF-F4TNCQ viewed down the molecular plane. The paired nature
of the unit stacks is clearly visible. DBTTF is in red and blue, while F4TNCQ is in
orange and purple.
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The degree of charge transfer varies, but most complexes demonstrate partial ionicity.
For TTF-TCNQ ρ is approximately 0.59. This is somewhat noteworthy, since, as
mentioned in Section 2.2.1, many CT complexes are typically either nearly neutral, or
close to singly charged. The fact that these complexes are partially charged indicates
the influence of the kind of electrical and magnetic excitations reincorporated in the
more comprehensive treatment of CT complexes by Strebel et al., [98] alluded to in
2.2.3. In the case of α-DBTTF-TCNQ ρ is 0.46, although the β polymoprh is nearly
neutral. [32] For F2TNCQ ρ increases to 0.65, but by contrast the F4TCNQ complex














































































































































































































































































































































































































4.4.2 Electronic and Spin Behaviour
TTF-TCNQ was the first reported highly conductive CT complex, displaying metallic
behaviour over a large temperature range and a maximum conductivity of 1.46× 104 S
cm-1 at 66 K [25], almost 20 times higher than the room temperature value of 7× 104
S cm-1. At around 53 K the complex undergoes a transition to a semi-conducting state
and the conductivity falls off rapidly. Shortly after discovery, it was reported by Cole-
man et al. [19] that a small fraction of crystals displayed extremely high conductivity
peaks, σ > 106 S cm-1, which they believed to be due to possible high temperature su-
perconductive behaviour. This led to a brief period of research interest, but the results
could not be replicated. [9] The behaviour in both states is slightly more complex than
either a traditional metal or small gap semi-conductor, and is described in more detail
in Section 2.3.
Unsurprisingly, the mixed stack α-DBTTF-TCNQ complex is insulating. At room
temperature σ ≈ 10−6 S cm-1 for DBTTF-F2TCNQ.
Despite the segregated stack structure, DBTTF-F4TCNQ is a Mott-Hubbard insulator,
and appears to demonstrate spin-Peierls behaviour. In 1982 Emge et al. [23] first
reported the structure of DBTTF-F4TCNQ. They identified that the nature of the
structure at low temperatures was due to a spin-Peierls transition. They also tentatively
identified the possibility of a high temperature structural transition, believed to be due
to Peierls instability. They report, “We have, in fact, evidence from high-temperature,
single-crystal x-ray diffraction data for a phase transition near 390 K based on the
temperature dependence of the unit volume expansion coefficient [...] [w]e do not,
however, have any definitive information as to the structure of the high temperature






In this chapter we look at the specifics of the experiments performed. Unlike Chapter 3,
which provided background details and the theoretical underpinnings of the techniques
used, this chapter describes the exact equipment and procedures that were carried
out and how the precise experimental protocols were developed over time as various
improvements and refinements were made.
5.2 Crystal Growth
5.2.1 Materials
Perylene (>99% purity) and DBTTF (97% purity) was obtained from Sigma-Aldrich
and TCNQ and its fluorinated derivatives (>98% purity) were obtained from Tokyo
Chemical Industry (TCI). These chemicals were then stored in an inert nitrogen atmo-
sphere and protected from direct light.
5.2.2 Furnaces
Preliminary work utilised a Leybold model 12/38/250E two zone furnace under argon
atmosphere. Inside the work tube, the starting materials were placed inside 10 cm long
glass boats, along with additional empty boats which filled out the rest of the length
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of the furnace. This allowed more precise placement of the material inside the furnace
and made harvesting of the resultant crystals easier.
While the two zone furnace led to some moderate success, this furnace had an extremely
short working length (only 250 mm) and offered relatively little control over the internal
temperature profile. Due to the short distance between the two heating elements, it
was not possible to achieve a total temperature difference greater than 60◦ and, by
necessity, the temperature gradient was extremely sharp, approximately 9.5◦ per cm.
Because perylene, DBTTF and TCNQ sublimate at different temperatures, it is im-
portant they be placed at different points along the temperature profile to ensure that
both starting materials sublimate at the same rate, and the short working length and
limited control over the temperature gradient made this difficult to achieve.
The two-zone furnace was replaced by a Carbolite EHC 12/600B three zone furnace,
which has a length of 700 mm with an additional 4 mm on either side due to the end
cap insulation. This furnace was also equipped with proportional-integral-derivative
(PID) controller with a programmable timer and variable ramp rate. The substantially
greater length, and the fact it has three heating elements, not two, allowed for much
shallower temperature gradients, of around 1◦ per cm, to be achieved.
Further, the controllable heating rate minimised the risk of the furnace overshooting
the set point temperature in the pre-heating stage and the timing controls meant the
furnace could automatically deactivate at fixed periods of time after reaching the set
point temperature, ensuring consistent and repeatable growth periods, as it did not
require human intervention during overnight growths. In order to ensure a stable
temperature the furnace was allowed to run under argon for at least 12 hours at the set
point temperature before samples were inserted, which also had the benefit of removing
any residual moisture and other volatiles. In particular it is extremely important to
remove moisture, otherwise it would readily hydrolyse with the cyanonitrile groups on
TCNQ.
5.2.3 Pregrowth Preparations
The glass boats were prepared by ultrasonic cleaning in acetone, 2-isoproponal and
deionized water to ensure there were no contaminants nor any residue that might serve
as unwanted nucleation sites. Initially only a relatively small number of work tubes
were available, and so they were also rinsed through between growths to try and remove
any chemical residue that might contaminate future growths using different starting
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materials. Effective cleaning was somewhat impractical due to the length of the tube,
and as more work tubes became available, it instead became common practice to have
specific labelled work tubes for each set of starting materials, i.e. one tube dedicated
to Perylene-TCNQ and another for DBTTF-F4TCNQ etc.
Initially, prior to growth, the starting materials were purified by vacuum sublimation
in a silicon oil bath at 190◦ Celsius and then pre-crystallised in the furnace individually
before then being combined to grow the charge transfer complex. As described in Sub-
section 3.2.1, this relatively simple purification step is sufficient to remove any residual
low-vapour-pressure molecules, solvent or extremely heavy molecules. It would not be
able to separate out organic molecules with extremely similar molecular masses, how-
ever, the pre-crystallisation step and actual crystal growth were capable of separating
out any such impurities based on the same principles as the more sophisticated carrier
gas based sublimation technique.
Further, it was discovered that by lowering the sublimation temperature and increasing
the duration it was possible to grow acceptably large crystals on the cold finger itself,
eliminating the need for an initial separate pre-crystallisation growth process using the
furnace. Using vacuum sublimation it was possible to directly obtain TCNQ crystals
of maximum size 3 × 3 × 1mm3. This did marginally increase the risk of impurities
being introduced into the actual crystal growth, however the risk of these impurities
being incorporated into the final crystals remained minimal for the reasons mentioned
above.
5.2.4 Growth Conditions
Growths were performed under argon, obtained from BOC UK with a purity of 6
N. Prior to inserting the material, but after placing the work tube and majority of
the boats, before inserting the small tubes with the starting materials, the tube in
the furnace was subjected to three gas/vacuum purge cycles to further remove any
unwanted impurities.
Unfortunately, during initial growths, the TCNQ kept collecting at the start of the
furnace. It is believed that this is due to formation of a convection cell that took
the starting material to the gas inlet where cold argon was injected. The cold argon
would then cause the material to drop out of the gas stream before it could continue
to circulate.
Some time was spent adjusting the growth parameters by moving the perylene further
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inside the furnace, and then adjusting the heating profile to compensate for the change
in position. Ultimately it did become possible to grow adequate crystals, but with
an extremely slow sublimation rate. Previous growths had typically taken 48 hours,
but after 48 hours with this method, while some crystals had been deposited, the vast
majority of the starting material would remain unmoved, and it became clear that a
new approach was needed.
The solution was to create a jacketed tube that would constrict gas flow at the start
of the furnace. Not only would this prevent the formation of any convection cells in
this region, but it would also give time for the incoming argon to heat up. Even if the
starting material did move backwards, it would never reach a part of the furnace cool
enough to cause it to be deposited. After this jacketed tube was created, growth using
the three zone furnace was extremely successful.
5.2.5 Temperature Profiling
A complete temperature profile for the furnace was measured in 1 cm increments using
a type K thermocouple with a ceramic insulation tube. (Figure 5-1) The temperature
profile was noticeably more stable when the far end of the tube was closed. With both
ends of the furnace open it would take at least 10 minutes for the temperature reading
to stabilise; with the far end sealed, it would take only five. This suggests that even
a relatively minor gas flow is enough to alter the internal temperature distribution of
the furnace. Unfortunately, taking temperature measurements while the furnace was
in operation under argon was not practical.
The two end heating zones are slaved to the central one, and in principle can only
deviate by ±50◦. In carrying out the temperature profiling it became apparent that the
maximum possible temperature differential was approximately -50◦ for temperatures











































































































































































5.2.6 Final Growth Parameters
For the pre-crystalisation of perylene, the sublimed perylene powder was placed 2 cm
from the gas inlet, with the hot zone at 490 K, the centre of the furnace at 420 K and
the cold zone at 380 K. The charge transfer complex was grown using a temperature
profile of 480/430/390 K, with the TCNQ placed 15 cm in, and perylene at 25 cm.
CT complex growth occurred 30 to 40 cm from the position of the starting materials
and formed thin needles with a maximum length of 15 mm after 48 h at constant
(1 K) temperature settings. The growth resulted in crystals with different structures,
typically α, β, and 3:1 stoichiometry. The abundance of each structure was not assessed
and may change with temperature and gas flow settings.
DBTTF-F4TCNQ were grown using similar conditions. F4TCNQ was inserted 20-25
cm in, and DBTTF 30-35 centimeters in. The temperature profile was 410/460/510 K.
Crystals were deposited from 50 cm onwards.
5.2.7 Crystal Harvesting
The produced crystals were generally extremely fragile and generally extremely small
along one or more dimensions (either a needle or a platelet) making direct handling
and manipulation difficult. Furthermore, they often came out of the furnace with a
high degree of electrostatic charge, causing them not only to clump together, but also
to jump onto nearby surfaces.
With care it was possible to extract individual crystals with either a wooden toothpick
or glass needle by simply brushing the implement against the crystal and relying on
electrostatics to cause the crystal to temporarily adhere to the surface. Using this
technique it is also possible to gently manoeuvre the crystals about, but even a minor
application of force is enough to break a crystal.
To recover crystals after growth it was possible to use the above method, but a consid-
erably more effective technique involved rinsing the glass boats with solvent using filter
paper and a Büchner funnel. This equipment consists of a cylinder with a perforated
base that can be connected to a vacuum flask, a thick walled Erlenmeyer flask with
a side arm that can be attached to a vacuum pump. This allows for extremely rapid
filtering compared so simply letting the liquid drain through the filter through force of
gravity and causes the filtride to dry much quicker.
Each boat could then be gently rinsed out by holding it vertically and then applying
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solvent to the very top, allowing the solvent to flow down the inner walls, taking the
crystals with it. Methanol could be used as neither the starting materials nor the co-
crystals readily dissolve in it. Once the crystals had been deposited on the filter paper
acetone could also be used as the starting materials dissolve readily in it, but the co-
crystals do not. As such, this step could be carried out to remove any residual unreacted
starting material. This process also generally had the effect of removing much of the
eletrostatic build up, making the crystals easier to subsequently manipulate.
5.3 Data Collection
X-ray data was collected at 150 K using an Agilent SuperNova-E Dual diffractometer
equipped with an Oxford Crysosystem using CuKα radiation (λ = 1.5418 Å). Data
were processed using the CryAlisPro software (CrysAlisPro 1.171.38.46, Rigaku Ox-
ford Diffraction, 2015). A symmetry-related (multi-scan) absorption correction was
applied. This was used to provide unambiguous unit cell determination. The resulting
structures were analysed using Mercury [68] and Diamond [43]. Further measurements
for DBTTF-F4TCNQ were carried out by the Advanced Light Source (ALS) at the
Lawrence Berkeley National Laboratory.
Infrared spectra of the crystals were recorded with a Bruker ifs66 FTIR spectrometer,
equipped with a liquid nitrogen cooled mercury cadmium telluride (MCT) detector and
coupled to an Hyperion 1000 IR microscope. This instrument setup allows for both
reflection and transmission measurements with polarised light.
Reflectance measurements were obtained using a Cary 5000 spectrophotometer which
had been modified by the inclusion of a custom optics array to allow for specular reflect-
ance measurements to be taken. The Cary 5000 has two detectors, a photomultiplier
for UV and visible light (down to 175 nm) and InGaAs detector for near IR (up to
3300 nm), with a recommended change-over region of 750-800 nm.
EPR data was recorded using a 9.5 GHz X-band spectrometer as a function of temper-
ature in 5 K intervals up to 300 K. This work was carried out by the Department of




Prior to obtaining the IR measurements an attempt was made to carry out reflectance
measurements using a Cary 5000 spectrophotometer. Most of the crystals produced
had a surface area considerably smaller than that of the default beam spot, 4 mm by
11 mm, meaning that only an extremely small fraction of crystal was contained within
the beam path. This resulted in weak signal strength, often near the limits of the
detectors’ ability to measure.
Masking could be used to compensate for this by reducing the beam width, but this
also had the effect of reducing the overall throughput of incident light, resulting in a
poor signal to noise ratio since it was typically necessary to cut out 90% of the incident
light.
Hence, in order to obtain useful optical data it was necessary to decrease the size of
the beam spot by focusing the incident light onto a smaller area. A custom lens and
mirror array was created (figure 5-2), which was capable of reducing the beam size to
2 mm wide. Unfortunately this custom reflectance array used silver coated mirrors,
which have poor reflectivity below 300 nm due to absorption by bound electrons in
what is known as the fundamental absorption edge. As a result it was not possible to
collect meaningful data below this wavelength. This is problematic as there should be
spectral features below this wavelength associated with perylene and it is preferable to
have as broad a spectral range as possible for Kramers-Kronig analysis. [5]
5.5 IR Spectroscopy
In order to probe the high temperature DBTTF-F4TCNQ transition a series of tem-
perature dependant IR measurements were carried out. This required developing a way
of controllably heating the sample holder. The sample holder itself consisted of a flat
metal plate with a central hole which housed a removable disc that was designed to
hold the actual sample material. (Figure 5-3a) Several bonding agents were tried, but
most effective was silver conductive paste obtained from RS Components. The paste
was applied to the face of the disc, which was then turned over and pressed gently
over the sample crystal. This alleviated the need to directly manipulate the crystals
themselves, which were extremely fragile.
The first attempt consisted of a 50 Ω Resistor mounted onto the sample holder that
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Figure 5-2: A schematic overview of the custom reflectance array, showing the mirrors
M1-4 and lenses L1-2.
could be connected to an external 30 V 2 A bench power supply using a six pin DIN
connector. A thermocouple was then connected to the other side of the sample holder.
(Figure 5-4) Unfortunately the set up was only able to archive a maximum temperature
of 376 K, far below the expected transition point near 400 K. Switching to a 5 Ω resistor
did allow temperatures of 400 K to be reached, but caused the resistor to break after
prolonged use. The first resistor began to suffer performance degradation during testing
before failing completely and the second exploded during initial heating. Likewise, the
standard cable connecting to the resistor failed and so was replaced with fibreglass
insulated cabling. Finally a more heavy duty heating element was installed instead of
the standard resistors, which was able to sustainably take the sample holder up to 400
K.
A temperature/current profile was obtained for the maximum temperature obtained for
a given input current in 0.05 A steps up to 400 K. Ideally it would have been preferable
to record several temperatures above this point, but in vacuum the DBTTF-F4TCNQ
crystals sublimated at temperatures just above 400 K. (Figure 5-5) Temperature meas-
urements were recorded every five minutes and it was determined that the maximum
temperature had been reached after at least 25 minutes had passed and the temperature
increase was less than 0.5◦.
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(a) A DBTTF-F4TCNQ Crystal mounted
onto the sample holder disc with silver paste
(b) The same sample disc after being heated
to 400 K while under vacuum
Figure 5-3: The central disc of the sample holder. The textured area on the lower
half of the disc shows the dried silver paste used to mount the sample. The scale bar is
1 cm long.
Figure 5-4: A schematic of the modified sample holder. (a) the heating element (b)
































Once the maximum temperature/current relationship had been obtained, it was then
used to calculate the current required to perform IR measurements from 300 K to 400
K in 5◦ intervals.
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Chapter 6
Discovery of a Novel Polymorph
of Perylene-TCNQ
6.1 Introduction
In this chapter we describe the first set of experimental results obtained. During
growth of perylene-TCNQ in the three zone furnace, two new polymorphs with a 1:1
stoichiometry were discovered in addition to the previously reported monoclinic struc-
ture, [89, 41, 103, 44, 7] which we designate as α. (CCDC: PERTCQ) The two novel
structures, which we designate β and γ and their properties were reported in Crystal
Growth & Design. [36]
6.2 Structural Properties
Before describing these novel structures, it is first instructional to describe α. Table
6.1 summarizes the crystallographic parameters for the previously reported polymorph
and the two new structures.
α is monoclinic, with a space group P21/c, and with two molecules per unit cell. The
molecules in the stacks are not parallel, but offset by an angle of 4.26◦. As such it is
not possible to quote a direct distance between the molecular planes, but the distance
between the perylene plane and the centroid on TCNQ is 3.334 Å, following the con-
vention used by Salzillo et al. [89] While this value is representative of the inter-planar
spacing it is also a fairly arbitrary convention (it would be just as valid to measure the
83
distance between the TCNQ plane and the centroid for perylene, which would result
in a slightly different value). As such, uncertainties for these measurements are not re-
ported as they would be misleading. The molecules themselves are not aligned directly
over each other, but have a centroid to centroid offset of approximately 1.36 Å. This
offset is measured by the distance between the centroid of the perylene molecule to the
perpendicular projection of the centroid of TCNQ onto the mean plane of the perylene
molecule. These measurement conventions are used for all subsequent structures.
β is also monoclinic with space group C2/c. Compared to α the unit cell is substan-
tially larger and contains eight molecular pairs per unit cell. At around 280 K this
polymorph undergoes a symmetry-breaking phase transition, losing the C-centering
and transforming to its primitive reduced cell. This polymorph, γ, is triclinic with P1̄
symmetry and four molecular pairs per unit cell. Structurally, both new polymorphs
consist of two different types of alternating stacks, which, for convenience, we refer to
as S-I and S-II, as shown in Figure 6-1.
(a) β (b) γ
Figure 6-1: Crystal packing of Perylene-TNCQ charge transfer crystals along the
(100) direction. The two different stacks, S-I and S-II, are indicated by the dashed
outlines. The unit cell is identified by the solid coloured lines.
In the case of the β polymorph the S-I stack consists of perylene and TCNQ molecules
that are offset by approximately 1.95 Å. By contrast the molecules in S-II are almost
directly on top of each other, with an offset of less than 0.5 Å. Likewise, while in S-II
adjacent stacks are slipped by one molecule along the a-axis, similar to the structure
of the F2TCNQ complex, the S-I stacks are not. This feature is most obvious when
viewed along the c axis, shown in Figure 6-2.
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(a) β (b) γ
Figure 6-2: Crystal packing of Perylene-TNCQ charge transfer crystals along the
(001) direction. The unit cell is identified by the solid coloured lines.
As with the previously reported structure, α, the molecules in the stacks are not per-
fectly parallel, but are offset by an angle of 0.15(3)◦ and approximately 2.15(4)◦ re-
spectively. The inter-planar spacing is 3.409 Å and 3.383 Å. One of the most unusual
features of this system is the presence of highly distorted perylene molecules. In both
gas phase and in other crystalline structures, perylene is highly planar. However, for the
S-I stacks the angle between the two naphthalene moieties of the molecule is 6.24(5)◦.
This may in part explain why the inter-planar spacing for S-I is larger than for S-II,
and has an impact on ρ.
The structure of γ is, perhaps unsurprisingly, superficially similar to β. It too possesses
S-I and S-II stacks, with the S-I stack exhibiting a large centroid to centroid offset
and distorted perylene molecules. The S-II stacks, by contract, now consist of two
symmetrically non-equivalent molecular chains, S-IIa and S-IIb. The largest difference
can be seen when the structure is viewed along the c-axis, as the unit cell is now
triclinic.
The two S-II stacks display a slightly different alignment of the TCNQ and perylene
long molecular axis (C2 symmetry). For the β polymorph, this angle is 20.26(4)
◦. For
S-IIa this angle has decreased to 18.22(4)◦, but for S-IIb it has increased to 21.88(5)◦.
The interplanar spacing has also diverged to 3.352 and 3.389 Å respectively, as well as
the angles between molecular planes, which is now is 2.06(4)◦ and 2.31(5)◦. For both
β and γ the smaller the deviation from parallelism, the smaller the misalignment along
the long C2 molecular axes. This suggests that the deviation from perfect parallelism
between the molecular planes is related to the misalignment of the long C2 molecular
axes.
For the S-I stacks the spacing between perylene and TCNQ has increased slightly to
3.410 Å, and the angle between the molecular planes has also increased to 0.53(4)◦.
The perylene molecules in the S-I stacks demonstrate a slight shift parallel to the short
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C2 molecular symmetry axis and the angle between the napthalene component of the
distorted perylene molecule is now only 6.14(6)◦.
Further cooling of the γ polymorph to 150 K does not result in any further phase
transitions, but only smaller changes in intermolecular differences and an even greater
divergence between the S-IIa and S-IIb stacks. The unit cell parameters together with
other relevant crystallographic data, such as cell volume, are reported in Table 6.1.
The interplaner distance is now 3.287 Å for S-IIa, and 3.367 Å for S-IIb. As expected,
both of these values are smaller than at 270 K. Interestingly, the angle between the
molecular planes increases to 2.17(3)◦ and 2.65(4)◦. For S-II, the interplanar distance
has decreased to 3.375 Å, the angle between molecular planes has increased to 1.03(4)◦
and the perylene distortion has increased to 6.24(5)◦. From this, it would appear that
shorter donor acceptor distances lead to a greater deviation from parallelism, likely due
to steric hindrance.
Table 6.1: Crystallographic Data for Perylene-TCNQ crystals obtained from single
crystal x-ray diffraction. Z indicates the number of molecular pairs per unit cell.
α β γ γ
Temperature (K) 290(2) 290(2) 270.01(10) 150.00(10)
crystal system monoclinic monoclinic triclinic triclinic
space group p21/c C2/c P 1̄ P 1̄
a (Å) 7.29888(2) 6.8315(11) 6.8315(11) 6.7477(3)
b (Å) 10.8741(2) 30.944(5) 15.7910(12) 15.6571(9)
c (Å) 14.5519(3) 21.932(5) 21.9339(13) 21.8347(12)
α (Å) 90 90 86.135(5) 84.268(4)
β (Å) 90.254(2) 97.913(19) 82.172(5) 82.234(4)
γ (Å) 90 90 78.283(6) 79.390(4)
cell volume (Å3) 1153.94(4) 4592.1(15) 2287.7(3) 2239.9(2)
Z 2 8 4 4
reflections
7288 13845 15633 13081
collected
independent
2281 4556 8922 8149
reflections
R indices R1 = 0.0423 R1 = 0.0660 R1 = 0.0614 R1 = 0.0663
(I > σ(I)) wR2 = 0.1178 wR2 = 0.1457 wR2 = 0.1519 wR2 = 0.1583
R indices R1 = 0.0476 R1 = 0.1200 R1 = 0.1011 R1 = 0.1167
(all data) wR2 = 0.1228 wR2 = 0.1853 wR2 = 0.1821 wR2 = 0.2078
GooF 1.033 1.024 1.017 1.025
CCDC no. 1576698 1576699 1576700 1576701
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6.3 Reflectance Measurements
The spectrophotometer was successfully modified to allow for specular reflection meas-
urements to be taken. A sample of tetracene was used as a known trial candidate to test
the functionality of the new lens array. Spectral features were clearly visible, notably
the major peak at 520 nm, and the smaller peaks at 480 and 450 nm which correspond
to the ground exciton transition and the transition to the first and second vibrational
excited states respectively. These features could not be resolved using the default re-
flectance configuration. Once the modifications had proved effective, a spectrum of the
(a) Reflectance spectrum for a test sample at
300 K. The 0-2, 0-1 and 0-0 peaks are clearly
visible.
(b) Literature spectrum, as reported by
Gliński and Kalinowski. [30]
Figure 6-3: Reflectance spectrum for a test sample of tetracene, compared to literature
values.
[100] face of the 3:1 single crystal sample was taken and Kramers-Kronig transforms
were applied to extract refractive index data. This reflection spectrum matches liter-
ature values, displaying the presence of a charge transfer band at 1000 nm with a weak
shoulder at 800 nm and the neutral perylene band at 450 nm.
6.4 Inter-molecular Interactions
In addition to the CT interaction, there are several other noteworthy inter-molecular
interactions. Figures 6-4 and 6-5 show all short contacts for which the sum of the
vDW radii is less than 0.1 Å. These atoms are close enough to each other to directly
interact via dispersion, dipole-dipole and various other inter-molecular forces. It would
be wrong to generally refer to these as bonding interactions, as they are not necessarily
energetically favourable.
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Notably, for both polymorphs these interactions are between S-I and S-II molecules and
not intrastack and the S-II short contacts are only between TCNQ molecules, while the
S-I stacks also display interactions with perylene. For β there are two C-H· · ·N short
contacts between each peryelene and the TCNQ molecules of both adjacent S-II stacks.
Since the two TCNQ molecules are staggered, with one lying below the peryelene, and
one above, these short contacts may go some way to explain deviation from planar-
ity. For γ the interactions between S-I perylene molecules and the adjacent TCNQ
molecules are weaker, and instead there are short contacts with other S-I peryelene
molecules. This may explain why the distorted perylene molecule is more planar for γ
when compared to β.
There are further C-H· · ·N short contacts between the cynao group of the S-I TCNQ
molecules and one of the aromatic C-H on S-II TCNQ. This may compete with the S-I
intrastack π − π interactions between perylene and TCNQ.
(a) β (b) γ
Figure 6-4: Crystal packing of Perylene-TNCQ charge transfer crystals showing short
contacts where the sum of vDV radii is at 0.1 Å, along the (001) direction. Hanging
contacts are in red, expanded contacts in cyan.
6.5 Evidence of a Phase Transition
To confirm that reconfiguration from β to γ was in fact a proper phase transition
and not simply an irreversible structural change a variable temperature parametric
study was carried out. The crystals cooled in situ inside a diffractometer, with cooling
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(a) β (b) γ
Figure 6-5: Crystal packing of Perylene-TNCQ charge transfer crystals showing short
contacts where the sum of vDV radii is at 0.1 Å, along the (100) direction. Hanging
contacts are in red, expanded contacts in teal.
paused at regular intervals to allow unit cell determinations. The sample was then
heated again, to determine whether the changes were reversible.
During the transition the crystal converts from a monoclinic structure to a triclinic,
which can radically alter the unit cell parameters, even if the actual change in crystal
structure is relatively minor. Therefore, to enable direct comparison, the data was
indexed using the triclinic primitive unit cell for all temperatures. The results, shown
in Figure 6-6, show a clear change at 280 ± 10 K. Most notable is the abrupt discon-
tinuity in the b axis and the sudden gradient change (representing an abrupt change







































































































































A differential scanning calorimetry (DSC) study was also carried out in order to better
probe the phase transition, but, as shown in Figure 6-7, the sweep did not show any
discernible features indicative of a phase transition. One possibility is that the DSC
sample, which requires a substantial amount of material, was a hetrogeneous mixture,
including α and 3:1 polymorph crystals. Since these do not undergo a phase transition,
they would swamp any signal. Furthermore, while there are distinct structural differ-
ences between the β and γ polymorphs, the changes are relatively small, and may not
result in an appreciable variation in thermodynamic properties.
Figure 6-7: A differential scanning calorimetry sweep across the phase transition
between β and γ for Perylene-TCNQ single crystals.
Complete diffraction data for a [h,0,l] slice through a single crystal was taken at 280 K
and 300 K, which further confirms the presence of a symmetry breaking phase trans-
ition. For a C-centered cell we would only expect to see reflections where the Miller
indices satisfy the condition h + k = n2, and therefore it should contain half as many
reflections as a P-cell. As shown in Figure 6-8 this is the case, and confirms that the
crystal system is changing from C2/c to p1̄.
6.6 Degree of Charge Transfer
Using the HOSE method, α has an estimated ρ of 0.09, and using the constants reported
by Herbstein and Kapon [39] gives a value of 0.11. This is somewhat larger than the
reported literature value of 0.01±0.07. By contrast, using the constants reported by
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(a) 300 K (b) 280 K
Figure 6-8: Diffraction pattern of a [h,0,l] layer perylene-TCNQ
Graja [3] yields a value of 0.03. These values, and those of β and γ, are summarised
in Table 6.2.
Two of the ρ calculations yield positive values when calculated using HOSE, which
superficially indicates that there is a positive charge present on TCNQ. This is unlikely
given TCNQ’s extreme electronegativity and the respective HOMO and LUMO en-
ergy levels. These calculations also yield extremely high values using the bond length
method. It is far more likely that the TCNQ molecule in question is being distorted
due to some other process which is confounding both sets of calculations. There is a
single instance where the bond length method, using the constants from Graja, also
yields a positive value, but this is more likely due to the inherently large uncertainties
in ρ estimates for near neutral CT complexes.
Overall, as with α, both the β and γ polymorph appear to be near neutral CT com-
plexes. As such is it more difficult to accurately estimate ρ and it would therefore be
unwise to read too much into the exact calculated values. However it is noteworthy that
once again the structure of β and γ appear to be dominated by the interplay between
CT interactions and other intramolecular forces, that, in this case, are distorting the
bond lengths of TCNQ molecules.
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Table 6.2: Charge transfer calculations for Perylene-TCNQ polymorphs. ρ is a scalar
property, however, values that indicate a net positive charge on TCNQ have been in-
dicated with a *.
HOSE Herbstein & Kapon [39] Graja [3]
α 0.09 0.11 0.03
β (290 K)
S-I 0.09 0.23 0.13
S-II 0.04* 0.43 0.33
γ (270 K)
S-I 0.19 0.01 0.06*
S-IIa 0.05 0.19 0.10
S-IIb 0.11 0.10 0.02
γ (150 K)
S-I 0.02 0.29 0.19
S-IIa 0.04 0.22 0.13
S-IIb 0.03* 0.36 0.25
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Chapter 7




In this chapter we describe the second set of experimental results, the investigation
of a structural transition in DBTTF-TCNQ. We first examine the high temperature
changes that occur close to 400 K, as determined by both x-ray crystallography and
IR spectroscopy. We then briefly explore the phenomena that occur at low temper-
ature, based on Electron Paramagnetic Resonance (EPR), x-ray crystallography and
reflectance spectroscopy.
7.2 Structural Properties
It is once again instructional to describe the structure of DBTTF-F4TCNQ before
discussing any structural transitions. The CT complex is a segregated stack system,
comprising of parallel chains of DBTTF molecules and of -F4TCNQ molecules. Within
each chain, the F4TCNQ molecules are “paired up” or dimerised. For any given three
sequential molecules, two of them will have a much smaller centroid to centroid overlap
(defined below), while the third molecule will be shifted sideways with respect to stack
direction. Figure 7-1 shows the crystal structure along the (100) and (001) directions
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while Figure 7-2 shows these molecular pairs quite clearly.
(a) Unit cell along the (100) direction (b) Unit cell along the (001) direction
Figure 7-1: Crystal packing of DBTTF-F4TNCQ charge transfer crystals along the
(100) axis. DBTTF is in red and blue, with one colour for each molecular pair, while
F4TNCQ is in orange and purple.
Figure 7-2: DBTTF-F4TNCQ viewed down the molecular plane. The paired nature
of the unit stacks is clearly visible. DBTTF is in red and blue, while F4TNCQ is in
orange and purple.
For the F4TNCQ pairs, they have a greater centroid-centroid overlap, as defined, and
are also closer together. At room temperature, the distance between the dimerised
molecules is 3.283 Å (the intra-pair distance), and 3.454 Å to their nearest neighbour
(the inter-pair distance). The molecules are parallel to one another, so these values
are calculated by simply measuring the distances between the two molecular planes.
The intra-pair centroid-centroid overlap is 0.638 Å and the inter-pair overlap is 3.167
Å. This value is calculated as the distance between the centroid of the first molecule,
as projected onto the plane of the second molecule, to the centroid of the second. For
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DBTT, the intra-pair and inter-pair distances are 3.526 Å and 3.475 Å respectively.
The intra-plane centroid-centroid distance is 0.659 Å and the intra-plane distance is
2.83 Å. Thus we can clearly see that each molecular pair has a very high overlap.
It is worth noting that the choice of which two molecules comprise a “pair” is somewhat
arbitrary. In fact, due to the nature of π−π interactions described in Subsection 2.2.4
the interpair interactions are stronger than the intrapair interactions. Here the choice
of pairing is simply for visual clarity. It is easier to show the offset nature of the
molecular stacks of both the molecules if the molecular pairs are defined in terms of
the greatest centroid-centroid overlap.
7.3 The High Temperature Regime
7.3.1 X-ray Crystallography
An initial set of x-ray measurements were carried out at 300, 370, 390 and 400 K, which
suggested a possible change in ρ near 400 K, as demonstrated by both HOSE and the
Kistenmacher method, as shown in Figure 7-5a. A second more detailed set of x-ray
measurements were then carried out between 300 K and 425 K at 10 K intervals to
better probe any structural changes. Near the proposed transition point measurements
were taken at 5 K intervals.
The x-ray measurements also confirmed the presence of a structural transition at around
395 K. In absolute terms, the shift is rather subtle compared to structural changes
demonstrated by peryelene-TCNQ in Chapter 6, which resulted in the complex shifting
between a monoclinic and tri-clinic unit cell. The shift can primarily be seen as a
discontinuity in the unit cell parameters as well as the distance and angle between
dimer pairs as temperature is increased. Figure 7-1 shows the unit cell parameters.
The suspected structural shift can most clearly be seen in the change in “gradient”.
Figure 7-4 shows the inter and intrastack planar distances for both DBTTF and
F4TNCQ as a function of temperature. For clarity, it also shows the relative interplanar
distance. This is simply an expression of the ratio of the two distances, expressed in
percentage form. As temperature increases, the relative difference in intrastack and
interstack distances decreases, almost approaching a even ratio of 50%. A“jump” at




















































































































































































































































Perhaps ironically, while the additional and more detailed set of measurements con-
firmed that there was a high temperature structural shift, it cast doubt on the presence
of a corresponding change in ρ. Both the HOSE and Kistenmacher method were used
again, as well as the proposed method for estimating the degree of charge in the DBTTF
molecule described in Subsection 3.3.3. The results from HOSE and Kistenmacher were
extremely noisy. Broadly, they showed that ρ was quite close to one, as expected, but
the precise values fluctuated randomly over the temperature range. This can be seen in
Figure 7-5a. The estimation methods based on DBTTF bond lengths were even worse,
with ρ seemingly varying between 1.30 and 0.9, with no correlation with temperature.
(a) The initial ρ estimates for DBTTF-F4TCNQ, with both the Kistenmacher and
HOSE method. There appears to be a possible transition near to 390 K.
(b) ρ estimates for DBTTF-F4TCNQ, with both the Kistenmacher and HOSE method,
after a more detailed set of measurements. There is no discernible transition.
Figure 7-5
As discussed in previous sections, these bond-length based methods are unreliable at the
best of times. As such, these results tell us very little; the uncertainties are simply too
high. From this data there does not appear to be any temperature dependant changes,
although it is impossible to rule out the possibility that there is a slight change in ρ
that accompanies the structural shift. These techniques are simply not precise enough.
As such, we turned to infra-red spectroscopy in an attempt to better estimate ρ.
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7.3.2 IR Measurements
As with perylene-TCNQ it is possible to estimate ρ by examining the frequencies of the
C=C stretching modes compared to neutral F4TCNQ. A series of measurements were
carried out between 300 K and 400 K to determine whether there was any noticeable
change in ρ around the transition point. (Figure 7-8) The relevant peaks were then
fitted to Gaussian functions to determine how they varied with temperature. Four terms
were used, corresponding to the peak and shoulder at around 1526 and 1535 cm-1, the
peak at 1630 cm-1 and a final term to account for baseline features. Figure 7-6 shows
an example fitting, and figure 7-7 a plot of the centre, Full Width at Half Maximum
(FWHM) and amplitude of the resultant fittings as a function of temperature.
Figure 7-6: The resultant four term Gaussian fitting for IR spectra of F4TCNQ-
DBTTF. The R-square value is 0.9901.
While these peaks show a sudden decrease in amplitude from 380 K, there is no sudden
jump or discontinuity in the centre of the peaks that would indicate a change in ρ.
Instead, as temperature increases the spectrum gradually and smoothly shifts down
to lower wave-numbers. This is to be expected, because higher temperature means a
higher energy ground state, and thus less energy is required enter an excited state.
Therefore, while a superficial interpretation of these data might suggest that ρ does
appear to show a gradual smooth increase with temperature, we can conclude that there
is indeed no significant change in ρ, and no change that corresponds to the structural
shift.
At this point ρ can be ruled out as a possible factor in the structural transition. It does
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Figure 7-7: The amplitudes, centres and Full Width at Half Maximum (FWHM)
values for the Gaussian fittings of the IR spectra of F4TCNQ-DBTTF.
not appear to be heralded by, or cause, any significant shift in charge distribution. We
we can turn to the work by Emge et al. discussed in 4.4.2. [23] The authors predicted
that the room temperature structure of the system may represent the low temperature
phase of a system affected by a Peierls instability. They speculated (although did not
confirm) that at around 390 K there was a structural transition and that it would
consist of uniform stacks.
We have demonstrated that this prediction is broadly correct, as the temperature in-
creases the degree of dimerisation, as measured by the relative interplanar distances,
decreases rapidly, and there does appear to be an abrupt distortion of the crystal



























































































































7.4 The Low Temperature Regime
7.4.1 EPR Measurements
A set of EPR measurements were carried out in 5 K intervals between 5 K and 300 K
at 9.5 GHz and at 50 K intervals at 35 GHz. At higher temperatures there is a single
large peak, which is consistent with the presence of an organic free radial (the electron
on the acceptor, and the hole on the donor) as expected. Both sets of measurements
appear to show a transition occurring at around 150 K. Over the transition itself, there
is almost no response, suggesting a significant reduction in the number of unpaired
spins. Below the transition point the spectra becomes incredibly complex and multiple
additional peaks form. In depth modelling will be necessary to fully probe this low
temperature behaviour. Even so, there is no clear evidence of the hyperfine splitting
patterns that would correspond to triplets. This can be seen in 7-9.
(a) Q-band (35 GHz) (b) X-band (35 GHz)
Figure 7-9: EPR data for DBTTF-F4TNCQ.
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7.4.2 X-ray Crystallography
Further x-ray measurements were taken at lower temperatures to determine whether
there were any structural changes corresponding to the sharp transition in the EPR
spectrum. Ultimately two sets of measurements were carried out; an initial set of
exploratory measurements were carried out at 90, 120, 100, 150 K, and, after the EPR
data was obtained, a subsequent set of measurements were taken at 110, 130, 160 and
170 K to provide a comprehensive temperature sweep from 90 K to 170 K.
Unfortunately, these two sets of measurements are inconsistent, as shown in Figure 7-10
and so no definitive conclusion can be drawn as to the nature of any low temperature
structural transition at this time.
Figure 7-10: Low temperature unit cell parameters for F4TCNQ-DBTTF. Two sets
of x-ray measurements were taken, labelled in blue and red.
7.4.3 Reflectance Measurements
Finally, a set of low temperature reflectance measurements were also carried out between
600 and 1400 nm and at temperatures between 80 and 180 K in 5 degree increments,
with additional measurements at 77 and 78 K, at the limits of temperature obtainable
via liquid nitrogen cooling. These measurements could provide information about the
energy band structure of the material. Unfortunately the data was supplied too late





The topic of this thesis is not entirely new. As was noted, during the 70s and 80s there
was considerable research interest in charge transfer (CT) complexes after some prelim-
inary studies appeared to demonstrate high temperature superconductive behaviour.
[19] However these results could not be replicated and flaws in the original methodology
were discovered. [9] Interest waned.
Recently, interest has returned, as these complexes have demonstrated the potential
for efficient photo-current generation needed for organic photo-voltaic cells,[4] and am-
bipolar conductivity needed for organic semi-conductors. [110] The inherent nature of
CT complexes means that in principle their properties are highly tune-able. Not only
can individual constituents be varied by adding functional groups, but the constituents
are capable of being assembled in multiple different supra-molecular configurations -
different possible polymorphs which demonstrate different behaviours.
In many ways the field is still young. Unfortunately, at present there are few reliable
systemic ways to grow specific complexes. Nor are there easy methods to predict, a
priori, all possible polymorphs that could exist for any given constituent molecules or
what their properties will be. This can easily be seen by the fact that novel polymorphs
are still being discovered experimentally. [107, 89, 32].
Part of the problem is that the theoretical modelling is very difficult. In the case
of physical vapour transport, it has been demonstrated that simple one dimensional
models are inadequate for describing the system behaviour. [86] Solution based growth
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methods fare little better. They are extremely solvent dependant, and must be tailored
to the specific material. It has also been demonstrated that not all polymorphs are
capable of being grown in solution. [41, 32]
Even once a given structure has been produced or proven to exist, modelling its beha-
viour can also prove difficult, as the material on the spin-Peierls transition (Subsection
2.5) demonstrates quite clearly. Modelling the interactions between a one dimensional
Heisenberg chain and the three dimensional phonons is mathematically intractable un-
less a large number of assumptions are made. The validity and applicability of these
assumptions can vary considerably depending on the system in question and great care
must be made when attempting to carry out analysis. [12]
This is somewhat analogous to the various problems chemists struggle with regarding
drug discovery. Here they must consider the supra-molecular interactions between a
candidate drug molecule and a target receptor site. It is only within the last couple of
decades that practical in silico techniques have developed to allow predictive compu-
tational modelling and virtual screening. [108]
8.2 Perylene-TCNQ
We have established two completely novel polymorphs of Perylene-TCNQ and demon-
strate a temperature dependant phase transition from one polymorph to the other.
We have characterised the physical structure of both polymorphs and provided estim-
ates for the degree of charge transfer. We have also discovered, somewhat unusually,
that the benzene rings of peryelene are heavily distorted. This is noteworthy as it
is normally extremely energetically favourable for aromatic rings to be planar. This
deviation appears to be a result of nitrogen short contact interactions.
Obvious future work would be to probe the energy band structure and to determine the
precise nature of the supra-molecular interactions within the system and the physics
of the system. Sadly, we were not able to carry out reflectance measurements as the
crystals were extremely thin and needle-like and we were unable to reduce the beam
spot size of the detector sufficiently.
Density Functional Theory (DFT) modelling could in principle provide insight into the
electronic structure of the system, but attempting to implement DFT for charge transfer
processes is still an area of ongoing research, as most current common techniques have
proven unable to adequately predict the behaviour of these systems. [15]
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8.3 DBTTF-F4TCNQ
For DBTTF-F4TNCQ we have demonstrated a high temperature structural transition
which can be seen in both the unit cell parameters and the relative inter-molecular
distances between adjacent DBTTF and F4TCNQ molecules. This behaviour was pre-
viously predicted by Emge et al. but never confirmed. [23] Our observations generally
match these predictions. In the process we also ascertained via both bond length and
spectroscopic methods that the degree of charge transfer does not appear to change
over this structural transition.
We also performed some low temperature measurements to try to further probe the
behaviour of this system. Electron Paramagnetic Resonance (EPR) measurements
appear to demonstrate a low temperature transition at around 150 K. Unfortunately,
the spectra below this transition point are extremely complex and will require more
theoretical work to be fully understood. Reflectance measurements were also carried
out, and appear to corroborate the findings of the EPR data. Unfortunately, the
data was obtained too late for detailed analysis here. Beyond that, obvious future
work would be to carry out vibrational spectroscopy at low wave-numbers to try and
ascertain the presence of phonon softening, which is expected to precede the structural
changes.
Low temperature x-ray crystallography measurements were also carried out in an at-
tempt to ascertain any structural changes corresponding to the changes in the EPR
and reflectance spectra. Unfortunately, two sets of measurements were carried out and
different times and with different crystal samples and they have produced inconsistent
results. As such, the presence of any corresponding low temperature transition remains
inconclusive. However, there is clearly scope for further research.
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