The natural modes for one-dimensional (1D) twin square potentials of complex strength g are studied. A global analysis of the natural modes based on the construction of the Riemann surfaces R I g and R II g of the multiple valued function k = k(g), where k(g) defines the poles of the transmission coefficient, is done. To each nonradiative or radiative mode a sheet of the Riemann surface is associated. All the natural modes of the system are identified and treated in a unified way. New classes of resonant state poles with exotic properties are identified on the k-plane images of the sheets of R I g and R II g and the properties of the exotic modes are studied. The traversal time through the 1D twin square potentials is analysed. Subluminal and superluminal traversal times are evidenced. An approximate formula for the frequencies k for which the maximal superluminal velocities are gained as a function of the potential parameters is given.
Introduction
Tunnelling is a fundamental process related to the dynamics of various kinds of waves and it is frequently encountered in physics. Tunnelling, described by the Schrödinger equation with a potential barrier higher than the particle's total energy, is allowed by quantum mechanics theory and is probably the most important physical process. There is a formal similarity between the stationary Schrödinger equation and the usual wave equation. As with quantum mechanics, solutions of wave equation lead to a discrete set of bound modes and a continuum of radiation modes. Photonic barriers are produced in undersized wave guides, frustrated total internal reflection, or photonic lattice (periodic dielectric heterostructure). The optical tunnelling process has been studied in the range of frequencies from microwaves to ultraviolet (UV) region. A detailed overview of the entire field of optical tunnelling and its relation to massive-particle tunnelling is given in [1, 2] .
A different, but related, issue is that of particle tunnelling through a double barrier potential structure. Exploiting the analogy between electron and photon tunnelling [2] , resonant tunnelling phenomena through double barrier structures have been studied. Resonant tunnelling observed in [3] became an important tool for studying the properties of semiconductors, metals, and superconductors. Anderson localization, Mott hopping, Josephson effect, field emission, Coulomb blockade, and tunnelling chemical reactions are only several examples of phenomena where the resonant tunnelling is important. The development of nanotechnology and electronic devices based on resonant tunnelling (see e. g. [4, 5] ) has made quantum-mechanical tunnelling in one dimension an area of interest in applied science. The theoretical approach in the studies concerning the tunnelling is the analysis of the transmission coefficient. In the 1D problem, the transmission coefficient T manifests in its variation as a function of energy the existence of resonant states. The resonant and bound states are the radiative and nonradiative natural modes, respectively, of the quantum system. The natural modes are intrinsic distinctive marks of the system, that characterize the system like a fingerprint. The studies on the double barrier potentials [6 -8] are nonglobal. In the present paper, we give a global analysis of the natural modes, based on the Riemann surface approach, that allows the simultaneous treatment of the cases of two wells or two barriers, with absorption or emission, and gives an unitary treatment to bound and resonant states. In other words, we analyze all the natural modes of the system. All the poles of the transmission coefficient are identified, no pole is lost, no accidental jump (as it happens in the pole trajectory method) from one pole to another pole is possible. Whenever the Riemann surface approach was used for a three-dimensional (3D) potential, new information on the resonant states has been obtained [9 -11] . A new class of resonant state poles (exotic poles), having unusual properties, has been identified for a 3D potential made of a well plus a barrier. In the case of a 3D potential made of a well plus a Coulomb barrier [10] , it has been shown that the di-nuclear parent quasimolecular states are a particular case of exotic resonant states for this potential. All the properties of the di-nuclear parent quasimolecular states result in a natural way from the properties of the exotic resonant states.
The renewed interest in the study of the tunnel effect occurred mainly due to the data on the traversal time in tunnelling. A comparison of numerical traversal times [12] for a narrow and for a thick barrier to the semi-classical time [13] , to the phase-time [14] , and to the dwell time [15, 16] results shows that the best overall description is given by the phase-time result. In the present paper, the traversal time for the twin square potentials model will be determined by the phase-shift method. It will be shown that a faster traversal in comparison with that of a free particle is possible. It is not a surprising result, as the experiments revealed superluminal (faster than light) velocities. Experimentally it has been shown that the traversal time is independent of the barrier length [17] , as Hartmann [18] has predicted fifty years ago. New experimental and theoretical data on superluminal tunnelling could be found in [19] . The problem of superluminal velocity is not only of academic interest, but a problem of technology development too. For example, the superluminal ring laser gyroscope first proposed by Yum et al. [20] improves the sensitivity of a gyroscope by a factor 10 3 -10 6 and can be used for improving the sensitivity of accelerometers by the same factor. This technology can be used for application to precision navigation, precision measurement of vibration, strain and magnetic field, and gravitational wave detectors. 
Tunnelling Through One-Dimensional Twin Complex Square Potentials
Let us consider the one-dimensional potential gV (x), g ∈ C, represented in Figure 1 : g is the strength, and V (x) is the form-factor with the values V (x) = 0 in the regions x ≤ 0, a < x < a + d, and x > d + 2a, while in the regions 0 < x ≤ a and a + d < x < d + 2a, we have V (x) = −1. This represents twin square barriers (Re(g) < 0), or twin square wells (Re(g) > 0) potentials with an absorptive (Im(g) > 0) or emissive part (Im(g) < 0), having equal strength for the two barriers (wells). a is the width of the potential wells (barriers), d is the distance between the two wells (barriers). For the sake of simplicity, the notation k and g is used for the dimensionless variables ka and ga 2 , respectively. By I, III, and V the regions of the free wave are denoted. The wave function in the regions denoted by I, II, III, IV, and V are
where
. . , C 6 , and T can be determined by imposing the condition of continuity to the wave function, i. e. by imposing that ψ I = ψ II and dψ I / dx = dψ II / dx at x = 0, ψ II = ψ III and dψ II / dx = dψ III / dx at x = a, and so on. The amplitude of the incident wave is considered unity, R is the amplitude of the reflected wave, and T is the amplitude of the transmitted wave. The poles of T are the S-matrix poles. The transmission coefficient T can be written as
with
As T 2 can be written as product of two terms, two families of S-matrix poles are obtained. They are the solutions of the equations
By using the relation cot x = i( e 2ix + 1)/( e 2ix − 1) in (3), the following pole equations are obtained:
In order to construct the Riemann surface of the pole function k = k(g) for the twin complex square potentials, the knowledge of the branch points is necessary.
Branch Points

Algebraic Branch Points
The singular points are solutions of the system of equations made of the pole equation and of its derivative with respect to k. In the case of the potential represented in Figure 1 , there are two pole equations (4) and (5) . Correspondingly there are two equations representing the derivatives with respect to k of the pole equations The equations obtained by eliminating cot(k 0 a) between (4) and its derivative with respect to k, and between (5) and its derivative with respect to k, respectively, are even-functions with respect to k 0 . By introducing k 2 0 obtained by solving these equations in (4) and (5), respectively, the equations that give the k-plane images κ p,q µ,ν of the singular points are obtained:
where the following notations are used:
Once the solutions k are determined from (6) and (7), respectively, the corresponding g are determined by solving (4) and (5), respectively. Among these singular points g i , the branch points are found by permitting the variable g to describe successive small circles around each singular point g i and observing whether the function k = k(g) returns to its initial value. Being zeros of a system of analytical functions, the branch points form at most a countable infinite set.
New quantum numbers p, q, µ, and ν are necessary in order to label the branch points. In order to understand their meaning, in Figure 2 (6), while κ II,q µ,ν are obtained as solutions of (7). The k-plane images of the branch points are distributed along two distinct curves labeled by q = 1 and q = 2, respectively. The k-plane images of the branch points with the same value for the labels p and q are clustered in groups, each of the groups being labeled by the quantum number µ. By ν the various branch points with the same p, q, and µ are labeled. These branch points are characterized by the same position in the k-plane, but different values of the potential strength as one can see from 
Asymptotic Approximation for the k-Plane Images of the Algebraic Branch Points
In the exact numerical calculation of the branch points, (6) and (7) have to be solved, and it is important to have a good starting point for k. Consequently approximate values for the k-plane images of the algebraic branch points are necessary. In order to get these approximate values, only the main term for large k 0 (i. e. for large g) has been kept in the equations obtained by eliminating cot k 0 a between (4) and its derivative with respect to k, and between (5) and its derivative with respect to k, respectively. Two seconddegree equations in respect to exp (ikd) are obtained. To distinguish between these two equations, the label p = I, II will be used:
Each of the equations (8) has two solutions with respect to k, labeled by q = 1, 2. Asymptotic expansions of the two solutions of each of (8) µ,ν and their k-plane images κ p,q µ,ν (µ = 1, 2 and ν = 1, 2) for a = 0.25 and The Lambert W function satisfies the equation Lambert W(x) exp(Lambert W(x)) = x [21] . As the equation y(x) exp (y(x)) = x has an infinite number of solutions y for each (nonzero) value of x, Lambert W has an infinite number of branches denoted Lambert W(n, x), where n is any nonzero integer. The label n is the same as µ for the exact k-plane images κ (6) and (7), and then the corresponding branch points g p,q µ,ν are calculated from (4) and (5). In Table 1 Besides the complex algebraic branch points there are real algebraic branch points, listed in Table 2 , whose images are situated on the negative imaginary k-axis.
Transcendental Branch Points
Besides the algebraic branch points there is a transcendental branch point, namely g = 0, where all the Riemann sheets are joined. As the k-plane images of this branch point are the starting points in constructing the k-plane images of Riemann sheets, it is important to find approximate values for the k-plane images of the transcendental branch point. By taking a two terms expansion for small g in the pole equations (4) and (5), the following two equations are obtained: Table 3 . k-plane images of transcendental branch points with Re(κ p,n ) < 5.5 for the values of the parameters a = 0.25 and 
Each of the equations (11) has two solutions with respect to k. The solutions of (11) have a label p = I, II to indicate the equation and a label s = 1, 2 in order to distinguish between the two solutions of each equation:
where t = 1 for p = I and t = 2 for p = II. The values of κ p,m,s given by (12) are used as starting points for the calculations of the exact values of the transcendental branch points. In the following, for practical reasons, we will drop the labels m, s and use for κ two labels: p = I, II (that indicates the Riemann surface) and n = 1, 2 . . . that orders the k-plane images of g → 0 with respect to their distance to the imaginary k-axis (see Tab. 3).
Riemann Surfaces of the Pole Function k(g) k(g) k(g)
In the case studied in the present paper, there are two families of S-matrix poles, solutions of (4) and (5), respectively, corresponding to the zeros of each factor occurring in the denominator T 2 (g, k) of the function T (g, k) (see (2) ). We will write
where t (1) (g, k) = s 2 − s 1 , and t (2) (g, k) = s 2 + s 1 . The functions t (1) (g, k) and t (2) (g, k) are entire functions with respect to g and k and they are irreducible. Each of the relations t (1) (g, k) = 0 and t (2) (g, k) = 0 defines the implicit function k = k(g) which is a multivalued function. Due to the fact that the equation
is reducible, the analytic manifold R g on which the function k = k(g) is single valued and analytic is made of two Riemann surfaces R p g (p = I, II). This means that t (1) 
becomes single valued and analytic when defined on Riemann surfaces R I g and R II g . In order to construct the Riemann surfaces R I g and R II g of the pole function k = k(g) for the studied potential, the general properties of an implicit function k(g) defined by an irreducible relation F(g, k) = 0, where F(g, k) is an entire function with respect to k and g, will be used. These properties have been studied by Julia [22] and Stoilow [23, 24] and in the present case they are applied to the irreducible functions t (1) (g, k) and t (2) (g, k) . Taking into account the expressions of the functions T 1 (g, k), t (1) (g, k) , and t (2) (g, k) given by (2) and (3), respectively, it results that at g = 0 (i. e.
. Then the boundary set E (the points g for which the equation F(g, k) = 0 has no solution in k) has only one element, namely g = 0.
In order to illustrate the construction of the Riemann surfaces R I g and R II g , some particular values for a and d have been chosen, namely a = 0.25 and, d = 4. It is not possible to take into account all the branch points, nor their k-plane images. Indeed, there is an infinity of k-plane images of the branch points κ p,q µ,ν , and their distance from the imaginary k-axis increases indefinitely as µ increases, as it can be seen from Figure 2 . Correspondingly, both the real part and the imaginary part of the branch points g p,q µ,ν increases indefinitely as µ or ν increase (see Fig. 3 ). Consequently we can consider only a part of each Riemann surface, choosing a large radius circle in the g-plane (|g| = 650) and taking into account only the branch points that are situated inside the chosen circle. In fact this corresponds to the physical situation because the strength of the potential barriers (wells) is supposed to be finite. Moreover, the k-plane images of the branch points should be situated in a finite region of the k-plane. In Table 1 the first algebraic branch points g p,q µ,ν (µ = 1, 2), (ν = 1, 2) are given. They are the branch points that determine the separation of the first sheets of the Riemann surfaces R I g and R II g . For a given Riemann surface the construction of each Riemann sheet starts at g = 0. At g = 0, there is an infinity of sheets that are joined. By permitting the variable g to describe successive small circuits round g = 0, starting from g = 0 + iε, the corresponding starting point in the description of each of the k-plane image is obtained. The labelling of the Riemann sheets and of their k-plane images is done by two quantum numbers. The first one is p = I, II that indi-cates the Riemann surface. The second quantum number n = 1, 2, . . . is the label of images κ p,n of the transcendental branch point g = 0 that orders them according to their distance from the imaginary k-axis. The kplane image of g = 0 which is the closest to the imaginary k-axis takes the label n = 1, the next takes the label n = 2, and so on. The procedure is identical for both Riemann surfaces R I g and R II g . The border of a sheet is made by the edges of the cuts that start at the transcendental branch point g = 0 and at those branch points that are branch points for the sheet under discussion, and by a circle of large radius joining the cuts. In order to determine which of the branch points g
µ,ν must be taken on the Riemann sheet under discussion. Once the branch points are determined, cuts are taken in the g-plane that join them, so that to separate the Riemann sheets.
The Riemann sheets Σ I,n and their k-plane images Σ I,n with n = 1, 2 are shown in Figure 4 . When g goes 1,1 (denoted by a, d, and s on Fig. 4a ). For g → 0, the corresponding pole is situated at κ I,1 given in Table 3 The situation is similar for the Riemann surface R II g , with the difference that the cuts on the Riemann sheets are determined by the branch points with the label p = II in Tables 1, 2, and Table 3 and the positions of the bound regions on the k-plane images Σ II,n are different.
New Class of Resonant Poles (Exotic Poles)
It has been shown that on each of the Riemann sheets, for both Riemann surfaces R I g and R II g , there are large regions that are mapped by the function k = k(g) onto small bound regions of the corresponding k-plane images of the sheets. In other words, by varying the potential strength g in a large domain in the complex plane, the corresponding pole remains inside this bound region. This pole and the corresponding resonant state have unusual properties, and we will call them 'exotic resonant state pole' and 'exotic resonant state', respectively. An exotic resonant state pole does not become bound or virtual state pole if the depth of the wells is increased, in contrast to the old-class poles. On each k-plane image Σ p,n , there are two bound regions, one corresponding to absorptive potentials, the other to emissive potentials, where the exotic resonant state poles are located. The region of the k-plane that is occupied by the exotic poles on Σ p,n is empty on the other Riemann sheet images Σ p,m (m = n) of the same Riemann surface.
In Figure 5 , the aggregate obtained by superposing the sheet images Σ p,n , with p = I, II and n = 1, 2, 3, is shown in the case d = 4, a = 0.25. Only the bound regions of the exotic poles are represented. Each bound region lies on a pair of points: a branch point image and a point that we call 'attractor' (or stable point) for the reason shown in the following. We denote the attractor point by K p n , where n and p are the labels of the Riemann sheet image Σ p,n to which belongs the attractor. The way the exotic resonant state pole on Σ II,2 approaches the attractor is illustrated in Figure 6a 2,ν ). The corresponding pole is an exotic resonant state pole. One can see that the pole has a spiral trajectory that shrinks towards the attractor as the strength of the potential wells increases. In Figure 6b , the pole trajectories on Σ II,2 obtained when g goes in the g-plane along paths with constant Im(g) for various values of Im(g) are shown. Re(g) varies from 150 to −400, i. e. one passes from a well of decreasing depth to a higher and higher barrier. It is shown that if g varies along a path with constant Im(g), the trajectories of the old-class poles are convergent to the attractor when the strength of the barrier increases, even though Im(g) < Im(g II,1 2,ν ). In other words, an old-class pole coming from outside the bound region goes to the attractor when the strength of the potential barriers increases.
Asymptotic approximations for large g of the attractors have been obtained taking into account that at the attractor, we have dk/ dg → 0 for g → ∞. By expanding the derivatives with respect to g of (4) and (5) for large g and by solving the obtained equations with respect to k, the following asymptotic approximations for the attractors on the k-plane sheet images of the Riemann surfaces R I g and R II g , respectively, result:
The attractors are situated on the real k-axis. The resonant states (radiative modes) corresponding to poles in the neighbourhood of the attractors have energies that are almost real. It results from (14) wells (barriers) increases, i. e. there are more bound regions of exotic poles in the same k region when d increases.
Let us analyse the localization of the resonant state wave functions. In order to do this, we introduce the ratios
In Figure 7 , the ratios P 1 and P 2 are represented for resonant states (radiative modes) that correspond to the exotic pole situated on the border of the bound region obtained when the potential strength g varies on Σ II,1 along a path with constant Im(g) = Im(g II,1
1,1 ) + ε and Re(g) ≥ Re(g) II,1 1,1 . The ratios P 1 and P 2 are almost equal, so that the curves P 1 (g) and P 2 (g) cannot be distinguished. One can see that P 1 1, P 2 1, on the whole range of Re(g), i. e. the wave function is mainly localized between the wells. Moreover the minimal localization of the wave function inside the wells occurs for poles near the attractor.
In the following, we shall discuss the range of influence of an attractor for the discussed potential with d = 4 and a = 0.25. We consider the attractor K Figure 8d , |ψ| 2 is represented for the resonant states corresponding to the poles situated in the neighbourhood of the attractor K II 1 . One can see that for all these poles the corresponding resonant states have the wave function localized mainly in the free region between the two wells. In other words, either we have an exotic resonant state or an usual resonant state, corresponding to a pole situated on the same or another Riemann sheet image, the wave function is localized mainly in the free region between the two wells, provided that the pole is near the attractor. As one can see in Figure 8d , the wave functions of the resonant states corresponding to the poles 1, 2, 3, and 6 are indistinguishable, except for the regions of the two wells. In Figure 8e , the region of the first well is represented at an enlarged scale. In contrast, for poles situated away from the attractor (the poles 4 and 5 on Fig. 8c) , the corresponding wave functions have comparable amplitudes inside the wells and between the wells as one can see in Figure 8f .
It is interesting to see the behaviour of the wave functions of the bound states. In Figure 9a , the wave Figure 9b where the ratios P 1 , P 2 , and P 3 = a+d a |ψ| 2 dx/ d+2a 0 |ψ| 2 dx, that characterize the localization of the wave function in the first well, in the second well, and in the region between the wells, respectively, are represented as a function of k for bound states from Σ I . On Σ II the situation is identical. At low energies (small k), the ratios P 1 and P 2 are almost equal. Then there is a range of binding energies where the wave function is localized mainly in one or the other of the two wells. This region of energies is shown in more details in Figure 9c . Although the ratios P 1 and P 2 vary strongly with respect to the binding energy in this region, their variations compensate mutually, so that the part of the wave function that is localized between the wells, and characterized by P 3 = 1 − (P 2 + P 3 ), has a smooth variation with the energy. At higher binding energies, the wave function becomes mainly localized in the first well on both Σ I,1 and Σ II,1 .
Traversal Time Through One-Dimensional Twin Square Potentials
The time delay undergone by a particle of mass M during the traversal of the 1D twin square potential is given by the derivative of the phase φ of the wave function with respect to energy [14] :
This time delay could be compared to the travel time of a free particle with the same energy on same distance (2a + d). At x = 0, the amplitudes of the two waves are both unit, while at x = 2a + d they are e ik(2a+d) for the free wave and T (k) e ik(2a+d) for the wave that travels through the potential region. It results that the time taken to the free particle to cover the distance (2a + d) is
while for the particle that travels through the potential region is
where T (k) is given by (2) . The ratio τ/τ 0 tells us if the wave is delayed or speed up during the potential region traversal as compared to a free wave.
Twin Barriers
In Figure 10 , the ratio τ/τ 0 is represented as a function of the wave number k for various parameters a and d of twin barriers, with the condition that 2a + d is the same. Besides the total length of the potential region the height of the barriers is also kept constant (g = −16). From the analysis of the results shown in Figure 10 it results that, except for several discrete wave numbers k, situated in the vicinity of the poles of T for the given configuration, and hence corresponding to resonant states, the traversal time through the twin barriers is less than the time needed to a free wave to travel along the same distance. This is better seen in Figure 11 , where the ratio τ/τ 0 is represented as a function of k for various configurations, as in Figure 10 , but where the resonances have been eliminated. One can see that the thicker the barriers are the shorter the traversal time is for all frequencies. The difference between the various configurations are larger for k values near the top of the barriers, while for small k values the influence of the barriers is almost the same for all configurations. In the following, the traversal with τ > τ 0 will be called 'subluminal', while the traversal with τ < τ 0 will be called 'superluminal', in analogy to the terminology used in the case of electromagnetic waves traversal [25, 26] .
In order to tune the experimental conditions for a superluminal or subluminal traversal, it is important to know apriori the potential parameters that determine superluminal or subluminal traversal times. The zeros of the derivative of τ (see (18) ) with respect to k, corresponding to maxima and minima of τ/τ 0 , respectively, have been calculated and are given in the column 4 of Table 4 . An approximate formula would be useful. A first approximation for the frequencies k for which the maxima and minima of τ/τ 0 are obtained are for the minima (k suplum ), respectively. In order to obtain a better approximation, the expression of the deviation ∆k of π/d with respect to the exact value of k at the first maximum of τ/τ 0 has been obtained as a function of the potential parameters:
where γ = −2a √ −g. As a result the following approximate formula for k at the maxima (k sublum ) and minima (k suplum ) are obtained: (20) is given by the deviation δ = |k exact − k approx |/k exact . 
The deviation ∆ k has been calculated for various parameters a and d of the potential, with the condition that 2a + d = 4.5, and g = −16. Although the approximations (20) have been deduced in the condition of large d, one can see that the maxima corresponding to k sublum are rather well approximated even for small d. For small d, the ratio τ/τ 0 depends almost monotonically on k, except for a small number of regions of maxima (subluminal traversal) that could be rather well determined. In this case, if a superluminal traversal is needed, the frequencies for subluminal traversal could be avoided.
Twin Wells
In Figure 12 , the ratio τ/τ 0 is represented as a function of the wave number k for various parameters a and d of twin wells, with the condition that 2a + d is the same. Besides the total length of the potential region, the depth of the wells is also kept constant (g = 16). One can see that for large k the ratio τ/τ 0 → 1 for all configurations, but it is possible to have τ/τ 0 < 1, in agreement to the results of Li and Wang [27] regarding negative phase time for particles passing through a potential well. Moreover, for small d (d ≤ a) the ratio τ/τ 0 < 1 on the whole range of k. For d > a, a resonant structure in the dependence of τ/τ 0 on k occurs at small k. The maxima with τ > τ 0 correspond to exotic resonant states for which the pole k is close to the stable points K I n and K II n , given by (14) . This is illustrated in Figure 13 for the case d = 4, a = 0.25, where the resonant structure is the most obvious. The arrows indicate the val- 
Conclusions
The natural modes for the twin square potentials of complex strength g are studied by constructing the two Riemann surfaces R I g and R II g of the pole function k(g). On the k-plane image of each Riemann sheet there are bound regions where a new class of resonant state poles, with exotic properties, is situated. These exotic poles do not become bound or virtual states when the strength of the potential well is increased, but remain in the neighbourhood of the stable points, that act as attractors. The attractors are situated on the real kaxis, so that the exotic resonant states corresponding to poles in the neighbourhood of the attractors have almost real energies. The density of attractors in the same region of k increases as the distance between the two wells is increased. An exotic resonant state pole in the fourth quadrant of the k-plane occurs for strong absorption of the potential strength, i. e. Im(g) has to exceed the threshold determined by the imaginary part of the branch point. The exotic resonant states corresponding to poles in the neighbourhood of the attractors have wave functions that are almost completely localized in the free region between the two wells.
The traversal time τ through a one-dimensional twin square potential is compared to the traversal time τ 0 of a free wave. It is shown that for a given configuration of the potential the traversal time through twin barriers is less than the traversal time for a free wave (i. e. there is a 'superluminal' traversal), except for some discrete wave numbers k situated in the neighbourhood of the poles of the transmission coefficient T (i. e. for resonant state poles). In the case of twin wells it is also possible to have τ/τ 0 < 1, mainly for d ≤ a. The maxima of τ/τ 0 correspond to exotic resonant states for which the pole is situated at an attractor.
