Abstract. Let G be a virtually special group. Then the residual finiteness growth of G is at most linear. This result cannot be found by embedding G into a special linear group. Indeed, the special linear group SL k (Z), for k > 2, has residual finiteness growth n k−1 .
Introduction
This paper demonstrates that Stalling's topological proof of the residual finiteness of free groups [Sta83, Theorem 6 .1] extends efficiently to the class of right-angled Artin groups (and, more generally, to virtually special groups). To state our results, we use notation developed in [BRM10] , [BRM] , [BR11a] for quantifying residual finiteness. Let A be a residually finite group with generating set X. The divisibility function D A : A \ {1} → N is defined by
Define F A,X (n) to be the maximal value of D A on the set
where · X is the word-length norm with respect to X. The growth of F A,X is called the residual finiteness growth function. The growth of F A,X (n) is, up to a natural equivalence, independent of the choice of generating set (see §2.1 for this and generalizations of F A,X ). Loosely speaking, residual finiteness growth measures how well a group is approximated by its profinite completion.
2. Background 2.1. Quantifying residual finiteness. For previous works on quantifying this basic property see, for instance, [Bus09] , [Pat12] , [KM11] , [BRM] , [BRK12] , [BRM11] , [BR11b] , [BRM10] , and [Riv12] . Here we unify the notation used in previous papers and demonstrate that this unification preserves basic properties of residual finiteness growth. Further, we will see that this unification also elucidates the behavior of residual finiteness functions under commensurability. Let A be a group with generating set X. Given a class of subgroups Ω of A, set Λ Ω = ∩ ∆∈Ω ∆ (c.f. [IBM] ). The divisibility function (c.f. [BRM10] , [BRM] , [BR11a] 
below).
When Ω is the class of all subgroups of a residually finite group, A, we have Λ Ω = {1} and the growth of RF Ω A,X (n) is the residual finiteness growth of A. In the case when Ω consists of all normal subgroups of A and Λ Ω = {1}, the function RF Ω A,X is the normal residual finiteness growth function.
Our first result demonstrates that the residual Ω growth of a group is well-behaved under passing to subgroups.
Lemma 2.1. Let G be generated by a set S, and let H ≤ G be generated by a finite set L ⊂ G.
Let Ω be a class of subgroups of G. Then there exists
Further, there exists a C > 0 such that any element in L can be written in terms of at most C elements of S. Thus,
So by (1) and (2), we have that
Lemma 2.1 shows that the residual Ω growth of a group does not depend heavily on the choice of generating set. To this end, we write f g if there exists C > 0 such that f (n) ≤ Cg(Cn). Further, we write f g if f g and g f . If f g, we say that g dominates f . So, in particular, Lemma 2.1 gives that, up to equivalence, the growth of RF Ω A,X does not depend on the choice of generating set. We can and will often, therefore, drop the decoration indicating the generating set X when dealing with growth functions.
The next result, coupled with Lemma 2.1, demonstrates that residual Ω growth is also well-behaved under passing to super groups of finite-index. Lemma 2.2. Let H be a finite-index subgroup of a finitely generated group G. Let H be generated by L and G by S. Let Ω be a class of subgroups of G with H ∈ Ω. Then RF
H] for g / ∈ H. Bringing these facts together gives
Fix word metrics d H and d G for H and G with respect to L and S respectively. The identity map H → G is a (K, 0) quasi-isometry by the Milnor-Schwarz lemma. For any element g ∈ G with
Thus, there exists a natural number C such that for all n,
So by (3) and (4), we have that
Thus, RF
, as desired. Recall that subgroups G and H of A are commensurable if G ∩ H is finite-index in both G and H. Lemma 2.2 and Lemma 2.1 demonstrate that residual Ω growth, and residual finiteness growth, behave well under commensurability as noted in the following Proposition.
Proposition 2.3. Let G be a finitely generated subgroup of A. Let Ω be a class of subgroups of G. Let H be commensurable with G, and let
Proof. Since G ∩ H is a finite-index subgroup of both G and H, Lemma 2.2 gives that RF
In the case when Ω is the set of all finite-index subgroups of G, we see that Ω ∩ G ∩ H is precisely the set of all finite-index subgroups of G ∩ H. Thus, we have F G (n) F G∩H (n). So as G ∩ H is finite-index in H, we similarly achieve F H (n) F G∩H (n). So by Lemma 2.1, we are done.
2.2. Right-angled Artin groups and virtually special groups.
2.2.1. Right-angled Artin groups. Right-angled Artin groups (raAgs) are a widely-studied class of groups (see [Cha07] for a comprehensive survey). These groups have great utility in geometric group theory both because the class of subgroups of raAgs is very rich and because raAgs are fundamental groups of particularly nice nonpositively-curved cube complexes. For each finite simplicial graph Γ, the associated finitely generated raAg A Γ is given by the presentation
For example, if Γ has no edges, then A Γ is the free group, freely generated by Vertices(Γ), while A Γ ∼ = Z | Vertices(Γ)| when Γ is a clique. More generally, A Γ decomposes as the free product of the raAgs associated to the various components of Γ, and if Γ is the join of subgraphs
2.2.2. Nonpositively-curved cube complexes. We recall some basic notions about nonpositivelycurved cube complexes that will be required below. More comprehensive discussions of CAT(0) and nonpositively-curved cube complexes can be found in, e.g., [Che00, Hag12, Sag95, Wis, Wis12]. We largely follow the discussion in [Wis12] . , while a midcube of C is a subspace obtained by restricting exactly one coordinate to 0. A cube complex is a CW-complex whose cells are cubes of various dimensions and whose attaching maps restrict to combinatorial isometries on faces.
Let X be a cube complex and let x ∈ X be a 0-cube. The link lk(x) of x is the simplicial complex with an n-simplex σ c for each (n + 1)-cube c containing x, with the property that σ c ∩ σ c = ∪ c σ c , where c varies over the constituent cubes of c ∩ c . A simplicial complex is flag if each (n + 1)-clique in the 1-skeleton spans an n-simplex, and X is nonpositivelycurved if lk(x) is flag for each x ∈ X (0) . If the nonpositively-curved cube complex X is simply connected, then X is a CAT(0) cube complex, so named for the existence of a natural piecewise-Euclidean CAT(0) metric [Gro87, Bri91, Lea10] .
All maps of nonpositively-curved cube complexes in this paper are, unless stated otherwise, cubical maps, i. 2.2.3. Special cube complexes. Special cube complexes were defined in [HW08] in terms of the absence of certain pathological configurations of immersed hyperplanes. Here, we are interested in the characterization of special cube complexes in terms of raAgs, established in the same paper.
Let Γ be a simplicial graph and A Γ the associated raAg. The Salvetti complex S Γ associated to Γ is a K(A Γ , 1) cube complex, first constructed in [CD95a] , that we now describe. S Γ has a single 0-cube v and a 1-cube e x i for each x i ∈ Vertices(Γ). For each relation [x j , x k ] in the above presentation of A Γ , we add a 2-cube with attaching map e x j e x k e −1
x j e −1
x k . Finally, we add an n-cube for each size-n set of pairwise-commuting generators. Note that the image in S Γ of each n-cube is an embedded n-torus and S Γ is a nonpositively-curved cube complex.
The cubical map f : Y → X of nonpositively-curved cube complexes is a local isometry if the following conditions are satisfied:
(1) f is locally injective; equivalently, the induced map lk(x) → lk(f (x)) is injective for each x ∈ X (0) , and (2) for each x ∈ X (0) , the subcomplex lk(x) ⊆ lk(f (x)) is an induced subcomplex in the sense that n + 1 vertices of lk(x) span an n-simplex whenever their images in lk(f (x)) span an n-simplex. If X, Y are CAT(0) cube complexes, and there is an injective local isometry Y → X, then Y is convex in X. More generally, if X, Y are nonpositively-curved and there is a local isometry Y → X, then the image of Y is locally convex in X. It should be noted that covering maps of nonpositively-curved cube complexes are local isometries.
Remark 2.4 (Cubical convexity). The term "convex" is justified by the fact that if Y is a convex subcomplex of the CAT(0) cube complex X, in the preceding sense, then Y (1) , with the usual graph metric, is metrically convex in X (1) . When working with a CAT(0) cube complex X, we will only use the usual graph metric on X (1) , ignoring the CAT(0) metric. In particular, a (combinatorial) geodesic in X shall be understood to be a path in X (1) with a minimal number of edges among all paths with the given endpoints. Equivalently, a combinatorial path γ → X is a geodesic if and only if each hyperplane of X intersects at most one 1-cube of γ, and a connected subcomplex Y of X has isometrically embedded 1-skeleton if and only if it has connected intersection with each hyperplane. We will refer to a connected subcomplex of X as isometrically embedded if it has the latter property.
The notion of a cubical local isometry yields an elegant characterization of special cube complexes (see [HW08] ) which we shall take to be the definition:
Definition 2.5 (Special cube complex, virtually special group). The nonpositively-curved cube complex X is special if there exists a local isometry X → S Γ for some simplicial graph Γ. The group G is [virtually] special if there exists a special cube complex X having [a finiteindex subgroup of] G as its fundamental group. If this cube complex can be chosen to be compact, then G is virtually compact special.
Canonical completion.
A substantial part of the utility of special cube complexes is the fact that they behave in several important ways like graphs. Chief among the graph-like features of special cube complexes is the ability to extend compact local isometries to covers, generalizing the fact that finite immersions of graphs extend to covering maps [Sta83] . This procedure, introduced in [HW08] and outlined presently, is called "canonical completion". Since it is more directly suited to our situation, we will follow the discussion in [HW12] ; in the interest of a relatively self-contained exposition, we now sketch the special case of the construction in [HW12, Definition 3.2] that we will later require. There exists, by construction, a finite sequence 
Figure 1
Case 1a: Suppose that γ 1 is not a loop in Y • so that C c 1 is not a vertex. Suppose that γ 2 is also not a loop. Condition (3) above then ensures that either γ 1 ⊂ Y , in which case we set Figure 2 shows that if 1 > 3 , the covering map condition fails at the vertex v 0 ∈ f −1 (v). Similarly, Figure 3 shows that if 1 < 3 , then the covering criterion would fail at the vertex v 1 ∈ f −1 (v). Thus D 3 is precisely the third side of 
Proof. The first assertion is immediate from the construction of (Y → S Γ ). The second follows from the fact that (Y → S Γ ) contains Y and does not contain any 0-cube not in Y . This, together with the fact that S Γ has a single 0-cube, implies the third assertion.
2.2.5. Structure of S Γ . Let Γ be a finite simplicial graph, and let S Γ be the Salvetti complex of A Γ . Recall that for each cube c → S Γ , the attaching map identifies opposite faces of c, so that the image of c is an embedded dim c-torus. Such a torus is a standard torus of S Γ , and a standard torus T ⊆ S Γ is maximal if it is not properly contained in a standard torus. (We emphasize that 0-cubes and 1-cubes in S Γ are also standard tori.) The inclusion T n → S Γ of the standard n-torus T n lifts to an isometric embedding T n → S Γ of universal covers. In fact, T n has a natural CAT(0) cubical structure obtained by pulling back the cell structure on T n : as a cube complex, T n is the standard tiling of E n by unit n-cubes. Such a subcomplex T n ⊆ S Γ is a standard flat (and a maximal standard flat if T n is a maximal standard torus). Since the inclusion T n → S Γ is easily seen to be a local isometry, T n ⊆ S Γ is a convex subcomplex.
Virtually special groups
This section presents a proof of Theorem 1.1. To this end, let Γ be a simplicial graph, let A Γ be the corresponding raAg, and let S Γ be the corresponding Salvetti complex. The label of a 1-cube e of S Γ is the 1-cube of S Γ to which e maps. For each hyperplane H of S Γ , the 1-cubes dual to H all have the same label, which we call the label of H. Let H be labeled by a. Then S Γ has a convex subcomplex P (H) = H × L a , where L a is a convex combinatorial line all of whose 1-cubes are labelled by a.
Lemma 3.1. Let K ⊂ S Γ be a convex subcomplex and let H be a hyperplane such that
where L a is a combinatorial subinterval of L a of length at least one.
Proof. This follows from convexity of K and Lemma 2.5 of [CS11] . The complex F K (H) = P (H) ∩ K is the frame of H in K and is shown in Figure 4 . Proof of Theorem 1.1. Letṽ be a lift of v to S Γ and let g ∈ A Γ \ {1} and let d(ṽ, gṽ) = n ≥ 1. Let K be the convex hull of {ṽ, gṽ}. There exist a set of hyperplanes H 1 , . . . , H k with the property that each H i separatesṽ, gṽ, such that H i±1 ∩K, for 2 ≤ i ≤ k −1, lie in two distinct connected components of K \ H i ∩ K. By passing to a subset if necessary, we can assume that
By definition of a frame, the fact that F K (H i ) = F K (H i+1 ) and that Stab(H i ) is the centralizer of the generator labeling L i , the labels of L i and L i±1 are distinct for all i. Moreover, since
This fact together with the fact that each hyperplane intersecting K must separateṽ from gṽ, implies that
. Indeed, the intersection involves the 0 and i factors only since for any three pairwise non-intersecting hyperplanes of K, some pair is separated by the third. Since H i separates H i from H i when i < i < i , we have that
Finally, we can make the above choices so that
Indeed, were the intersection empty, then by convexity of frames, there would be a hyperplane H separating F K (H i ) from F K (H i+1 ) and hence separating H i from H i+1 ; such an H could be included in our original sequence and its frame in K in our original sequence of frames. Moreover, by a similar argument,ṽ is in the F K (H 1 ) and gṽ is in F K (H k ). Hence, without loss of generality, there is an embedded piecewise-geodesic combinatorial path
, so P is connected and contains γ. For each i, let ρ i : Since ρ i and ρ i+1 agree on
, these maps can be pasted together to form a quotient ρ : P → P with P a nonpositively-curved cube complex. Note that the restriction of S Γ → S Γ descends to a locally injective cubical map P → S Γ .
We claim that ρ • γ is a path in P that contains every 0-cube and has distinct endpoints. This follows from the fact that ρ(L i ) ∩ ρ(L j ) is a single 0-cube if |i − j| = 1 and is otherwise empty if i = j, and ρ is injective on each L i . Since γ passes through each 1-cube of ∪ i L i exactly once, and the image of each Q i maps to a wedge of circles in P , it follows that γ has the desired properties. Hence, |P (0) | ≤ n + 1.
We would like to finish by applying Lemma 2.8 to P . However, the constructed cubecomplex, P , is not necessarily locally convex in S Γ . To fix this, let s = c i × c i+1 be a 2-cube of K such that c i is a 1-cube in F K (H i ) and c i+1 is a 1-cube in F K (H i+1 ), as in Figure 5 . 
Hences is either a cylinder or a torus. In the latter case, glues to P along ρ(c i ) ∪ ρ(c i+1 ), noting that we do not add 0-cubes in so doing and moreover, we do not add 1-cubes. Hence no missing corners are introduced.
In the former case, the label of c i+1 corresponds to a generator of A Γ that commutes with the generator labeling L i , and hence
We conclude that the quotient ρ extends to a quotient K → K such that P ⊆ K and the restriction of S Γ → S Γ to K descends to a local isometry K → S Γ . Moreover, since K is formed from P by attaching 2-tori as above, and adding higher-dimensional tori when their 2-skeleta appear, we see that |K (0) | = |P (0) | ≤ n + 1. Hence, K → S Γ is a cover of S Γ of degree at most n + 1, by Lemma 2.8, such that γ : [0, n] → S Γ → S Γ lifts to a non-closed path in K → S Γ , and the proof is complete.
Special linear groups
4.1. The upper bound. Fix a generating set for SL k (Z). Let g be a nontrivial element in the word-metric ball of radius n in SL k (Z). Since Z(SL k (Z)) is finite, we may assume that g / ∈ Z(SL k (Z)). Thus there exists an off-diagonal entry of g that is not zero or two diagonal entries with non-zero difference. Select α so that it is one of these values and non-zero. By [BRK12, Proposition 4.1], there exists some prime p with p ≤ Cn for some fixed constant C, where the image of g in SL k (Z/pZ) is not central (that is, α does not vanish in Z/pZ). The group SL k (Z/pZ) has subgroup
Using a dimension counting argument, it is straightforward to see that the index of ∆ in SL k (Z/pZ) is bounded above by C p k−1 where C depends only on k. Since SL k (Z/pZ) maps onto a simple group with kernel Z(SL k (Z/pZ), it follows that the intersection of all conjugates of ∆ is contained in Z(SL k (Z/pZ)) (note that ∆ contains Z(SL k (Z/pZ))). Thus, there exists some conjugate of ∆ that misses the image of g, which is not central, in SL k (Z/pZ). Thus, we get RF SL k (Z) (n) n k−1 .
The lower bound.
Here, we show that the residual finiteness growth of SL k (Z), k > 2, is bounded below by n k−1 . Before we get into the proof, we need a lemma involving unipotent subgroups of SL k (Z). Let E i,j (α) be the elementary matrix with α in the ith row and jth column.
Lemma 4.1. Let H be the subgroup of SL k (Z) consisting of upper triangular unipotent matrices. Set g n = E 1,k (lcm(1, . . . , n)). Then D H (g n ) ≥ n k−1 .
Proof. Let ∆ be a finite-index subgroup of H that does not contain g n . Set d = k(k−1)/2. By using E i,j (1) as a Mal'cev basis we may associate to ∆ a matrix {m i,j } (see [GSS88,  1,1 . As g n / ∈ ∆, we have that m 1,1 does not divide lcm(1, . . . , n), i.e. m 1,1 > n, so D H (g n ) ≥ n k−1 , as desired.
We can now prove the lower bound. We begin by following the first part of the proof of [BR10, Theorem 2.6]. By [LMR00, Theorem A], there exists a finite generating set, S, for SL k (Z) (see also Riley [Ril05] ) and a C > 0 satisfying − S ≤ C log( − 1 ), where − 1 is the 1-operator norm for matrices. Thus, as log( E 1,k (lcm(1, . . . , n)) 1 ) = log(lcm(1, . . . , n)) + 1 ≈ n by the prime number theorem, the elementary matrix may be written in terms of at most Cn elements from S. The matrix g n := E 1,k (lcm(1, . . . , n)) in SL k (Z) is our candidate. g n is contained in H ≤ SL k (Z) as in Lemma 4.1. It follows then that
Thus, RF SL k (Z) (n) n k−1 , as desired.
