This paper presents a parametric programming technique for the optimal design of industrial wastewater treatment networks (WTN) featuring multiple contaminants. Inspired in scientific notation and powers of ten, the proposed approach avoids the nonconvex bilinear terms through a piecewise decomposition scheme that combines the generation of artificial flowrate variables with a multi-parameterization of the outlet concentration variables. The general non-linear problem (NLP) formulation is replaced by a mixed-integer linear programming (MILP) model that is able to generate near optimal solutions, fast. The performance of the new approach is compared to that of global optimization solver BARON through the solution a few test cases.
Introduction
Water is a resource that is used intensively for many different purposes in industry. Many of the processes are today subject to strict environmental regulations on discharge effluents due to increased water scarcity. Improved water management can effectively reduce freshwater demand and overall wastewater generation, and thus lower freshwater and effluent treatment costs. Over the past decade, numerous research works have addressed this topic ranging from graphical pinch analysis techniques to mathematical optimization approaches. Graphical methods are easier to understand conceptually, while mathematical programming has a wider applicability scope. The mathematical programming approach relies commonly on the optimization of a superstructure for either integrated or separated problems. The optimal design of water-using networks , water treatment networks or both integrated into one large system featuring regeneration and recycling (Gunaratnam et al., 2005; Karuppiah & Grossmann, 2006) can be formulated as (mixed-integer) non-linear programming problems (if logic constraints are used to prevent recycling). Such problems feature non-convex bilinear terms that make them very difficult to solve by gradient-based algorithms that are the basis of most commercial NLP solvers, which often cannot avoid getting trapped in suboptimal solutions. The complexity of non-convex NLP/MINLP problems is well documented in the literature and a number of different algorithms have been proposed for their solution such as: branch-and-bound, adaptive random-search, outer-approximation/equality relaxation, branch-and-reduce, generalized disjunctive programming, simulated annealing, MILP/LP heuristic search strategies, etc. While some approaches cannot ensure global optimality, others may require significant, if not prohibitively large, computational resources. In this paper, we focus on the optimal design of a wastewater treatment system. Given a set of process wastewater streams W containing well-defined pollutants (set C) with known flowrates tf and concentrations c , the goal is to generate an effluent that meets discharge regulations for all contaminants while minimizing the total flowrate going through the treatment units T. These are characterized by fixed removal ratios and maximum inlet concentrations (i∈T). 
Problem statement

New parametric programming approach
To address this problem in a systematic way it is necessary to build a superstructure that embeds all possible flow configurations, similarly to any other optimization study in process synthesis: (i) each wastewater stream that enters the network can be sent to the treatment units or to the final discharge mixer (bypass); (ii) each unit is preceded by a mixer, which is fed by wastewater and reuse/recycle streams originating from the outlets of all treatment processes; (iii) each treatment unit is followed by a splitter that feeds the final discharge mixer, as well as other treatment processes; (iv) effluent streams from each unit and bypass streams are mixed in a final discharge mixer to ensure compliance with the environmental legislation.
To optimize these superstructures mathematical models are required and two alternative formulations have been proposed in the literature. They include non-convex bilinear terms in the mass balances of treatment units, involving either products of stream flowrates and concentrations in the mixers, or products of contaminant flowrates and split fractions in the splitters. Thus, if solved with local optimization solvers like CONOPT, suboptimal solutions are mostly likely to occur. To overcome this limitation, a new deterministic procedure is proposed. It is based on a piecewise decomposition scheme that approximates to a chosen accuracy level the non-convex terms in the original model. The resulting MILP generates a near optimal network that acts as an upper bound on the true global optimum. Furthermore, such output solution can easily be refined following initialization and solution of the general NLP with a local solver. The required steps for converting the bilinear NLP into a MILP are described next.
Parameterization of the outlet concentration variables
Consider the well-known notation in the decimal numeral system that uses positions for each power of ten: units, tens, hundreds, thousands, etc., and ten different numerals, the digits 0, 1, 2, ..., 9 to represent any real number. It also requires a dot (decimal point) to represent decimal fractions. We follow this principle to approximate the outlet concentration for all contaminants in all treatment units. The dynamic construction process starts by fixing the number (n) of digits for the fractional part of the number (decimal region). The required number of digits (k i,c ) in the left-hand side of the decimal point (integral region) is then determined based on the maximum possible outlet concentration for contaminant c in unit i, which can be calculated from the given maximum inlet concentration and removal ratio. Thus, a total of ξ =n+k 
Disaggregation of the flowrate variables
The flowrate variables linked to the bilinear terms associated to the mass balances of unit i, give the flowrate from i to unit j, F i,j , and the amount sent to the discharge mixer,
. We now need to define, for each different contaminant c, multiple artificial
variables resulting from the disaggregation of these base variables: TF and , respectively. The two additional indices are critical, a identifies the numerical position (a n+k,…, a n+1 . a n , a n-1 ,…a 1 ) and p the ten different possible digits (0,…,9). representing the contaminant mass in the stream linking the outlet splitter (circle) of unit i and the inlet mixer of unit j (diamond), is disaggregated into a sum of linear terms. Suppose that the optimal outlet concentration of contaminant c is equal to 1(…)0.8(…)3. If 6 digits (n=k=3) are used, the number can be generated by: 
The mixed integer linear programming formulation requires the additional positive continuous variables are required:
gives the total flowrate entering/leaving treatment unit i; is the flowrate of wastewater w into treatment unit i; is the flowrate of wastewater w that bypasses the treatment system and goes directly to the final discharge mixer; and are the inlet/outlet mass flows of contaminant c for treatment unit i.
The objective is to minimize the total flowrate, going through the treatment units, Eq. 1. Eq. 2 represents the flow balance over the splitters associated to the system's inlet wastewater streams. Eqs. 3-4 are the flowrate balances over the inlet mixer and outlet splitter linked to treatment unit i, while Eqs. 5-6 are the corresponding mass balances.
(1) 
Eqs. 7-8 ensure that all active artificial variables have the same value. Eq. 9 is the definition of the removal ratio of each contaminant within each unit. Eq. 10 ensures that the environmental discharge limits are not exceeded. Eq. 11 forces the artificial flowrate variables linked to non-selected parameters to be zero. On the other hand, the outlet flow cannot exceed a certain upper bound, where multiplicative factor ϕ is employed to allow for a recycled flow greater than the total amount of wastewater entering the treatment system. Eq. 12 ensures that a single digit is selected for a certain numerical position for contaminant c in unit i. Finally, Eqs. 13-14 guarantee that the inlet contaminants concentration does not exceed their maximum admissible values and that of outlet concentrations (LHS) are lower than the maximum outlet concentrations. Additional design constraints can be easily incorporated into the mathematical model. 
Computational results
The performance of the new technique is now illustrated through several samples. Their respective sizes and numerical results are given in Figs. 2-3. The hardware consisted of an Intel Core 2 Duo 2.4 GHz processor, with 2 GB of RAM memory, running Windows Vista. The underlying formulations were implemented and solved in GAMS 23.2, using CPLEX as the MILP solver, and CONOPT and BARON as NLP solvers, the latter being a global optimization solver. The results in Figure4 show that solution quality increases with an increase in the number of decimal places used to represent the outlet concentrations. This is true both for CPLEX and CONOPT, which is initialized with the former solution. Thus, it is not surprising to find out that CONOPT normally improves the solution, by making it more accurate. The highest deviation in the range [1, 4] occurs for Ex5, with the gap between the outputs from CPLEX and CONOPT being equal to 2.79, 0.08, 0.02 and 0%, respectively. For two decimal places (n=2) the gap is always under 0.10%, which is a very small number for all practical purposes. Furthermore, with the exception of Ex5 for n=1 and Ex11 for n=1-3, the solution from CONOPT is the global optimal solution. And only in the former the difference is relevant, 231.881 vs. 229.701. BARON could also find the global optimal solution for all examples. However, the optimality gaps for Ex9-12 and Ex14 are very significant (roughly >10%), particularly after one takes into account the computational effort (CPUs in Fig. 3 ). In contrast, our new CPLEX+CONOPT approach took less than one hour for all problems but Ex14 for n=4. Despite the fact that we cannot calculate an optimality gap since there is no relaxation providing a lower bound as in BARON, it is fair to assume that the optimality gap will be lower than the difference between the output values from CPLEX for n=3 and n=4, which are below 0.02%. Finally, it should be noted that there is not a linear relation between the number of decimals and computational effort. Frequently the CPUs decreased for increasing problem sizes (directly related to n), which can be explained by: (i) increasing n may lead to lower integrality gaps, which contributes to a faster search; (ii) the branch & bound algorithm beneath CPLEX is heuristic.
Conclusions
This work has presented a new strategy for the optimal design of wastewater treatment networks. It involves generating a set of artificial multi-parametric elements resulting from the decomposition of bilinear terms present in the general nonlinear mathematical formulation. The optimal elements are then chosen through the solution of a single MILP problem. The outcome is an upper bound on the global optimal solution that becomes increasingly tighter with an increase in the number of decimal digits used in the approximation. The same principle can be applied to other process synthesis problems. In particular, work is underway to extend the approach to the design of waterusing networks and fully integrated water networks. 
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