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1. Introduction
The condition number of an eigenvaluemeasures the sensitivity of the eigenvalue to a small change
in matrix, and it is of great importance in matrix computations.
The condition numbers of a simple eigenvalue have been treated by many researchers in the lit-
erature, for example [1–4]. Stewart and Zhang [5] studied the condition numbers of a nondefective
multiple eigenvalue of a standard eigenvalue problem and showed that the secants of the canonical
angles between its left and right invariant subspaces can be taken as the condition numbers of a non-
defective multiple eigenvalue of matrix. Based on the directional derivative of multiple eigenvalue,
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Sun [6,7] introduced different condition numbers of a nondefective multiple eigenvalue of a standard
eigenvalue problem, and gave explicit expressions of the introduced condition numbers. Moreover,
[6] extended Wilkinson’s theorem on the perturbation of a simple eigenvalue to a nondefective mul-
tiple eigenvalue of standard eigenvalue problem. Papers [8,9] discussed the condition numbers of a
defective eigenvalue of a standard eigenvalue problem. Paper [10] investigated the condition numbers
of a multiple eigenvalue of symmetric generalized eigenvalue problem using directional derivatives
of multiple eigenvalues for the symmetric generalized eigenvalue problem. However, the condition
number of amultiple eigenvalue of nonsymmetric generalized eigenvalue problem is rarely treated. In
this paper, we consider the condition numbers of a nondefective multiple eigenvalue of the following
generalized eigenvalue problem:
Ax = λBx, (1.1)
where A, B ∈ Cn×n, and {A, B} is a regular matrix pencil.
InSection2, twotheoremsare introducedas the theoreticalbase for studying theconditionnumbers
ofmultiple eigenvalues. In Section 3we investigate the condition numbers for a nondefectivemultiple
eigenvalue of a regularmatrix pencil. In Section 4we derive some results on the perturbation of a non-
defective multiple eigenvalue of a regular matrix pencil, which are the extension of Sun’s theorem [6].
Throughout this paper, we shall use the following notation. AT denotes the transpose of matrix A.
AH denotes the conjugate transpose of matrix A. ‖A‖F and ‖A‖2 respectively stand for the Frobenius
norm and spectral norm of matrix A. ρ(A) is the spectral radius of matrix A. λ1(A), . . . , λn(A) denote
the eigenvalues of n× nmatrix A. λ(A, B) denotes the set of all eigenvalues of generalized eigenvalue
problem Ax = λBx. ek is the kth column of identity matrix. Un denotes the set of all n × n unitary
matrices. x¯ denotes the conjugate of complex number x.
2. Theoretical base
In this section, we consider the eigenvalue problem
A(p)x(p) = λ(p)B(p)x(p), p = (p1, . . . , pN)T ∈ CN, (2.1)
where A(p), B(p) ∈ Cn×n are analytical matrix-valued functions on a neighbourhood N (p∗) of p∗ ∈
CN .
Definition 2.1 [11]. Let B be an open set of CN , and p∗ ∈ B, and μ(p) be a function defined on B, and
v ∈ CN with ‖v‖2 = 1. If
lim
t→0+
μ(p∗ + tv) − μ(p∗)
t
exists, then the limit value is called the directional derivative ofμ(p) in the direction v at p∗, denoted
by Dvμ(p
∗).
The following theorems will be used as the theoretical base for discussing the condition numbers
of a nondefective multiple eigenvalue of a regular matrix pencil.
Theorem 2.1 [11]. Let p = (p1, . . . , pN)T ∈ CN, and N (p∗) be a neighborhood of p∗ ∈ CN, and A (p),
B (p) ∈ Cn×n be analytic on N (p∗). Assume that {A(p∗), B(p∗)} is a regular matrix pencil, and λ1 is
a nondefective multiple eigenvalue of (2.1) at p∗ with multiplicity r (r > 1), i.e., there exist invertible
matrices X = [X1, X2] ∈ Cn×n, Y = [Y1, Y2] ∈ Cn×n(X1, Y1 ∈ Cn×r) such that
YTA
(
p∗
)
X =
⎡
⎣ λ1Ir 0
0 A2
⎤
⎦ , YTB (p∗) X =
⎡
⎣ Ir 0
0 B2
⎤
⎦ , λ1 /∈ λ (A2, B2) .
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Denote
Sj
(
p∗, λ1
) = ∂A(p
∗)
∂pj
− λ1 ∂B(p
∗)
∂pj
.
Then there exist a neighborhood N1 (p∗) ⊆ N (p∗) of p∗ and r functions λ1 (p) , . . . , λr (p) defined
on N1 (p∗), such that λ1 (p) , . . . , λr (p) are eigenvalues of {A(p), B(p)}, and λi (p) (i = 1, . . . , r) are
continuous at p∗, and λi (p∗) = λ1 (i = 1, . . . , r). Moreover, for any fixed direction v ∈ CN with ‖v‖2 =
1, there exist β > 0 and r single-valued continuous functions u1 (p
∗ + tv) , . . . , ur (p∗ + tv) defined on
[−β, β], such that
(1) u1 (p
∗ + tv) , . . . , ur (p∗ + tv) are r eigenvalues of {A(p∗ + tv), B(p∗ + tv)};
(2) {us (p∗ + tv)}rs=1 = {λs (p∗ + tv)}rs=1 for each t ∈ [−β, β], and there is a one-to-one correspon-
dence between the elements of set {us (p∗ + tv)}rs=1 and set {λs (p∗ + tv)}rs=1;
(3) there exists a permutation π of {1, . . . , r} dependent on v such that
Dvuk
(
p∗
) = λπ(k)
⎛
⎝ N∑
j=1
vjY
T
1 Sj
(
p∗, λ1
)
X1
⎞
⎠ , k = 1, . . . , r. (2.2)
Theorem 2.2. Let p∗, A(p), B(p), λ1(p), . . . , λr(p), λ1, X, Y, v be described as in Theorem 2.1. Define
sv(λ1) = lim
t∈R
t→0
max1kr |λk(p∗ + tv) − λ1|
|t| . (2.3)
Then
sv(λ1) = ρ
⎛
⎝ N∑
j=1
vjY
T
1 Sj(p
∗, λ1)X1
⎞
⎠ . (2.4)
Proof. By Theorem 2.1, for any fixed direction v ∈ CN with ‖v‖2 = 1, there exist β > 0 and
r single-valued continuous functions u1 (p
∗ + tv) , . . . , ur (p∗ + tv) defined on [−β, β], such that{uk (p∗ + tv)}rk=1 = {λk (p∗ + tv)}rk=1 for each t ∈ [−β, β]. Hence,maxrk1 |λk (p∗ + tv) − λ1| =
maxrk1 |uk (p∗ + tv) − λ1| (t ∈ [−β, β]). Further from (2.3), we have
sv(λ1) = lim
t∈R
t→0
max1kr |uk(p∗ + tv) − λ1|
|t| . (2.5)
From (2.2), we have
lim
t∈R
t→0+
max1kr |uk(p∗ + tv) − λ1|
|t| = max1kr
∣∣Dvuk (p∗)∣∣ = ρ
⎛
⎝ N∑
j=1
vjY
T
1 Sj(p
∗, λ1)X1
⎞
⎠ . (2.6)
Observe that
lim
t∈R
t→0−
uk (p
∗ + tv) − λ1
t
= −D−vuk (p∗) .
Further by (2.2), we have
lim
t∈R
t→0−
max1kr |uk(p∗ + tv) − λ1|
|t| = max1kr
∣∣D−vuk (p∗)∣∣ = ρ
⎛
⎝ N∑
j=1
vjY
T
1 Sj(p
∗, λ1)X1
⎞
⎠ . (2.7)
Combining (2.6) with (2.7), we get (2.4). 
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3. Condition numbers
Let A = [αij] ∈ Cn×n, B = [βij] ∈ Cn×n, and {A, B} be a regular matrix pencil. Assume that λ1
is a nondefective multiple eigenvalue of {A, B} with multiplicity r, i.e., there exist invertible matrices
X = [X1, X2] ∈ Cn×n, Y = [Y1, Y2] ∈ Cn×n(X1, Y1 ∈ Cn×r) such that
YTAX =
⎡
⎢⎣ λ1Ir 0
0 A2
⎤
⎥⎦ , YTBX =
⎡
⎢⎣ Ir 0
0 B2
⎤
⎥⎦ , λ1 /∈ λ (A2, B2) . (3.1)
Considering the elements αij and βij as parameters, and considering any fixed complex matrix pair{,	}with ‖[,	]‖F = 1 as a direction, then by Definition 2.1 and Theorem 2.1 we see that matrix
pencil {A + t, B + t	} with t  0 has the eigenvalues μ1(t), . . . , μr(t) such that
μi(t) = λ1 + λπ(i)
(
YT1 ( − λ1	) X1
)
t + o(t), t → 0, i = 1, . . . , r. (3.2)
By Theorem 2.2 we have
s[,	](λ1) = ρ
(
YT1 ( − λ1	) X1
)
. (3.3)
Eq. (3.3) indicates thatρ
(
YT1 ( − λ1	) X1
)
reflects the sensitivity ofmultiple eigenvalueλ1 when
[A, B] is slightly perturbed in the direction [,	]. Thus, we can give the following definition.
Definition 3.1. Let λ1 ∈ C be a nondefective multiple eigenvalue of regular matrix {A, B} and X1, Y1
be as in (3.1), and let ,	 ∈ Cn×n with ‖[,	]‖F = 1. Then
d ([A, B], [,	], λ1) = ρ
(
YT1 ( − λ1	) X1
)
is called the condition number of eigenvalue λ1 in the direction [,	].
Observe that the condition number of eigenvalue usually reflects the “worst case” sensitivity of
eigenvalue with respect to small perturbations of matrix. Hence we give the following definition.
Definition 3.2. Let λ1 ∈ C be a nondefective multiple eigenvalue of regular matrix {A, B} and X1, Y1
be as in (3.1). Then
c ([A, B], λ1) = sup
,	∈Cn×n‖[,	]‖F=1
ρ
(
YT1 ( − λ1	) X1
)
is called the condition number of eigenvalue λ1 of {A, B}.
Let A, B, X = [X1, X2], Y = [Y1, Y2], λ1 be as in (3.1), and let X1YT1 have the singular value decom-
position
X1Y
T
1 = Udiag (
,O) VH, (3.4)
where U, V ∈ Un and 
 = diag(σ1, . . . , σr) with σ1  · · ·  σr > 0. Using (3.4), we give the
computable expression of the quantity c ([A, B], λ1) as following.
Theorem 3.1. Let A, B, X = [X1, X2], Y = [Y1, Y2], λ1 be as in (3.1). Then
c ([A, B], λ1) =
√
1 + |λ1|2‖X1YT1 ‖2.
Proof. For any fixed ,	 ∈ Cn×n with ‖[,	]‖F = 1, we have
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ρ
(
YT1 ( − λ1	) X1
)
 ‖X1YT1 ( − λ1	) ‖F
 ‖X1YT1 ‖2‖ − λ1	‖F 
√
1 + |λ1|2‖X1YT1 ‖2.
Hence,
c ([A, B], λ1) 
√
1 + |λ1|2‖X1YT1 ‖2. (3.5)
Let X1Y
T
1 have the singular value decomposition (3.4), and let U = [u1, U˜], V = [v1, V˜] with
u1, v1 ∈ Cn. Take
 = v1u
H
1√
1 + |λ1|2
, 	 = − λ¯1√
1 + |λ1|2
v1u
H
1 .
Then ‖[,	]‖F = 1, and
ρ
(
YT1 ( − λ1	) X1
)
= ρ
(
X1Y
T
1 ( − λ1	)
)
=
√
1 + |λ1|2σ1 =
√
1 + |λ1|2
∥∥∥X1YT1
∥∥∥
2
.
Thus,
c ([A, B], λ1) 
√
1 + |λ1|2
∥∥∥X1YT1
∥∥∥
2
. (3.6)
Combining (3.5) with (3.6), we obtain the result. 
Observe that the condition ‖[,	]‖F = 1 in Definition 3.2 is not necessary. We can use any nor-
malized unitarily invariant norm [1] to replace the Frobenius norm. Thus, we introduce the following
definition.
Definition 3.3. let λ1 ∈ C be a nondefective multiple eigenvalue of regular matrix {A, B} and X1, Y1
be as in (3.1), and let ‖ · ‖ be any normalized unitarily invariant norm. Then
c˜ ([A, B], λ1) = sup
,	∈Cn×n‖[,	]‖=1
ρ
(
YT1 ( − λ1	) X1
)
is called the condition number of eigenvalue λ1 of {A, B}.
Using the techniques in theproofof Theorem3.1and thepropertiesofnormalizedunitarily invariant
norm [1], we have the following result.
Theorem 3.2. Let A, B, X = [X1, X2], Y = [Y1, Y2], λ1 be as in (3.1). Then
√
1 + |λ1|2
∥∥∥X1YT1
∥∥∥
2
 c˜ ([A, B], λ1) 
√
1 + |λ1|2
∥∥∥X1YT1
∥∥∥ .
Specially,when thenorminDefinition3.3 is the spectralnorm, thecorrespondingconditionnumber
is denoted by c˜(2) ([A, B], λ1). From Theorem 3.2, we see that
c˜(2) ([A, B], λ1) =
√
1 + |λ1|2
∥∥∥X1YT1
∥∥∥
2
.
On the other hand, according to Theorem 3.2 we can introduce the following definition.
Definition 3.4. Let λ1 ∈ C be a nondefective multiple eigenvalue of regular matrix {A, B} and X1, Y1
be as in (3.1), and let ‖ · ‖ be any normalized unitarily invariant norm. Then
cˆ ([A, B], λ1) =
√
1 + |λ1|2
∥∥∥X1YT1
∥∥∥
is called the condition number of the nondefective multiple eigenvalue λ1 of {A, B}.
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When the norm in Definition 3.4 is respectively taken as the spectral norm and Frobenius norm,
the correspondingconditionnumbers are respectivelydenotedby cˆ(2) ([A, B], λ1)and cˆ(F) ([A, B], λ1).
Obviously,
cˆ(2) ([A, B], λ1) = c˜(2) ([A, B], λ1) = c ([A, B], λ1) .
The condition numbers defined above only reflect the “worst case” sensitivity of multiple eigen-
value. However, under a small perturbation an eigenvalue of multiplicity r will generally produce r
simple eigenvalues, and the new eigenvalues have different sensitivities with respect to perturbation.
Hence, as stated in [5], it is reasonable that an eigenvalue of multiplicity r has r condition numbers.
From Eq. (3.2) we can introduce the following definition.
Definition3.5. Letλ1 ∈ C beanondefectivemultiple eigenvalueof regularmatrix {A, B}, andX1, Y1 be
as in (3.1), and ‖ ·‖ be any normalized unitarily invariant norm, and,	 ∈ Cn×n with ‖[,	]‖ = 1,
and let λi
(
YT1 ( − λ1	) X1
)
be the eigenvalues of YT1 ( − λ1	) X1 with
∣∣∣λ1
(
YT1 ( − λ1	) X1
)∣∣∣  · · ·  ∣∣∣λr
(
YT1 ( − λ1	) X1
)∣∣∣ .
Then
ki ([A, B], λ1) = sup
,	∈Cn×n‖[,	]‖=1
∣∣∣λi
(
YT1 ( − λ1	) X1
)∣∣∣, i = 1, . . . , r
are called the condition numbers of eigenvalue λ1 of {A, B}.
When the unitarily invariant norm in Definition 3.5 is taken as the Frobenius norm and the spec-
tral norm, the corresponding condition numbers ki ([A, B], λ1) are denoted by k(F)i ([A, B], λ1) , k(2)i
([A, B], λ1).
Clearly,
k1 ([A, B], λ1) = c˜ ([A, B], λ1) ,
k
(F)
1 ([A, B], λ1) = c ([A, B], λ1) = k(2)1 ([A, B], λ1) = c˜(2) ([A, B], λ1) .
The following theorem gives a upper bound for condition numbers ki ([A, B], λ1).
Theorem3.3. Assume that A, B, X = [X1, X2], Y = [Y1, Y2], λ1 are as in (3.1), and X1YT1 has the singular
value decomposition (3.4), and λi (H
) (i = 1, . . . , r) are the eigenvalues of H
 satisfying
|λ1 (H
) |  · · ·  |λr (H
) |, ∀H ∈ Cr×r .
Then
ki ([A, B], λ1) 
√
1 + |λ1|2 sup
H∈Cr×r‖H‖1
|λi (H
)|, i = 1, . . . , r.
Proof. Eq. (3.4) shows that
X1Y
T
1 = U1
VH1 , (3.7)
where
U = [U1,U2], V = [V1, V2],U1, V1 ∈ Cn×r . (3.8)
For any ,	 ∈ Cn×n with ‖[,	]‖ = 1, we have
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∣∣∣λi
(
YT1 ( − λ1	)X1
)∣∣∣= ∣∣∣λi
(
X1Y
T
1 ( − λ1	)
)∣∣∣ = ∣∣∣λi
(
U1
V
H
1 ( − λ1	)
)∣∣∣
=
∣∣∣λi
(
VH1 ( − λ1	)U1

)∣∣∣ =
√
1 + |λ1|2 |λi (H
)| ,
where
H = V
H
1 ( − λ1	)U1√
1 + |λ1|2
.
By the properties of unitarily invariant norm, we have
‖H‖  1√
1 + |λ1|2
‖V1‖2 ‖U1‖2 ‖ − λ1	‖  1√
1 + |λ1|2
‖[In, λ1In]‖2 = 1.
Hence,
{
|λi(YT1 ( − λ1	)X1)|
∣∣∣,	 ∈ Cn×n, ‖[,	]‖ = 1}
⊆
{√
1 + |λ1|2|λi(H
)|
∣∣∣∣H ∈ Cr×r, ‖H‖  1
}
, (3.9)
which means that the conclusion of this theorem holds. 
For condition numbers k
(2)
i ([A, B], λ1), k(F)i ([A, B], λ1), we have the following result.
Theorem 3.4. Let A, B, X = [X1, X2], Y = [Y1, Y2], λ1 be as in (3.1), and X1YT1 have the singular value
decomposition (3.4), and let λi (H
) (i = 1, . . . , r) be the eigenvalues of H
 satisfying
|λ1 (H
) |  · · ·  |λr (H
) |, ∀H ∈ Cr×r .
Denote
σˆi =
⎛
⎝ i∏
j=1
σj
⎞
⎠
1/i
, i = 1, . . . , r. (3.10)
Then for i = 1, . . . , r,
k
(2)
i ([A, B], λ1) =
√
1 + |λ1|2 sup
H∈Cr×r‖H‖21
|λi (H
)| =
√
1 + |λ1|2σˆi, (3.11)
k
(F)
i ([A, B], λ1) =
√
1 + |λ1|2 sup
H∈Cr×r‖H‖F1
|λi (H
)| =
√
1 + |λ1|2 σˆi√
i
. (3.12)
Proof. From Theorem 3.3, we see that
k
(2)
i ([A, B], λ1) 
√
1 + |λ1|2 sup
H∈Cr×r‖H‖21
|λi (H
)|. (3.13)
Let H ∈ Cr×r with ‖H‖2  1. We take
 = V
⎡
⎣ ˆ11 O
O e1e
T
1
⎤
⎦UH, 	 = V
⎡
⎣ 	ˆ11 O
O O
⎤
⎦UH,
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where
ˆ11 = 1√
1 + |λ1|2
H, 	ˆ11 = − λ¯1√
1 + |λ1|2
H.
Then
‖[,	]‖2 =
∥∥∥∥∥∥
⎛
⎝ ˆ11 	ˆ11 O
O O e1e
T
1
⎞
⎠
∥∥∥∥∥∥
2
= 1.
Further from (3.7), (3.8), we have
VH1 ( − λ1	)U1 =
√
1 + |λ1|2H.
√
1 + |λ1|2 |λi (H
)| =
∣∣∣λi
(
VH1 ( − λ1	)U1

)∣∣∣ = ∣∣∣λi
(
YT1 ( − λ1	)X1
)∣∣∣ .
Thus, by Definition 3.5 we have
√
1 + |λ1|2 sup
H∈Cr×r‖H‖21
|λi (H
)|  k(2)i ([A, B], λ1) .
Combining above inequality with (3.13) we get
k
(2)
i ([A, B], λ1) =
√
1 + |λ1|2 sup
H∈Cr×r‖H‖21
|λi (H
)|.
According to the proof of Theorem 3.1 in [7], we know that
sup
H∈Cr×r‖H‖21
|λi (H
)| = σˆi.
Hence, (3.11) holds.
Using the similar argument as above, we get (3.12). 
Remark 3.1. Observe that for any normalized unitarily invariant norm ‖ · ‖ and anymatrix H ∈ Cr×r ,
‖H‖2  ‖H‖. Hence, by Theorem 3.3 and Theorem 3.4 we have
ki ([A, B], λ1)  k(2)i ([A, B], λ1) =
√
1 + |λ1|2σˆi.
Remark 3.2. Let A, B, X = [X1, X2], Y = [Y1, Y2], λ1 be as in (3.1), and σ1  · · ·  σr be positive
singular values of X1Y
T
1 , and σˆi be as in (3.10). Then from expansion (3.2), Definition 3.5 and Theorem
3.4 it follows that there exist eigenvalues λ˜1, . . . , λ˜r of matrix pencil {A + E, B + F} such that
|λ˜i − λ1| 
√
1 + |λ1|2σˆi‖[E, F]‖2, i = 1, . . . , r, (3.14)
|λ˜i − λ1| 
√
1 + |λ1|2 σˆi√
i
‖[E, F]‖F , i = 1, . . . , r, (3.15)
when ‖[E, F]‖2 and ‖[E, F]‖F are small.
In the following, we use a example to test above conclusions.
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Example 3.1. Let
A =
⎡
⎢⎢⎢⎣
−1 1 0
0 −1 0
0 0 1
⎤
⎥⎥⎥⎦ , B =
⎡
⎢⎢⎢⎣
1 −1 −1
0 1 0
0 0 0
⎤
⎥⎥⎥⎦ .
Take
X = [X1, X2] =
⎡
⎢⎢⎢⎣
1 0 1
0 1 0
0 0 1
⎤
⎥⎥⎥⎦ , Y = [Y1, Y2] =
⎡
⎢⎢⎢⎣
1 0 0
1 1 0
1 0 1
⎤
⎥⎥⎥⎦ , X1, Y1 ∈ C3×2.
Then
YTAX =
⎡
⎢⎢⎢⎣
−1 0 0
0 −1 0
0 0 1
⎤
⎥⎥⎥⎦ , YTBX =
⎡
⎢⎢⎢⎣
1 0 0
0 1 0
0 0 0
⎤
⎥⎥⎥⎦ .
This means that λ1 = −1 is a nondefective multiple eigenvalue of {A, B} with multiplicity 2.
The positive singular value of X1Y
T
1 are
σ1 = 1.847759065022574, σ2 = 7.653668647301793e − 1.
By Theorem 3.4, we have
k
(2)
1 ([A, B], λ1) = 2.613125929752753, k(2)2 ([A, B], λ1) = 1.681792830507429, (3.16)
k
(F)
1 ([A, B], λ1) = 2.613125929752753, k(F)2 ([A, B], λ1) = 1.189207115002721 (3.17)
Now let E, F be as
E =
⎡
⎢⎢⎢⎣
1.0676e − 7 7.7905e − 7 8.9092e − 7
6.5376e − 7 7.1504e − 7 3.3416e − 7
4.9417e − 7 9.0372e − 7 6.9874e − 7
⎤
⎥⎥⎥⎦ ,
F =
⎡
⎢⎢⎢⎣
1.9781e − 7 5.0002e − 7 6.0987e − 7
3.0541e − 8 4.7992e − 7 6.1767e − 7
7.4407e − 7 9.0472e − 7 8.5944e − 7
⎤
⎥⎥⎥⎦ .
Let λ˜1, λ˜2 be the first two eigenvalues of {A + E, B + F} with smallest absolute. Straightforward
calculations give that
|λ˜1 − λ1| = 4.531270063279358e − 6, |λ˜2 − λ1| = 5.918303589425022e − 7. (3.18)
By (3.14),
|λ˜1 − λ1|  6.850494036625979e − 6, |λ˜2 − λ1|  4.408938591536447e − 6. (3.19)
By (3.15),
|λ˜1 − λ1|  7.106651275397311e − 6, |λ˜2 − λ1|  3.234164937984938e − 6. (3.20)
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From (3.18)–(3.20), we see that the condition numbers (3.16), (3.17) of the nondefective multiple
eigenvalue λ1 characterize different sensitivities of the perturbed eigenvalues.
Clearly, the singular values σ1, . . . , σr of X1Y
T
1 are important to express the condition numbers of
nondefective multiple eigenvalue λ1 of regular matrix pencil {A, B}. In the next section, we will show
that σ1, . . . , σr are also important in the perturbation analysis of nondefective multiple eigenvalue
λ1.
4. Some results on the perturbation of multiple eigenvalue
Sun [6] has given a theorem on the perturbation of a nondefective multiple eigenvalue of standard
eigenvalue problem. In this section, we extend Sun’s theorem to the generalized eigenvalue problem.
According to the Schur form of a regular matrix pencil [1], we easily obtain the following result.
Lemma 4.1. Let A, B ∈ Cn×n and {A, B} be a regular matrix pencil. Then λ1 ∈ C is a nondefective
eigenvalue of {A, B} with multiplicity r if and only if there exist P,Q ∈ Un such that
PHAQ =
⎡
⎣ λ1B11 A12
O A22
⎤
⎦ , PHBQ =
⎡
⎣ B11 B12
O B22
⎤
⎦ ,
where B11 ∈ Cr×r is nonsingular, and λ1 /∈ λ(A22, B22).
Theorem 4.1. Suppose that A, B ∈ Cn×n, and λ1 ∈ C is a nondefective multiple eigenvalue of regular
matrix pencil {A, B} with multiplicity r(r > 1), i.e., there exist matrices P,Q ∈ Un such that
PHAQ =
⎡
⎣ λ1B11 A12
O A22
⎤
⎦ , PHBQ =
⎡
⎣ B11 B12
O B22
⎤
⎦ , λ1 /∈ λ(A22, B22), (4.1)
where B11 ∈ Cr×r is nonsingular. Let σ1  · · ·  σr > 0 be the nonzero singular values of X1YT1 , where
X1, Y1 be as in (3.1). If
σl > 1 /σmin(B11) (4.2)
for some index l (1  l  r), then there exist matrices E, F ∈ Cn×n such that λ1 is an eigenvalue of{A + E, B + F} with multiplicity at least r + l and
‖[E, F]‖2 
(
max
{
1, 1
/
σ 2min(B11)
}
‖[A, B]‖22 − |λ1|2 − 1
) 1
2
(
σ 2l − 1
/
σ 2min(B11)
) 1
2
. (4.3)
Proof. Let
R1 = −B−111 (A12 − λ1B12)(A22 − λ1B22)−1, R2 = −B−111 B12 − R1B22.
Then from (4.1) we have
⎡
⎣ B−111 R1
O I
⎤
⎦ PHAQ
⎡
⎣ I R2
O I
⎤
⎦ =
⎡
⎣ λ1Ir O
O A22
⎤
⎦ , (4.4)
⎡
⎣ B−111 R1
O I
⎤
⎦ PHBQ
⎡
⎣ I R2
O I
⎤
⎦ =
⎡
⎣ Ir O
O B22
⎤
⎦ . (4.5)
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From above equation, we see that σ1  · · ·  σr > 0 are the nonzero singular values of matrix
[B−111 , R1]. That is to say, σ 21  · · ·  σ 2r > 0 are the nonzero eigenvalues of B−111 B−H11 + R1RH1 . Let
ω21  · · ·  ω2r  0(ω1  · · ·  ωr  0) be the eigenvalues of R1RH1 . By Weyl’s Theorem [1], we
have
σ 2i − 1
/
σ 2max(B11)  ω2i  σ 2i − 1
/
σ 2min(B11) , i = 1, . . . , r.
Further from (4.2), we know that R1 has the singular values ω1  · · ·  ωl > 0, and
ωl 
√
σ 2l − 1
/
σ 2min(B11) . (4.6)
Hence, we may assume that the singular value decomposition of R1 is as
R1 = Wdiag(,O)ZH, (4.7)
where W ∈ Ur and Z ∈ Un−r and  = diag(ω1, . . . , ωl, ωl+1, . . . , ωr1) with ω1  · · ·  ωl · · ·  ωr1 > 0.
From (4.1), (4.4), (4.5), we see that
B
−1
11 A12 + R1A22 = λ1
(
B
−1
11 B12 + R1B22
)
. (4.8)
Substituting (4.7) into (4.8) and premultiplying the resulted equation byWH yields that
WHB
−1
11 A12 + diag(,O)ZHA22 = λ1
(
WHB
−1
11 B12 + diag(,O)ZHB22
)
.
Denote 1 = diag (ω1, . . . , ωl) , T1 = [1,O]ZH,W = [W1,W2],W1 ∈ Cr×l . Then from above
equation we have
WH1 B
−1
11 A12 + T1A22 = λ1
(
WH1 B
−1
11 B12 + T1B22
)
.
Note that rank(T1) = l. Then T1TH1 is invertible. Hence,
T1
[
TH1 (T1T
H
1 )
−1WH1 B−111 A12 + A22
]
= λ1T1
[
TH1 (T1T
H
1 )
−1WH1 B−111 B12 + B22
]
. (4.9)
Let
E = Pdiag
(
O, TH1 (T1T
H
1 )
−1WH1 B−111 A12
)
QH,
F = Pdiag
(
O, TH1 (T1T
H
1 )
−1WH1 B−111 B12
)
QH, (4.10)
Then
A + E = P
⎡
⎣ λ1B11 A12
O A22 + TH1 (T1TH1 )−1WH1 B−111 A12
⎤
⎦QH,
B + F = P
⎡
⎣ B11 B12
O B22 + TH1 (T1TH1 )−1WH1 B−111 B12
⎤
⎦QH.
Further from (4.9) we know that λ1 is an eigenvalue of {A + E, B + F} with multiplicity at least r + l.
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Evidently,
‖[E, F]‖2 =
∥∥∥TH1 (T1TH1 )−1WH1 B−111 [A12, B12]
∥∥∥
2

∥∥∥B−111 [A12, B12]
∥∥∥
2
/
ωl. (4.11)
Observe that⎡
⎣ B−111 O
O In−r
⎤
⎦ PH[A, B]Q =
⎡
⎣ λ1Ir B−111 A12 Ir B−111 B12
O A22 O B22
⎤
⎦ .
Taking the norm on both sides of above equation, we have
max {1, 1 /σmin(B11) } ‖[A, B]‖2 
∥∥∥∥∥∥
⎡
⎣ λ1Ir Ir B−111 A12 B−111 B12
O O A22 B22
⎤
⎦
∥∥∥∥∥∥
2

√
1 + |λ1|2 + ‖B−111 [A12, B12]‖22.
Hence,
∥∥∥B−111 [A12, B12]
∥∥∥
2

(
max
{
1, 1
/
σ 2min(B11)
}
‖[A, B]‖22 − |λ1|2 − 1
)1/2
.
Consequently, combining (4.6), (4.11) with above inequality, we get (4.3). 
Theorem 4.1 estimates the distance frommatrix pencil {A, B} to a nearestmatrix pencil with eigen-
value λ1 of multiplicity at least r + l. Moreover, it is easily seen from (4.3) that the bound of this
distance is approximately ‖[A, B]‖2/ σl if σl is large and ‖B11‖2 is not too small.
Evidently, Eq. (4.1) shows that
σmin(B)  σmin(B11).
Hence, by Theorem 4.1 and above inequality we have the following result.
Corollary 4.1. Let A, B, X = [X1, X2], Y = [Y1, Y2], λ1 be as in (3.1), and σ1  · · ·  σr be the nonzero
singular values of X1Y
T
1 . If matrix B is nonsingular, and σl > 1 /σmin(B) for some index l (1  l  r), then
there exist matrices E, F ∈ Cn×n such that λ1 is an eigenvalue of {A + E, B + F} with multiplicity at least
r + l and
‖[E, F]‖2 
(
max
{
1, 1
/
σ 2min(B)
}
‖[A, B]‖22 − |λ1|2 − 1
) 1
2
(
σ 2l − 1
/
σ 2min(B)
) 1
2
. (4.12)
Applying Corollary 4.1 to the standard eigenvalue problem Ax = λx and further using the proof of
Theorem 4.1, we have the following conclusion.
Corollary 4.2. Let A ∈ Cn×n, and λ1 ∈ C be a nondefective multiple eigenvalue of A with multiplicity
r(r > 1), i.e., there exist invertible matrices X = [X1, X2], Y = [Y1, Y2] ∈ Cn×n with X1, Y1 ∈ Cn×r such
that
YTAX =
⎡
⎣ λ1Ir 0
0 A2
⎤
⎦ , YTX = I, λ1 /∈ λ (A2) ,
and let σ1  · · ·  σr be the nonzero singular values of X1YT1 . If σl > 1 for some index l (1  l  r),
then there exist matrix E ∈ Cn×n such that λ1 is an eigenvalue of A+ E with multiplicity at least r + l and
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‖E‖2 
(
‖A‖22 − |λ1|2
) 1
2
(
σ 2l − 1
) 1
2
. (4.13)
Proof. Since λ1 is a nondefective multiple eigenvalue of A with multiplicity r, there exists unitary
matrix U ∈ Un such that
UHAU =
⎡
⎣ λ1Ir A12
O A22
⎤
⎦ .
This means that matrix B12 = 0 in (4.1). Further from (4.10), we see that the perturbation matrix
F = 0. Hence, (4.13) follows from (4.12). 
It should be noted that Corollary 4.2 coincides with Theorem 3.2 of Sun [6].
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