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Event-by-event fluctuations of the multiplicities of inclusive charged particles and photons at forward rapidity
in Au + Au collisions at √sNN = 200 GeV have been studied. The dominant contribution to such fluctuations is
expected to come from correlated production of charged and neutral pions. We search for evidence of dynamical
fluctuations of different physical origins. Observables constructed out of moments of multiplicities are used as
measures of fluctuations. Mixed events and model calculations are used as base lines. Results are compared to
the dynamical net-charge fluctuations measured in the same acceptance. A nonzero statistically significant signal
of dynamical fluctuations is observed in excess to the model prediction when charged particles and photons
are measured in the same acceptance. We find that, unlike dynamical net-charge fluctuation, charge-neutral
fluctuation is not dominated by correlation owing to particle decay. Results are compared to the expectations
based on the generic production mechanism of pions owing to isospin symmetry, for which no significant (<1%)
deviation is observed.
DOI: 10.1103/PhysRevC.91.034905 PACS number(s): 25.75.Gz, 24.60.Ky, 12.38.Mh
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I. INTRODUCTION
Heavy-ion collisions at the Relativistic Heavy Ion Collider
(RHIC) provide unique opportunities for studying matter under
extreme conditions. One of the goals is to study the properties
of a strongly interacting quark gluon plasma (sQGP) via its
subsequent phase transition to a hadron gas (HG) [1–4]. The
phase transition from a sQGP to a HG is associated with decon-
finement transition and chiral phase transition. One of the ways
in which the deconfinement transition is expected to reveal
itself is via enhanced fluctuations of conserved quantities like
net charge, strangeness, and baryon number [5–8]. For observ-
ables measured in limited regions of phase space, the grand-
canonical ensemble picture provides a natural description for
dynamical fluctuations of conserved quantities [5,6]. The dy-
namical fluctuations of quantities like charged-to-neutral pion
ratio is one among very few observables that are sensitive to the
chiral phase transition [9–12]. When the system passes from
a chirally symmetric phase to a broken phase, in a scenario of
rapid cooling, there could be formation of metastable domains
of disoriented chiral condensate (DCC) [9–12]. Formation and
decay of DCC domains could lead to a distinct distribution
of the neutral pion fraction compared to that from generic
production of pions under isospin symmetry [10,12]. If this
phenomenon survives the final-state interactions, it will appear
as anticorrelation, between the yields of charged and neutral
pions [11]. In heavy-ion collisions, charged and neutral particle
productions are dominant in the form of charged and neutral
pions. One can use inclusive charged-particle multiplicity as
a surrogate for charged pions and photons for the neutral
pions [13]. Any form of correlation between charged and
neutral pions is thus expected to affect the correlation between
measured charged particles (ch) and photons (γ ).
The generic expectation is that, owing to isospin symmetry,
pions of different isospins would be produced in equal
abundances. However, the formation and decay of metastable
domains of DCCs would produce pions of a particular isospin,
which would lead to a large deviation in the ch-γ correlation
from expectations based on the generic pion production mech-
anism. If f denotes the eventwise ratio of the total number
of neutral pions over the total number of pions produced in a
single event, a generic production will lead to a sharply peaked
distribution around 1/3, whereas the decay of a DCC domain
would exhibit a probability function described by P (f ) =
1/2
√
f [10,12]. This description is different from a conven-
tional model of pion production from a locally equilibrated
system undergoing hydrodynamic evolution [12,14–22].
According to the theoretical predictions [23], the mean
momentum of such pions is inversely proportional to the size
of DCC domains formed. So the detection of DCC candidates
would require sensitivity to the low-momentum region of the
pion spectrum. The existence of such a phenomenon was
previously investigated in heavy-ion collisions at the CERN
Super Proton Synchrotron [24–27] at
√
sNN = 17.3 GeV and
at Tevatron in p + p̄ collisions by the MiniMax [28,29]
collaboration at
√
sNN = 1.8 TeV. In both cases, the possibility
of large-sized DCC domain formation has been excluded
by the measurements. Several theoretical predictions discuss
that heavy-ion collisions at RHIC would be an ideal place
to search for possible signals of DCC formation [17–22].
However, there are varied opinions regarding the observability
of such signals [12,14–22]. Experimental measurements at
RHIC on charge-neutral fluctuations, which are sensitive to
such a phenomenon, can therefore shed light on the context.
In this paper, we present the measurement of the event-by-
event fluctuation and correlation of the inclusive multiplicities
of charged particles and photons in the common phase space
in Au + Au collisions at √sNN = 200 GeV obtained with the
Solenoidal Tracker At RHIC (STAR) detector [30]. The STAR
has the capability of simultaneous measurement of charged
particles and photons at both midrapidity and forward rapidity.
Charged particles and photons can be measured using the
Time Projection Chamber (TPC) [31] and the Barrel Elec-
tromagnetic Calorimeter (BEMC) [32], respectively, in the
pseudorapidity range of |η| < 1. A drawback of this approach
stems from the fact that the BEMC does not have the capability
to detect low-momentum photons below 500 MeV. So for this
analysis we use a combination of two forward detectors, the
Photon Multiplicity Detector (PMD) [33] and the Forward
Time Projection Chamber (FTPC) [34], for simultaneous
measurements of photons and charged particles, respectively,
in the pseudorapidity range of −3.7 < η < −2.8. This enables
us to measure the event-by-event multiplicities of photons (γ )
with transverse momentum as low as 20 MeV/c and charged
particles (ch) with transverse momentum down to 150 MeV/c.
To measure the event-by-event ch-γ correlation, we use
observables that are constructed from moments of the charged-
particle and photon multiplicity distributions. In general,
the observables constructed out of central moments have a
dependence on effects such as detector inefficiency. However,
it can been shown that for observables constructed from
proper combinations of factorial moments of multiplicities,
several detector effects can be minimized [28,29,35,36]. In
this analysis, we use observables and the approach available
in the literature [28,29,35,36] that are specifically designed
to study the sensitivity of the strength of ch-γ correlation. It
must be noted that there are no quantitative predictions for
DCC-like correlations in terms of inclusive ch-γ correlations
in the kinematic range of our measurement. So the goal of
this analysis is to search for possible evidence of dynamical
ch-γ correlations, rule out the correlations coming from known
sources, and look for deviation from expectation based on a
generic model of pion production.
This analysis may also be viewed as a study of dynam-
ical charged-to-neutral correlation in a broader context and
not limited to the specific case of the search for DCCs.
Correlated fluctuations of different combination of particle
species have been previously studied at RHIC. They include
positive-negative charge (net-charge) [37], kaon-pion [38,39],
proton-pion [39–41], kaon-proton [39–41] among others. Such
studies provide important information about the properties
of the QGP phase and also the hadronic interactions at the
later stages of collisions. Measurements at RHIC have shown
that in all cases correlated fluctuations of different species
are dominated by strong correlations owing to resonance
decays at the later stages of collisions. This analysis presents
the first measurement of correlated fluctuations of inclusive
charged- and neutral-particle multiplicities at RHIC. One of
our goals is to compare the charged-to-neutral fluctuations to
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the net-charge fluctuations in the same acceptance and search
for qualitative differences that can arise owing to different
hadronic processes at the later stage of heavy-ion collisions.
This paper is organized as follows. In Sec. II, we discuss
the experimental setup used in the measurement of charged-
particle and photon multiplicities. We briefly discuss the data
set used and the reconstruction techniques in Sec. III, and in
Sec. IV we introduce the observables and the method of this
analysis. We summarize our results in Sec. V and conclude in
Sec. VI.
II. DETECTORS
Two detectors with overlapping geometric acceptance in
the forward rapidity region, the PMD and the FTPC, have
been used to simultaneously measure photons and charged
particles. A combination of detectors such as the Zero Degree
Calorimeter and the Vertex Position Detector has been used
for minimum-bias trigger selection and the collision centrality
is determined using the TPC [31].
A. Forward time projection chambers
The two cylindrical FTPCs extend the phase space coverage
of the STAR experiment for charged-particle detection. They
are located on both sides of the collision point in the
pseudorapidity range of 2.5 < | η | < 4.0 and measure the
charge states and the momentum of tracks. Apart from that, the
FTPCs do not have any other particle identification capability.
Each FTPC has a diameter and length of 75 and 120 cm,
respectively. The FTPCs have 10 rows of readout pads, which
are called pad rows. The pad rows are further subdivided
into six sectors and each sector has 160 pads. The distance
of the first pad row from the collision point is about 163
cm. Ar and CO2, with a ratio of 50:50 by mass, form the
active medium of the FTPC. To optimize available space and
cope with high particle density, the drift field in the FTPC is
radial, perpendicular to the solenoidal magnetic field of the
STAR magnet. With such a design, two track resolution of up
to 2 mm can be achieved. It was shown in simulation [42]
that approximately 6%–7% of all produced charged particles
fall within the acceptance of one of the FTPCs. The detailed
description of FTPC may be found in Ref. [34]. In the present
analysis, we refer to the FTPC in the negative pseudorapidity
region (in the same direction as the PMD) for charged-particle
measurements, unless mentioned otherwise.
B. Photon multiplicity detector
The PMD is a preshower detector designed to measure
photon multiplicities in the pseudorapidity region of −3.7 <
η < −2.3. It is located 5.4 m away from the collision point,
outside the STAR magnet. The PMD consists of two highly
granular (41 472 cells in each plane) planes of gas detectors
separated by a 3-radiation-length lead converter. The plane
facing the collision point is called the charged-particle-veto
(CPV) plane. Only charged particles produce signal in this
plane. The detector plane behind the lead layer is called the
preshower plane because only the initial part of the longitudinal
profile of the electromagnetic shower produced in the lead
layer is detected in this plane.
Detector planes work on the principle of gas proportional
counters with a sensitive medium of Ar and CO2 in a 70:30
mass ratio. The photons interacting with the lead converter
produce electromagnetic showers that cover several cells on the
preshower plane, leading to a larger cluster compared to that
from a charged particle. The CPV and preshower planes share
common electronics and data-acquisition systems. Because
photon clusters are identified from the hits in the preshower
plane, we have used the data from the preshower plane in
this analysis. The number of clusters and their ADC values
measured by the CPV plane are used to ensure the data quality.
Previous studies [33,42] have established that ∼10% of
all produced photons fall within the acceptance of the PMD.
Photons in the kinematic region considered are predominantly
(93%–96%) from the decay of neutral pions [42]. The PMD
does not provide momentum measurement of the photons;
however, any photon with transverse momentum above 20
MeV/c is detected and counted. A detailed description of the
PMD is mentioned in Ref. [33].
III. DATA RECONSTRUCTION
A total of about 500 000 Au + Au minimum-bias events
at
√
sNN = 200 GeV have been analyzed. These events were
collected by the STAR experiment in 2007. The FTPCs are
calibrated using a laser calibration system [34]. A set of
criteria is imposed for the selection of a valid FTPC track.
The criteria for a valid track are at least five FTPC hits and the
distance of closest approach (dca) from the primary vertex,
to be less than 3 cm. The position of the primary interaction
vertex is obtained via a simultaneous fit to TPC tracks (number
of fit points) with at least 10 hits. Tracks with transverse
momentum in the range 0.15 < pT < 1.5 GeV/c are included
in this analysis. A previous study [42] has shown that this
combination of cuts significantly reduces the effect of split
tracks and the background contamination coming primarily
from γ conversion. The contamination of the charged particles
owing to photons is below 5%. Details of the procedure for
PMD calibration and the extraction of photon clusters can
be found in Ref. [33]. To improve the purity of the photon
samples, a set of strict selection criteria is used.
A cluster is valid if the number of cells in a cluster is >1 and
the cluster signal is 8 times larger than the average response
of all cells owing to a minimum ionizing particle (MIP cut).
This particular choice of quality cuts increases the purity of
the photon samples up to ∼70% by dominantly reducing the
contamination from charged particles. The remaining 30%
impurity of photons cannot be removed from the data sample
even if a tighter cut is applied on the photon clusters. Pileup
events are removed by rejecting events with a ratio of combined
ADC values of all clusters (CPVADC) to total number of
clusters (CPVclusters) of the CPV plane to be less than 180.
Details of the kinematic cuts for the selection of tracks and
clusters are mentioned in Table I.
Centrality selection
The centrality determination for this analysis was done
using the minimum-bias uncorrected multiplicity of charged
particles in the pseudorapidity region | η |< 0.5, as measured
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TABLE I. Summary of different kinematic cuts used in this
analysis.
Global: −5 cm < Vz < 5 cm
FTPC: Primary track : number of fit points > 5
−3.7 < η < −2.8 (Common η − φ with PMD)
0.15 < pT < 1.5 GeV/c
dca < 3 cm
PMD: Cluster ADC cut > 8 × MIP ADC
−3.7 < η < −2.8 (Common η − φ with FTPC)
number of cells in a cluster > 1
CPVADC/CPVcluster  1.8 × 102
by the TPC. This avoids any self-correlation between the tracks
used in centrality determination and those used for the ch-γ
correlation measurements, as both analyses are performed in
nonoverlapping rapidity ranges and with different detector
components [43].
IV. ANALYSIS METHOD
The measurement of charged and photon multiplicities in
the pseudorapidity interval −3.7 < η < −2.8 are presented.
To remove event-by-event variations of the common detector
acceptance, the collision vertex position was restricted to a
narrow range of −5 < Vz < 5 cm. For similar reasons, the
mixed-event analysis was also performed in a fixed centrality
bin and with a collision vertex bin of ±5 cm. In this section,
we discuss the observables used in this analysis. Our aim is
to study the ch-γ correlations that are sensitive to different
scenarios of pion production. As widely discussed in the
literature, there are two possible scenarios of pion production
that affect the ch-γ correlation. As mentioned before, the
quantity of interest in such a context is the neutral pion
fraction f = Nπ0/(Nπ0 + Nπ± )1 and its fluctuation. In the
scenario of generic pion production, the distribution of f
is a sharply peaked function, which can be assumed to be
a δ function at 1/3. The other scenario is the production
of DCCs for which the distribution becomes 1/2
√
f . The
moments of f will be very different in the two scenarios.
Different moments of the fraction f can be expressed in
terms of observables constructed out of a proper combination
of moments [28,29,36] of event-by-event multiplicities of
charged particles (Nch) and photons (Nγ ). The observables
for charged-to-neutral fluctuations have to be insensitive to
detector effects and at the same time sensitive to a rather
small strength of ch-γ correlation. So the idea is to use proper
combination of factorial moments of multiplicities to remove
the efficiency and acceptance effects [28,29,36] and express
the observables in terms of the moments of f . Two such
observables available in the literature are used in this analysis.
1f is closely related to the ratio f ch-γ = 1/(1 + 2Nch/Nγ ); there-
fore, fluctuation of f is related to fluctuation of the ratio of charged
particles and photons. HIJING simulation shows f ch-γ is approximately
6% larger than f in the coverage −3.7 < η < −2.8.
A. Observables






〈Nγ (Nγ − 1)〉
〈Nγ 〉2 − 2
〈NchNγ 〉
〈Nch〉〈Nγ 〉
= ωch + ωγ − 2 × corrch-γ . (1)
Here 〈· · · 〉 corresponds to an average taken over all events.
The first two terms, ωch and ωγ , are measures of individual
charged-particle and photon-number fluctuations. The third
term, corrch-γ , corresponds to the scaled ch-γ correlation.
For purely statistical fluctuations, in the limit of very large
multiplicity, these individual terms would become unity.
However, for finite multiplicity, these terms can deviate from
unity even if there are no dynamical fluctuations [44,45]. So it
is difficult to reach a conclusion based on the measurements of
the individual terms. However, when all three terms are added
up to form νdyn [Eq. (1)], by construction, the finite multiplicity
statistical fluctuations are eliminated [35]. Therefore, νdyn
becomes zero for purely statistical fluctuations and nonzero
only in the presence of dynamical fluctuations or correlations
of different origins [37–41,46]. For further discussion, we refer
to the limit νdyn = 0 as the Poisson limit of this observable.
νdyn has the additional advantage of being insensitive to
detector inefficiencies and acceptance effects [44,47]. In a later
section, we test this feature of νdyn by doing a mixed-event
analysis. Mixed events include the same acceptance and
efficiency effects as data, but can only give rise to statistical
fluctuations, which should be eliminated by the design of νdyn.
To interpret the results for νdyn, one must understand
different limits for this observable. From the construction of
the observable, it is known that, for any form of dynamical
correlation or fluctuation, νdyn will become nonzero. For
ν
ch-γ
dyn , one such source of dynamical fluctuation could be
the fluctuation of the neutral pion fraction f . Use of νdyn
for the study of charged-neutral correlation in the context of
DCC production at RHIC was first suggested in Ref. [22].
Predictions at RHIC were made based on the measurement of
neutral pions and charged pions. For the generic case, νπ
0−π±
dyn
is predicted to be zero. In case of DCC events, νπ
0−π±
dyn was
predicted to become nonzero. However, the effect of neutral
pion decay was not included in such calculation. It has been
pointed out [36] that if the decay of neutral pions is taken
into account, the observed value of νch-γdyn can become nonzero,
even in the generic case. This generic limit of νch-γdyn is not
universal and is dependent on the average multiplicity of
photons and charged particles. So a deviation from the Poisson
limit of νch-γdyn may not indicate any new physics beyond the
generic expectation. However, it has been argued [22,36] that
a deviation from microscopic models like HIJING [48] that
include the decay of pions and incorporating realistic detector
effects would be an ideal base line to measure dynamical ch-γ
correlations beyond the generic expectation.
Among other sources of dynamical correlation that might
effect νch-γdyn , is the correlation coming from resonance decays.
A similar type of dynamical correlation has been studied
for the correlated production of kaons and pions by the
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STAR experiment [38,40,41]. It has been observed that when
the correlated production of two species is dominated by
resonance decays, νdyn will become negative. This particular
behavior of νdyn was predicted in Ref. [35]. A negative value
of νdyn was also observed in correlation measurements of
positively and negatively charged particles by STAR [37].
Resonance decays like ρ± → π± + π0 or ω → π0 + π+ +
π−, can introduce correlation between charged particles and
photons. In addition to resonance decays, hadronic rescattering
processes have been argued to influence the correlation
between particle multiplicities [5,49]. For example, the charge
exchange processes through meson-meson reactions [5] such
as π+ + π− ↔ π0 + π0 or baryon-meson reactions [5,49]
such as p + π− ↔ n + π0 can possibly suppress the corre-
lation between charged particles and photons.
If νch-γdyn is found to be nonzero, the sign of ν
ch-γ
dyn would
indicate whether the dynamical correlation between photons
and charged particles is dominated by resonances or not. For
a comparative study, we measure the correlation of positively
and negatively charged particles in the same acceptance of our
analysis. The correlation between the positively and negatively
charged particles are expected to be enhanced owing to the
abundance of short-lived resonances like ρ0 and ω. In addition,
the hadronic rescattering processes that tend to suppress
the correlation between charged particles and photons, will
also increase the correlation between positive and negative
particles [5]. Owing to a strong correlation coming from the




Several other measurement-related effects influence the
value of νdyn. These include the event-by-event variation of
acceptance owing to variation of collision vertex position,
event-by-event variations of efficiency, and the effect of
misidentification. We argue that the results for mixed events
and GEANT simulation using similar kinematic cuts used in
the case of data will help us to understand these effects. We
also incorporate such effects in the estimation of systematic
uncertainties as mentioned in a later section.
Another variable, rm,1, also called the robust variable,
introduced by the MiniMax collaboration specifically for the




〈Nch(Nch − 1) · · · (Nch − m + 1) Nγ 〉〈Nch〉
〈Nch(Nch − 1) · · · (Nch − m)〉〈Nγ 〉 . (2)
By construction, all the moments of rm,1 are equal to unity
for the Poissonian case, and higher order moments show
a larger sensitivity to the (anti-)correlated signals. This
variable was also designed to remove explicit efficiency
dependence [28,29,36]. It follows from Eqs. (1) and (2) that
r
ch-γ
1,1 = corrch-γ /ωch. So, for the lowest order m = 1, νch-γdyn
already includes all the information about rm,1. The higher
orders of rm,1 will include additional sensitivity to any form
of dynamical correlation as compared to νch-γdyn . There is one
additional advantage of rch-γm,1 over νdyn. As already mentioned
above, the generic limit and the Poisson limits are not the
same for νdyn. It can be shown that for the generic case of pion
production, rm,1 becomes unity to all orders in m, which is
also the Poisson limit of the observable. This makes it easier
to interpret the results of this observable. This is attributable
to the absence of the ωγ term in rm,1; the effects of additional
fluctuations owing to the decay of neutral pions are absent in
this observable [28,29,36]. The functional dependence of rm,1
on m has been calculated in Refs. [28,29,36,50] and is given by
r
ch-γ
m,1 = 1 −
mζ
(m + 1) , (3)
where 0  |ζ |  1 is a parameter related to the strength of
the ch-γ (anti-)correlation. Positive values of ζ correspond to
an anticorrelation and negative ζ corresponds to correlation.
The value ζ = 0 corresponds to statistical fluctuations
(Poisson limit). As aforementioned, the generic production
also corresponds to ζ = 0, leading to rGENm,1 = 1 [28,29,36].
If charged and neutral particles are produced purely from
the decay of DCC domains, ζ will become unity, making
rDCCm,1 = 1/(m + 1) [28,29,36].
It should be noted that, like νch-γdyn , r
ch-γ
m,1 is also not com-
pletely immune to sources of contaminations that introduce
spurious correlations between charged hadrons and photons.
As previously stated, charged particles measured by FTPC
have an impurity of 5%, while the photons from PMD have
an impurity of 30%. These impurities in the measurement of
charged particles and photons affect the observables νdyn and
rm,1. In reference to the collision vertex, the PMD is positioned
after the FTPC. So the conversion photons that are detected
as two charged particles in FTPC are unlikely to reach PMD.
Nevertheless, some of the charged tracks, which are already
identified by the FTPC, may fall on the PMD, which will give
rise to spurious correlation. We have tried to quantify such
effects by comparing the values of these observables using
a GEANT simulation [51] with events from the HIJING model
(version 1.382), because event-by-event correction of these
effects by hand is not straightforward.
Throughout this analysis, we have studied the centrality
dependence of the observables in terms of the experimental
quantity
√〈Nch〉 〈Nγ 〉, which represents the average multi-
plicity in the region of interest. We do so because this does
not invoke any introduction of model dependence in our
experimental results. In many limiting scenarios, it has been
shown that νch-γdyn would become a function of
√〈Nch〉 〈Nγ 〉
only [36]. In the scenario of the aforementioned generic case
of pion production, it can be shown [36] that the observable
ν
ch-γ
dyn will be proportional to 1/
√〈Nch〉 〈Nγ 〉. An application
of the central limit theorem [52,53] indicates that νch-γdyn would
show a A + B/√〈Nch〉〈Nγ 〉 dependence on multiplicity [36],
where A and B are constants related to the strength of
the ch-γ correlation. For a Boltzmann gas of pions in the
grand-canonical ensemble [54,55], one also predicts νch-γdyn ∼
1/
√〈Nch〉 〈Nγ 〉. For consistency, we use the same quantity to
present the centrality dependence of rm,1.
B. Monte Carlo models
We compare our results to the HIJING model. In previous
measurements by the STAR collaboration [13,42,56], it was
shown that HIJING does a good job in describing the average
multiplicity of charged particles and photons in the forward
rapidity measured by the FTPC and PMD, respectively. So it
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is expected to serve as a good base line for charged and neutral
particle fluctuations and also input for GEANT simulations.
AMPT also provides good description of average multiplicities
at forward rapidity [13,42,56]. It was also shown in Ref. [56]
that the detector response to both HIJING and AMPT are almost
similar. However, owing to the violation of charge conservation
present in the current version of AMPT [57], it is not clear
whether this model can be used for the correlation analysis
presented here. So, we restrict this analysis and compare our
results to raw HIJING and HIJING + GEANT calculations only. It
must be noted that the observables νch-γdyn , r
ch-γ
m,1 were estimated
in Ref. [36] using three different Monte Carlo models: HIJING,
AMPT, and UrQMD [58]. In all three cases, the observables are
found to be similar within the statistical uncertainties over a
wide range of multiplicity. A detailed discussion of the physics
assumptions of the different models are beyond the scope of
this paper; however, we would like to point out that dynamical
fluctuations arising from the domains of DCC formation are
absent in these Monte Carlo models.
C. Mixed-event analysis
In mixed-event analysis observables are estimated from a
data sample that is constructed by random collection of tracks
from different events. The goal of such analysis is to obtain a
good base line for the correlation analysis. By mixing tracks
from different events, one can remove all sources of (anti-
)correlations, although detector effects like overall efficiency,
acceptance, etc., will still be present in the mixed-event sample.
However, any form of misidentification (for instance, FTPC
tracks giving clusters in the PMD) that leads to spurious
correlations will be absent in the mixed events.
Mixed-event sample construction consists of choosing a
particular centrality bin and subdividing the events into narrow
z-vertex bins. For a given real event, the total raw charged-
particle tracks from the FTPC and photon clusters from the
PMD (Ntot = N rawch + N rawγ ) are counted. In the next step, all
the events that fall in the same z-vertex bin are scanned Ntot
times to blindly pick up either a raw track or a cluster. In this
way, a mixed event which has the same number of raw FTPC
tracks + PMD clusters as the real event is constructed. Finally,
all the kinematic cuts are applied and the total number of valid
tracks, Nch, and valid photon clusters, Nγ , are calculated.
To test the accuracy of our mixed-event implementation, we
show in Fig. 1 the multiplicity distributions of charged particles
and photons for the 0%–10% centrality bin for both real and
mixed events. The real event distributions are fitted with a
Gaussian curve to guide the eye. For peripheral centrality bins,
the distributions cannot be fitted by Gaussian distributions as
they are not symmetric around the mean. We find that the real
and mixed-event distributions overlap reasonably well with
the mean value of the distributions, agreeing within 2%. A
similar trend is also observed for other centrality bins. The
distributions shown in Fig. 1 are for demonstration only and
they are not corrected for detector efficiency. The purpose
is to illustrate that the same effect of detector efficiency is
also present in the mixed events. This would be useful in a
later section to understand the response of the observables to





























FIG. 1. (Color online) Multiplicity distributions of raw charged
particles (a) and photons (b). The solid lines are Gaussian fits to the
real event data points to guide the eyes.
mixing of photons, the correlation among the two photons
coming from the decay of a π0 will also be missing in the
mixed-event samples. This reduces the fluctuation of photon
numbers, resulting in a slightly narrower width of the Nγ
distribution, which is visible in the lower panel of Fig. 1.
D. Centrality bin-width correction
The centrality bin-width effect is an artifact owing to
the process of dividing the minimum-bias data sample into
different centrality bins. Owing to this artifact, the observables
become dependent on the widths of the centrality bins. It turns
out to be one of the most important corrections that need
to be considered for any centrality-dependent, event-by-event
multiplicity fluctuation analysis [43,59,60]. This effect is a
consequence of the fact that the centrality selection uses a dis-
tribution that is not flat. In this analysis, the centrality selection
(event binning) is done using the distribution of the minimum-
bias multiplicity of charged particles in the midrapidity region,
which is called the reference multiplicity distribution. The
smallest possible centrality binning corresponds to dividing
the distribution into every single value of the reference
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multiplicity. If a centrality bin is wide, it can correspond
to a wide variation of the impact parameter (or system
volume), which will propagate into the fluctuation of the final
observable. Depending on the width of these bins, an artificial
centrality dependence may be introduced in the final observ-
able. This effect was demonstrated using the UrQMD model
in Ref. [43]. To correct this effect, event-by-event average
quantities like the photon and the charged hadron multiplicities
require weighted averages across the reference multiplicity
distribution. With the application of this correction, measures
are independent of the chosen centrality bin width.
E. Uncertainty analysis
1. Statistical uncertainty
Calculations of statistical uncertainties have been per-
formed using the bootstrap method [61]. The bootstrap method
is a statistical technique that reuses the data sample multiple
times for the estimation of statistical uncertainty. In this
method, (a) n identical samples of minimum bias data set
are created by shuffling the event number. Each of these
samples has the same number of events; although the events
are not identical, they will give rise to statistical variation
of the observables. (b) The bin-width-corrected observables
νdyn and rm,1 are calculated for each centrality bin separately
for every event sample. Finally, (c) estimated observables for
these n different samples result in an approximately Gaussian
distribution. The variance of this distribution is the statistical
uncertainty from the bootstrap method. The number of samples
n is varied until the estimated uncertainty converges. For this
analysis, we find that 100 samples provide good convergence.
For the observable νdyn, we have checked that the estimated
uncertainty using the bootstrap method is consistent with the
analytical error formula derived in Ref. [47].
2. Systematic uncertainty
Systematic uncertainties of νdyn and rm,1 are obtained by
varying different quality cuts shown in Table I on charged
tracks and photon clusters. The variation of the maximum
distance of closest approach of a track to the primary vertex by
0.5 cm introduces ∼8% variation in the value of the observ-
ables. The effect of possible charged-particle contamination
in the photon sample has been included in the systematic
uncertainties. The systematic uncertainty from the charged
hadron contamination is obtained by varying the cut (MIP
cut) for photon-hadron discrimination discussed in Sec. III.
Variation by one unit of MIP cut causes a ∼6% variation
of the value of νdyn. The variation of the primary collision
vertex position in the z direction induces an 8% variation
of the observable νdyn. The overall systematic uncertainty of
νdyn is estimated to be ∼15% within the centrality range of
0%–60%. Similar cuts were applied to evaluate the systematic
uncertainty of the quantity
√〈Nch〉〈Nγ 〉 and is estimated to
be ∼7%. The systematic uncertainty for the observable rm,1
is estimated to be in the range of 0.001–0.002 for value of
m = 1–3. The quantity relevant for the observable rm,1 is its
deviation from the generic limit. This systematic uncertainty of
rm,1 is found to be approximately 10%–20% of the magnitude
of its variation of the observable rm,1 from its generic limit.
Systematic uncertainties for different observables are listed in
Table II in the Appendix. We have investigated any possible
affect of azimuthal correlations, such as anisotropic flow, on
ch-γ correlation. Connection between elliptic flow (v2) and
anomalous neutral pion production in the context of DCC-like
domain formation was first discussed in Ref. [62]. Using events
from HIJING, we introduce v2 by changing the azimuthal angle
of each pion. We find that both the observable νdyn and rm,1 are
insensitive to v2 over a realistic range of values (v2 = 0%–5%)
at the forward rapidity [63].
F. Limitations and caveats
In this section we would like to list the limitations of this
measurement for the search of exotic phenomenon like DCC.
They are as follows: (a) We do not have the capability of mo-
mentum measurement of the photons at the forward rapidity,
so it is not possible to make sure that the analysis is performed
only on soft photons, as suggested by DCC models discussed
earlier;2 (b) owing to lack of momentum information, it is
not possible to select photons only from π0’s, any photon with
pT > 20 MeV/c is counted in this analysis; (c) we do not have
the identification of charged tracks at forward rapidity, so it is
not possible to select the charged tracks only owing to π±; (d)
the momentum range of charged tracks used in this analysis
is 0.15 < pT < 1.5 GeV/c, which is different from that of
photons, although there is a common overlapping region in pT .
The η − φ acceptance is exactly same for photon and
charged particles. We therefore make a comparative study with
GEANT + HIJING and mixed events by applying same kinematic
cuts as used in data. Our goal is therefore to make a conclusion
based on any observed deviations from the models and mixed
events.
V. RESULTS
Figures 2(a)–2(c) show the multiplicity (centrality) depen-
dence of the different terms of νdyn in Eq. (1) for real and mixed
events. All three terms approach their respective Poisson limits
(=1) for higher values of multiplicity. The individual scaled
fluctuation terms ωch and ωγ [shown in Fig. 2(a) and Fig. 2(c)]
are higher for real events compared to mixed events, showing
the presence of additional nonstatistical fluctuation in the data.
This is also seen in Fig. 1 (bottom panel) for the distribution
of photons. The discrepancy between real and mixed events
is much larger for the photon fluctuation term than for the
charged-particle fluctuation term. This is because, in addition
to the common origin of the multiplicity fluctuations from
the parent particles (charged and neutral pions), the decays
from neutral pions to photons introduce further fluctuations.
This particular feature of the data is also consistent with
the HIJING model calculation. The scaled correlation term
corrch-γ in Eq. (1) is shown in Fig. 2(b). corrch-γ for real
events when compared to the mixed events, the baseline, is
2Although there is no theoretical guidance on what will be the
typical momentum of DCC pions. Several effects like radial flow
in heavy-ion collisions might modify the momentum distribution of
DCC pions.
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FIG. 2. (Color online) The νdyn and the three terms of νdyn vs
√〈Nch〉〈Nγ 〉 for real (circles) and mixed (squares) events. 〈Nch〉 and 〈Nγ 〉
are the mean charged-particle and photon multiplicities in each centrality bin. Statistical uncertainties are represented by vertical lines, while
systematic uncertainties are shown by boxes. The statistical uncertainties for the models are shown by bands. The central limit theorem (CLT)
fit to νdyn for real events with the functional form 0.005 + 0.37/
√〈Nch〉〈Nγ 〉 is plotted as a solid curve.
larger in peripheral bins, comparable for the midcentral events
and smaller in more central events. However, the statistical
significance of the difference at high centrality is too small
to draw any firm conclusion. We see similar trends with
multiplicity (
√〈Nch〉〈Nγ 〉) for all the three terms. A close look
at Figs. 2(a)–2(c) indicates that the mixed events give rise to a
universal curve for all three terms. As discussed before, mixed
events are supposed to include statistical fluctuations only;
owing to finite multiplicity they show large deviation from the
Poisson limit (=1) of each term. Only towards most central
events does it become closer to unity. These individual curves
also include similar measurement-related artifacts (efficiency
and acceptance) as the real event curves.
Figure 2(d) shows the variation of νch-γdyn with
√〈Nch〉〈Nγ 〉
for real and mixed events. For the mixed events, the result is
consistent with the Poisson expectation at all centralities. This
demonstrates the interesting property of the observable νdyn,
which by construction eliminates the statistical fluctuations
and detector effects like efficiency and acceptance. For the
real events, we see a nonzero positive value of νch-γdyn . We fit
the data points for real events with a function of the form
A + B/√〈Nch〉〈Nγ 〉 as per central limit theorem (CLT) predic-
tions [36]. The values of the parameters A and B are found to be
0.005 and 0.37, respectively. The fit quality is not very good be-
cause we find a χ2/dof ∼ 2. However, within the error bars, we
do not see any significant deviation from the CLT prediction.
In the same plot, we show HIJING and HIJING + GEANT
results for comparison. The value of νdyn is very close to the
Poisson limit for HIJING in more central events, with a positive
value that shows a similar trend as the data. Results from HIJING
events simulated through GEANT are also close to the Poisson
expectation within statistical uncertainties. We see small
difference between the HIJING and the HIJING + GEANT curves.
We argue that this is attributable to the spurious correlation
coming from misidentification of photons that cannot be
eliminated even by the construction of the observable νdyn. The
difference between the HIJING curve and the HIJING + GEANT
curve serves as a reference to how much this detector effect is
still present in the data sample that cannot be excluded from
the presented analysis. It must be noted that this detector effect
does not change the conclusion that the observed value of νch-γdyn
is positive, because the contamination has the opposite effect
to the deviation seen in data. For the present measurement, it
is evident that the model curve shows very small deviations
from the Poisson curve compared to data. Data show nonzero
positive values for all centrality bins, indicating the presence
of dynamical fluctuation for all centralities.
The measurement of νch-γdyn shown in Fig. 2 comes from
charged particles and photons in the same pseudorapidity
range of −3.7 < η < −2.8 (same side). In Fig. 3 we compare
this result with the νch-γdyn using photons measured in the
pseudorapidity range of −3.7 < η < −2.8 and charged par-
ticles measured in the pseudorapidity range of 2.8 < η < 3.7
(away side). The area in the η − φ space for photons and
charged particles is the same in both cases; however, owing to
lower reconstruction efficiency of charged tracks in the range
2.8 < η < 3.7 for the second FTPC, we show the data points
only up to
√〈Nch〉 〈Nγ 〉 ≈ 38. Figure 3(a) shows that, for the
same side, a large difference between data and model curves is
observed. For the away side [Fig. 3(b)] the difference between
data and model curves almost disappears. This strengthens our
argument that the difference between data and model observed
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FIG. 3. (Color online) The values of the observable νch−γdyn for the
same side (a) and the away side (b). The same side corresponds to a
measurement of photons and charged particles in the same acceptance
−3.7 < η < −2.8. The away side corresponds to measurement of
photons in the range −3.7 < η < −2.8 and charged particle in
the range 3.7 > η > 2.8. Model and mixed-event calculations are
performed using the same kinematic cuts. For data, the statistical
uncertainties are shown by vertical lines and the systematic uncer-
tainties are shown by boxes. For model curves statistical uncertainties
are shown by bands.
in the same side is not attributable to detector effects. A closer
look at Fig. 3 indicates that the small difference between the
HIJING and HIJING + GEANT curve in the same side disappears
in the case of away side. This indicates that the effect of
contamination (that brings down the absolute value νdyn) is
absent in the away side and νdyn is robust enough to eliminate
all other measurement related artifacts. In the away side, data
and model seem to follow a universal trend, which is dependent
only on the value of
√〈Nch〉 〈Nγ 〉, more specifically very close
to a value of 1/
√〈Nch〉 〈Nγ 〉 as shown by a dotted curve
on the same plot. Keeping Fig. 3(b) as a reference, one can
argue that the deviation seen in the same side is of dynamical
origin. It should be noted that the absolute value of νch-γdyn has
gone up in the away side, which is evident in both data and
models. For HIJING, this growth corresponds to an increase
of νdyn from almost zero (same side) to something close to
1/
√〈Nch〉 〈Nγ 〉 (away side). This is attributable to the decrease
of the correlation term (corrch-γ ) over a rapidity unit of about
3.2. A possible explanation of this can be found in Ref. [35].
It has been argued that the multiplicity correlation function

















FIG. 4. (Color online) The correlation between positive and neg-
ative charged particles measured by the FTPC and photons measured
by the PMD using νdyn for real events. For the positive-negative
charged-particle correlation, the statistical uncertainties are repre-
sented by lines and the systematic uncertainties are shown by boxes.
For the different combinations of ch-γ correlation the systematic
uncertainties in
√〈Nch〉 〈Nγ 〉 are shown by boxes, whereas the
systematic uncertainties in νdyn are shown by the yellow band.
η. The width of the Gaussian is dependent on centrality [35],
the effect of which is also present in HIJING. Because the
correlation term of Eq. (1) drops with η, the absolute value
of νdyn goes up with η. The mixed-event points are consistent
with the Poisson limit, as expected. because by construction
any form of correlation is eliminated, the drop of correlation
with η is not relevant for mixed events results.
To investigate the possible origin of the dynamical fluctu-
ation seen in νch-γdyn , we study the charge dependence of νdyn.
As shown in Fig. 4, results for combinations of photons with
individual (positive and negative) charges are very close to that
of photon and total charged-particle correlation. The results for
the combination of positively and negatively charged particles
are very different in sign and magnitude compared to those
of ch-γ correlation. The observable νdyn for positively and
negatively charged particles is negative. The reason is that it is
dominated by the large correlation term that arises from pairs
of oppositely charged particles produced from the decay of
neutral resonances. This result is consistent with the previous
measurement by STAR at midrapidity in Au + Au collision at√
sNN = 200 GeV [37]. A simple model of resonance produc-
tion studied in Ref. [35] indicates that for particle production
dominated by the decay of resonances, the observable νdyn
will be negative. The fact that the correlation pattern between
photons and charged particles is opposite to that of negative
and positive particles would indicate a different production
mechanism. So the current measurement, as shown in Fig. 4,
unambiguously supports the conclusion that the dynamical
fluctuation observed in case of νch-γdyn is not dominated by
resonance decay effects. The results thus indicate that a com-
pletely different mechanism is responsible for the correlated
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production of charged particles and photons. As mentioned
above, the resonance decays increase the correlation between
charged particles and photons, whereas hadronic rescattering
processes try to reduce such correlations. The combined
effect of such hadronic processes will dominate the correlated
production of charged particles and photons. In contrast, both
resonance decays and charge exchange processes increase
the correlation between positive and negative particles. The
possible source of the qualitative difference between νch-γdyn
and νch
+−ch−
dyn seen in Fig. 4 can arise both from the relative
abundances of different resonances and from the rescattering
processes that affect ch-γ and ch+ − ch− correlations in
opposite ways. A detailed theoretical investigation might
provide further insights into these observations. Also, the beam
energy dependence of the ch-γ and ch+ − ch− correlation
will increase our understanding in this context, because the
hadronic processes largely depend on the temperature and
chemical potential that changes with collision energy.
The nature and strength of the ch-γ correlation is further











































FIG. 5. (Color online) rm,1 vs multiplicity for first three orders of
m. Data and mixed-event results are compared to HIJING and HIJING +
GEANT values, which are shown by the curves. Statistical uncertainties
are shown by vertical lines and the systematic uncertainties are shown
by boxes. For model curves statistical uncertainties are shown by
bands.
designed to study deviations from a generic pion production
scenario that would correspond to a value of unity. Figure 5
shows the variation of the first three moments rm,1(m = 1–3)
with
√〈Nch〉 〈Nγ 〉 for real and mixed events. The HIJING
and HIJING + GEANT curves are also displayed. rm,1 is nearly
constant with
√〈Nch〉 〈Nγ 〉 for both HIJING and mixed events.
Multiplicity dependence (with
√〈Nch〉 〈Nγ 〉) of rm,1 shows
that the data points are lower than the mixed events, HIJING,
and HIJING + GEANT in central collisions. We see that the
mixed-event results are consistent with the generic (Poisson)
limit of the observables. Raw HIJING values are also very close
to the generic limit. This could indicate that the correlated
production of pions in HIJING is very similar to that of generic
production. However, the data deviate from this trend. A
similar trend is observed in the case of HIJING + GEANT, but the
values of rm,1 are always greater than unity. However, we only
see <∼ 1% deviation from the Poisson limit. Passing HIJING
events through GEANT changes rm,1 in a direction opposite
to that seen in the data. This difference between HIJING and
HIJING + GEANT for r1,1 is about 1%, which is consistent with a
similar difference observed for νdyn in Fig. 2. For higher orders
of rm,1, the difference between HIJING and HIJING + GEANT
increases up to 1%–3% over the entire range of multiplicity.
The origin of this is the contamination present in the data
sample. For real events (data), rm,1 dips slightly below unity
for higher multiplicities, showing a small deviation from the
generic case. For values of
√〈Nch〉 〈Nγ 〉 greater than 30, this
would correspond to ζ < 0.01 in Eq. (3).
Because we expect higher orders of rm,1 to be more sensitive
to any deviation from the generic limit, we plot in Fig. 6 the
variation of rm,1 with m in the window of multiplicity 47 <√〈Nch〉 〈Nγ 〉 < 54. The moments rm,1 show with m in real data
a trend which is opposite to that in HIJING, HIJING + GEANT





















47 Nch N 54
FIG. 6. (Color online) The moments rm,1(m = 1–3) for real and
mixed events as a function of order m in a fixed multiplicity
bin of 47 <
√〈Nch〉 〈Nγ 〉 < 54. HIJING, HIJING + GEANT results are
represented by curves. For data, the statistical uncertainties are shown
by vertical lines and the systematic uncertainties are shown by boxes.
For model curves, statistical uncertainties are shown by bands.
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that the deviation from the generic case is small and lies within
a range of 0.99–1.
VI. SUMMARY AND CONCLUSION
Correlations between photon and charged-particle multi-
plicities at −3.7 < η < −2.8 have been measured in STAR
using the PMD and the FTPC in Au + Au collisions at√
sNN = 200 GeV. The observables νdyn and rm,1 have been
used as measures of correlation. Measured νdyn from data
shows a nonzero, positive value that exceeds the predictions
from HIJING, mixed events, and HIJING + GEANT when charged
particles and photons are measured in the same acceptance.
When charged particles are measured in a different acceptance
(3.7 > η > 2.8) compared to photons (−3.7 < η < −2.8),
the difference between model prediction and data is found
to be negligible. This indicates the presence of dynamical
fluctuations of inclusive charged and photon multiplicities.
νdyn shows an approximate 1/
√〈Nch〉 〈Nγ 〉 dependence as
expected from the CLT. The charge dependence of νγ−chdyn
shows that different combinations of ch-γ correlations are
alike, but behave differently (both in magnitude and sign)
when compared to νch
+−ch−
dyn obtained for the combination
of positive and negatively charged particles in the same
acceptance. This indicates that the mechanism of correlated
production of oppositely charged particles is different from
the correlated production of neutral and charged particles and,
at the same time, the ch-γ correlation is not dominated by





dyn measured in the same acceptance would
indicate the influence of hadronic processes that reduces
the charged-to-neutral correlation as compared to net-charge
correlation. This motivates us to study the energy dependence
of such correlations as the hadronic processes are expected
to depend strongly on collision energy. A second observable
rm,1, also called the MiniMax observable, is used to extract any
deviation of ch-γ correlation from the expectation of generic
pion production. The centrality dependence of rm,1(m = 1–3)
shows a different trend compared to that from mixed events and
HIJING. rm,1 is below the generic (or Poisson) limit at higher
multiplicity. For central events, rm,1 as a function of the order
m shows a trend opposite to that from models, suggesting very
small deviation from the expectation of the generic production
of pions. For all the orders the deviation is found to be less
than 1% from the generic expectation. Additional exploration
of the origin of this deviation by quantitative estimation is
beyond the sensitivity of our measurement.
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APPENDIX
TABLE II. List of total systematic uncertainties for the observ-
ables used in this analysis.




50 4 0.012 0.002
42 3 0.015 0.002
32 2 0.016 0.002
23 2 0.019 0.001
16 1 0.029 0.003
10.7 0.8 0.045 0.008




50 3 0.0003 0.0002
41 3 0.0004 0.0003
31 2 0.0004 0.0003
23 2 0.0006 0.0003
16 1 −0.0001 0.0006
10.5 0.8 −0.001 0.001




50 4 0.997 0.001
42 3 0.997 0.001
32 2 0.999 0.001
23 2 1.001 0.001
16 1 1.004 0.001
10.6 0.8 1.012 0.002




50 3 0.9999 0.0001
41 3 0.9999 0.0002
31 2 0.9999 0.0003
23 2 0.9997 0.0004
16 1 1.0000 0.0003
10.6 0.8 1.0025 0.0005




50 4 −0.0037 0.0006
42 3 −0.005 0.001
32 2 −0.006 0.002
23 2 −0.008 0.001
16 1 −0.0096 0.0009
10.7 0.8 −0.028 0.002
m Err(m) r realm,1 Err(r
real
m,1)
1 0 0.997 0.001
2 0 0.994 0.002
3 0 0.993 0.003
〈Nγ 〉 Err〈Nγ 〉 〈Nch〉 Err〈Nch〉
57 7 44 3
45 6 39 2
32 4 32 2
22 3 24 1
15 2 17.6 0.6
10 1 11.9 0.4
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