The recently proposed Chebyshev-like lifting map for the zeros of a univariate polynomial was motivated by its applications to splitting a univariate polynomial p(x) numerically into factors, which is a major step of some most e ective algorithms for approximating polynomial zeros. We complement the Chebyshev-like lifting process by a descending process, decrease the estimated computational cost of performing the algorithm, demonstrate its correlation to Grae e's lifting/descending process and generalize lifting from Grae e's and Chebyshev-like maps to any xed rational map of the zeros of the input polynomial.
1 Introduction and background. (1.1) that is , transforms p(x) into the polynomialp(z) =p n Q j=1 (x ? z 2 j ). The transformation is simple (it essentially amounts to polynomial multiplication and costs O(n log n) operations) and is used in various algorithms for polynomial root nding. Hereafter, we will write "ops" as abbreviation for "arithmetic operation".
In BP96] this map was extended to the transformation of p(x) into the polynomial p n Q j (x?(z j +z ?1 j )=2) with the zeros (z j +z ?1 j )=2, and some applications were shown to splitting p(x) numerically into factors, which is the basic step of some of the most e cient known polynomial root nders P95], P96]. In BP96], this transformation was called Chebyshev-like lifting and the estimate O(n log 2 n) ops was shown for performing it.
In this paper we observe show that the actual cost is O(n log n) (cf. sections 2 and 3), complement Chebyshev-like lifting map by the descending map (section 2), demonstrate correlation between Chebyshev-like and Grae e's maps (section 3), and generalize Grae e's and Chebychev-like maps to computing a polynomial p(x) = p n Q n j=1 (x ? r(z j )) for any xed rational function r(z) (section 4).
2 Chebyshev-like lifting/descending steps. + 1) ), i = 0; : : : ; n. 3. Recover the coe cients ofp(x) by interpolating to the n-th degree polynomial having the values of i at the points cos( i=(n + 1)), i = 0; : : : ; n. Correctness of this algorithm immediately follows from the observations thatp(x) is a polynomial of a degree at most n and that the values of p(z)p(z ?1 ) at the (2n + 2)-nd roots of 1 coincide with the values of the polynomialp(x) at the points x i = ( i + ?1 )=2 = cos( i=(n + 1)), i = 0; : : : ; n. Algorithm 2.1 belongs to the class of the evaluation-interpolation algorithms (cf. BP94], ch. 1). It requires O(n log n), n + 1, and O(n log n) ops at its stages 1, 2, and 3, respectively.
Stage 1 is handled by FFT, and the known algorithms of CHQZ87], For95], and P98] for Chebyshev-like interpolation in O(n log n) ops can be used at stage 3; BP96] relied on the pessimistric cost bound, O(n log 2 n), and extended it to the Chebyshev-like lifting algorithm. Now, with the re nement of the Chebyshev interpolation cost, the estimated overall cost of Chebyshev-like lifting immediatley goes down to O(n log n), versus the one claimed in BP96]:
Proposition 2.1 O(n log n) ops su ce to perform Chebyshev-like lifting algorithm 2.1.
Recursive application of algorithm 2.1 enables us to isolate from each other two groups of the zeros of a polynomial. In the next section, we will describe an alternative algorithm supporting proposition 2.1. Namely, such an application moves towards 1 the zeros of p(x) having positive real parts and moves towards {1 the zeros of p(x) having negative real parts. When the isolation is achieved, we may apply the known splitting algorithms of C96] or Sc82], in order to split the resulting polynomial into two factors whose zeros are separated by the imaginary coordinate line L.
Our next goal is the descending from such splitting to splitting the original polynomial p(z) over the line L. To simplify the notation, let us assume that already the polynomialp(x) has been split into two factors,
3) where all the zeros ofF (x) respectively,Ĝ(x)] have positive (respectively, negative) real parts. Then we will split p(z) into two factors as follows: Algorithm 2.2, Chebyshev-like descending.
Input. Polynomials p(z) of (1.1),F(x) andĜ(x)of (2.3), of degrees n, k, and n ? k, respectively.
Output. 3 Correlation between Chebyshev-like and Grae e's processes.
Chebyshev-like lifting is quite similar to Grae e's process: p 0 (x) = p(x)=p n ; p i+1 (x) = (?1) n p i ( p x)p i (? p x); i = 0; 1; : : : : (3.1) (Actually, "Grae e's process" was rst discovered by Dandelin and soon thereafter independently by Lobachevsky.) Let us formalize this similarity. Recall that the i-th step of (3.1) squares the zeros of p i (x), that is, reducing them to scaling, shifts and inversion of the variable. For the respective transformations of a xed polynomial p(z), (implied by scaling, shift and inversion of the variable), we need O(n); O(n log n) (cf. e. g. BP94], page 15), and 0 ops, respectively (the inversion of the variable amounts to reversion of the order of the polynomial coe cients). Squaring of the polynomial zeros is supported by (3.1), at the cost of O(n log n) ops. This enables us to perform a single step (2.2) in O(n log n) ops, which is an alternative derivation of proposition 2.1.
prime polynomials, (z) is monic, so that r(z) is a polynomial if and only if (z) = 1. We will specify two expressions forp(x) =p r (x) via p(x) and r(x):
p ( 3) An alternative algorithm relies on (4.2). We rst compute the matrix r(F p ) (which belongs to the matrix algebra A p generated by the matrix F p ) and then compute its characteristic polynomial,p(x) of (4.2). An addition, a subtraction and a multiplication in A p require O(n log n) ops, the inversion of a matrix in A p takes O(n log 2 n) ops C96]. Therefore, the computation of the matrix r(F p ) involves O((d+ log n)n log n) ops, for d of (4.3), where = 0 if (x) = 1, (x) = 1 otherwise.
Since every matrix of A p has a displacement rank at most 2 C96], the evaluation of the characteristic polynomial of such a matrix takes O(n 2 log n) ops (cf. P92] or BP94], pages 189{190). In particular, this cost estimate applies to the matrix r(F p ) 2 A p , so that O((n + d)n log n) ops su ce for computing the coe cients of p(x) based on (4.2).
If the next objective is the splitting of the polynomialp(x) into the product of two factors by means of algorithm 4.1 of BP96] or an algorithm of C96], then it is su cient to use the implicit representation ofp(x) by the matrix r(F p ), which can be computed at the smaller cost of O((d + log n)n log n).
The descending process, from the factors ofp(x) to the factors of p(z), is more involved in the case of the general rational function r(x). If, however, d is small relative to n and if all the n zeros x j = r(z j ) ofp(x) have been approximated, we may recover the approximation to z j for a xed j among the d candidates z (i) j ; i = 1; : : : ; d.
To achieve this, we may solve in z j the polynomial equation (z j )x j = (z j ) for each j = 1; : : : ; n, then compute p(z (i) j ) for all i and j, and nally select the n zeros of p(z). The computation of the values p(z (i) j ) requires a high precision in the case where some other zeros of p(z) lie near z (i) j .
