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Stage due date planning for multistage assembly systems
D. P. SONGy, C. F. EARLz* and C. HICKSy
Coordinating due dates of operations throughout all stages of manufacturing and
assembly is a problem especially for complex product structures with uncertain-
ties in process times. A recursive procedure is described to estimate distributions
of completion times for each operation. Stage due dates are then calculated to
meet speci® ed service targets. Compared with plans from existing heuristic
methods, there are considerable improvements in meeting service targets and
reducing costs. Simulations demonstrate that the method is eŒective for complex
assemblies produced in low volumes by capital goods companies.
1. Introduction
Complex products manufactured and assembled to a customer’ s speci® cation
present special problems for planners. Because the product is customized, operation
times are not always known accurately. These uncertainties compound one another
through the stages of production. An assembly operation cannot be started until all
(or most) of its subassemblies and components are ready. For example, a turbine-
generator has components with long sequences of manufacturing processes, such as
blades, followed by major assemblies such as rotors, casings and bearings. The ® nal
product is assembled and tested before delivery to site.
Product due dates specify a delivery time that needs to be met with a high
probability (Hendry and Kingsman 1989, Wein 1991). To do this due dates are set
for each stage of production (Donovan 1992). These stage due dates make up a plan,
which is followed by production managers and shop ¯ oor controllers. Although due
dates will not always be met, there should be a high probability that they can be
achieved. This probability is the service target. If production managers and control-
lers ® nd that stage due dates are not being met or are straining available resources,
then current (and future) plans will cease to be credible.
This paper describes a recursive method to set stage due dates to meet speci® ed
service targets. It is eŒective for multistage assemblies with uncertain manufacturing
and assembly process times. The method does not minimize costs (i.e. inventory
holding costs and product lateness costs), although examples indicate a signi® cant
reduction in costs when compared with existing methods.
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2. Background
Several existing methods of due date planning are outlined brie¯ y and their
application to diŒerent types of product reviewed. Cheng and Gupta (1989) surveyed
the literature on due date setting in job shops, distinguishing heuristic and analytic
methods. Heuristic methods express due date as a linear combination of variables
such as the total work content, i.e. total processing time for the job (TWK); work
content with slack (SLK); number of operations (NOP); processing time and current
queue length (JIQ); processing time, job waiting time and number of jobs in the
system (JIS). Examples include Conwey et al. (1967), Eilon and Chowdhury (1976),
Weeks (1979), Baker and Bertrand (1981), Ragatz and Mabert (1984) and Gee and
Smith (1993). In particular, if due date is expressed as k1 ¢ X ‡ k2, where X is total
processing time and k1; k2 are parameters, then k2 ˆ 0 gives the total work content
(TWK) heuristic and k1 ˆ 1 gives the work content with slack (SLK) heuristic. The
coe cients in the expression for due date are determined by repeated simulations to
meet objectives such as attaining service targets or minimizing costs (e.g. the sum of
inventory holding costs and product lateness costs).
Analytic methods apply queuing theory to compute distributions of product
lead-time, and optimization techniques to set due dates to meet a range of objectives.
These include attaining service targets or minimizing expected costs. Among the
methods that use service targets are Bookbinder and Noor (1985) and Wein
(1991), whilst Shanthikumar and Sumita (1988), Seidmann and Smith (1981) and
Philipoom et al. (1997) minimize costs. Research by Lawrence (1995) combines
heuristic and analytic techniques to estimate completion time distributions.
Soroush (1999) determines due dates and job sequences simultaneously in minimiz-
ing costs. Setting due dates in job shops deals with a sequence of jobs rather than the
coordination of assembly operations for a single product. Therefore these analytical
methods are not directly applicable to assembly systems.
For assembly shops, various authors including Fry et al. (1989) and Roman and
Valle (1996) apply heuristics with total work on the critical path as a variable
(denoted TWKCP). The critical path is on the network of activities in the manu-
facture and assembly of a product. Because mean process times are used to identify
the critical path, the work along the critical path does not always dominate product
lead-time if variances on processing times away from the critical path are large. An
example is given in Section 6 here. Other heuristic methods include expressing prod-
uct due date as a linear function of both processing time along the critical path and
the number of jobs queuing at all operations (Smith et al. 1995). These heuristic
methods set ® nal product due dates.
Analytic methods for assembly shops generally determine planned lead-times by
minimizing costs. Yano (1987) determines exact expressions for lead-time distribu-
tions for stochastic two-stage serial production. Gong et al. (1994) reduced a serial
system to an inventory model. Extending exact methods to multistage systems entails
both combining random variables by maximum and convolution operations at each
stage as well as minimizing costs. Approximate expressions for two-stage assembly
are developed by Song et al. (1999). Their application to multistage systems is a key
feature of the method described here.
Stage due date planning is an important element of Materials Requirements
Planning (MRP) methods (Gelders and van Wassenhove 1981). For resource con-
strained systems, Park and Kim (1999) proposed a method for setting due dates.
However, they adopt a deterministic approach that neglects uncertainty. Ho and Lau
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(1995) reviewed how uncertainty in process times aŒects the execution of MRP plans
rather than their generation.
The present paper describes an analytic method to set stage due dates which
attain service targets. Approximations developed in Song et al. (1999) are applied
recursively stage by stage to yield approximate completion time distributions for all
stages. The method is evaluated by comparing it with extensions to existing heuristic
methods: (1) total work on critical path (TWKCP) and (2) work content with slack
on critical path (SLKCP). Simulations compare plans generated by the recursive and
these heuristic methods. The new recursive method yields shorter lead-times, lower
costs and attains service targets more precisely.
3. Problem formulation
To describe the problem, consider a particular multistage assembly system (® gure
1). Components or raw materials are processed at lower stages (leaf nodes 5± 9) then
assembled at upper stages (nodes 2± 4). Final assembly into a ® nished product occurs
at the highest stage (root node 1). Processing times are stochastic and independent.
Each operation yields a component, subassembly or the ® nal assembly. A node in the
assembly system represents both an operation and the corresponding part resulting
from that operation.
Stage due date planning starts with service targets for each operation and deter-
mines due dates to achieve these targets. For the general problem, two assumptions
are made.
. Assumption 1: subassemblies of an assembly have the same due date.
. Assumption 2: earliest start time of an assembly operation is equal to the
common due dates of its subassemblies used in the operation.
Assumption 1 assures that subassemblies do not arrive unnecessarily early. There are
several reasons for assumption 2: (1) starting an assembly activity as soon as possible
may result in an earliness (holding) cost at later stages, which is usually more expen-
sive than that at earlier stages; (2) the resource scheduled to perform the assembly
activity may not be available before that time; and (3) not starting an assembly
activity until the common due dates of its subassemblies can reduce variability in
the overall production time although there may be waiting time before assembly
starts (if all subassemblies are completed before their (common) due dates).
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Figure 1. Multistage assembly system.
The problem has two inputs:
Xi random variable representing the processing/assembly time of part i,
pi service target for part i, i.e. the probability that part i is completed before its
due date,
and two outputs:
Si earliest processing start time of part i,
di due date for part i.
In ® gure 1, assumptions 1 and 2 give S1 ˆ d2 ˆ d3, S2 ˆ d4 ˆ d5, S3 ˆ d6 ˆ d7,
S4 ˆ d8 ˆ d9.
4. Recursive stage due date setting
The recursive procedure starts at the lower stages of the product structure and
progresses to the upper stages taking into account the cumulative and interacting
eŒects of uncertainties. On reaching ® nal product assembly all these eŒects have been
accounted for and the procedure moves down through the product structure setting
due dates. The model for this procedure is now described.
For a general assembly structure illustrated in ® gure 2, consider operation i and a
preceding operation k. Denote the operations in the branch with root i as Bi and the
immediate predecessors (the `children’ in the tree) of operation i as Ci. De® ne the
random variable Zi as lead-time to complete operation i from the start of operations
in the branch Bi. Let Fi be the cumulative distribution function for Zi. De® ne a lead-
time ti to complete operation i from start of operations in branch Bi consistent with a
service target pi for operation i:
Fi…ti† ˆ pi: …1†
De® ne a lead-time si to start operation i from start of operations in branch Bi by the
latest completion time of items needed for operation i:
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Figure 2. General product structure. A part i is the root of a branch Bi consisting of all
subparts which make up the part. The immediate predecessors of part i are denoted Ci:
children of part i. Part k belongs to Ci.
si ˆ max ftk; k 2 Cig: …2†
Assembly operations (at non-leaf nodes) have random variables:
Zi ˆ Xi ‡ max fsi; fZk ‡ si tk; k 2 Cigg: …3†
Expression (3) is the essence of the method. Note it is an expression in
random variables and taking a maximum requires comparing variables with
respect to a common reference time or s`tart time’ . Applying expression (3)
recursively gives completion time distributions for all assembly operations.
When the procedure reaches the top of the product structure, the completion
time distribution of the ® nal product is determined relative to a s`tart time’ for
the whole process.
The initial conditions for component manufacture (at leaf nodes l) are:
Zl ˆ Xl: …4†
Equations (1± 4) establish a procedure for working up the assembly tree starting from
component manufacture, determining lead-times ti to complete each operation. To
calculate due dates di for operations i, the procedure works down the tree from the
root node (representing assembly of the ® nal product). The initial condition is that
the due date for the ® nal product (at root node r) is:
dr ˆ tr: …5†
This makes the assumption that the time of starting the ® rst operation is zero. For all
other operations, due dates are speci® ed recursively by:
dk ˆ di ti ‡ si; k 2 Ci: …6†
Finally start times Si are set for each assembly operation (at non leaf nodes i):
Si ˆ si ‡ di ti …7†
and for component manufacture (at leaf nodes l):
Sl ˆ dl tl: …8†
Owing to the cumulative and interacting in¯ uences of uncertainty (which are encap-
sulated in expression 3), it is di cult to express the lead-time distribution exactly,
particularly at later assembly stages. As an alternative, approximations to Zi (Song
et al. 1999) are used in the recursive expression (3). An outline of the approximation
is described below. First, the exact expression for combining distributions at two
stages is given and, second, one of the approximations used in Song et al. (1999) is
described.
Let Yi ˆ maxfsi; fZk ‡ si tk; k 2 Cigg and mi be the minimum processing time
for operation i. The cumulative distribution function Fi…t† of Zi is a truncated (to
re¯ ect minimum processing times and start time constraints) convolution of Xi and
Yi:
Fi…t† ˆ
0; t < si ‡mi
FXi…mi†FYi…t mi† ‡
…t si
mi
d
dx
‰FXi…x†ŠFYi…t x† dx t ¶ si ‡mi
8<: …9†
The Normal approximation uses the moments ·Xi; ·Yi (the means of Xi and Yi) and
¼2Xi ; ¼
2
Yi
…the variances of Xi and Yi† to give
1947Stage due date planning for multistage assembly systems
Zi º N…·Xi ‡ ·Yi ; ¼2Xi ‡ ¼2Yi† …10†
with suitable truncation to represent the conditions that these are minimum opera-
tion times and that an operation does not start before the due dates of its
subassemblies. Song et al. (1999) validate this approximation by comparing results
with numerical computation of the exact expression (9). The Normal approximation
uses two moments (mean and variance). With four moments (mean, variance, skew
and kurtosis) a Pearson approximation can be derived (Song et al. 1999) in a similar
way. Although more complex to obtain, it can accommodate diŒerent distributions
of operation times in the same product structure.
The method for setting stage due dates is applicable to complex product struc-
tures because it is recursive and relies on a straightforward, moment based approx-
imation of the distributions of subassembly completion times. Further, the
complexity of the computations is linear with respect to the number of manufactur-
ing and assembly operations in the assembly system.
5. Existing heuristic methods and extensions
As discussed in Section 2, TWKCP (total work on the critical path) and
SLKCP (total work with slack on the critical path) are typical heuristic methods
to estimate the product due dates for assemblies (Fry et al. 1989, Smith et al.
1995, Roman and Valle 1996). Straightforward extensions can be applied to set
stage due dates.
A `critical’ path in an assembly is a sequence of operations from a component to
the ® nal product, along which the total work (sum of mean processing times) is the
longest. Let Wi represent total work on the critical path up to completion of opera-
tion i. Stage due dates di, can either include an allowance proportional to total work
(the TWKCP method):
di ˆ k ¢Wi …11†
or a slack (the SLKCP method)
di ˆ Wi ‡ k: …12†
The extension to the TWKCP and SLKCP methods is illustrated by the example in
® gure 1. With a critical path: (9, 4, 2, 1) the TWKCP method yields:
d9 ˆ S4 ˆ S9 ‡ k ¢ ·X9; d4 ˆ S2 ˆ S4 ‡ k ¢ ·X4; d2 ˆ S1 ˆ S2 ‡ k ¢ ·X2;
d1 ˆ S1 ‡ k ¢ ·X1;
where ·Xi is the mean processing time. By coordinating the subassembly due dates at
each assembly stage, other stage due dates and component supply times can be
determined as:
S8 ˆ d9 k ¢ ·X8; S5 ˆ d4 k ¢ ·X5; S3 ˆ d6 ˆ d2 k ¢ ·X3; S6 ˆ d6 k ¢ ·X6;
S7 ˆ d6 k ¢ ·X7:
Similarly, if the SLKCP method is applied, then the stage due dates are:
d9 ˆ S4 ˆ S9 ‡ k ‡ ·X9; d4 ˆ S2 ˆ S4 ‡ k‡ ·X4; d2 ˆ S1 ˆ S2 ‡ k ‡ ·X2;
d1 ˆ S0 ˆ S1 ‡ k ‡ ·X1; S8 ˆ d9 k ·X8; S5 ˆ d4 k ·X5;
S3 ˆ d6 ˆ d2 k ·X3; S6 ˆ d6 k ·X6; S7 ˆ d6 k ·X7:
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The results of the TWKCP and SLKCP methods depend on the parameter k, which
is selected by simulation. Because one parameter is used, common to all stages, the
plan is not expected to attain all service targets. This is demonstrated by the simula-
tion examples in the next section. If diŒerent parameters are chosen for each stage,
then the problem is equivalent to setting appropriate Si and di at each stage.
However, this is di cult to do because the constraints in¯ uence one another
across all stages. This leads to an overwhelming simulation requirement to determine
the constants.
6. Simulation
Two methods of creating stage due date plans have been outlined. The ® rst is a
new recursive method that uses approximations for completion time distributions.
The second is a heuristic method, based upon the work content on the critical path.
These heuristic methods are well established. If the new planning method is to be
practically useful, it is necessary to show that it produces improved plans. Two
examples are presented. The ® rst simulates the execution of plans produced by
recursive and heuristic methods for the example in ® gure 1. The second simulates
an industrial example that forms part of the assembly structure of a steam turbine.
To compare the performance of the plans, three measures are employed:
. Deviation from service targets at stages.
. Total lead-time to ® nal product from start of manufacture.
. Total cost de® ned as expected sum of work in progress holding costs (at each
stage) and product earliness/tardiness costs (at ® nal stage).
For the TWKCP and SLKCP methods, the parameter k is ® rst selected by simula-
tion such that the ® nal product due date achieves its service target. The holding cost
coe cient (for both work-in-progress and product) and the tardiness penalty are set
at values of 1.0 and 2.0 per unit time, respectively.
Example 1: The processing time of part i follows a Normal distribution with mean
·i and standard deviation ¼i…i ˆ 1; 2; . . . ; 9). Let ·i ˆ 4 for i ˆ 1-4, ·5 ˆ 2, ·6 ˆ 2,
·7 ˆ 4, ·8 ˆ 1, ·9 ˆ 2. Two cases are investigated. Case (a): ¼i ˆ 0:6 ·i for i ˆ 1, 3
and 7; ¼i ˆ 0:2 ·i for i 6ˆ 1, 3 and 7. That is, there is a higher variance along the non-
critical path of operations (7,3,1). Case (b): ¼i ˆ 0:5 ·i for i ˆ 1, 2, 4 and 9;
¼i ˆ 0:2 ·i, otherwise. That is, there is a higher variance along the critical path
than along other paths.
The processing start times fSig, stage due dates fdig, expected total lead-time and
expected total cost for cases (a) and (b) are given in table 1a and b respectively. For
the planned due dates, the actual service level achieved in simulation for each part i
(still denoted by fpig) is also given. The simulation replicates plans 10 000 times. The
k used in the heuristic methods is determined by simulation to give a ® nal product
due date service level p1 ˆ 0:9.
The example shows that: (1) The SLKCP and TWKCP methods do not
achieve the service targets at all stages simultaneously. When the product service
target (90% ) is achieved, the lower stage service targets may be overachieved
( . 90% ). (2) The plan produced by the recursive method achieves all the service
targets very closely. (3) The recursive method yields shorter lead-times and lower
costs than SLKCP or TWKCP methods. (4) In case (a), the total lead-time (to
maintain 90% service level for the product) is dominated by this non-critical path
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because of large variance on the non-critical path (7, 3, 1). This is why S7 < S9
under the recursive method. Note the considerable relative cost saving in
executing the plan generated by the recursive method. This is largely because
of savings in holding costs. (5) In case (b), the critical path has large variances
and the lead-times from the three methods are relatively close since the critical
path dominates plan performance. However, the recursive method achieves sig-
ni® cantly lower cost. The recursive method performs most eŒectively with respect
to TWKCP and SLKCP heuristic methods when there is high variance on non-
critical paths.
Other distributions of operation times such as exponential and gamma distribu-
tions have also been tested. Similar results were obtained.
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(a)
Part SLCK, k ˆ 3:22 TWKCP, k ˆ 1:806 Recursive
i Si di pi Si di pi Si di pi
9 0.00 5.22 1.000 0.00 3.61 1.000 1.65 4.17 0.900
8 1.00 5.22 1.000 1.81 3.61 1.000 2.91 4.17 0.900
7 5.22 12.44 0.911 3.61 10.84 0.911 0.00 7.08 0.899
6 7.22 12.44 1.000 7.22 10.84 1.000 4.56 7.08 0.891
5 7.22 12.44 1.000 7.22 10.84 1.000 6.70 9.21 0.897
4 5.22 12.44 1.000 3.61 10.84 1.000 4.17 9.21 0.896
3 12.44 19.66 0.900 10.84 18.06 0.900 7.08 14.30 0.897
2 12.44 19.66 1.000 10.84 18.06 1.000 9.21 14.30 0.897
1 19.66 26.88 0.900 18.06 25.28 0.900 14.30 21.54 0.898
Lead-time 26.88 25.28 21.54
Cost 29.48 22.26 14.13
(b)
Part SLCK, k ˆ 2:69 TWKCP, k ˆ 1:673 Recursive
i Si di pi Si di pi Si di pi
9 0.00 4.69 0.996 0.00 3.35 0.912 0.00 3.28 0.900
8 1.00 4.69 1.000 1.67 3.35 1.000 2.03 3.28 0.900
7 4.69 11.38 0.999 3.35 10.04 0.999 6.45 11.48 0.899
6 6.69 11.38 1.000 6.69 10.04 0.999 8.96 11.48 0.891
5 6.69 11.38 1.000 6.69 10.04 0.999 7.37 9.88 0.897
4 4.69 11.38 0.910 3.35 10.04 0.905 3.28 9.88 0.896
3 11.38 18.07 0.999 10.04 16.73 0.999 11.48 16.56 0.898
2 11.38 18.07 0.900 10.04 16.73 0.900 9.88 16.56 0.897
1 18.07 24.76 0.900 16.73 23.42 0.900 16.56 23.28 0.896
Lead-time 24.76 23.42 23.28
Cost 24.60 18.61 13.26
Table 1. Comparison of SLKCP (total work content with slack on critical path), TWKCP
(total work content on critical path) and recursive methods of stage due date planning for
the assembly system in ® gure 1. Service targets at each stage are set at 90% . Start times
(Si† and stage due dates (di) are calculated. Simulation gives the due date service levels (pi)
achieved. (a) Describes a case with high variance on a subcritical path; (b) describes a case
with high variance on the critical path.
Example 2: An industrial product structure from a capital goods company manu-
facturing steam turbines (Hicks 1998) is considered in this example (® gure 3). This
represents a subassembly of a large product. Assume that the processing time of part
i follows a Normal distribution with mean ·i and SD ¼i…i ˆ 1; 2; . . . ; 13). Mean
process times are speci® ed in days as ·1 ˆ ·2 ˆ ·3 ˆ 28, ·4 ˆ 14, ·5 ˆ 10, ·6 ˆ 7,
·7 ˆ 6, ·8 ˆ 5, ·9 ˆ 4, ·10 ˆ ·11 ˆ ·13 ˆ 2, ·12 ˆ 3. Let ¼i ˆ 0:2 ·i for i ˆ 4, 6, 9,
10 and 13; ¼i ˆ 0:5 ·i for i ˆ 1, 2, 3 and 5; ¼i ˆ 0:6 ·i for i ˆ 8 and 12. Start times,
due dates and service levels achieved for each part are listed in table 2. The total
number of sample processes used in the simulation is again 10 000.
Note that di Si is the planned processing time for part i. Relevant resources will
be scheduled to process part i in the period (Si; di). If this period is too long, it may
result in increasing the holding time for the job, reducing the utilization of the
resources and possibly postponing other jobs.
The examples show that: (1) the recursive method achieves the service targets
closely; (2) the recursive method has shorter lead-times and lower earliness and
tardiness cost than heuristic (TWKCP and SLKCP) methods in each example; (3)
the heuristic methods do not meet the service target constraints simultaneously; and
(4) the recursive method does not depend on simulation, but the heuristic methods
rely on simulation to determine the constants.
The TWKCP and SLKCP methods are based on mean process times. However,
large variances in process times on non-critical paths (example 1a), mean that esti-
mation of product due date based on the critical path is not accurate. One way
partially to solve this problem is to estimate the lead-time using both the means
and the variances of the processing times. A modi® cation of the TWKCP method
that uses the sum of the mean and SD of the processing time at each operation has
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Figure 3. Product structure from a capital goods company (Hicks 1998).
been implemented. Simulation results show that although this modi® cation improves
on the performance of TWKCP and SLKCP plans it does not achieve the perform-
ance of the recursive method.
The service targets set for producing plans depend on speci® c context and assess-
ment of risks. Service targets may be set to meet cost criteria. First, since stage due
dates that are set to minimize the mean absolute lateness cost for every stage occur at
the median of the distribution (Lawrence 1995) a service target of pi ˆ 50% at each
operation achieves the desired cost performance. Second if the aim is to minimize the
total of earliness cost and tardiness cost then Song et al. (1999) show that, with c‡i
and ci as the earliness and tardiness penalty costs per unit time for stage i, the
minimum total cost occurs when the service target pi ˆ ci =…c‡i ‡ ci ) is used in
generating the stage due date plan.
7. Conclusions
Given service targets to complete each operation in a multistage assembly system,
this paper has developed a recursive method to set due dates as tightly as possible.
Simulation examples verify the eŒectiveness of this method. Although the recursive
method requires knowledge of the entire process time distribution for each opera-
tion, it meets service targets exactly. Two existing heuristic methods are extended to
set stage due dates and are compared with the recursive method. The results show
that the recursive method yields a substantially better plan, in terms of lead-times,
costs and service level achievement, especially when non-critical paths have high
variances.
The recursive method can be used to plan stage due dates in multistage assembly
systems when the ® nal product due date is given. This is perhaps the most common
application. If a product due date has been set then a time-shift matches calculated
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SLKCP, k ˆ 19:26 TWKCP, k ˆ 1:687 Recursive
Part
i Si di pi Si di pi Si di pi
13 0.00 21.26 1.000 0.00 3.37 1.000 0.00 2.51 0.902
12 28.26 50.52 1.000 15.18 20.24 0.876 3.53 8.84 0.900
11 24.26 45.52 1.000 8.44 11.81 0.912 3.22 6.50 0.895
10 24.26 45.52 1.000 8.44 11.81 1.000 3.99 6.50 0.898
9 21.26 44.52 1.000 3.37 10.12 1.000 2.51 7.55 0.900
8 50.52 74.78 1.000 20.24 28.68 0.863 8.84 17.69 0.892
7 45.52 70.78 1.000 11.81 21.93 0.907 6.50 16.37 0.889
6 44.52 70.78 1.000 10.12 21.93 1.000 7.55 16.37 0.890
5 74.78 104.04 1.000 28.68 45.55 0.904 17.69 34.19 0.895
4 70.78 104.04 1.000 21.93 45.55 0.999 16.37 34.19 0.894
3 104.04 151.30 0.915 45.55 92.79 0.911 34.19 80.30 0.893
2 151.30 198.56 0.913 92.79 140.02 0.912 80.30 126.98 0.901
1 198.56 245.82 0.900 140.02 187.26 0.899 126.98 173.67 0.892
Lead-time 245.82 187.26 173.67
Cost 251.65 97.19 83.21
Table 2. Comparison of SLKCP (total work content with slack on critical path), TWKCP
(total work content on critical path) and recursive methods of stage due date planning for
the industrial assembly system in ® gure 3. Service targets at each stage are set at 90% .
Start times …Si† and stage due to dates …di† are calculated by three methods. Simulation
gives due date service levels …pi† achieved.
and required product due dates. Shifting all calculated stage due dates by the same
amount yields the plan.
When generating plans for manufacturing and assembling complex one-of-a-kind
products to meet customers’ speci® cations, a major factor is the inherent uncertainty
in operation times. The depth and breadth of the product structure magnify the
eŒect of these uncertainties. The recursive method is shown to be eŒective for
these conditions.
A possible shortcoming is that distributions of processing times are required. In
the case of Engineer to Order this can be di cult because of the inherent uniqueness
of product, assembly and components. However, in many such industries, and cer-
tainly for the case of steam turbines studied here, there are signi® cant similarities
between the products. Historical data can therefore be used to provide process time
distributions. These distributions represent a planner’ s knowledge of manufacture
and assembly and incorporate the variety within the similar operations of the type
considered. The distribution will not represent the exact distribution of the particular
operation.
Further, since the computational requirements increase linearly with the number
of manufacturing and assembly operations, the method is appropriate for large
assembly systems as well as for replanning as conditions change. For low volume,
customized production, planning a new product is constrained by a small number of
products currently being manufactured. The ways that the recursive method can be
extended to generate stage due date plans for these new products is currently under
investigation.
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