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Micro Aerial Vehicles (MAVs) have seen a dramatic growth in the consumer market because of their ability to
provide new vantage points for aerial photography and videography. However, there is little consideration for
physical interaction with the environment surrounding them. Onboard manipulators are absent, and onboard
perception, if existent, is used to avoid obstacles and maintain a minimum distance from them. There are
many applications, however, which would benefit greatly from aerial manipulation or flight in close proximity
to structures. This work is focused on facilitating these types of close interactions between quadrotors and
surrounding objects. We first explore high-speed grasping, enabling a quadrotor to quickly grasp an object
while moving at a high relative velocity. Next, we discuss planning and control strategies, empowering a
quadrotor to perch on vertical surfaces using a downward-facing gripper. Then, we demonstrate that such
interactions can be achieved using only onboard sensors by incorporating vision-based control and vision-
based planning. In particular, we show how a quadrotor can use a single camera and an Inertial Measurement
Unit (IMU) to perch on a cylinder. Finally, we generalize our approach to consider objects in motion, and we
present relative pose estimation and planning, enabling tracking of a moving sphere using only an onboard
camera and IMU.
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ABSTRACT
GRASPING, PERCHING, AND VISUAL SERVOING FOR MICRO AERIAL VEHICLES
Justin R. Thomas
Vijay Kumar
Micro Aerial Vehicles (MAVs) have seen a dramatic growth in the consumer market
because of their ability to provide new vantage points for aerial photography and videog-
raphy. However, there is little consideration for physical interaction with the environment
surrounding them. Onboard manipulators are absent, and onboard perception, if existent,
is used to avoid obstacles and maintain a minimum distance from them. There are many
applications, however, which would benefit greatly from aerial manipulation or flight in close
proximity to structures. This work is focused on facilitating these types of close interactions
between quadrotors and surrounding objects. We first explore high-speed grasping, enabling
a quadrotor to quickly grasp an object while moving at a high relative velocity. Next, we
discuss planning and control strategies, empowering a quadrotor to perch on vertical sur-
faces using a downward-facing gripper. Then, we demonstrate that such interactions can be
achieved using only onboard sensors by incorporating vision-based control and vision-based
planning. In particular, we show how a quadrotor can use a single camera and an Inertial
Measurement Unit (IMU) to perch on a cylinder. Finally, we generalize our approach to
consider objects in motion, and we present relative pose estimation and planning, enabling
tracking of a moving sphere using only an onboard camera and IMU.
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Chapter 1
Introduction
The capabilities of Micro Aerial Vehicles (MAVs) are rapidly expanding to include surveil-
lance [89], construction [71], manipulation of slung loads [118], collaborative transporta-
tion [90, 117], and mapping of unknown environments [110, 138]. However, aerial vehicles
currently lack the ability to physically interact with their surroundings in real-world scenar-
ios. Indeed, the ability to maneuver precisely relative to specific targets and to interact with
the environment (i.e., aerial manipulation) would create many opportunities for MAVs and
could have significant benefits to society. For example, precise relative positioning would
allow for close inspections of bridges, cell towers, rooftops, or water towers. Aerial manipu-
lation could be useful for precision farming, construction, repairing structures, transporting
objects, automated recharging, automated battery replacement, environmental sampling, or
perching to turn off motors and reduce power consumption. This relative positioning would
also be necessary for cooperative behavior using swarms for tasks such as cooperative aerial
manipulation or maintaining formations of diverse, heterogeneous teams.
The prevalence of commercially-available MAVs is rising quickly, but platforms are cur-
rently limited to observation only. Indeed, there are many manufacturers producing aerial
robots equipped with cameras, however, none are able to physically interact with objects
(e.g., grasp, manipulate, perch, etc.). Even more limiting is the fact that most are not able
to maneuver relative to specific objects without using relative GPS coordinates since the
1
relative pose between an object and the robot is rarely a given in real-world scenarios. The
fundamental limitations of this are numerous. First, it is assumed that the GPS position
of the target is known. In practice, this typically means that the target must have a GPS
receiver and be in communication with the robot, which is certainly not ideal for low-cost
payloads, inspections, or already inaccessible targets. It also requires that GPS is available,
which is not the case in indoor structures such as buildings or covered stadiums, and that
the signal is reliable, which is not a given in the proximity of large vertical obstacles such as
tall buildings or structures. Secondly, the distance between objects must be kept sufficiently
large to prevent collisions resulting from pose estimate errors, which can be on the order of
meters. Therefore, GPS alone is not sufficient for object retrieval, especially for commercial
applications. Finally, GPS does not provide obstacle avoidance, as it can only determine
an absolute position, not observations of the surroundings. Thus, there is a need for solu-
tions empowering aerial robots to interact, manipulate, and closely track specific objects of
interest.
In this dissertation, we take several strides toward the end goal of comprehensive aerial
manipulation. First, we discuss preliminaries of aerial vehicles in Chapter 2, including
dynamic models, control, and our notation. In Chapter 3, we present a quadrotor equipped
with an actuated onboard manipulator, and we explain how to plan trajectories for the
coupled system and how to compensate for the dynamics of the gripper to enable high-
speed grasping. Next, in Chapter 4, we demonstrate perching on vertical surfaces using a
downward-facing gripper, enabling a robot to save energy or maintain a precise position using
an applicible real-world gripper that could also be used to transport payloads. Then, we take
a leap toward applications in unstructured environments by leveraging vision-based control
and planning to enable perching on cylindrical objects such as tree branches, telephone poles,
and railings (Chapter 5). Finally, we extend the objects available for vison-based relative
control to include spheres, and we consider a moving target in Chapter 6.
2
1.1 Vehicle Choice
There are many possible choices of aerial vehicles, each with their own set of pros and
cons [29]. Lighter-than-air (LTA) vehicles, such as blimps, often have the longest flight
time, but they must be very large to carry even a reasonable payload. Fixed wing vehicles
are more agile than LTA vehicles, and they can stay airborne for a decent amount of time.
However, they require forward flight and still have limited maneuverability. Rotorcraft are
appealing because they can hover in place and can carry a larger payload for the same
footprint as a fixed-wing vehicle. However, traditional designs of rotorcraft are mechanically
complex and cumbersome to maintain.
A specific class of rotorcraft consisting of four co-planar rotors is particularly appealing
because of their mechanical simplicity, agility, payload to footprint ratio, and their ability
to hover [91]. These vehicles are called quadrotors and will be the platform considered in
this work. Each rotor is directly attached to a motor, making the mechanical complexity
minimal as there are no linkages, swashplates, or gears. A sample illustration of a quadrotor
is provided in Figure 1.1. Further modeling of this vehicle will be discussed in Chapter 2.
M4 M3
M2M1
Figure 1.1: An illustration of a quadrotor. A quadrotor has four rotors, each of which generates a
force, Fi, and a moment, Mi. Adjacent rotors spin the opposite direction so that the net moment
about the vertical axis can be controlled by varying the relative speed of the pairs of rotors.
1.2 Grasping and Perching
There are many challenges associated with physically interacting with objects. The shape,
size, texture, and rigidity of an object are all properties that affect the success of a grasp,
and there there are many different designs of grippers intended to address these variations.
Dollar et al. demonstrated that approaches using underactuation can be quite effective [22–
3
24], especially when trying to cage an object. In these, flexible fingers can passively conform
to a wide range of object shapes. Grippers that can apply pulling contact forces are appealing
because they do not need to be large enough to cage the object. For example, directional
adhesives can be used to adhere to smooth surfaces [46, 47], and they can be controllably
released. These adhesives use the same underlying physics as the feet of a gecko, where many
tiny fibers are placed in shear, creating a larger contact area, and adhering to a surface using
van der Waals forces. Another possibility is the use of suction, which is appealing since it
can accommodate a wider range of surface curvatures and textures. For example, the work
in [62] uses an array of self-sealing suction cups to grasp a wide variety of objects. When a
cup is not engaged, it seals shut so that only one vacuum pump and line is needed for the
entire array.
1.2.1 Aerial Grasping
Achieving such grasping on aerial robotics introduces a significant constraint. That is, aerial
vehicles have a limited payload, requiring any onboard manipulators and actuators to be
sufficiently lightweight. Despite this restriction, a servo-driven claw was used on an aerial
vehicle to transport plastic beams for construction of cubic structures [71, 72]. Similarly,
Augugliaro et al. used a set of three servos in a gripper designed to transport building
blocks to construct a tower [3], and Mellinger et al. utilized a gripper with hooks to pierce
its targets, which enabled grasping of various objects [86]. A self-sealing suction cup gripper
was optimized to be carried on an aerial platform [63], also enabling grasping of various
objects. Stability during a grasp has also been considered [104, 105].
Despite variations in method and application, these grippers suffer from a common con-
straint; the vehicle must make an approach perpendicular to the plane of the target, and the
approach velocity must be nearly zero when grasping. The relative position constraint was
relaxed with a 2-DOF arm, but motions were still quasi-static [121]. Dynamic motions with
a slung load were considered in [119] and later extended to enable dynamic object retrieval
and deployment [122], but the gripper was a simple electromagnet and the relative position
was difficult to control precisely, as it was a slung load.
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Inspired by the dynamic grasping capabilities of birds of prey [124], we developed a
gripper with underactuated digits that could be used for high-speed grasping [131]. In par-
ticular, the gripper incorporates the same strategy as birds of prey to increase the duration
that the end effector has to grasp the object. That is, the gripper is located at the end
of an actuated, swinging arm that swings opposite the direction of motion, reducing the
relative velocity between the gripper and the target. The design was massive enough that
the inertia of the gripper needed to be considered in the dynamics and also compensated in
the control. Ultimately, the gripper enabled grasping objects while the robot was moving
at 3 m/s. Details of this work will be provided in Chapter 3.
Manipulation using multiple aerial robots has also been explored [34, 90] with extensions
considering planning and control [117]. Mutli-robot manipulation is appealing because it
allows for larger payloads than that of a single-robot. However, there is the added challenge
to ensure that robots are not competing against each other when carrying a rigid payload.
1.2.2 Perching
Perching using fixed wing vehicles was presented with a focus on control and planning [13]
as well as with a focus on the design of the gripper [66, 76]. Sequential controllers were
used to achieve perching on vertical surfaces using quadrotors, but the approach leveraged
iterative learing to determine the relative start position, and the robot required Velcro to
adhere to the perch location [87, 88]. We have also seen perching on smooth surfaces using
methods that leverage tunable adhesives, however, a gripper on the side of a quadrotor is
not ideal for the dual use of transporting payloads [56]. An MAV was able to perch on a
door using suction, rotate the handle using a pneumatic actuator, and propel the door open
using the onboard thrust [135]. Passively actuated mechanisms have been used to facilitate
perching of rotorcraft, but possible perch locations are limited by the size of the gripper,
which is limited by the payload capacity of the robot [5, 26, 27]. Additionally, these passive
mechanisms are either not capable or are not ideal for grasping objects for transport.
In this work, we use a centered, downward-facing, tunable adhesive, enabling a robot to
transport objects as well as perch on vertical surfaces [128, 132]. The proposed planning
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method ensures that the robot does not saturate actuators or sensors, and it enables perching
on smooth surfaces at various angles without requiring iterative learning methods. Details
are explored more thoroughly in Chapter 4.
1.3 Vision-based Methods
So far, all of the perching and grasping methods presented have assumed that the state
of the robot is known. This is certainly a crippling assumption, so we seek solutions that
enable the state to be estimated entirely using onboard sensors. Vision-based techniques are
particularly appealing because cameras provide rich data, are low-cost, and are lightweight.
Such approaches typically incorporate one or more cameras for autonomous navigation and
environment interaction, and tasks can be solved using either a single or multiple cooperating
vehicles. The camera sensor data can be used to navigate in the environment or to enable the
vehicle to interact with surrounding objects. In the first case, the vehicle is controlled with
respect to a fixed reference frame, generally identified with the robot’s starting position. In
the second case, the control problem should be approached so that the vehicle is controlled
relative to a specific object. For this reason, it is convenient to consider the fixed frame
coincident with the object frame.
1.3.1 Vision-based Navigation
There are a number of Simultaneous Localization and Mapping (SLAM) approaches for
MAVs. Successes have been achieved using monocular cameras and Inertial Measurement
Units (IMUs) [111, 138], stereo camera configurations [112, 134], and RGB-D sensor sys-
tems [92, 110]. In [110] and [92], a Kinect and the vehicle’s onboard sensors are used to
perform state estimation using an Extended Kalman Filter (EKF), while in [138], a similar
filter is used to combine monocular visual information with inertial sensor data to solve the
scale factor problem. However, these algorithms typically only work without limitation on
laptop or desktop computers. Further, RGB-D sensors generally have low quality cameras
and suffer when exposed to direct sunlight. The minimal sensor suite for autonomous lo-
calization consists of two inexpensive, lightweight, and widely available sensors: a single
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camera and an IMU [49, 55, 60, 81]. Theoretical observability analysis for aerial navigation
is shown in [138] and [111], however, most of these platforms are heavy (over 1 kg in mass).
Additionally, there is still a gap between the use of complex algorithms in the research field
and its use for everyday applications. This problem was solved for the first time in [74],
which presented the first fully autonomous quadrotor that was able to navigate using a Com-
mercial Off-The-Shelf (COTS) smartphone, a Samsung Galaxy S5. The planning, control,
estimation, and mapping tasks occurred in a single application embedded in the phone using
only 50% of the total CPU. The work was later extended to multiple vehicles in [75].
1.3.2 Visual Servoing
The vision-based navigation techniques discussed in the previous subsection do not provide
the ability to control the vehicle with respect to a specific object, and therefore, they are
not directly applicable to scenarios such as tracking or interacting with a target. Thus, it
is necessary to leverage different approaches. Specifically, we are concerned with the direct
control of a robot relative to a target object, not with the control of absolute position and
orientation. One approach to solve this problem is called visual servoing, which leverages
visual feedback to control a robot relative to a target object.
There is a foundational body of literature covering control for monocular visual servoing
applications, which discusses the differences between Position Based Visual Servoing (PBVS)
and Image Based Visual Servoing (IBVS) [6, 8, 50]. The key difference between these
approaches is that with PBVS, the relative pose of the robot is estimated based on the
image features, and the control law is expressed in the 3D Cartesian space. On the other
hand, with IBVS, the control law is computed based on errors of features observed in the
image [50]. Each has its benefits; for example, PBVS systems can use common filters in the
MAV literature for the pose estimate while IBVS is considered to be more robust to camera
calibration errors, making it appealing for low cost and low quality systems.
In the IBVS literature, most research analyzes and proves stability for first order, fully-
actuated systems. Interaction matrices for various geometric shapes as well as simulation
and experimental results are presented in [30]. Issues with singularities, local minima, ill-
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conditioned Jacobians, and comparisons between nominal and estimated Jacobians were
explored in [7]. Robustness to calibration errors was discussed and demonstrated in [123].
Gravity compensation of a robot arm was considered within a visual servoing framework
[61]. Stereo image based visual servoing was introduced in [59], relaxing the requirement
that the scale of the target was known, but losing the benefits of a simple monocular system.
If a velocity estimate is known, perhaps from visual odometry, active vision approaches (see,
for example, [116]) could also be used to estimate the scale of the target.
Applying such techniques to MAVs presents new difficulties. Specifically, there are two
key challenges with applying visual servoing techniques to aerial vehicles; first, the systems
are high-order systems, and secondly, the systems are typically underactuated. Higher order
considerations were proposed in [11] and [12], which argue for feed-forward control inputs
and present visual servoing as a “steering” problem. Second order systems were also explored
in [32] and [140]. Control of first and second order, fully-actuated systems was demonstrated
in [14] where navigation functions were used to guarantee occlusion-free trajectories. The
work was later extended in [15] to consider servoing of a dynamic system relative to a sphere.
Port-Hamiltonian methods were used to formulate a general IBVS approach [78], however
an improvement in accuracy over traditional IBVS approaches was not demonstrated. There
has also been some consideration of underactuated systems. For example, [42–44] and [51]
used a backstepping approach for control of an MAV, while [127, 129] used a geometric-based
control approach.
1.4 Roadmap
In the rest of this dissertation, we explore various aspects of grasping, perching, and visual
servoing. Additionally, we will consider interaction with several geometric shapes, specifi-
cally planes, cylinders, and spheres. We first present conventions, notation, and preliminaries
in Chapter 2.
Then, we explore the ability of an aerial robot to grasp objects while moving at high
speeds (Chapter 3). In this work, the shape of the object is abstracted as it is simply
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assumed that the object can be grasped. However, the dynamics of an actuated gripper are
considered and compensated to enable sufficiently accurate tracking of the end effector.
In Chapter 4, we explore interaction with smooth, flat surfaces (e.g., windows) regard-
less of their inclination. An appropriate gripper, its landing requirements, and a planning
strategy will be explored. The planning strategy will focus on enabling aggressive maneuvers
while satisfying the dynamic, sensor, and actuator constraints of the vehicle.
We incorporate vision in Chapter 5 and specifically consider cylindrical objects. A
monocular, vision-based geometric model is developed to determine a relative pose. Then,
we present a control law and prove stability, we propose a planning approach, and we
demonstrate successful perching from various initial conditions while using only onboard
sensing and computation.
Finally, we consider maneuvering relative to a sphere in Chapter 6, providing a formu-
lation for relative pose estimation and planning. The object is no longer assumed to be
stationary, and its motion is considered in the planning strategy. Additionally, the robot’s
dynamic, actuator, and sensor constraints, including the field of view, are considered in
planning.
We conclude in Chapter 7, summarizing our results and proposing avenues for continued
research.
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Chapter 2
Quadrotor Preliminaries
This chapter will describe preliminaries related to quadrotors such as the aerodynamic as-
sumptions, kinematics, dynamics, and control. We will also present conventions and nota-
tions which will be used throughout this dissertation.
2.1 Quadrotor Model
In this section, we will present our aerodynamic assumptions, the control inputs of our
system, and the dynamics of the robot.
2.1.1 Aerodynamics
The vehicle considered in this work is a quadrotor, a multirotor aerial vehicle having four
rotors as depicted in Figure 1.1. Each rotor can generate a thrust, Fi = kfω2i , proportional to
the square of ωi, the propeller speed [91]. Similarly, each rotor applies a momentMi = kmω2i
to the robot that opposes the direction of the propeller.
2.1.2 Control Inputs
The speed of the rotors, ωi, can be mapped uniquely to a simpler set of equivalent con-
trol inputs (as displayed in Figure 2.1 and outlined in [85]) using the following invertible
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Figure 2.1: The control inputs of a quadrotor can be considered to be a net force, f , and moments,
Mi, about each of the principal axes. This representation is related to Figure 1.1 through the
relationship given in (2.1).
relationship 
f
M1
M2
M3

=

kf kf kf kf
0 lkf 0 −lkf
−lkf 0 lkf 0
km −km km −km


ω21
ω22
ω23
ω24

(2.1)
where kf > 0 and km > 0 are the thrust and moment coefficients of the rotors, respec-
tively, and the distance between the motors and the center of mass is l. The net thrust is
f =
4∑
i=1
kfω
2
i and the moment about the i
th body frame axis is given by Mi. Using this
relationship, the system can be considered to have the control inputs pictured in Figure 2.1.
2.1.3 Dynamics
From Newton’s equations of motion, the translational dynamics of the vehicle are
mx¨ = fRe3 −mge3 (2.2)
where m ∈ R is the mass and x ∈ R3 is the position of the robot in the world frame, W.
The rotation from the robot’s frame (R) to the world frame (W) is given by R ∈ SO(3), g
is gravitational acceleration, and e3 is the third standard basis vector, e3 =
[
0 0 1
]T
.
The angular dynamics of the system are given by
IΩ˙ = M−Ω× IΩ (2.3)
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where I ∈ R3×3 is the inertia tensor aligned with R, Ω ∈ R3 is the angular velocity of
the vehicle expressed in R, and M =
[
M1 M2 M3
]T
contains the control moments.
Equations (2.2) and (2.3) are related through the orientation of the robot, namely,
R˙ = R Ωˆ (2.4)
where ·ˆ : R3 7→ so(3) is the “hat” map and is defined such that if a,b ∈ R3, a × b = aˆb.
Thus, we can write the complete dynamics of the system as
x˙ = v
v˙ =
f
m
Re3 − ge3
R˙ = RΩ
Ω˙ = I−1 (M−Ω× IΩ)
(2.5)
with v ∈ R3 representing the velocity and with f and M as the control inputs to the system.
2.2 Control
There are many available approaches to control quadrotors. For example, a linearized con-
troller was presented in [91]. More computationally complex approaches such as model
predictive control (MPC) have also been considered [4]. In general, we will base our devel-
opments on the control law developed in [69], which guarantees exponential stability if the
geodesic attitude error is less than 90◦ and exhibits almost global exponential attractiveness
(the only exception is when the geodesic attitude error is 180◦). Let the thrust be
f = (−kxex − kvev +mge3 +mx¨d) ·Re3 ≡ fdes ·Re3 (2.6)
where kx and kv are positive gains, ex = x− xd and ev = x˙− x˙d are position and velocity
errors, respectively, and x¨d is the nominal acceleration. The commanded moments are given
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by
M = −kReR − kΩeΩ + Ω× IΩ− I
(
ΩˆRTRcΩc −RTRcΩ˙c
)
(2.7)
where kR and kΩ are positive gains and
eR =
1
2
(
RTc R−RTRc
)∨ and eΩ = Ω−RTRcΩc
are the angular position and rate errors with · ∨ : so(3) 7→ R3 being the opposite of the
“hat” map. In this case, Ωc ∈ R3 is the “commanded” or nominal angular rate and Rc is the
“commanded” attitude. For more details, we refer the reader to [69] or the implementation
in [85].
2.3 Conventions and Nomenclature
2.3.1 Frame Conventions
When ambiguous, we will use the following conventions. A superscript may be used to
denote the frame the quantity is expressed in (see Table 2.1). A single subscript is used to
Frame Superscript
Camera C
Robot R
World W
Table 2.1: Frame conventions
denote the position of the origin of the subscripted frame relative to superscripted frame.
A subscript with two characters is used to denote a vector from the first frame to the
second frame expressed in the coordinates of the superscripted frame. For examples, see
Table 2.2. Rotation matrices may also be used with subscripts and superscripts; for example,
Vector Convention
World to Robot, expressed in the World frame xWR
Camera to Object, expressed in the Camera frame xCO
Robot to Object, expressed in the World frame xWRO
Table 2.2: Vector convention examples.
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RWR ∈ SO(3) would rotate vectors from the robot frame to the world frame. If no script is
provided, the default convention will be R ≡ RWR .
2.3.2 Symbols and Nomenclature
Unless specified otherwise, we will use the symbols and nomenclature outlined in Table 2.3.
Table 2.3: General Nomenclature
ei ∈R3 The ith standard basis vector, e.g., e1 =
[
1 0 0
]T
Ii ∈Ri×i The identity matrix
x, r∈R3 Position
bi ∈R3 The ith body-fixed basis vector
R∈ SO(3) Orientation, can also be expressed as R = [ b1 b2 b3 ]
Ω∈R3 Angular velocity of the quadrotor, expressed in the body-fixed frame
Ωi ∈R Angular velocity of the quadrotor about bi, equivalent to eTi Ω
m∈R Mass
I ∈R or R3×3 Inertia scalar or matrix
J ∈R Cost Function
f ∈R Net thrust along the b3 axis
M∈R3 Moments about the body frame axes
Mi ∈R Moment about the bi axis, equivalent to eTi M
J ∈Rn×n A Jacobian matrix
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Chapter 3
High-Speed Grasping
Predatory birds have the ability to swiftly swoop down from great heights and grasp prey,
with high rates of success, from the ground, water, and air while flying at high speeds
[137]. Although recent years have seen improvement in the capabilities of Micro Aerial
Vehicles (MAVs) [67, 88], such dynamic aerial manipulation, common in nature, has not been
achieved using MAVs. The present state of the art in aerial manipulation ranges from using
grippers for construction [71] to cable-suspended loads for dynamic transportation [119].
Acquiring, transporting and deploying payloads while maintaining a significant velocity are
important since they would save time and energy by minimizing required flight time. For
example, high-speed grasping could be used in rescue operations where speed and time are
critical, and in operations requiring an MAV to quickly swoop down and pick up an object
of interest. Additionally, the dynamic grasping functionality could be extended to achieve
perching, which could be used to quickly escape high winds, achieve immediate silence in
stealth operations, and improve mission duration by reducing hover time.
With the recent increase in such applications, there has also been a rising need for
articulated appendages capable of interacting with the environment. Dollar et al. developed
fingers that passively conformed to a wide range of object shapes [22], Doyle et al. developed
a passively actuated gripper to facilitate perching [26], Lindsey et al. designed a servo-
driven claw to transport plastic construction beams [71], and Mellinger et al. utilized a
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Figure 3.1: Video frames of a red kite grasping food from the ground [124].
gripper with fish hooks to pierce its targets [86]. Though these grippers vary in method
and application, they suffer from a common limitation; in order to be effective, the vehicle
must make an approach perpendicular to the plane of the target and the approach velocity
must be close to zero when grasping. An ingressive gripper enabled perching with more
aggressive trajectories by triggering a spring-loaded claw that would engage upon contact,
but still needed to contact the target surface with a normal velocity [89].
Video analysis of birds of prey, such as the red kite shown in Figure 3.1, reveal that
raptors sweep their legs and claws backwards during grasping, thereby reducing the relative
velocity between the claws of the predator and the prey [124]. This allows the raptor,
without slowing down, to have a near-zero relative velocity of the claw while grasping its
prey. This strategy provides a high rate of success and inspires the development of our
method to enable high-speed aerial grasping and manipulation for MAVs.
The rest of this chapter1 is organized as follows. We first present a novel gripper design
capable of reducing the velocity of the claw relative to the target. Next, we present the
dynamic model of the quadrotor MAV equipped with the gripper, and we demonstrate that
the system is differentially flat. Following this, we present a trajectory generation method
based on the flat outputs and provide an overview of the controllers. The next section
presents experimental results of high-speed grasping at 2 m/s and 3 m/s. In addition, we
provide a nondimensional comparison between an MAV claw trajectory and a sample avian
claw trajectory. Finally, we present concluding remarks with thoughts for future work.
1Much of the content in this chapter originally appeared in [131] and [127].
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Figure 3.2: An early prototype gripper that could be used with spherical targets. The gripper is
shown in its open (shaded) and closed (solid) configurations.
3.1 Design of an Articulated Gripper
A well designed gripper is critical for successful high-speed aerial manipulation. One primary
goal of a gripper is to enable MAVs to acquire payloads while moving at significant relative
velocities. A secondary goal is to enable the ability to perch by compliantly grasping objects
of arbitrary shape or features such as tree branches, light poles, or rooftops.
An initial gripper design resembled a two-pronged fork that interfaces with a sphere fixed
above the payload, as seen in Figure 3.2. The fork was 3D printed and is designed to guide
the ball into a spherical recess where it remains secure. A quadrotor equipped with this
claw was able to acquire payloads at relative speeds up to 1 m/s. To release the payload,
the fork could be separated by a mini servo motor. However, this claw requires specialized
fixtures on the payload and is incapable of grasping objects at higher speeds due to large
relative velocities between the claw and the target.
Birds of prey possess claws that meet both of our stated objectives for a gripper. Of
particular interest is the raptor’s ability to maintain stable, high-velocity flight when cap-
turing prey. Analysis of video footage (see sequence in Figure 3.1 ) reveals that raptors
sweep their legs backward during grasping, reducing the relative velocity between the claws
and the target.
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Mechanisms with underactuated digits can allow for flexibility despite using a single
actuator [22, 23]. Similarly, our design (see Figure 3.3) is underactuated, and as a result,
three fingers can conform to an object while collectively being driven by a single servo motor.
The digits are constructed from laser-cut ABS and covered with Dycem, a high-friction
rubber that is used to improve grip. Although underactuated digits facilitates grasping of
arbitrary object shapes, the fingers alone cannot close fast enough to capture payloads while
the quadrotor is in motion.
To reduce the relative speed between the gripper and the target, we draw inspiration
from the way a raptor sweeps its legs backwards while grasping, as can be seen in Figure 3.1.
In our design, this translates to mounting the gripper on a rotating arm. The arm, composed
of laser-cut ABS, pivots directly below the quadrotor’s center of mass and is actuated by a
servo motor. When the arm rotates, the end effector’s velocity in the body frame reduces
the relative velocity between itself and the payload during acquisition. See Figure 3.3 for a
time-lapse visualization of the motion.
Figure 3.3: The gripper arm in motion as the claw is grasping. The shaded projections demonstrate
the motion as the arm swings about the axis pointed into the page (b2).
As we will show later, this gripper design satisfies our goals of compliantly grasping
arbitrarily shaped objects and enabling high-speed grasping. The gripper could be further
improved by leveraging shape deposition manufacturing (SDM) for fabricating lightweight
fingers [25], which would decrease inertia and permit acquisition at even larger velocities.
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Figure 3.4: The quadrotor has control inputs f in the b3 direction and M2 as a moment about the
axis into the page (b2). The gripper forms the angle β with the horizontal and its center of mass is
located a distance Lg away from the quadrotor’s center of mass.
3.2 Dynamic Model and Differential Flatness
The quadrotor model has been outlined in Section 2.1 with the dynamics presented in Sec-
tion 2.1.3. In this paper, we adopt a planar version of this model for two reasons. First, in
most examples of avian grasping and perching, the significant movements are limited to the
sagittal plane of the bird. Indeed, most examples of claws and feet seen in nature have an
axis of symmetry. Secondly, it is difficult to achieve high speed grasping without specifying
a plane of approach. Note that most previous work requires the approach to be restricted to
a single dimension (vertical), instead of two. Thus, we develop a simplified dynamic model,
in which we only consider the motion in the x− z plane with two control inputs, f and M2.
See Figure 3.4 for a visualization.
The angle of the gripper relative to the horizontal (x-axis) is defined as β, as displayed
in Figure 3.4, and the attitude of the vehicle is defined by θ such that the angle between the
quadrotor and the gripper is γ = β − θ. Further, the masses of the quadrotor and gripper
are defined as mq and mg, respectively, while the moments of inertia about the center of
mass of the planar quadrotor and gripper are defined as Iq and Ig, respectively. Because
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of the planar assumption, Iq, Ig ∈ R. The axis of rotation for the gripper is assumed to be
at the quadrotor’s center of mass so that the fixed distance Lg denotes the length from the
quadrotor’s center of mass to the gripper’s center of mass. We express the position vector of
the quadrotor and gripper as rq =
[
xq 0 zq
]T
and rg =
[
xg 0 zg
]T
, respectively.
See Table 3.1 for a summary of the nomenclature.
Table 3.1: Nomenclature
q Subscript “q” denotes the Quadrotor
g Subscript “g” denotes the Gripper
s Subscript “s” denotes the coupled system
c Subscript “c” denotes a commanded signal
d Superscript “d” denotes desired or feed-forward
q∈R4 Vector of generalized coordinates
y∈R3 Flat Outputs
θ ∈R Pitch of the Quadrotor
β ∈R Angle of the Gripper relative to the horizonatal
I ∈R Angular inertia of a body
τ ∈R Arm actuator torque along the b2 axis
Lg ∈R Length between the quadrotor and gripper’s centers of mass
x? ∈R Non-dimensionalized x position of the claw
z? ∈R Non-dimensionalized z position of the claw
t? ∈R Non-dimensionalized time
The position of the gripper is entirely determined from the position of the quadrotor and
the angle of the gripper through
rg = rq + Lg

cos(β)
0
− sin(β)
 . (3.1)
Furthermore, higher-order time-derivatives of the gripper position can be expressed as func-
tions of the position of the quadrotor, the angle of the gripper, and their derivatives.
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3.2.1 Dynamics
The dynamics of the coupled system are determined using Lagrangian mechanics where the
potential energy is
V = mqgzq +mggzg, (3.2)
and the kinetic energy is
T =
1
2
(
mg ‖r˙g‖22 +mq ‖r˙q‖22 + Igω2g + Iqω2q
)
. (3.3)
Then, q =
[
xq zq θ β
]T
is the vector of generalized coordinates so that the corre-
sponding vector of generalized forces and moments is
F =

f sin(θ)
f cos(θ)
M2 − τ
τ

, (3.4)
where τ is the actuator torque on the gripper arm. The dynamics are determined using the
Euler-Lagrange equations so that
q¨ = D−1 (F− Cq˙−G) (3.5)
where the matrices D, C, and G are
D =

mg +mq 0 0 −Lgmg sin(β)
0 mg +mq 0 −Lgmg cos(β)
0 0 Iq 0
−Lgmg sin(β) −Lgmg cos(β) 0 Ig + L2gmg

, (3.6)
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C =

0 0 0 −Lgmg cos(β)β˙
0 0 0 Lgmg sin(β)β˙
0 0 0 0
0 0 0 0

, (3.7)
G =

0
g(mg +mq)
0
−gLgmg cos(β)

. (3.8)
3.2.2 Path Planning Using Differential Flatness
For this application, the controller presented in Section 2.2 alone will not be sufficient.
Performance can be further improved by varying desired setpoints in time and by also
considering the torque required to actuate the gripper. For a dynamic system, it is expected
that a smooth transition between states (e.g., not a step input) is required, but the exact
requirements may not be obvious. Adding to the complexity is the fact that the quadrotor
is a trivially underactuated system, as it has only four actuators and six degrees of freedom.
Further, we conclude that the system has a relative degree of 4 by observing that the thrust
can only directly affect the linear acceleration in the b3 (also Re3) direction and that the
moments can only directly affect the angular acceleration (which impacts b3). Because
of this, planning dynamically feasible trajectories is a significant challenge, which is only
exacerbated with the consideration of adding an actuated appendage.
The authors in [36] and [98] demonstrated a method for planning dynamically feasible
trajectories for certain types of underactuated systems by leveraging a change of coordinates
to express the system as a differentially flat system in a space of flat outputs. Specifically, a
system is said to be differentially flat if there exists a change of coordinates which allows the
state, (q, q˙), and control inputs, u, to be written as functions of the flat outputs and their
derivatives (yi, y˙i, y¨i, ...). An additional requirement is that the flat outputs are functions of
the state and the control inputs. If the change of coordinates is a diffeomorphism, trajectories
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can be planned using the flat outputs and their derivatives in the flat space since there is a
unique mapping to the full state space of the dynamic system. In the MAV literature, [16]
and [85] demonstrated that a set of flat outputs exists for a quadrotor, enabling application
of the method in [36] and [98]. Thus, we can plan in the simplified space of flat outputs
and their derivatives, in which dynamic feasibility can be guaranteed by satisfying certain
smoothness constraints. Trajectories in the flat space can then be mapped uniquely to
feasible trajectories in the configuration space, making the challenge of planning a feasible
trajectory for a quadrotor a tractable problem.
Proposition 1. The coupled system comprising of the quadrotor and the actuated gripper,
whose dynamics is given by (3.5), is differentially flat with a set of flat outputs given by
y =
[
xq zq β
]T
. (3.9)
Proof. Let us first define ms = mq +mg so that the center of mass of the coupled system is
rs =
mqrq +mgrg
ms
. (3.10)
We recall from (3.1) that rq = rq(xq, zq) and rg = rg(xq, zq, β). Thus, rs = rs(xq, zq, β)
and r¨s is fully defined using the proposed flat outputs and their derivatives. In addition,
this motivates the choice of β instead of γ defining the angle of the gripper. If the gripper
angle was defined relative to the quadrotor attitude, then θ would appear in rs and we
would ultimately see that γ is not a flat output. Further, it makes sense to plan using β
because at pickup, we have strict position constraints on the end effector which should be
invariant to the attitude of the quadrotor. Defining e3 as the third standard basis vector,
the Newton-Euler equations of motion provide
msr¨s = fb3 −msge3 (3.11)
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revealing that
f = ms ‖r¨s + ge3‖ (3.12)
and
b3 =
r¨s + ge3
‖r¨s + ge3‖ (3.13)
from which θ can be determined. In addition, (3.13) requires that ‖r¨s + ge3‖ > 0 or that
f > 0. Since the system is restricted to the planar case, b2 = e2 and b1 = b2 × b3. Next,
we differentiate (3.11) to obtain
ms
...
r s = f˙b3 + Ω× fb3 (3.14)
where we know that Ω = θ˙b2. The projection onto b3 reveals
f˙ = b3 ·ms...r s (3.15)
and, using this relationship,
Ω× b3 = ms
f
(
...
r s − (b3 · ...r 3)b3) . (3.16)
We notice that this is purely in the b1−b2 plane and, more specifically, that Ω×b3 = θ˙b1.
Thus,
θ˙ =
ms
f
(b1 · ...r s) . (3.17)
Taking the second derivative of (3.11), we obtain
msr
(4)
s = f˙ θ˙b2 × b3 + f¨b3 + θ˙b2 × f˙b3 + θ˙b2 ×
(
θ˙b2 × fb3
)
+ θ¨b2 × fb3. (3.18)
Collecting terms and simplifying cross products,
msr
(4)
s =
(
2f˙ θ˙ + θ¨f
)
b1 +
(
f¨ − θ˙2f
)
b3. (3.19)
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The projections onto b1 and b3 reveal
θ¨ =
1
f
(
msb1 · r(4)s − 2f˙ θ˙
)
(3.20)
and
f¨ = b3 ·
(
msr
(4)
s
)
+ θ˙2f. (3.21)
Next, we let Fx and Fz be reaction forces at the attachment point of the gripper so that the
translational and angular equations of motion of the gripper are
mgx¨g = Fx (3.22)
mg z¨g = Fz −mgg (3.23)
Igβ¨ = τ + FxLg sin(β) + FzLg cos(β). (3.24)
Solving for the gripper arm actuator torque, τ ,
τ = Igβ¨ − Lgmg (x¨g sin(β) + (z¨g + g) cos(β)) . (3.25)
Finally, we know that
M2 = θ¨Iq + τ. (3.26)
Now we have demonstrated that state and inputs of the coupled system are related through
a diffeomorphic map to the flat outputs and their derivatives. Therefore, the system is
differentially flat.
From the previous analysis, we can conclude that any sufficiently smooth trajectory in
the space of flat outputs is automatically guaranteed to satisfy the equations of motion.
Specifically, we see that the control inputs to the system are functions of the snap
(
y(4)
)
of the trajectories. Thus, we require that trajectories planned in the flat space be smooth
in position (y), velocity (y˙), acceleration (y¨), and jerk (
...
y ), which is the same as requiring
each flat output to be of class C4.
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3.3 Trajectory Generation and Control Design
From the previous section, further examination of the control inputs reveals that the snap of
the position of the quadrotor appears in the M2 term through θ¨. In addition, β(4) appears
in M2 through the r
(4)
s term in θ¨. Then, to minimize the input vector in the flat space, we
minimize the following cost functional constructed from the snap of the trajectory.
Ji =
tf∫
t0
∥∥∥y(4)i (t)∥∥∥2 dt for i = 1, 2, 3 (3.27)
Accordingly, we consider minimum-snap trajectories, which can be formulated as a Quadratic
Program (QP) and solved numerically, as in [85]. However, we have now added a dimension
for β.
Although we have a method to generate trajectories for the quadrotor, we do not have a
definitive way to determine the constraints for the trajectory. For this, we take inspiration
from nature and analyze video footage of raptors grasping prey. The extracted trajectory
will be compared later in a following section.
The trajectories used for experimentation are constrained by position at the start and
finish where the higher derivatives are zero at the desired start and goal locations. The
position at pickup is constrained such that the gripper is oriented vertically when grasping
the target, but the velocity, acceleration, and jerk of the quadrotor are free and required
to be continuous. A fully-defined trajectory was planned for the x and z positions of the
quadrotor. In order to ensure a successful grasp, the gripper must be pointed directly at the
target during approach. To achieve this, position constraints were placed on the β trajectory
prior and up to the pickup time so that the gripper would be pointed directly at the target.
See Figure 3.5 and Figure 3.6 for a desired and experimental trajectory of the position of
the quadrotor and the gripper angle, respectively.
Next, we briefly present the controller that drives the quadrotor and gripper system
along the desired trajectory. The quadrotor controller has an outer position control loop
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Figure 3.5: Desired quadrotor position trajectories overlayed with experimental results. The planned
pickup time is t = 2s.
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Figure 3.6: Desired β and θ trajectories overlayed with experimenatl results. The planned pickup
time is t = 2s.
running at 100 Hz which generates desired attitudes and feedforward control inputs. The
commanded thrust is
fc = kpz
(
zdq − zq
)
+ kdz
(
z˙dq − z˙q
)
+ fd (3.28)
where kpz and kdz are proportional and derivative gains, respectively. The desired values of
various variables, denoted with a superscript “d”, are computed using the flatness property.
A 1 kHz inner-loop attitude controller onboard the quadrotor is used to achieve the desired
attitude. The commanded moment is
M2c = kpθ (θc − θ) + kdθ
(
θ˙d − θ˙
)
+Md2 (3.29)
27
Differential	
Flatness
Trajectory	
Planner
Position	and	
Attitude	Controller Dynamics
Motion	Capture	
System
fc,M2c
Figure 3.7: A block diagram of the controller used for experiments. A superscript “d” denotes a
desired or nominal value (computed using the flatness property).
where θ˙d is the nominal angular rate, Md2 is the feed-forward moment, kpθ is a proportional
gain, and kdθ is a derivative gain. A commanded attitude, θc, is determined by the outer
loop by
θc = sin
−1
(
kpx
(
xdq − xq
)
+ kdx
(
x˙dq − x˙q
))
+ θd (3.30)
where kpx is a proportional gain and kdx is a derivative gain. The control design is similar
to the quadrotor hover controller in [88], but with added feedforward control inputs to
compensate for the motion of the gripper. The feedforward control inputs are supplied to
the control loops as displayed in Figure 3.7.
3.4 Results
We demonstrate experimental results on a 500 g Asctec Hummingbird quadrotor [1] equipped
with a 158 g gripper. The experiments leverage a motion capture system to accurately
determine the state of the quadrotor [2] and to track the 27 g cylindrical target.
The controller combines feedforward control inputs and a feedback controller for the
quadrotor. To compensate for some delays, the gripper claw was commanded to close slightly
before the pickup time. With this setup, the quadrotor grasped the target while moving at
2 m/s with a success rate of 100% out of 5 attempts. Position errors for those trajectories
are presented in Figure 3.8. The quadrotor was able to successfully grasp the target at
speeds up to 3 m/s, or 9 body lengths / second (Figure 3.9).
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Figure 3.8: The x and z components of the normal error between the experimental and desired
gripper positions for 5 consecutive trials. The actual pickup time is represented by a vertical dashed
line.
3.4.1 Avian Comparison
In assessing the success of our results, it is appropriate to use the raptor’s performance as a
standard of comparison. We desire the same result that the raptor achieves, and therefore
expect to match the bird closely.
We use video footage of an eagle grasping a fish, however, it slowed by an unknown
factor resulting in an unknown time scale. The length scale is also impossible to extract
accurately. However, it is still meaningful to compare the two nondimensionalized sets of
trajectories. We nondimensionalize the trajectories using the following relationships
x? =
x
L
, z? =
z
L
, t? =
tvp
L
(3.31)
where vp is the body velocity at pickup and L is the length from the axis of rotation to
the gripping surface of the claw. The units are detailed in Table 3.2. Results using this
approach are presented in Figure 3.10 with comparisons in Figure 3.11 and Figure 3.12. It
can be seen that the x-position of the gripper followed closely to that of the eagle’s claws.
The significant deviation in z-position following pick-up can be attributed to the limited
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Figure 3.9: A still image comparison between a raptor (red kite, extracted from [124]) and the
quadrotor for a trajectory with the quadrotor moving at 3 m/s (9 body lengths / second) at pickup.
See [130] for a video of the grasping.
Table 3.2: Units of Non-Dimensionalization Factors
Eagle trajectory from video footage Robot trajectory estimated using VICON
Lg pixels meters
vp pixels / frame meters / second
range of motion of the arm of the quadrotor compared to that of the eagle. Furthermore,
the nondimensionalized length of the quadrotor’s arm is slightly less than that of the fully
extended eagle’s leg. If the body length was used as the characteristic length, the gripper
arm has a nondimensionalized length of 0.34 compared to the eagle’s leg at 0.37.
3.5 Conclusion
In this chapter, we explored the challenges of high-speed aerial grasping using a quadrotor
MAV equipped with a gripper. A novel appendage design, inspired by the articulation
of a raptor’s legs and claws, was shown to enable a high rate of success while grasping
objects at high velocities. The dynamic model of the quadrotor and gripper system was
shown to be differentially flat, and dynamically feasible trajectories were generated for the
underactuated system. Experimental results were presented for quadrotor velocities of 2 m/s
and 3 m/s (6 - 9 body lengths / second). Finally, a comparison of a nondimensionalized
quadrotor trajectory with a sample avian trajectory was presented.
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(a) Lines are sampled from the video with an even spacing in
time. The motion is from left to right, and a key is provided in
the image to the right.
(b) A key illustrating the link-
ages extracted from our video
analysis.
Figure 3.10: A non-dimensionalized trajectory of an eagle grasping a fish.
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Figure 3.11: A comparison of the nondimensionalized x positions of the quadrotor claw and the
raptor claw. The lowest point on z is considered to be the pickup point and is denoted by the
vertical line. The raptor’s claw has a slower relative velocity at pickup than our claw when the
quadrotor body speed is 2 m/s.
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Figure 3.12: A comparison of the nondimensionalized z positions of the quadrotor and the raptor
claw. The vertical line indicates the pickup time.
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Chapter 4
Perching on Inclined Surfaces
4.1 Introduction
Micro Aerial Vehicles (MAVs) face very limited flight times, which adversely impacts their
efficacy for scenarios such as first response and disaster relief, where it might be useful to
deploy MAVs for persistent radio relays, monitoring, or sampling. Many tasks, however, do
not require the robot to be in motion. In fact, some tasks do not even require the robot to
be airborne. For example, an MAV may be given the objective to monitor a crime scene
until police arrive, to monitor the gas concentrations from a nearby gas leak, or suspend
operation when not needed or during a period of unfavorable weather. In such cases, the
vehicle could not only be stationary, but could also perch and turn off its motors to preserve
energy for the next task. Thus, the ability to perch is instrumental for sustained operations
in a wide variety of missions.
In the last chapter, we demonstrated grasping while a robot was in motion, and the
extension to perching on a stationary object would be straightforward. However, the system
was assumed to be planar, and possible perch locations would have been limited to horizontal
surfaces or sufficiently small cylindrical objects such as branches. Since an aerial robot would
most often be observing things below, it is desirable to avoid perching on level surfaces since
they would interfere with downward observations. In cases such as urban environments, the
best available surfaces may be vertical windows, walls, or inclined rooftops, since most level
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Figure 4.1: A quadrotor perched on a vertical glass surface.
surfaces are frequented by cars, pets, or pedestrians.
In this chapter1, we predict and verify the performance of a custom gripper designed
for perching on smooth surfaces. We also present control and planning algorithms, enabling
an underactuated quadrotor with a downward-facing gripper to perch on smooth, inclined
surfaces while satisfying constraints on actuation and sensing. Experimental results demon-
strate the proposed techniques through successful perching on a glass surface at various
inclinations, including vertical (see Figure 4.1).
4.2 Background
Fixed wing MAVs have perched on vertical walls using penetration-based grasping [66, 76, 77]
and on cables such as power lines [95, 96]. However, the challenges of object detection and
recognition as well as relative pose estimation using onboard sensors and computation in
real-time, real-world, scenarios would make such approaches very difficult in practice for
fast-moving, micro-sized, fixed-wing aircraft.
In comparison to fixed wing vehicles, quadrotors can carry larger payloads for their size
(i.e., more processing power, more sensors, and greater payload for the same footprint) and
can provide both slow and fast, agile movements, which makes them useful in many scenarios.
Their flight time is more restricted, however, which makes the motivation for perching even
1Much of the content in this chapter originally appeared in [128] and [132].
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stronger. Passive gripping mechanisms were developed for perching in [5, 26, 27], but the
mechanisms consume a large fraction of the available payload and are restricted to objects
that are narrow enough for the gripper to cage. Similarly, [10] presents a gripper that requires
cylindrical objects and would restrict the set of possible perch locations based on the size
of the gripper. Dry adhesives are used to adhere to flat surfaces in [46], but a planning
or control strategy for the robot to achieve perching is not presented. The authors in [18]
and [56] use dry adhesives while [135] uses suction for perching. However, in these cases,
the gripper is placed on the side of the robot, requiring extra compensation for the added
moment and rendering the gripper unlikely to be useful for tasks such as transportation of
objects. An opposed-grip dry adhesive is used in [54] to increase the capable load, but a
launcher is used to emulate a perching maneuver.
Attempting to address the planning component, a bioinspired trajectory generation
method (tau theory) was proposed for perching [141]. However, the dynamics and un-
deractuation of the robot are not considered, and only kinematic simulations are provided.
The authors of [88] and [89] present perching on vertical surfaces, but the gripper uses a hook
and loop fastener, VELCRO R©, for adhesion, which is not desirable for real-world scenarios
since it would require preestablished perch locations and would make release from the perch
location challenging. Furthermore, [88] and [89] rely on switching between linear controllers
as well as iterative learning for successful perching. Their work is extended in [87] where
time constants for attitude commands are incorporated, but the system still uses a state
machine to toggle between a trajectory and attitude controller, which ultimately requires an
iterative learning approach. All sensing and processing is executed onboard the robot in [94],
but the perching is achieved using a hook and loop fastener. A correlation between scale
and landing strategies is observed in nature and motivates a consideration of the tradeoffs
between size, sensing, planning, dynamic flight maneuvers, and mechanical intelligence [65].
In this chapter, a passively actuated, downward-facing, dry-adhesive gripper is presented
and used to adhere to smooth, inclined surfaces, and its requirements for successful perching
on vertical surfaces are defined. The downward-facing gripper motivates a strategic approach
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for trajectory planning since the system is underactuated such that the orientation and the
position of the robot cannot be independently controlled. Thus, we present a suitable method
for trajectory generation which considers actuator and sensor constraints to ensure that the
planned trajectories are not only dynamically feasible, but also realizable on the physical
platform. Further, we ensure that the robot gripper contacts the perching surface with
an approach orientation and velocity within a required landing envelope. Finally, we show
experiments using a quadrotor equipped with the proposed gripper. The key contributions
of this chapter are threefold:
1. We model and characterize a passively-actuated, downward-facing, opposed-grip, dry
adhesive gripper in terms of the conditions necessary for successful MAV perching on
a vertical surface.
2. We present a method for control and planning to ensure that the robot’s perch will
fall within the landing envelope.
3. We experimentally demonstrate the effectiveness of the planning strategy, the con-
troller, and the gripper.
The rest of the chapter is organized as follows: First, we provide an overview of the design
of the gripper, propose a model for the landing envelope, and explore the landing envelope
of the gripper experimentally. Following the gripper design, the dynamics and the controller
for the robot are presented. Then, a method for planning physically realizable trajectories
considering actuator and sensor constraints is developed. Finally, experimental results are
demonstrated, and we conclude the chapter, offering paths for continued development.
4.3 A Gecko Inspired Gripper2
We are motivated to use a downward-facing gripper for perching, as opposed to a side-
mounted gripper, since it could also be used to carry payloads. Specificially, we use a gripper
2Some of the content in this subsection was developed by collaborators from Stanford University, including
Morgan Pope, Elliot W. Hawkes, Matthew A. Estrada, Hao Jiang, and Mark R. Cutkosky. The content was
previously published in [128] and [132] and is included here for completness.
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influenced by the opposed-grip dry adhesive design described in [45]. The device is “gecko-
inspired” because of the dry adhesive used – a non-tacky silicone rubber with microscopic
surface texturing that enables it to controllably switch between adhesive and non-adhesive
states through the application of a shear force. This is inspired by the way a gecko uses
micro-structures on its toes to adhere to surfaces. On dry, smooth surfaces, the adhesive
can achieve up to 10 kPa in normal adhesive force [45], however, surfaces rougher than glass
or acrylic will show some degradation in performance. Further, the material is stable over
a wide range of temperatures, making it a viable solution for outdoor scenarios. By placing
two adhesive tiles in opposition with an internal shear force, the tiles can achieve adhesion
independent of surface orientation. The adhesive is lightweight (the 25 cm2 of adhesive
tile is only 12 g and can support a 580 g robot) and enables perching on smooth surfaces.
The total mass of the gripping mechanism and suspension, including the dry-adhesive tiles,
is 60 g.
To provide an adequate safety factor for the perching maneuver, two pairs of adhesive
tiles were used. These are arranged in a cross shape, as illustrated in Figure 4.2. Both pairs
are anchored to the same frame, a circle made out of a bent carbon fiber rod. This provides
a consistent preload for both sets and keeps them in the same plane during the approach to
the wall. Because of the tight tolerances maintained in this configuration, it was found to
be unnecessary to use a differential mechanism (e.g., pulleys or links as in [52]) to ensure
even force distribution. Instead, both pairs are loaded through a single tendon attached at
the center of the mechanism. In its final realization, the weaker of the two pairs averaged a
failure load of 7.53 N, and the combined mechanism averaged a failure load of 14.2 N, which
is 94% of the theoretical limit (calculated by doubling the limit of the weaker pads).
When perching with a quadrotor, aerodynamic surface effects tend to repel the vehicle
from the target surface, and stray breezes can deflect a slow-moving vehicle just prior to
impact. Additionally, impacting with too little kinetic energy makes it difficult to engage the
gripper, and slow velocities are more difficult to achieve accurately, especially when perching
on a vertical surface. These considerations motivate a relatively high incoming velocity so
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Figure 4.2: A view of the underside of the gripper. Initially, the pads are held in place by slight
tension between the purple and orange arrows (opposed). Then, upon the collapse of the truss
mechanism, each pad is placed in shear by pulling the pad towards the center (orange arrows) of the
gripper using the tension string (blue downward arrow).
that the duration and impact of these effects is minimal. However, impact at such velocities
results in high demands on the loading rate of any chosen gripper. In our case, the adhesives
must be loaded within a 10 ms window when they are in active compression against the
wall, or else premature failure can occur. As described in [45], this can be addressed by
using a collapsing truss mechanism to guarantee an effective loading cycle, as illustrated
in Figure 4.3. The truss compensates for high incoming velocities and can passively reset
itself after a successful perch. A failed perch, however, requires recovery from the failure
and also a manual reset of the truss mechanism. Future work will build upon the recovery
strategies outlined in [17, 53], and the mechanism will be further developed to automate a
reset.
4.3.1 Landing Envelope Modeling and Verification
The set of impact conditions which lead to success - the landing envelope for a perching
vehicle - have previously been characterized for dry adhesive grippers in [54] using a nu-
merical simulation and in [45] as an empirical result. Out of the range of possible state
variables, two have proved crucial to understanding the performance of a given gripper on a
specific robot - the velocity of the robot in the direction normal to the target surface (normal
velocity) and the velocity of the robot parallel to the target surface (tangential velocity).
We follow the approach used in [31] to model a ballistic perching and climbing robot, and
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Figure 4.3: A cross-section view of the gripper (reproduced from [45]). The bistable truss mechanism
is used to engage the directional adhesive pads upon contact with the surface. (A) Initially, a
preloaded spring is tensioned low enough that the truss does not collapse. (B) Upon impact, the
truss collapses (the magnets holding the one side together separate) and the tension in the spring
is transmitted via tendons to the gripping pads to create shear. Since the mechanism is still in
compression, the shear force results in an appropriate loading cycle for high speed engagement. (C)
When the robot creates tension in the tendon, whether from the rebound or from static hanging, the
truss mechanism resets, and the tension remains transmitted to the pads since the entire mechanism
is being pulled away.
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we extend it to the case of an incoming quadrotor to predict one boundary of the landing
envelope. Next, we use empirical results and observations to complete the description of the
safe region. Then, we briefly discuss our current understanding of the limits on other state
variables, and formalize the landing envelope.
Bounds on Rebound Spring Energy Storage
The gripper is attached to the quadrotor by a compliant element referred to as the rebound
spring, which is designed to keep the forces transmitted to the gripper below the adhesive
limit of the pads until it reaches the hard stop at the end of its travel. In [31], it was
shown that the potential energy stored in the rebound spring before hitting the upper limit
was an effective predictor of the upper bound of incoming velocity. Note that this requires
consideration of the coefficient of restitution in the direction normal to the wall to predict
the rebound velocity after energy is dissipated in the suspension. The addition of foam
between the mechanism and the quadrotor significantly increases damping in the normal
direction. Foam is also placed underneath each rotor to soften their impact with the wall
and help orient the robot consistently after perching, which also contributes to normal
damping. Damping in the direction tangential to the surface is small because the adhesive
pads generally adhere to the surface without translating, thus preventing the accumulation
of frictional work along that boundary. With this in mind, we specify a boundary based
on the energy storage of the rebound spring by integrating the spring force F (l) over the
spring length l. By defining the coefficient of restitution c in the normal direction, a limit
on incoming velocity x˙ ∈ R3 can be stated as:
1
2
m
(
(x˙ ·p1)2 + (x˙ ·p2)2 + (c x˙ ·p3)2
)
<
∫ lmax
lmin
F (l)dl (4.1)
where m is the mass of the vehicle, p3 is a unit vector pointing into to the plane, and p1
and p2 are orthogonal unit vectors in the plane.
By launching the quadrotor against the wall with the dry adhesive surface covered, we
were able to measure the coefficient of restitution in the normal direction for the current
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system. The average of six trials resulted in a value of 0.30. The rebound spring applies an
average force of 7.2 N over 5.0 cm of travel, resulting in 0.36 J of stored energy, which is
equivalent to having an initial rebound velocity of 1.1 m/s. This limit on the energy storage
results in the lower dashed curve in Figure 4.6.
Maximum Upward Velocity and Pad Alignment
When rotating to present the pads to a vertical surface, the quadrotor loses the ability
to counteract gravity and begins to accelerate downward. Thus, in order to avoid large
negative tangential velocities at impact, the robot must acquire sufficient upward velocity
in the first part of the approach maneuver. Note that we use the term tangential velocity
to mean the velocity along the plane which, in the vertical surface case, would be a velocity
in the vertical direction. A desired positive (i.e., upward) tangential velocity requires a
greater initial vertical velocity (and also, a longer vertical acceleration), which increases the
minimum height requirement for the entire maneuver. In practice, this means that target
velocities that are less than or equal to zero are easier to achieve, especially when the vertical
distance for perching is constrained.
With this in mind, the gripper is designed to function best when impacting the wall with
negative (i.e., downward) tangential velocity. As illustrated in Figure 4.4, the angle at which
the pads initially contact the surface must be matched to the expected tangential velocity
at time of impact. If the leading tile impacts the wall first, friction with the wall pushes
the tiles closer together, creating slack in the tendon connecting them and leading to a final
loading angle which is too steep to realize the full adhesive capability of the material. If
the trailing tile impacts first, the tension in the connecting tendon maintains an appropriate
distance between the tiles and still ensures proper loading. Therefore, the joint between
the quadrotor and the gripper is designed so that the upper adhesive tile contacts the wall
first. Further, the maneuver is specified so that the quadrotor impacts the wall with the
upper arm inclined slightly towards the surface, which also has the benefit of requiring a
smaller angle of rotation and less time to rotate. This impact orientation, however, creates
problems for perch attempts with positive tangential velocity, motivating an upper limit
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Figure 4.4: Qualitative illustration of a failure mode due to an inappropriate matching of tangential
velocity and adhesive tile orientation at impact. In A), the trailing tile impacts first, maintaining
tension between the two tiles and preserving a consistent final tile spacing and an appropriate final
loading angle of the tendon. In B), the leading tile impacts first, causing the connecting tendon to
go slack and allowing the tiles to settle on the wall closer to each other than intended. This results
in inconsistent and non-optimal loading on rebound, increasing the chance of failure.
of 0 m/s, which is represented as a horizontal dashed line in Figure 4.6. Our future work
will consider this effect in other directions since wind gusts could induce velocity errors in
the lateral or tangential directions and could lead to non-ideal loading of the adhesive tiles
unless the angle of impact is adjusted accordingly.
Minimum Normal Velocity
A lower bound in the normal direction is a result of velocities which are too slow to effectively
align and engage the pads in compression. A statistical analysis of the failures between the
energy storage limit curve and the tangential velocity limit provides an estimated lower
boundary of 0.8 m/s. This limit appears as the vertical dashed line in Figure 4.6. The
adhesives themselves require very little preload force; thus, it is conceivable that a design
optimized for low speeds could significantly reduce this limit and will be explored in future
work.
Formalization of the Landing Envelope
The orientation of the robot, R ∈ SO(3), should be such that the gripper is angled slightly
towards the target plane (see Figure 4.4) and with minimal angular velocity, Ω ∈ R3.
Future work will explore the full effect of orientation, which currently has been controlled
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p3
p1
p2
Figure 4.5: A diagram of the reference frame at the perch location. The vector p3 points into
the plane, p2 is horizontal in the world and lies on the surface, and p1 is defined to maintain a
right-handed system.
to be parallel to the plane in most tests. The lateral velocity along the surface has also
been controlled to be small, but should have an effect similar to increased velocity in the
tangential direction. Let the orientation of the plane be defined using the following right-
handed basis such that p3 is a unit vector that is normal and pointed into the surface, p2
is a unit vector that is horizontal in the world and lies on the surface, and p1 = p2 × p3,
which is parallel to the surface and pointing upward in the world (angle depends on the
inclination). Then, we can formalize the landing envelope in terms of the robot’s position
x, velocity x˙, orientation R, and angular velocity Ω:

x, x˙, R, Ω
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x = robot perch location
x˙ ·p1 < 0 m/s
x˙ ·p2 = 0 m/s
x˙ ·p3 > 0.8 m/s
1
2m((x˙ ·p1)2 + (0.3x˙ ·p3)2) < 0.36 J
R s.t. top slightly angled towards plane
Ω = 0 rad/s

. (4.2)
Verification of Normal and Tangential Velocity Bounds
The predicted bounds for the landing envelope were verified by launching the unpowered
quadrotor against a vertical surface, recording its motion using a high-speed camera, and
plotting the successes and failures as green dots and red squares, respectively, in Figure 4.6.
When flying autonomous, powered perches, the maneuvers targeted velocities near the mid-
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Figure 4.6: The perching envelope of the quadrotor based on impact velocities relative to a vertical
surface. Successful unpowered (i.e., launched) perches are shown as green dots, and unpowered
failures are shown as red squares. Diamonds indicate successes for trials while the quadrotor was
flying under its own power. Predicted boundaries are shown as dash-dotted red lines. The parabolic
boundary is determined by calculating the kinetic energy after rebound relative to the maximum
energy storage in the rebound spring. The left boundary is estimated based on the recorded low-
speed failures, and the top boundary is based on the improper engagement failure observed for
upward (positive) impact velocities. One can observe that a reasonable target normal velocity is
1.4 m/s with a tangential velocity of 0.4 m/s in the downward direction.
dle of the safe region. In flight, the planning and control strategies described in the rest of
this chapter are able to achieve landing conditions which meet these requirements, result-
ing in successful perches (plotted as diamonds in Figure 4.6). In future work, the method
described here for estimating the effective landing envelope should be easily extened to dif-
ferent quadrotors, simply by adjusting the mass, coefficient of restitution, and spring energy
used in (4.1).
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Figure 4.7: The control inputs of a quadrotor can be considered to be a net force, f , and moments
about each of the principal axes, Mi.
4.4 Dynamics and Control
4.4.1 Dynamics
We refer the reader to the dynamics which have already been presented in Section 2.1.3.
For reference, the results from (2.5) are reproduced here
x˙ = v
v˙ =
f
m
Re3 − ge3
R˙ = RΩ
Ω˙ = I−1 (M−Ω× IΩ)
(4.3)
with v ∈ R3 representing the velocity and with f and M as the control inputs to the system
as pictured in Figure 4.7. It will also be useful to have the translational dynamics expressed
as
mx¨ = fRe3 −mge3. (4.4)
4.4.2 The Control Law
We implement the control law developed in [69], which guarantees exponential stability if the
geodesic attitude error is less than 90◦ and exhibits almost global exponential attractiveness
(the only exception is when the geodesic attitude error is 180◦). Let the thrust be
f = (−kxex − kvev +mge3 +mx¨d) ·Re3 ≡ fdes ·Re3 (4.5)
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where kx and kv are positive gains,
ex = x− xd and ev = x˙− x˙d
are position and velocity errors, respectively, and x¨d is the nominal acceleration. The com-
manded moments are given by
M = −kReR − kΩeΩ + Ω× IΩ− I
(
ΩˆRTRcΩc −RTRcΩ˙c
)
(4.6)
where kR and kΩ are positive gains and
eR =
1
2
(
RTc R−RTRc
)∨ and eΩ = Ω−RTRcΩc
are the angular position and rate errors with · ∨ : so(3) 7→ R3 being the opposite of the
“hat” map. In this case, Ωc ∈ R3 is the “commanded” or nominal angular rate and Rc is the
“commanded” attitude, which is given by
Rc =
[
b1c , b3c × b1c , b3c
]
(4.7)
where
b3c =
−kxex − kvev −mge3 +mx¨d
‖−kxex − kvev −mge3 +mx¨d‖ (4.8)
and b1c is chosen such that b3c × b1c is well conditioned. In our case, b1c is defined by a
combination of the planned trajectory and the desired force and will be explained further
in the next section.
4.5 Planning with Constraints
The system is underactuated since the thrust can only directly affect the translational accel-
eration in the b3 direction, and the moments can only directly affect the angular acceleration.
Since we are interested in aggressive maneuvers in which the quadrotor can perch on vertical
surfaces, it is important to ensure that we can plan trajectories that are not only dynam-
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ically feasible (considering the underactuation), but also physically realizable (considering
actuator and sensor constraints). In the last chapter, we presented a 2D solution to the
first problem and ignored the actuator and sensor constraints. Now, we will generalize the
planning method to 3D and also present a way to address actuator and sensor constraints.
4.5.1 Planning for Dynamic Feasibility
In this subsection, we will present results similar to [85], which facilitates the computation
of trajectories for the underactuated quadrotor system. We propose the following set of
variables called flat outputs, which will be used to show that the control inputs and state of
the system can be expressed in terms of this subset of variables and their derivatives:
Y =
 x
ψ
 (4.9)
where x is the position of the vehicle and ψ defines the yaw angle. In particular, these results
will provide insight into how smoothness constraints in the flat output space can be used
to guarantee dynamic feasibility. This property of the system is called differential flatness
and has also been shown to be useful for planning trajectories for other underactuated
systems [36, 98]. For more details, refer to our discussion in Section 3.2.2.
Now, observe from (4.4) that the nominal force can be determined from the acceleration
of the trajectory, x¨, since ‖Re3‖ = 1
f = m ‖x¨ + ge3‖ (4.10)
and the orientation of the third body frame axis, b3 as in Figure 4.7, is
Re3 = b3 =
x¨ + ge3
‖x¨ + ge3‖ . (4.11)
The rest of the rotation matrix, R, can be determined by defining a vector, b1 orthogonal
to b3 using ψ and then using b3 × b1 to determine b2. In [85], an intermediate vector was
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Figure 4.8: A strategy to avoid the singularity when the robot is horizontal. We define the bc vector
based on ψ and b3 in order to determine b2 while avoiding the singularity when e3 ·b3 = 0.
defined as bc =
[
cosψ, sinψ, 0
]
so that b2 could be determined directly by
b2 =
b3 × bc
‖b3 × bc‖ . (4.12)
However, in our case, such an approach is dangerously close to the singularity that results
when b3 is parallel to bc, which is likely to be the case when perching on a vertical surface
since the thrust vector may be horizontal. To avoid this, we choose bc such that the
singularity is avoided by allowing bc to be rotated (no more than ±pi/2) while remaining in
the plane defined by
[
cosψ, sinψ, 0
]
× e3. In practice, this means that we can define
bc as
bc =

cos γ cosψ
cos γ sinψ
sin γ
 , γ ∈ (−pi, pi) (4.13)
where γ is chosen based on b3 (see Figure 4.8). Then, b2 is given by (4.12),
b1 = b2 × b3 (4.14)
and
R =
[
b1, b2, b3
]
. (4.15)
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The next derivative of (4.4) is given by
mx(3) = fR˙e3 + f˙Re3
= fRΩˆe3 + f˙b3
(4.16)
and the scalar projection onto b3 reveals that
f˙ = b3 ·mx(3). (4.17)
Next, we can determine the first two terms of Ω by solving (4.16) for Ωˆe3 and independently
projecting onto −e2 and e1 (note that RTbi = ei and, similarly, eTi RT = bTi ), Ω1
Ω2
 = m
f
 −bT2
bT1
x(3). (4.18)
If we express R as a Z-Y -X rotation about ψ, θ, φ, respectively, we can determine
Ω =
(
RT R˙
)∨
(4.19)
from which we can express Ω3 in terms of already computed parameters and ψ˙
Ω3 =
(
1− (eT3 b1)2) ψ˙ − eT3 b2Ω2
eT3 b3
. (4.20)
Now we have introduced a singularity that is, to the best of our knowledge, unavoidable in
the full 3-D case. Thus, any portion of the trajectory that passes near the singularity, we
formulate as a vertical planar model, which results in a reduced-dimensioned flat space with
Ω3 = 0 as a constant when expressed in 3-D.
Another derivative of (4.4) provides
mx(4) = fR
(
ˆ˙Ω + ΩˆΩˆ
)
e3 + 2f˙RΩˆe3 + f¨Re3, (4.21)
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which is sufficient to determine Ω˙1 and Ω˙2 using the scalar projections onto e1 and −e2 Ω˙1
Ω˙2
 = m
f
 −bT2
bT1
x(4) − 2 f˙
f
 Ω1
Ω2
+ Ω3
 Ω2
−Ω1
 . (4.22)
Note that this result can also be obtained directly from the derivative of Ω1 and Ω2. The
third element, Ω3, can also be determined directly and will require ψ¨,
Ω˙3 = −
eT3 b˙3Ω3 + e
T
3 b˙2Ω2 + e
T
3 b2Ω˙2 + 2e
T
3 b1e
T
3 b˙1ψ˙ +
(
(eT3 b1)
2 − 1) ψ¨
eT3 b3
. (4.23)
Note that [
b˙1 b˙2 b˙3
]
= R˙ = RΩˆ, (4.24)
which are already known from (4.15), (4.18), and (4.20). Having the angular acceleration,
we can solve for the required moments,
M = IΩ˙ + Ω× IΩ. (4.25)
Thus, the control inputs and the state of the robot can be expressed in terms of the flat
outputs and their derivatives. The mapping is a diffeomorphism, so we have shown that the
system is differentially flat [98]. In particular, we see that the 4th derivative of position and
the 2nd derivative of the yaw angle appear in the control inputs. Then, any trajectory that
is sufficiently smooth in the flat outputs (x(t) ∈ C4 and ψ ∈ C2) defines a trajectory which
satisfies the dynamics of the system, and is therefore a dynamically-feasible trajectory.
4.5.2 Actuator and Sensor Constraints
In addition to dynamic feasibility, we must also consider actuator and sensor constraints,
especially when planning aggressive trajectories. While the trajectories are defined in the
flat space, it is likely that the physical constraints are not defined directly in the flat space.
Next, we will demonstrate how these constraints can be mapped to constraints in the flat
space, which enables their consideration when planning trajectories.
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First, the net thrust is bounded by fmax, which can be expressed as
m ‖x¨ + ge3‖ ≤ fmax. (4.26)
The gyros saturate at ωmax, which can be limited by imposing a bound on the jerk expressed
from (4.18) with a β1 function as
β1(x
(3), x¨, ψ˙) ≤ ωmax (4.27)
and the maximum moment about the ith axis is bounded by Mimax , requiring that
β2(x
(4),x(3), x¨, ψ¨, ψ˙) ≤Mimax . (4.28)
In practice, these constraints are coupled through (2.1). If the thrust is saturated, then all
rotors are spinning at their maximum speed, and the moment inputs must be zero. Similarly,
if a large moment is required, the thrust cannot simultaneously be zero. The thrust also
cannot be zero because of the singularity in (4.11). For this reason, when planning, we
further restrict certain constraints during portions of the trajectory that are expected to
require large control inputs.
4.5.3 A Constrained Optimization Problem
The trajectories can be parametrized using an appropriate basis function (e.g., Legendre
polynomials), h(t) ∈ Rm, and coefficients, ci ∈ Rm, such that
Yi(t) = cTi h(t) for i = 1, . . . , 4. (4.29)
Next, an objective function is formulated to minimize the control inputs in the flat space [85].
Minimizing the integral of the square of the nthi derivative of the i
th flat output provides the
50
cost function,
Ji =
tf∫
t0
∥∥∥Y(ni)i (t)∥∥∥2 dt, i = 1, . . . , 4
= cTi
 tf∫
t0
h(ni)(t)
[
h(ni)(t)
]T
dt
 ci
≡ cTi Hici
(4.30)
where, in our case, n =
[
4 4 4 2
]
. Then, Hi ∈ Rm×m is used to formulate the problem
as a Quadratic Program (QP):
minimize CTHC
subject to AC ≤ B
AeqC = Beq
(4.31)
with
C =

c1
...
c4
 , H =

H1
. . .
H4
 ,
with the constraints discussed in the previous section incorporated using a series of linear
approximations in A ∈ Rk×4m and B ∈ Rk where k is the total number of linear constraints.
The matrix Aeq ∈ Rp×4m and vector Beq ∈ Rp can be used to impose p equality constraints.
For example, we can use these to specify a velocity or acceleration constraint at a desired
time.
The previous formulation is satisfactory for a single trajectory segment, but in practice,
more than one segment is needed to maintain a high degree of freedom without resulting
in computational errors. To keep the problem well conditioned, a desired trajectory is
broken into smaller segments rather than increasing the order of the polynomial. Then, the
coefficients for each segment of a particular dimension can be stacked and incorporated into
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the QP. Finally, it is important to incorporate equality constraints between segments such
that the ith dimension is Cni .
4.5.4 Boundary Conditions
Now, we will discuss the specific boundary conditions to enable successful perching using our
quadrotor. The initial conditions can be chosen to match the current state. It is assumed
that the position and orientation (orientation defined by a vector, p3, normal to the plane)
of the perch location are known. Thus, the position at impact is defined such that the
quadrotor would be perched on the window. The desired normal impact velocity can be
chosen from the interior of the landing envelope. A desired acceleration vector should be
defined such that b3 (see (4.11)) is nearly aligned with p3 or slightly angled towards the
plate so that the plane of the quadrotor is nearly parallel to the window and so that the
highest pad makes contact first. In addition, the tangential velocity is desired to be slightly
downward so that the highest pad is engaged as discussed in Figure 4.4. These conditions
should fall within the boundary given in Figure 4.6.
From [87], we estimate that the time to change orientation will be a maximum of 0.4 s
(assuming a change of pi/2 radians). Thus, during the last portion of the trajectory, we
specify an acceleration such that b3 is nearly constant and the magnitude of the acceleration
places the thrust in the middle of its range to ensure that the robot has the moment control
authority to rotate in case the orientation is lagging behind the desired. Note that it is
important to consider gravity when using acceleration constraints to specify an attitude.
For example, if we would like the b3 vector to be at an angle θ and the thrust to be fmax/2,
the acceleration must be expressed as
x¨d =

fmax
2m sin(θ)
0
fmax
2m cos(θ)− g
 .
See Figure 4.9 and Figure 4.10 for a sample planar trajectory and acceleration vectors
during the trajectory. See Figure 4.11 for the components of acceleration. Notice that the
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Figure 4.9: A sample trajectory with vectors denoting the acceleration direction and magnitude.
The quadrotor starts on the bottom right and perches on the left at an incline of 70◦. The upper
left corner is presented in a higher temporal resolution in Figure 4.10.
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Figure 4.10: The last 40 ms of a sample perching trajectory. The arrows denote the acceleration
direction (i.e., the direction of b3) and magnitude. Notice that the direction of the vector does
not change significantly towards the end of the trajectory where the acceleration is bounded during
planning.
acceleration is bounded towards the end of the trajectory to ensure that, if there is lag, the
robot is still able to achieve the desired orientation before impact. Finally, to minimize
unnecessary kinetic energy, we require that the angular rates are zero at impact.
4.6 Experimental Results
In this section, we present the experimental setup and the results of the perching trials. The
experiments are conducted in the GRASP lab at the University of Pennsylvania (see [91])
using a Hummingbird quadrotor from Ascending Technologies3, and the QP is solved using
Gurobi Optimizer 6.04 with the MATLAB R© interface. A motion capture system is used for
position feedback at 100 Hz. The setup is documented in Figure 4.12. Successful perches on
3www.asctec.de
4www.gurobi.com
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Figure 4.11: A plot of the nominal acceleration for the trajectory in Figure 4.9. Notice that during
the last portion of the trajectory, the acceleration is bounded by the black lines, which dictates that
the angular velocity will be nearly zero and that the robot will achieve the correct orientation before
impact.
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Figure 4.12: The architecture of the system. The ground station handles the trajectory planning and
passes the trajectories to the position controller, which receives feedback from the motion capture
system. The position controller sends a desired force, fdes, a ψ error, and the necessary feedforward
inputs to the robot. Internally, the attitude controller runs at 1 kHz to update the commanded force
and moments based on the position controller and the feedback from the IMU.
a vertical surface under various impact conditions are denoted by diamonds in Figure 4.6.
These demonstrate the effectiveness of the planning algorithm, controller, and gripper as the
impact conditions fall within or near the boundary of the proposed landing envelope. The
angular velocities for 3 vertical surface perches are overlayed in Figure 4.13. In particular,
we would like to highlight that at the time of impact, the angular velocity of the vehicle is
nearly zero as desired. Further, the reader is encouraged to view an image sequence of a
perching robot in Figure 4.14 as well as the online5 multimedia material.
In addition to perching on vertical surfaces, the robot is able to perch on various incli-
nations without the need for iterative experimental trials. For example, perches on surfaces
at 30◦, 50◦, 70◦, and 90◦ are presented in Figure 4.15. Further, one of the motivations for
5http://www.jtwebs.net/2016-jmr/
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Figure 4.13: The angular velocities for 3 different perching trials on a vertical surface as estimated
using the motion capture system. The vertical dash-dotted black line denotes the time of contact
with the surface. As desired, the angular velocity is controlled to zero before impact.
Figure 4.14: A strobe image sequence of a perching robot. The robot starts on the right hand side
outside of the field of view, accelerates towards the target, and rotates in time to achieve a successful
perch within the landing envelope of the gripper.
the downward-facing gripper is that it can also be used to transport objects. For example,
the robot could be used to retrieve a lost cell phone as pictured in Figure 4.16.
Surface Effects
During these experiments, we noticed the impact of aerodynamic surface effects as the robot
approached the perch plate. Even in quasi-static situations, surface effects are noticed [106].
Thus, this effect was not unexpected and will be explored further in future work.
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Figure 4.15: Using the proposed planning method, the angle of the surface can be changed without
the need for iterative experimental trials. The root of each arrow indicates the position of the robot,
and the arrow indicates the direction of the thrust (i.e., the orientation of the robot).
Figure 4.16: The downward-facing gripper can also be used to carry payloads such as a cell phone.
4.7 Conclusion and Future Work
In this chapter, we presented a strategy for planning trajectories to enable quadrotors to
perch on inclined surfaces while taking into account constraints due to dynamics, actua-
tors, sensors, and the gripper. To show the effectiveness of the proposed methodology, we
demonstrated perching on inclined (up to 90◦) surfaces using a quadrotor equipped with a
downward-facing dry-adhesive gripper. Future work could include perching on curved sur-
faces, bat-like perching by hanging, and sensing failures during perching, and an exploration
of how the presented methods are impacted by the scale of a vehicle. Another important fu-
ture direction is the possibility to automate the gripper’s detaching process using an onboard
actuator, which would require balancing the need for compliance in a landing mechanism
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with the desire for a well-defined perching posture to simplify the return to free flight. We
also could move closer to real-world perching scenarios by exploring the impact of dusty
surfaces on the gripper effectiveness and by generalizing the gripper for other surfaces (e.g.,
brick, drywall, painted exterior metal, or marble) by using micro-spines or an appropriate
amount of adhesive. Finally, in the next chapter, we will leverage vision-based techniques
to enable perching independent from an external motion capture system.
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Chapter 5
Vision-Based Perching
5.1 Introduction to Vision-Based Control
Micro Aerial Vehicles are becoming ubiquitous and are being employed for a wide range of
tasks such as aerial photography, environmental monitoring, and disaster response. We see
increasing autonomy in such areas, but the effectiveness of multi-rotor MAVs is, nevertheless,
significantly limited by flight time, as discussed in Chapter 4. This is because the expensive
power demands for hover and the limited energy density of batteries combine to limit flight
durations [67]. However, there are many persistent monitoring operations that do not require
vehicles to be actively flying once a target location has been reached. Therefore, it is
appealing to develop solutions that might allow robots to perch to conserve energy and/or
recharge their batteries.
The results discussed in Chapters 3 and 4 were dependent upon a structured lab environ-
ment with a motion-capture system. This requirement, however, is a significant limitation
for real-world applications. In this chapter1, we propose a novel approach to perching, in-
dependent of a motion-capture system, for an autonomous quadrotor sensing with only a
single camera and an onboard Inertial Measurement Unit (IMU). We focus on the problem
of vision-based control to enable grasping a cylinder with an overhead gripper, allowing a
robot to hang from branches, poles (see Figure 5.1), or power lines, opening up possibilities
1Much of the content in this chapter originally appeared in [125].
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Figure 5.1: A sample outdoor perch location for a quadrotor on a cantilevered cylindrical light post.
Note that the axis of the cylinder can generally oriented.
to reduce power consumption or charge inductively. Specifically, we consider the problem
of obtaining reliable pose estimates relative to a cylinder and the synthesis of a control law
that allows the vehicle to converge to stable perching positions using the apparent contour
of the cylinder as feedback.
In order to eliminate the dependency on a motion-capture system, robots must be able
to carry onboard sensors that can provide information for localization. One sensor possibil-
ity is a camera, which has a very appealing information-to-weight ratio. In fact, cameras
are sufficient to build a map of an environment and to localize a robot with only a scale
ambiguity [19]. The scale can be resolved, for example, by using a second camera, a range
sensor, a priori knowledge of the scene, or an IMU. Estimation using stereo cameras has
proven to be effective for autonomous navigation and mapping but requires heavy process-
ing capabilities and a pair of calibrated cameras, which increases the weight, complexity,
and cost of the vehicle while decreasing the agility [112]. Similarly, a range sensor such as
an ultrasonic range finder or a single beam laser adds additional weight. An IMU, how-
ever, provides sufficent information with no increase in weight (an IMU is already onboard
most aerial robots) and only a slightly increased computational load. Indeed, many research
groups have recognized the benefits of pairing a single camera with an IMU because the two
sensors have complementary characteristics, are lightweight, and are relatively inexpensive,
especially when compared to other options such as laser scanners, RGB-D sensors, or a
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stereo camera rig. Recent work has shown the feasibility of using a single monocular camera
and an IMU for real-time localization [49, 55, 60] and autonomous flight [39, 109, 113, 138].
In these works, information from the two sensors is fused using an Extended Kalman Filter
(EKF) or an Unscented Kalman Filter (UKF) in order to provide localization that is viable
for real-time control. These estimates include the positions and velocities of the robot in the
inertial frame and possibly the 3-D positions of features observed by the camera. However,
such techniques do not provide the ability to control the vehicle with respect to a specific
object and therefore are not directly applicable to scenarios such as tracking a specific target
or perching. Thus, it is necessary to leverage different approaches.
In this chapter, we are concerned with the direct, vision-based control relative to a target
object, not with the control of absolute position and orientation. This paradigm of relative
control is called Visual Servoing. There is a foundational body of literature covering control
for monocular visual servoing applications which discusses the differences between Position
Based Visual Servoing (PBVS) and Image Based Visual Servoing (IBVS) [6, 8, 50]. The key
difference between these approaches is that with PBVS, the pose of the robot is estimated
based on the image features, and the control law is expressed in the 3D Cartesian space.
On the other hand, with IBVS, the control law is computed directly from features observed
in the image [50]. Each has its benefits; for example, PBVS systems can use common filters
in the MAV literature for the pose estimate while IBVS is considered to be more robust to
camera calibration errors, making it appealing for low cost and low quality systems.
Position-based Visual Servoing is directly related to computer vision work on recovering
pose from the projection of known structures, which is widely used in 3D-tracking and
augmented reality. In the context of this chapter, approaches trying to recover pose from
conics, cylinders, or quadrics are closely related. An extensive survey can be found in [21],
but the closest and most specialized treatment is in [99] and [100]. The projection geometry
of conics and the decomposition of conic projections in intrinsic and extrinsic parameters
is introduced in [57, 107], and Augmented Reality based tracking using circles and cylinder
projections was accomplished in [80].
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In the IBVS literature, most research analyzes first order systems [123] and proves sta-
bility for fully actuated systems [14]. One of the earlier and most well known articles in
visual servoing [30] presents interaction matrices for various geometric shapes and includes
simulation and experimental results. Issues with singularities, local minima, ill-conditioned
Jacobians, and comparisons between nominal and estimated Jacobians were discussed in [7].
Gravity compensation of a robot arm was considered within a visual servoing framework
in [61]. Higher order considerations were proposed in [11, 12], which also argues for feed-
forward control inputs and presents visual servoing as a “steering” problem. Stereo image
based visual servoing was introduced in [59], which relaxed the requirement that the scale of
the target was known. Recently, a Port-Hamiltonian approach has been used to formulate
a general IBVS approach [78], however an improvement in accuracy over traditional IBVS
approaches is not demonstrated. Further, works such as [42–44, 51] use a backstepping
approach for control, while [129] and [127] use a geometric-based control approach.
With regard to MAVs, a vision-based approach was used to evaluate possible flat landing-
site locations, however, this makes downward observation difficult [20]. An IBVS controller
was used in [68] to land a quadrotor on a moving platform, but the controller assumed
that the velocity in the world frame was known. Image based cooperative manipulation
was demonstrated with simulations in [84]. The authors in [116] leverage a Structure from
Motion (SFM) approach to estimate the parameters of a cylinder if the velocity of the camera
is known. An IBVS approach was presented for visual inspection of vertical cylinders at fixed
distances, but system requires a pilot or magnetometer to control the yaw and an additional
sensor to estimate the height [108]. Finally, grasping of cylindrical objects is considered
in [129] and [127], where the cylinder’s axis is assumed to be perpendicular to gravity and
an external motion capture system is used (in addition to onboard sensing) to control the
motion along the cylinder axis.
In this chapter, we develop the first fully autonomous vision-based quadrotor for perch-
ing, providing experimental results and a formulation of control and second order system
dynamics in the image plane. We address the full 3D visual servoing problem of grasping an
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overhead cylinder, allowing the robot to hang from branches or poles. Specifically, several
key contributions are presented:
• A second order dynamic model of features in a virtual image plane is derived using a
diffeomorphism between image features and robot’s location in 3D space.
• An IBVS control law is proposed in which the stability is proved via Lyapunov theory.
• The system is shown to be differentially flat with respect to a set of given outputs in a
virtual image space, which enables a simple method for planning dynamically feasible
trajectories directly in the image space.
• The control law and trajectory planning method are demonstrated through successful
perches of a quadrotor on real-world objects.
The chapter is organized as follows. In Section 5.2 and Section 5.3, the geometric and
dynamic models are developed, respectively. An IBVS control law is presented in Section 5.4,
and a method for trajectory planning is developed in Section 5.5. Then, experimental results
are reported in Section 5.6. Finally, we conclude the chapter in Section 5.7.
5.2 Geometric Model
Consider a cylinder with a known radius, r, and an unknown axis, a ∈ S2 defined in the
camera frame, C. In this section, all vectors will be defined with respect to the camera
frame unless otherwise noted with a superscript. We assume that the radius of the cylinder
is known (perhaps using the approach in [116]), and we focus on the problem of estimating
the pose of the cylinder in a camera-fixed frame. The closest concise treatment of a relative
cylinder pose can be found in [100].
5.2.1 Projection of Quadric
Let X ∈ R3, M ∈ R3×3, m ∈ R3, µ ∈ R, and
XTMX + mTX + µ = 0 (5.1)
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be the equation of a quadric surface in R3 expressed in the coordinate system of a camera.
Its projection x = (x, y, 1) to the image plane Z = 1 of a calibrated camera can be obtained
by letting X = λx be the ray of projection and requiring that this ray is tangent to the
surface. This means that the equation
λ2xTMx + λmTx + µ = 0 (5.2)
must have exactly one solution for λ. For this to happen, the discriminant must vanish
(mTx)2 − 4µxTMx = 0. (5.3)
Then, for any point x (recall that λx is tangent to the surface) satisfying (5.3), we can
recover its depth as
λ = − m
Tx
2xTMx
. (5.4)
Let us find the equation of a cylinder of arbitrary pose in camera coordinates. Let the
cylinder be expressed as
X2o + Y
2
o = r
2 (5.5)
in the object coordinates (Xo, Yo, Zo) ∈ R3. Then, in the camera frame, let the axis of the
cylinder be the unit vector a, and let the direction perpendicular to the plane spanned by
the origin and the axis be the unit vector b as displayed in Figure 5.2. Finally, let the vector
from the origin to the closest point on the axis be βc with ‖c‖ = 1. Choosing the closest
point of the axis as the origin of the object coordinate system, the transformation from the
object to the camera becomes
X =
[
c b a
]
Xo
Yo
Zo
+ βc (5.6)
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Figure 5.2: The geometry of the camera-cylinder system. The coordinate systems of the camera,
cylinder object, and world are given by (xc,yc, zc), (b, c,a), and (xw,yw, zw), respectively. The
axis of the cylinder a and the point on the axis closest to the camera, βc, can be estimated directly
from the lines representing the boundaries of the cylinder in the image. Further, we assume that
the projection d of a ray passing through the camera and tangent to the cylinder at the aTX = δ
plane can be observed.
or, rearranging, 
Xo
Yo
Zo
 =

cTX− β
bTX
aTX
 . (5.7)
Then, the cylinder can be expressed in camera coordinates as
(cTX− β)2 + (bTX)2 = r2 (5.8)
and following (5.3), we obtain the projection and factorize
0 = (βcTx)2 − (β2 − r2)((cTx)2 + (bTx)2) (5.9)
= (
√
β2 − r2b + rc)Tx (
√
β2 − r2b− rc)Tx, (5.10)
which shows that the projection of a cylinder is the union of two lines. Let us write these
two lines as
nT1 x = 0 and n
T
2 x = 0 (5.11)
64
with ni=1,2 being the unit vectors
n1,2 =
1
β
(√
β2 − r2b± rc
)
. (5.12)
We see that n1,2 contains all the information about the orientation of the cylinder:
a ∼ n1 × n2, b ∼ n1 + n2, c ∼ n1 − n2, (5.13)
and the distance of the camera to the closest point β can be recovered from the inner product
nT1 n2 = 1− 2
r2
β2
, (5.14)
which has a plausible geometric interpretation as cosφ = 1−2 cos2 φ2 where φ/2 is the angle
between c and the radial vector to the tangential point in the same plane.
A World-Fixed Point
The main objective is to determine the relative position of the robot, but also considering
translation along the axis of the cylinder relative to some fixed point in the inertial frame.
Thus, we are interested in determining the location of a fixed point, P, that lies on the
axis of the cylinder. Note that a tangent point cannot be used as the fixed point because it
would move in the inertial frame based on the relative pose. We could, however, use points
from features on the surface of the cylinder, but would then have to be concerned about
preventing the feature from becoming occluded.
If we are given the projection d of a tangent point Pt as in Figure 5.2, we first recover
the depth α of the point from (5.4)
α =
βcTd
(cTd)2 + (bTd)2
(5.15)
The plane that is perpendicular to the cylinder axis and passes through δa and Pt can
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be represented by
aTX = δ. (5.16)
Since αd is known from (5.15), we can obtain δ from
δ = aT (αd) =
(aTd)βcTd
(cTd)2 + (bTd)2
. (5.17)
Knowing δ, it is possible to compute P as
P = βc + δa. (5.18)
An Attitude Estimate
To control the robot, it is important to know the orientation relative to a fixed frame. We
assume that we can estimate the gravity vector, gB, in the robot body frame using the
onboard IMU. The transformation from the robot frame to the camera frame is fixed and
known by design, so we can determine the gravity vector in the camera frame, gC . In
addition, we have already concluded that we can estimate the axis of the cylinder, a, also
in the camera frame, which provides an anchor for the rotation about the vertical axis. If
the cylinder is not vertical (i.e., gC × a 6= 0), then the rotation between the camera frame
and the world frame is
RCW =
[
xCW y
C
W z
C
W
]
(5.19)
where RCW rotates vectors with coordinates in W to C and
zCW = −
gC
‖gC‖ , y
C
W =
zCW × a∥∥zCW × a∥∥ , xCW = yCW × zCW . (5.20)
5.2.2 Image Features in a Fixed-Orientation Virtual Frame
The observed features are in the camera frame, but we are interested in a fixed-orientation
frame located at the Center of Mass (COM) in order to simplify the control and planning
problems. In practice, this could be achieved using a gimbal that would keep the camera
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⇢1 ⇢2
u
Figure 5.3: The features in the virtual image are the coordinates (ρ1 and ρ2) of the two lines and
the coordinate, u, representing the projection of the aTX = δ plane.
at a fixed orientation in the world frame or, as in this case, we can re-project the observed
cylinder onto a virtual image based on the known orientation of the robot.
The virtual image plane is parallel to the axis of the cylinder, and its orientation can be
expressed as
RCV =
[
a yCW a× yCW
]
. (5.21)
In this case, we have formulated the virtual image plane as being in the a-yW plane. How-
ever, if the user would prefer to operate beside (in contrast to above or below) the cylinder,
a vertical plane would be more appropriate (e.g., the a-zW plane). The translational offset
of the camera from the COM of the system is known in the camera frame, which allows us
to determine
PV = TVC (P) (5.22)
where TVC is a known transformation. The feature vector in the virtual image (see Figure 5.3)
is
s ≡

ρ1
ρ2
u
 = Γ (PV , r) (5.23)
where ρ1 and ρ2 can be computed from the lines of the cylinder and
u =
eT1 P
V
eT3 P
V (5.24)
where ei denotes the ith standard basis vector. Now that we have computed the image
features in the virtual image, we will explore their dynamics to provide insight for control.
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5.3 Dynamic Model in the Virtual Frame
As the robot moves, the image features will also move in the virtual image. Since we are ulti-
mately interested in driving the features to a desired goal, it is important to understand how
the control inputs of the system influence the dynamics and can be used to manipulate the
image features. This will enable simulations as well as provide insight for the development
of an image based control law.
The velocities of the image features are (see [50])
s˙ =
∂Γ
(
PV
)
∂PV
P˙V . (5.25)
Let the position of the robot in the world frame be xq so that the velocity of P can be
computed to be
P˙V = −RVCRCW x˙q. (5.26)
Then, we can express the image feature velocities in terms of the robot velocity and PV
s˙ = −∂Γ
(
PV
)
∂PV
RVCR
C
W x˙q ≡ J x˙q. (5.27)
We assume that RVW is constant (i.e., the cylinder’s orientation is fixed in the world) and
known since RCW is known from (5.19) and R
V
C is known from (5.21). Since we have assumed
that r > 0 and that the robot cannot pass through the cylinder, it can be shown that the
Jacobian is nonsingular.
The translational dynamics of a quadrotor in the world frame can be expressed as
mx¨q = −mge3 + fRWB e3 (5.28)
where m is the mass of the vehicle, g is gravitational acceleration, e3 =
[
0 0 1
]T
, f is
the net thrust, which only acts vertically (i.e., in the e3 direction) in the body frame of
the robot, and RWB is the orientation of the vehicle’s body with respect to the word frame.
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Further, the angular dynamics are given by
R˙WB = R
W
B Ωˆ (5.29)
IΩ˙ + Ω× IΩ = M (5.30)
where Ω ∈ R3 is the body-frame angular velocity of the robot, I is the inertial tensor,
M ∈ R3 is the control moments, ·ˆ : R3 7→ so(3) is the “hat” map defined such that
aˆb = a× b, and so(3) is the Lie algebra of SO(3), the 3D rotation group.
Using (5.27), the acceleration of the robot can be expressed in terms of J , J−1, s, and
their derivatives
m
(
J−1s¨ + ˙J−1s˙
)
= fRWB e3 −mge3. (5.31)
Rearranging, the dynamics of the image features are
s¨ =
1
m
J
(
fRWB e3 −mge3 −m ˙J−1s˙
)
(5.32)
and can be used for simulation and the development of the control law in the next section.
5.4 An Image-Based Control Law
The goal of our controller is to drive observed image features, s, to desired values, sdes. In
this section, we first show exponential stability of the closed-loop attitude dynamics. Next,
we determine bounds on the translation Lyapunov candidate and its derivative. Finally, we
show that the equilibrium of the full closed-loop system is asymptotically stable. For ease
of notation, in the rest of this section, let R ≡ RWB .
5.4.1 Stability of the Closed-Loop Attitude Dynamics
Let the commanded moments for the attitude controller be
M = −kReR − kΩeΩ + Ω× IΩ (5.33)
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where kR, kΩ ∈ R>0 are positive gains. Also, eR and eΩ represent the attitude errors
eR =
1
2
(
RTdesR−RTRdes
)∨ (5.34)
eΩ = Ω−RTRdesΩdes (5.35)
where · ∨ : so(3) 7→ R3 is the opposite of the hat map and the subscript “des” indicates a
desired value.
Proposition 2. If the initial attitude error is less than 180◦, the closed-loop attitude dy-
namics converge exponentially to the equilibrium, R = Rdes and Ω = Ωdes.
Proof. We define
Ψ(R,Rd) =
1
2
tr
[
I −RTdesR
]
(5.36)
and propose a Lyapunov candidate
VR = 1
2
eΩ · IeΩ + kR Ψ(R,Rd) + c2eR · eΩ, (5.37)
with c2 being a positive scalar. Let zθ = [‖eR‖ , ‖eΩ‖]T . Then, following the results in [69],
we can show that
zTθMθzθ ≤ VR ≤ zTθMΘzθ, (5.38)
V˙R ≤ −zTθWθzθ, (5.39)
where Mθ,MΘ,Wθ ∈ R2×2 are positive definite. We can also show that the equilibrium of
the closed-loop attitude dynamics is exponentially stable if the initial attitude error is less
than 180◦.
5.4.2 Translational Error Dynamics
Let the desired thrust vector in the world frame be
fdes = m
(
ge3 + J
−1 (kxes + kve˙s + s¨des) + ˙J−1s˙
)
(5.40)
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where
es = sdes − s, e˙s = s˙des − s˙ (5.41)
are the position and velocity errors in the image coordinates, and kx, kv ∈ R>0 are positive
gains.
Note that R can be computed as R = RWC R
C
B where R
C
B is a known, constant rotation and
RWC can be determined from the real image as in (5.19). Rearranging (5.31), the dynamics
of the image features are
s¨ =
1
m
J
(
fRe3 −mge3 −m ˙J−1s˙
)
. (5.42)
Using (5.27), we can determine the image errors
e¨s = s¨des − 1
m
J
(
fRe3 −mge3 −m ˙J−1s˙
)
, (5.43)
so that
me¨s = ms¨des − fJRe3 + Jmge3 +mJ ˙J−1s˙. (5.44)
Defining
X = J
f
eT3 R
T
c Re3
(
Rce3 −
(
eT3 R
T
c Re3
)
Re3
)
, (5.45)
the error dynamics become
me¨s = ms¨des − J
(
f
eT3 R
T
c Re3
Rce3
)
+ X + Jmge3 +mJ ˙J−1s˙. (5.46)
Next, let
f = fdes ·Re3, (5.47)
and let the commanded attitude be defined such that
Rce3 =
fdes
‖fdes‖ . (5.48)
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Then, from the previous two equations, we have
f = ‖fdes‖ eT3 RTc Re3. (5.49)
Substituting this into (5.46) and observering from (5.48) that fdes = ‖fdes‖Rce3, we have,
me¨s =ms¨des − J
(‖fdes‖ eT3 RTc Re3
eT3 R
T
c Re3
Rce3
)
+ X + Jmge3 +mJ ˙J−1s˙ (5.50)
=ms¨des − J (‖fdes‖Rce3) + X + Jmge3 +mJ ˙J−1s˙ (5.51)
=ms¨des − Jfdes + X + Jmge3 +mJ ˙J−1s˙. (5.52)
Then, using (5.40), the error dynamics become
me¨s = −kxes − kve˙s + X (5.53)
where X is defined in (5.45).
5.4.3 Properties of the Closed-Loop Translational Dynamics
We start with the Lyapunov candidate from [70]
Vs = 1
2
kx ‖es‖2 + 1
2
m ‖e˙s‖2 + c1es · e˙s (5.54)
and define zs =
[
‖es‖ ‖e˙s‖
]T
.
Remark 1. Upper and lower bounds of Vs can be expressed as
zTsMszs ≤ Vs ≤ zTsMSzs, (5.55)
where Ms,MS ∈ R2×2 are
Ms =
1
2
 kx −c1
−c1 m
 , MS = 1
2
kx c1
c1 m
 . (5.56)
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Next, we compute
V˙s = kx (e˙s · es) +m (e¨s · e˙s) + c1 (es · e¨s + e˙s · e˙s) , (5.57)
and incorporate the error dynamics from (5.53),
V˙s = c1kx
m
‖es‖2 + (kv − c1) ‖e˙s‖2 + c1kv
m
(es · e˙s) + X ·
(c1
m
es + e˙s
)
. (5.58)
Now, we establish a bound on X. From (5.45),
X = J
f
eT3 R
T
c Re3
((
eT2 R
T
c Re3
)
Re3 −Rce3
)
(5.59)
‖X‖ ≤ ‖J‖
∥∥∥∥‖fdes‖Rce3 ·Re3Rce3 ·Re3
∥∥∥∥ ‖eR‖ (5.60)
≤ ‖J‖ ‖fdes‖ ‖eR‖ (5.61)
≤ ‖J‖m
∥∥∥ge3 + J (kxes + kve˙s + s¨des) + ˙J−1s˙∥∥∥ ‖eR‖ (5.62)
≤ (k′x ‖es‖+ k′v ‖e˙s‖+B) ‖eR‖ , (5.63)
where k′x, k′v, B are as defined as
k′x = m ‖J‖ ‖J‖ kx, (5.64)
k′v = m
(
‖J‖ ‖J‖ kv +
∥∥∥ ˙J−1∥∥∥) , (5.65)
B = m ‖J‖
(
g + ‖J‖ ‖s¨des‖+
∥∥∥ ˙J−1∥∥∥ ‖s˙des‖) , (5.66)
and from [70], 0 ≤ ‖eR‖ ≤ 1.
Next we will show that there exists positive constants γ1, γ2, γ3 s.t., ‖J‖ ≤ γ1,
∥∥J−1∥∥ ≤ γ2,
and
∥∥∥ ˙J−1∥∥∥ ≤ γ3.. Since Γ is smooth (we only require C2 here), J is smooth on the closed
set S. This implies J is bounded on S, i.e., ∃ γ1 > 0, s.t. ‖J‖ < γ1. Next, since J is
smooth and nonsingular on S, the inverse is well defined and is smooth on S, which im-
plies J−1 is bounded on S, i.e., ∃ γ2 > 0, s.t.
∥∥J−1∥∥ < γ2. Next, observe that ddtJ−1(xq) =
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∂
∂xq
J−1(xq)x˙q is a composition of smooth functions on S, implying that it is bounded on S,
i.e., ∃ γ3 > 0, s.t.
∥∥∥ ˙J−1∥∥∥ < γ3. Then, similar to [118], we can express V˙v as
V˙s = c1kx
m
‖es‖2 + (kv − c1) ‖e˙s‖2 + c1kv
m
(es · e˙s) + X ·
(c1
m
es + e˙s
)
≤ −
[
‖es‖ ‖e˙s‖
]
Ws1
 ‖es‖
‖e˙s‖
+ k′p ‖es‖ ‖eR‖(c1m ‖es‖+ ‖e˙s‖)
+ k′v ‖e˙s‖ ‖eR‖
(c1
m
‖es‖+ ‖e˙s‖
)
+B ‖eR‖
(c1
m
‖es‖+ ‖e˙s‖
)
.
(5.67)
Remark 2. An upper bound on V˙s can be written as
V˙s ≤ −zTsWszs + zTsWsθzθ, (5.68)
where
Ws1 =
 c1kxm c1kv2m
c1kv
2mq
kv − c1
 , Wsθ =
 c1mB 0
B 0
 , (5.69)
Ws2 =
 c1αk′xm α2 ( c1mk′v + k′x)
α
2
(
c1
mk
′
v + k
′
x
)
αk′v
 , (5.70)
Ws = Ws1 −Ws2 . (5.71)
Since Ws = (Ws)T and Ws ∈ R2×2, it is sufficient to show that det(Ws) > 0 and
Ws(1, 1) > 0 in order to claim that Ws > 0. Then, assuming (1− αγ1γ2m) > 0, we have
w11 > 0. This is reasonable since α is a functional on the attitude error such that α ∈ [0, 1].
Thus, this assumption is simply a bound on the attitude error. The determinant can be
expressed as a quadratic function of kv such that
det(Ws) = β0 + β1kv + β2k
2
v , (5.72)
and βi is a function of c1, kx, γ1, γ2, γ3, and m. The critical point of the quadratic occurs
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when
kv =
kxm
c1
+
kxm+ αc1γ1γ3
c1 (1− αγ1γ2m) , (5.73)
and has a value of
det(Ws) =
kx (1− αγ1γ2m)
(
kxm− c21
)
m
. (5.74)
Since we have assumed (1− αγ1γ2m) > 0, we see that kv > 0, det(Ws) > 0, and therefore
Ws > 0.
5.4.4 Stability of the Combined System
Proposition 3. The equilibrium of the closed-loop system is asymptotically stable.
Proof. We consider the combined Lyapunov candidate for the translational and angular
error dynamics, V = Vs + VR. From (5.38) and (5.55), we have,
zTsMszs + z
T
θMθzθ ≤ V ≤ zTθMΘzθ + zTsMSzs. (5.75)
Further, we see that
V˙ ≤ −zTsWszs + zTsWsθzθ − zTθWθzθ, (5.76)
≤ −λmin(Ws) ‖zs‖2 + ‖Wsθ‖ ‖zs‖ ‖zθ‖ − λmin(Wθ) ‖zθ‖2 . (5.77)
Suppose that we choose positive constants c1, kx, kv, kR such that
kx >
c21
m
, (5.78)
λmin (Wθ) >
4‖Wsθ‖2
λmin (Ws)
. (5.79)
Then, we have V˙ < 0, ensuring the equilibrium of the closed-loop system to be asymptotically
stable.
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5.5 Trajectory Planning
While the controller does guarantee stability, perching performance can be further improved
by varying the desired setpoints in time (sdes (t)) in a feasible manner. For a dynamic system,
it is expected that a smooth transition between states (e.g., not a step input) is required, but
with the state vector represented by image features, the exact requirements are not obvious.
In the rest of this section, we present a planning method that clarifies the requirements for
a dynamically feasible trajectory in the image feature space and also provides a method for
minimizing the inputs to the system after being expressed as a differentially flat system.
Let a set of proposed flat outputs be
Y =

ρ1
ρ2
u
ψ

=
 s
ψ
 (5.80)
where s is the image feature vector and ψ is the yaw angle describing a rotation about the
vertical axis of the inertial frame, zw. We will show that Y is a valid set of flat outputs for
our system and that trajectories can be planned for Y(t) such that they are dynamically
feasible. From a given trajectory, the thrust can be expressed considering (5.31) as
f =
∥∥∥mge3 +m(J−1s¨ + ˙J−1s˙)∥∥∥ (5.81)
which is dependent only on Y since J is a function of Y (assuming RVW is known and
constant). Since the orientation of the robot can be expressed as
RWB =
[
xWB y
W
B z
W
B
]
, (5.82)
the RWB e3 term in (5.31) is equal to z
W
B and the dynamic model can be rewritten accordingly.
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Since f ∈ R and, by definition, ∥∥zWB ∥∥ = 1, we can solve for zWB :
zWB =
m
(
J−1s¨ + ˙J−1s˙
)
+mge3∥∥∥m(J−1s¨ + ˙J−1s˙)+mge3∥∥∥ . (5.83)
Defining a vector in the world, xψ =
[
cosψ sinψ 0
]T
, we can write the other two com-
ponents of the rotation matrix RWB as
yWB =
zWB × xψ∥∥zWB × xψ∥∥ , xWB = yWB × zWB . (5.84)
Since zWB and xψ are dependent on the flat outputs and the corresponding derivatives, we
have shown that the body orientation is dependent on those quantities.
Next, we demonstrate that the angular velocity in the body frame is also dependent on
the chosen set of flat outputs. Taking the derivative of (5.31), we obtain
m
(
2 ˙J−1s¨ + J−1s(3) + ˙J−1s˙
)
= ΩW × fzWB + f˙zWB , (5.85)
and an inner product with zB reveals that
f˙ = m
(
2 ˙J−1s¨ + J−1s(3) + ˙J−1s˙
)
· zWB . (5.86)
Similarly, solving (5.85) for the ΩW × zWB term and independently projecting onto xWB and
yWB provides the first two terms of Ω
B by leveraging the circular shift property of the scalar
triple product and the fact that ΩW = RWB Ω
B. Then, the third component of ΩB can be
determined using an appropriate parameterization of RWB and because ψ˙ is known.
With another derivative, the angular acceleration of the robot appears as a function of
Y (and higher derivatives) and allows for the computation of the control moments from
(5.30). Thus, the control inputs are dependent on s(2), s(3), s(4), ψ˙, and ψ¨, and the dynamic
system could be rewritten as a chain of integrators for each of the elements of Y with the
appropriate derivative as the input to the flat system. For this reason, we plan trajectories
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Figure 5.4: The architecture for planning, control, and estimation. The ground station is only
responsible for visualization and sending high level commands. A desired trajectory (Yd, Y˙d, Y¨d, . . .)
is computed and sent to the IBVS controller. The controller uses IMU feedback at 200 Hz (in the
form of a quaternion, q) and image feature feedback at 75 Hz to compute a desired force fdes and
a yaw error eψ, which are sent to the attitude controller. Finally, the attitude controller computes
the necessary moment control inputs M and the thrust f .
that minimize the fourth derivative (i.e., snap) of the image features and of the second
derivative of the yaw, ψ.
The trajectory planning problem can be formulated as a Quadratic Program (QP) with
the requirement that the trajectories are C4 (or C2 for ψ) and solved using the method
outlined in [85], which allows for the implementation of constraints formulated in terms of
the flat outputs.
5.6 Experimental Results
The experiments were conducted in the GRASP Lab [91] at the University of Pennsyl-
vania using an Ascending Technologies Hummingbird quadrotor. An onboard computer
(ODROID-XU3 from Hardkernel) handles all image processing and control, and the onboard
sensors compose of the quadrotor’s IMU and a Matrix Vision mvBlueFOX-MLC camera with
a 98◦ horizontal and a 73◦ vertical field of view. The image processing and control use ROS,
and the ODROID-XU3 is able to provide a rectified 752 × 480 image at frame-rate. A
schematic and more detailed description of the system is provided in Figure 5.4. As de-
picted in the figure, all of the visual processing, control, estimation, and planning is done
onboard without human intervention or an external motion capture system. The user can
remotely change navigation and visualization settings from a base station.
We have intentionally pointed the camera upward because it more naturally keeps the
cylinder within the field of view (see the discussion in Figure 5.5). Additionally, the robot is
equipped with an upward-facing 1-DOF gripper, depicted in Figure 5.6, which is actuated
using a small servo.
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Figure 5.5: A cartoon to motivate the orientation of the camera and gripper on a perching robot.
Consider the case when the goal is to keep the robot aligned with the cylinder, but the robot starts
slightly to the left (gray). Then, the robot must rotate clockwise to accelerate towards the right
(blue). The red arrow indicates the desired direction of the thrust and also the desired direction of
the zB axis. The left hand side depicts the camera and field of view if the camera is facing downward.
When the camera faces the same direction as the thrust (i.e., upward), the robot more naturally
keeps the cylinder in the field of view (right). In particular, this is important when maneuvering
close to a cylinder such as when perching.
Upwards-Facing	
Gripper	
Upwards-Facing	
Camera	
Figure 5.6: The robot has an upward-facing camera and gripper to enable perching on objects above
the robot.
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Figure 5.7: A sample image sequence from the onboard camera while perching. The time increases
from left to right. As the robot gets closer to the cylinder, the cylinder becomes larger in the image.
The blue (left) and red (right) lines indicate the detected lines.
5.6.1 Visual Processing
Efficient image processing is crucial since the algorithm must run at a sufficient rate for
closed loop control. A sample of the result is given in Figure 5.7. The image processing
algorithm is mainly divided into two steps: 1) Line detection and 2) Line tracking.
Line Detection
The goal of the first task, which is executed only at the first frame, is to reliably identify
the lines representing the image of the cylinder. To accomplish this, the detection algorithm
leverages the OpenCV library and a Hough transform [82] to detect lines in the image. From
the set of lines detected, we identify two with similar length and orientation while enforcing
a minimum distance between the two lines.
Line Tracking
In the second task, the two detected lines are tracked in the image. We use the Visual
Servoing Platform (ViSP) [79] library to track the moving edges identified in the previous
step. Each sample point along a line is tracked from one image to another along the normal
to the edge passing through the point. To improve real-time image processing and control,
two threads are instantiated to simultaneously track the two lines, which leverages multiple
processor cores. If the tracking is lost, the two steps are repeated again. The cylinder
tracking code runs onboard at 75 Hz, and the computed parameters in the virtual plane are
filtered to obtain velocity estimates.
5.6.2 Trajectory Planning and Perching
Now, we leverage the trajectory planning in Section 5.5 to smoothly transition between
states. For experimental results of a sample trajectory, see Figure 5.8. The image coordi-
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Figure 5.8: A sample trajectory starting below and to the side of the cylinder, passing directly
underneath, and ending on the other side of the cylinder. The desired trajectory is denoted by a
“d ” superscript.
nates track the desired values using the control law proposed in Section 5.4. These results
demonstrate the effectiveness of the proposed control law.
In many situations for aerial robots, it will beneficial for the robot to perch. Similar
to the motivation for an upward-facing camera, we also use an upward-facing gripper. In
this way, corrections of the robot position keep the gripper facing towards the target. Using
this setup, the robot can successfully perch as displayed in Figure 5.6 using a trajectory in
the first three components of Y as in Figure 5.9. The estimate of βc in the camera frame
provides the distance of the vehicle from the cylinder and can be used to determine when
to close the gripper. The estimate of xVq throughout the trajectory is shown in Figure 5.10,
and Table 5.1 shows the Root Mean Square Error (RMSE) of the vehicle with respect to the
desired values. The first component is the largest because, in this maneuver, xV is closely
aligned with the axis of the cylinder, and the measurement of the end of the cylinder is
noisy. The average Euclidean error is 2.1 cm for the position confirming the effectiveness of
the controller. Finally, a video of the experimental results is provided in the supplementary
multimedia material and online (see [126]), showing that the vehicle can hover, perch from
different initial configurations, and handle various cylinder orientations.
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Figure 5.9: A sample trajectory starting below and to the side of the cylinder and ending in a perch.
The desired trajectory is denoted by a “d ” superscript.
Coordinate in frame V Position Root Mean Square Error (m)
x 0.020
y 0.008
z 0.009
Table 5.1: Position RMSE during a perching maneuver.
5.7 Conclusion
In this chapter, we presented the first vision-based control approach enabling a quadrotor,
without the aid of GPS or a motion capture system, to perch on generally-oriented cylindrical
objects. We developed a geometric model to determine the pose relative to a cylinder, used
a virtual camera frame to simplify the image feature space, expressed the dynamics of the
robot in terms of the image features, developed and proved stability of an image-based
controller, and presented a method to plan dynamically feasible trajectories directly in the
image plane. Finally, we provided experimental results, demonstrating the success of our
methods using a fully autonomous platform with all computation and sensing onboard.
There are still opportunities for further development. Future work could include a sensi-
tivity analysis of the control law, subject to radius uncertainty estimates, and could explore
a comparison between the current IBVS approach and a PBVS approach. The gripper could
accommodate perching using a smaller contact area, not by caging the cylinder, which would
enable perching on larger cylinders using a smaller gripper. The cylinder detection could
be improved to be more robust to objects that are cylindrical in only some sections, such
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Figure 5.10: The desired (computed from ρd1, ρd2, and ud) and computed estimate of the quadrotor’s
position in the virtual frame V for a perching maneuver.
as a crooked tree branch. Surface features of the target could also be leveraged to provide
an estimate of axial motion. Finally, we could generalize this approach to consider other
shapes, targets in motion, and the field of view constraints as will be discussed in the next
chapter.
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Chapter 6
Localization and Planning for
Tracking Moving Targets
6.1 Introduction
In most previous works leveraging aerial robots for observation of another object, including
the last few chapters, there is the assumption that the target is static in the world frame.
However, a static object is often not a valid assumption such as when intercepting malicious
aerial vehicles, tracking moving ground-based targets, or landing on a moving vehicle. Fur-
ther, since localization methods such as GPS do not provide information about positioning
relative to an object, researchers typically consider sensors such as cameras for tracking but
often overlook the limited field-of-view (FOV) constraint. The FOV constraint has been
mitigated by using creative methods such as an upward-facing camera (see, for example,
Chapter 5 and [125]) or by leveraging an omnidirectional camera [64], however, aerial robots
are more likely to be equipped with downward-facing sensors than upward-facing ones, and
omnidirectional cameras typically require cumbersome optics, which reduces agility and pay-
load capacity. Additionally, most of these works do not model the dynamics of the target or
even predict its path, limiting them to quasi-static scenarios. Thus, the goal of this chapter
is to relax the typical assumptions of a fixed target and an unconstrained field of view,
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enabling a quadrotor to track a moving target while considering the robot’s limited field
of view. The example which will be explored is that of a robot tracking a moving sphere.1
Our key contributions include the relative pose estimate of a spherical target as well as the
planning algorithm, which considers the dynamics of the underactuated robot, the actuator
limitations, and the field of view constraints. We show simulation and experimental results
to demonstrate feasibility and performance, as well as robustness to abrupt variations in
target motion.
As discussed in Chapter 5, a localization method such as GPS does not provide informa-
tion about positioning relative to the object. Similarly, visual odometry methods focus on
determining the robot’s pose relative to a starting location, not relative to a specific object,
making them not directly applicible to our scenario. On the other hand, visual servoing
solutions focus on motion relative to a specific object, but they typically require one or
more of the following assumptions:
A1 The dynamics of the robot are first-order.
A2 The robot is fully actuated.
A3 The image features correspond to fixed locations on the object.
A4 The object is fixed in the inertial frame.
A5 The object does not leave the field of view of the camera.
In this chapter, we address these assumptions as they relate to maneuvering a quadrotor
relative to a moving target. To accomplish this, we extend the planning methods used
for high-speed grasping and perching from Chapters 3 and 4, respectively. As none of the
previous chapters directly address A4 or A5, these will require careful consideration.
The closest works regarding visual servoing relative to spheres develop the control for
a first-order robotic arm (A1 and A2) and assume the sphere is stationary (A4) [37, 38].
Circular markers have also been considered for visual servoing [28]. Our previous work
1Much of the content in this chapter will appear in [133].
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considered servoing using a higher order underactuated system and did not require the
image features to correspond to fixed locations on the target, an issue that arises when the
object of interest has curvature [125]. While innovative design assisted in keeping the object
in the field of view, there wasn’t an explicit consideration for the field of view constraints,
and there was no way to recover if the object left the image.
There have also been more general approaches for landing or maneuvering multirotors
relative to a moving target (A4). For example, aerial grasping of moving targets has been
demonstrated in a simulated environment [115]. Landing on a small carrier vehicle was
accomplished by leveraging an onboard IR camera (from a Wii Remote) and IR markers on
the landing pad [139]. The very limited field of view (45◦) was mitigated with a pan-tilt
unit. Landing on a moving target using a downward-facing camera was explored in [68], but
there was no explicit consideration for the field of view. Angular dynamics were ignored but
enabled landing on a vertically moving target similar to a ship deck [48]. Conveniently, this
approach only relied on optical flow of the surface, making the field of view constraint less
of an issue. However, the normal of the surface was assumed to be known.
The most relevant work considers tracking a moving target with a quadrotor while avoid-
ing obstacles [9]. The trajectory of the target is estimated, and trajectories are planned to
minimize the position error. In this work, we consider a similar approach with some novel
extensions. Specifically, we will consider a modified objective function which is more appro-
priate for aggressive scenarios, and we will incorporate the field of view constraints in the
robot’s trajectory planner.
This work makes multiple contributions. First, we provide a solution to identify a spher-
ical object’s position with respect to the aerial platform using monocular vision. Second, a
trajectory planning method enables a robot to track a moving object in real time using the
single downward-facing, body-fixed camera while explicitly considering the field of view. To
the best of our knowledge, this is the first time that onboard navigation techniques based
on a single camera and inertial measurement unit (IMU) are used both to navigate in the
world and track a moving target without the need of an external motion capture system or
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additional onboard sensors.
The high-level goal to enable a robot to track or acquire a moving target will be broken
down into a number of sub-tasks. First, the robot must be able to determine a relative pose,
which will be discussed in Section 6.2. Since the object may be moving, we also need to
estimate its motion and propagate its dyanmics in order to increase robustness to occlusions
and potential failure when an object may temporarily leave the field of vew. Thus, we model
the object’s and robot’s dynamics as well as discuss the robot’s controller in Section 6.3. The
planning strategy is proposed in Section 6.4. Finally, results are presented in Section 6.6,
and we conclude in Section 6.7.
6.2 Relative Pose
In this section, we provide an approach to determine a relative pose from the image of a
sphere. Specifically, we consider fitting a cone to a set of 3D points, making our approach
agnostic to the camera model. Related works include fitting of ellipses and circles to points
in a plane [35, 40]. Unless otherwise noted, vectors in this section will be expressed in the
camera frame C. Let a sphere be represented by
‖X−C‖2 − r2 = 0 (6.1)
where C ∈ R3 is the center, r is the radius, X ∈ R3 is any point on the surface, and ‖ · ‖
represents the Euclidean norm.
We define the projection operator pi which maps a point X in the camera frame to a
point x ∈ R3 on the image surface
x = pi(X) ≡ 1
λ(X)
X (6.2)
where the choice of λ : R3 7→ R is dependent on the camera model. For example, we would
choose λ ≡ ‖X‖ for a spherical camera model or λ ≡ eT3 X, where eT3 =
[
0 0 1
]
, for a
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pinhole model. In any case, we can express X = λx, allowing us to write (6.1) as
‖λx−C‖2 − r2 = 0 (6.3)
xTxλ2 − 2xTCλ+ CTC− r2 = 0, (6.4)
which is quadratic in λ. Considering that points on the contour of the projection represent
rays which are tangent to the sphere, we require λ to be unique, which means that, for the
contour, the discriminant of (6.4) must vanish so that
(2xTC)2 − 4xTx (CTC− r2) = 0 (6.5)
xTCCTx− xTx (CTC− r2) = 0 (6.6)
xT
[
CCT +
(
r2 −CTC) I]x = 0, (6.7)
where I is the identity matrix, and we observe that (6.7) is a conic. The set of solutions
for x is known as the tangent cone to the sphere from the camera origin [33]. In this case,
however, x is an observed point, making this form not ideal for the rest of our formulation
where we wish to determine C.
6.2.1 A Geometric Solution
If we assume a spherical camera model for x so that xTx = 1, then (6.6) simplifies to
xTCCTx− (CTC− r2) = 0 (6.8)(
xTC
)2
+ r2 −CTC = 0. (6.9)
Then, if we let C = γc with ‖c‖ = 1 so that c represents the bearing to the center of the
target, we have (
γxT c
)2
+ r2 − γ2 = 0, (6.10)
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Figure 6.1: The geometry of a vector X = λx with ‖x‖ = 1 in the tangent cone. The center of the
sphere is given by C = γc with ‖c‖ = 1. The top hemisphere represents the spherical camera model,
and the circle is the cross section through a hemisphere of the sphere. Note that the Pythagorean
theorem holds such that λ2 + r2 = γ2 when a spherical camera model is used for both X and C.
which is simply the Pythagorean constraint as discussed in Figure 6.1. Squared errors from
this constraint can be captured in a non-linear minimization problem to estimate C
arg min
C
n∑
i=1
[(
xTi C
)2
+ r2 −CTC
]2
(6.11)
given n observed bearings in the tangent cone. This minimization can be seeded with the
centroid as an initial guess, and a gradient descent can be used to determine the solu-
tion. With this formulation, the geometric error is minimized, however, the computational
demands may be higher than is realistic for real-time implementation.
6.2.2 An Algebraic Solution
The conic fitting problem can also be approached algebraically, analogous to algorithms used
for ellipse fitting [35]. For ease of comparison, we will use similar notation.
Fitting a Cone to a Set of Observations
Let a conic be defined by
xTAx = 0 (6.12)
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with A ∈ R3×3, A = AT , and x =
[
x y z
]T
. Note that A can be arbitrarily scaled and
represent the same conic. The constraints for n observations xi can be written as

x21 y
2
1 z
2
1 2x1y1 2x1z1 2y1z1
x22 y
2
2 z
2
2 2x2y2 2x2z2 2y2z2
...
...
...
...
...
...
x2n y
2
n z
2
n 2xnyn 2xnzn 2ynzn

︸ ︷︷ ︸
D

A11
A22
A33
A12
A13
A23

= 0 (6.13)
so that the linear system can be solved using a singular value decomposition (SVD) of D.
From this, we can construct A, which represents the best algebraic-fit conic.
Extracting the Relative Pose from a Conic
In a frame defined such that the z axis is parallel with the bearing to the target’s center,
our observations of the sphere boundary form a cone which can be written as
xT

λ1 0 0
0 λ2 0
0 0 λ3
x ≡ xTΛx = 0. (6.14)
A change of basis can be applied to express the cone in camera frame coordinates with
A ∈ R3×3, A = AT
xTQΛQ−1x ≡ xTAx = 0. (6.15)
Thus, we see that for a general conic defined by A, we can use an eigenvalue decomposition
to determine Q, λ1, λ2, and λ3. The axis of the cone in the camera frame is given by the
eigenvector associated with the eigenvalue whose sign is the least common, which, without
loss of generality, we can assume is λ3. This is also the axis along which the bearing to
the target’s centroid will lie. For a circular cone, the other two eigenvalues would be equal
and have a sign opposing λ3. However, in practice, they will not be identical and can
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Figure 6.2: A sample comparison between sphere detection approaches. The purple frame indicates
a simulated image boundary. Red circles denote detected boundary points of the sphere. In this
case, more points were actually detected, but points outside of the simulated image boundary were
discarded. The centroid of the remaining points is represented by the red pentagram. The computed
bearing to the center of the sphere using the geometric solution is denoted by the blue diamond,
and the computed bearing to the center of the sphere using the algebraic solution is denoted by the
green square. In this case, the centroid does not accurately represent the bearing to the center of
the sphere. The geometric solution is best, but it requires more computation time.
be approximated by their average, λ¯12. Then, using similar triangles, the distance to the
centroid of the target can be determined to be γ = r
√∣∣λ¯12/λ3∣∣+ 1.
6.2.3 Discussion
A comparison of these approaches is given in Figure 6.2. We first note that the geometric
error provides the best fit but at the cost of the most computation time (about 23 ms). On
the other hand, the algebraic approach is much faster (about 4 ms on the same machine)
and, in most cases, provides a sufficiently accurate solution. In general, both solutions are
superior to the centroid of the observed boundary points, especially when only part of the
target is observed.
If we assume a planar camera model, the second approach remains valid, and we could
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still recover the information needed from an ellipse in the image plane. In many cases,
this may be the preferred approach as there are readily available ellipse trackers such
as vpMeEllipse from [79], and most image processing would occur in a flat image.
With these approaches, determining the relative pose from a single image requires knowl-
edge of the sphere’s radius. A scale has been estimated online using a Structure from Motion
(SfM) approach, but the relative velocity was assumed to be known [116]. In our case, the
target is not stationary and the magnitude of its velocity is unknown, so determining the
scale online is a more difficult problem which will be left for future work.
6.3 Dynamics and Control
6.3.1 Dynamics of the Object
One of the unique differences between this work and other visual-servoing works is that
we no longer require the target object to be fixed in the world. We simply require that
the object’s path can be approximated and predicted over some horizon using an nth order
polynomial in each Cartesian dimension.
6.3.2 Dynamics of the Robot
The dynamics of the quadrotor are assumed to be the same as outlined in Section 2.1.3 but
are reproduced here for clarity. Let
mx¨ = −mge3 + fRe3 (6.16)
R˙ = RΩˆ (6.17)
IΩ˙ = M−Ω× IΩ (6.18)
where m is the mass of the robot, x ∈ R3 is the position of the robot in an inertial frame, g
is gravity, e3 is the 3rd standard basis vector, f ∈ R and M ∈ R3 are the thrust and moment
control inputs to the system, R ∈ SO(3) is the orientation of the vehicle, and ·ˆ : R3 7→ so(3)
is the hat map defined such that, for any two vectors, aˆb = a × b. Also, I is the inertial
matrix, and Ω is the robot’s angular velocity expressed in the robot frame.
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6.3.3 Coupled Dynamics
It is reasonable to assume that R and Ω are observable using the IMU and magnetometer
since they are necessary for general flight. This implies that RWC and ΩC are known since they
are related through a known, fixed transformation to the robot frame. Then, to compute
the dynamics of the object in the robot frame, we simply need to determine x¨ in terms of
the image features and substitute them into (6.16), which is similar to the approach in [140].
The position of the object can be expressed kinematically as
xWO = x
W
R +R
W
R x
R
RO (6.19)
so that the velocity is
x˙WO = x˙
W
R +R
W
R x˙
R
RO + R˙
W
R x
R
RO (6.20)
and the acceleration is given by
x¨WO = x¨
W
R +R
W
R x¨
R
RO + 2R˙
W
R x˙
R
RO + R¨
W
R x
R
RO (6.21)
Note that these dynamics hold for any inertial frame, which means that they are valid
in the frame of the target if a constant-velocity model is assumed, which would enable a
straightforward transition to an image based (IBVS) approach, perhaps using the virtual
fixed-orientation frame strategy from Chapter 5.
6.3.4 Control
For now, we leverage a position-based visual servoing (PBVS) control strategy and make
only slight modifications to the controller outlined in Section 2.2. As discussed in the last
subsection, we could treat the constant velocity target as the origin of our inertial frame,
and we could rewrite our control law accordingly where the errors would be defined in the
object frame O, which is also an inertial one if we assume the velocity is constant,
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In either case, the position and velocity errors in the desired frame are
ex = x− xdes and e˙x = x˙− x˙des, (6.22)
respectively, and the thrust is computed as
f = (−kxex − kve˙x +mge3 +mx¨des) ·Re3 (6.23)
where kx and kv are positive gains and the subscript “des” denotes a desired value. The
attitude and angular velocity errors are defined as
eR =
1
2
(
RTdesR−RTRdes
)∨
, eΩ = Ω−RTRdesΩdes (6.24)
where · ∨ : so(3) 7→ R3 is the opposite of the hat map. The control moments are computed
as
M = −kReR − kΩeΩ + Ω× IΩ, (6.25)
where kR and kΩ are positive gains. Then, the zero-equillibrium is exponentially stable and,
in general, the controller provides “almost global exponential attractiveness” [69].
6.4 Planning
Since we are interested in aggressive maneuvers so that the quadrotor can commence tracking
a quickly moving target, it is important to not only consider dynamic feasiblity (considering
the relative degree), but also to ensure that actuator and sensor constraints, including the
field of view, are not violated. The incorporation of some actuator and sensor constraints
was demonstrated in Chapter 4, enabling a robot to perform aggressive maneuvers to perch
on vertical surfaces, but with no need to consider vision constraints. An extension to plan
trajectories for image features was presented in Chapter 5, but there were no guarantees
that the trajectories would satisfy the sensor and actuator constraints. The approach here
will allow for the consideration of the dynamic, sensor, and actuator constraints, including
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the field of view.
6.4.1 Representation of Trajectories
We choose to express trajectories using an nth order polynomial basis with terms bk(t) so
that a trajectory p(t) can be represented by
p(t) =
n∑
k=0
ckbk(t) (6.26)
or with a vector of coefficients ci ∈ Rn+1 for dimension i and a basis vector b(t) : R 7→ Rn+1
pi(t) = c
T
i b(t). (6.27)
We could allow b(t) to be a standard power basis,
b(t) =
[
1 t t2 · · · tn
]T
, (6.28)
a Legendre Polynomial basis,
b(t) =
[
1 t 12
(
3t2 − 1) 12 (5t3 − 3t) · · ·
]T
, (6.29)
or any basis of the user’s choice. The rth derivative can be computed as
p
(r)
i (t) = c
T
i b
(r)(t) (6.30)
since ci is independent of time. Let B(r)(t) : R 7→ Rd(n+1)×d and c ∈ Rd(n+1) be defined as
B(r)(t) =

b(r)(t)
. . .
b(r)(t)
 , c =

c1
...
cd
 (6.31)
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for d dimensions. That is, c is a stack of the coefficient vectors. Then, we can write the
trajectory as p(r)(t) : R 7→ Rd where
p(r)(t) =
(
B(r)(t)
)T
c. (6.32)
For clarity, we note that this is equivalent to
p(r)(t) =

cT1
cT2
...
cTd

b(r)(t), (6.33)
however, the previous formulation will be useful later.
6.4.2 Trajectory of the Target and Robot
The trajectory of the target in dimension i is defined by coefficients hi ∈ Rn+1 so that the
trajectory for all dimensions is
g(r)(t) =
(
B(r)(t)
)T
h (6.34)
where h =
[
hT1 . . . h
T
d
]T
. This allows us to fit a polynomial to the dynamic model over
some horizon to predict the motion of the target [9]. We define the trajectory of the robot
as
p(r)(t) =
(
B(r)(t)
)T
c, (6.35)
which is the same notation outlined previously.
6.4.3 General Planning Strategy
One strategy is to minimize the position error between the target and the robot’s trajectories
with the inclusion of smoothing on higher derivatives [9]. However, this approach is not ideal
in some scenarios (see discussion in Figure 6.3) because it can produce initial transients that
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Figure 6.3: A one-dimensional example motivating the minimization of velocity error between the
robot and the target. In both scenarios pictured above, the robot is assumed to start from rest as
the object enters the field of view. On the left hand side, we see a possible trajectory if the position
error is minimized, and on the right-hand side, we see a result if the velocity error is minimized. In
the position-error case (LHS), it is obvious that the motion is not ideal for larger target velocities.
Thus, we are motivated, at least during the initial transient, to minimize the velocity error. Observe
that this also could aid in mitigating the field of view constraints.
are counterproductive to achieving tracking as quickly as possible.
Instead, we propose minimizing the velocity error during the initial transient. Inter-
estingly, this results in a strategy similar to the ones taken by dragonflies [93, 101, 102],
falcons [58], and human outfielders [83]. In these cases, the target is regulated to remain
at a constant bearing in the field of view, and the range gap is closed using a strategy that
may be captured by τ (“tau”) theory [103], which doesn’t require knowledge of a distance
to the target. One can argue that the sensing methods of our robot and dragonflies are
very similar. Even though dragonflies have two eyes, they control their motion essentially
using monocular vision. Indeed, their immobile, fixed-focus, minimally-overlapping, low-
resolution, compound eyes have such a small baseline that their stereo depth perception
would only be accurate to a few centimeters [120]. Thus, they clearly must use other meth-
ods for range estimates. For now, we assume that the scale of our target is known a priori,
allowing for the direct estimation of the range, and we leave the online range estimation, if
necessary at all, for future work.
Minimizing velocity error alone, however, cannot capture the desired relative pose. Thus,
we consider the planning and tracking problem as having two phases. First, there must be
a phase where the robot is accelerating to match the velocity of the target. This transient
phase is when the field of view constraints are most likely to be active constraints. The
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objective of this phase can be expressed as a minimization of the velocity error between the
robot and the target. The second phase incorporates the position error and enables planning
to intercept the target or track the target from a desired relative pose.
6.4.4 A Multi-Objective Cost Function
We are motivated to use a multi-objective cost function to penalize both velocity errors and,
when applicable, position errors. Interestingly, a similar approach was used to smoothly
change formation shapes of an aerial robot team [136]. We define the error as
e(t) = g(t)− p(t). (6.36)
The frame is intentionally not specified since it could be chosen to be either the world frame,
W, or if a constant-velocity target is assumed, the object frame, O. In the latter case, the
error simplifies so that g(t) = 0 and p(t) is expressed relative to the object. Also note that
a translation could be included in either trajectory to achieve a constant offset.
Since we’re interested in minimizing specific derivatives, we write a general objective
function which computes the integrated square of the Euclidean error of the rth derivative
Jr =
tf∫
to
∥∥∥e(r)(t)∥∥∥2 dt (6.37)
where ‖ · ‖ represents the Euclidean norm. Expanding, we have
Jr =
tf∫
to
(
e(r)
)T (
e(r)
)
dt (6.38)
=
tf∫
to
(
p(r)(t)− g(r)(t)
)T (
p(r)(t)− g(r)(t)
)
dt (6.39)
= cTQr c− 2hTQr c + hTQr h (6.40)
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where
Qr =
tf∫
to
(
B(r)(t)
)(
B(r)(t)
)T
dt, (6.41)
=

tf∫
to
b(r)(t)
(
b(r)(t)
)T
dt
. . .
tf∫
to
b(r)(t)
(
b(r)(t)
)T
dt
 (6.42)
so that Jr can be expressed in quadratic form as
Jr = cTQrc + fT c + α, f = −2QTr h, α = hTQrh. (6.43)
Note that a translation could be included in the object’s coefficients, h, to specify a desired
relative pose.
At this point, it is interesting to consider nondimensionalizing the trajectory so that
to = 0 and tf = 1. This would allow us to precompute Qr for each derivative. Further, we
could choose shifted, normalized Legendre polynomials
P¯n(t) =
√
2n+ 1 Pn(2t− 1), (6.44)
where Pn(t) is the nth Legendre polynomial and
1∫
0
P¯n(t)P¯m(t)dt = δmn. (6.45)
The basis vector would then look like
b(t) =
[
P¯0(t) P¯1(t) · · · P¯n(t)
]T
(6.46)
and, quite beautifully, Q0 becomes the identity matrix. An alternative approach is to plan
99
Figure 6.4: The field of view constraint of a lens. The cone’s representation is not positive semidef-
inite, which means we cannot use it directly in a QCQP. However, the cone can be approximated
with an inscribed pyramid.
all trajectories to be the same duration. In practice, we have found that numerical stability
is best achieved by only non-dimensionalizing trajectories that are over 1 second in duration.
6.4.5 Actuator and Sensor Constraints
The field of view of a lens can be modeled as a cone in the camera (or body) frame
mTAm ≤ 0 (6.47)
where A = AT and the solutions m ∈ R3 are rays lying within the field of view. Unfor-
tunately, this results in a non positive semidefinite constraint, which means that we can’t
include it as a quadratic constraint in a Quadratically Constrained Quadratic Program
(QCQP). Alternatively, we could model the constraint with an inscribed pyramid similar
to the approximation of a coulomb friction cone (see Figure 6.4 or [114]). Further, because
of the rectangular sensor design of most cameras, the cone model may not be best. Thus,
we can inscribe a convex pyramid in the field of view, which would provide a set of linear
constraints representing the effective field of view.
Similar to the approach in Chapter 4, we incorporate bounds to precent actuator satu-
ration and ensure our system can achieve the trajectory. However, we also want to consider
the field of view constraints so the object does not leave the image. The simplest way to
solve this problem is to prescribe a maximum attitude angle (e.g., arccos (e3 ·Re3) ≤ βmax),
100
Avoid Undefined Attitude
and Quadrotor Inversion
Maximum
Thrust
 g
Al
low
ab
le
Ac
cel
era
tio
n f
rom
Fi
eld
of
Vi
ew
Figure 6.5: A visualization of the acceleration constraints in the x − z plane. The large circle
represents the maximum thrust bound and is similar to the illustration in [97]. The half plane
bound keeps the quadrotor from inverting and avoids the singularity resulting when there is no
thrust. Given the expected bearing between the target and the robot (inclined, dashed line), a conic
(or pyramid) section represents the acceleration constraint to keep the object in the field of view.
and reduce the effective field of view accordingly. A trajectory could then be planned simul-
taneously using the maximum attitude constraint and the reduced field of view to constrain
the relative positions. However, this approach is more conservative than desired, especially
when aggressive maneuvers are necessary. Certainly, we do not want to restrict the maximum
attitude.
Instead, we directly incorporate the field of view as constraints in the optimization
by using the relative position to rotate the field of view and prescribe constraints on the
acceleration (effectively on the attitude). We first determine a set of acceleration constraints
when the object would be directly beneath the robot. Then, we rotate the axis to be
coincident with the expected bearing from the object to the robot. A schematic of sample
acceleration constraints at one instant is given in Figure 6.5.
6.4.6 The Planner
In this subsection, we describe the proposed planning algorithm. We leverage a receding
horizon planning strategy to continuously update the planned trajectory based on the tar-
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get’s actions. We first set the default objective function to minimize the velocity error and
we include a slight weighting to penalize jerk, which helps to reduce the angular velocity
and has been used previously to provide smoothing [9]. Note that we could also penalize the
next derivative, snap, which would most directly help to reduce the angular acceleration.
Dynamic, actuator, gyro, and vision constraints are incorporated as nonlinear constraints
on the coefficients of the trajectory. Then, the problem can be solved using a Sequential
Quadratic Program (SQP) solver. In our case, there is the benefit that instead of the QP
subproblem being an approximation of a general nonlinear cost function, it is identical to
our cost function. Most convergence arguments for SQP problems require that an initial
solution or “warm start” is sufficiently close to the actual solution and that the active in-
equality constraints at the optimal solution are the same ones that are active at the local
solution. For more details, we refer the reader to the “Sequential Quadratic Programming
Methods” chapter in [41].
When the relative bearing and relative velocity have a positive inner product, then there
is no harm in also minimizing position error (see the example in Figure 6.3). Additionally,
there may be situations where the velocity is matched before the previous condition is
satisfied. In such cases, we can also incorporate the position term in the objective function
once the relative velocity falls below a predefined threshold. While this planning approach
does not guarantee completeness since it is dependent on a non-linear optimization, it is
viable for real-time applications, and it works well in practice. The algorithm is presented
in Algorithm 1, where the weighting for derivative r is given by λr, and Jr is defined
by (6.43).
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Algorithm 1 The Planning Algorithm
1: J ← λ1J1 + λ3J3 . Set the default objective function
2: for Each Horizon do
3: update(g(t))
4: repeat
5: p(t)← iterateSQP(J , g(t), p(t))
6: until Out of Time
7: e(t)← g(t)− p(t) . Update the relative pose trajectory
8: if (e · e˙ ≥ 0 or ‖e˙‖ ≤ thresh) then
9: J ← λ0J0 + λ1J1 + λ3J3 . Include position error in objective function
10: end if
11: end for
6.5 Image Based Features
We may like a set of image-based features that can be directly observed from the image
and still provide a unique mapping to the relative pose of the sphere. The authors in [38]
propose the set s ∈ R3
s =
1
ρ
c =
1
r
C (6.48)
where ρ is the radius of the target sphere in an image whose optical axis lies along c. A
diagram is provided in Figure 6.6. Conveniently, this set of image-based features is uniquely
related to the relative pose, C, in the camera frame, C. If we assume that the target moves
with a constant velocity, the target can be treated as an inertial frame, and we could simply
switch to the image based features using the target’s radius. Since RRC is a known constant,
we could substitute
x = xOR = −rRORRRC s, x˙ = x˙OR = −rRORRRC s˙− rR˙ORRRC s (6.49)
to convert the proposed control law and planning approach to an IBVS one. In this case,
we’ve assumed that ROR and R˙OR can be estimated using the IMU, which is similar to our pre-
vious approach in Chapter 5 and could even be improved by considering visual feedback [73].
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rCamera
Target
Figure 6.6: The proposed image features for an IBVS approach. The bearing to the center of
the sphere is c, the radius of the sphere is r, the radius of the image in a virtual plane (fo-
cal length = 1) is ρ, and the actual relative pose is given by C.
6.6 Results
In this section, we present our simulation and experimental results. We first present a sample
simulation assuming a constant-velocity target starting at
x =

−2.5
1
0
 , x˙ =

5
−1
0

with the robot’s initial conditions given by
x =

0
0
3
 , x˙ =

0
0
0
 , R = I, Ω =

0
0
0
 .
The planning horizion is 1 second with a trajectory update frequency of 10 Hz. The desired
relative pose is defined such that the robot is 1 m above the target, and the horizontal and
vertical fields of view are both assumed to be 90◦. The resultant trajectory is plotted in
Figure 6.7. Each new planned trajectory’s velocity is plotted in Figure 6.8. The resultant
path of the object in the image is plotted in Figure 6.13. We see some very exciting results.
For example, despite the fact that there is no initial velocity error in the z direction, the
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Figure 6.7: The nominal positions from the proposed planning strategy.
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Figure 6.8: The planned velocities resulting from the receding horizion planner. All planned trajec-
tories are shown as dash-dotted lines, but only the first 0.1 s of any trajectory is executed before the
next one is planned. The planning horizon is 1 s. We observe interesting results like the initial posi-
tive velocity in z, which is possibly a result of the field of view constraint. At t = 0.6 s (represented
by the partial vertical line), the position error is included in the cost function.
robot accelerates upward, helping to keep the object in the field of view (Figure 6.8). With
the same initial conditions and minimizing the position error from the start, the motion is
quickly dominated by the visual constraints and results in an infeasible problem.
Next we present our experimental results, which were executed in the GRASP (Gen-
eral Robotics Automation Sensing and Perception) lab at the University of Pennsylvania.
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Figure 6.9: The forces required to execute the trajectory.
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Figure 6.10: The moments required to execute the trajectory.
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Figure 6.11: The angular velocities required to execute the trajectory.
The total flying area has a volume of 20 × 6 × 4 m3. We implemented the entire estima-
tion, planning, and control pipeline, including the robot state estimator, the target’s state
estimator, a target trajectory predictor, and the trajectory planning algorithm on a Qual-
comm SnapdragonTM board, featuring a Qualcomm HexagonTM DSP and 802.11n Wi-Fi, all
packed onto a (58 × 40 mm) board based on the SnapdragonTM 801 processor. A Kalman
filter is used for the robot’s state estimation at 500 Hz with respect to a fixed reference
frame. The estimation is obtained combining IMU data in the prediction phase and dis-
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Figure 6.12: The relative positions projected in the x-z plane of the robot frame. The camera’s field
of view is represented by the green triangle, and the object starts on the left (behind the robot).
The relative position moves towards positive x as the robot pitches forwards to accelerate.
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Figure 6.13: The path of the bearing to the target in the image, starting on the left and ending up
centered. The image boundary is given by the solid boundaries. We observe that the field of view
constraints are not violated.
tinguishable environment landmarks in the measurement update step. For more details, we
refer the reader to our previous work, where reliable flights with speeds up to 5 m/s and
angular rates of 800 deg/s are achieved [73]. The quadrotor has a diameter of only 15 cm,
has a mass of 250 g, and uses a single downward-facing camera and IMU to perform both
the state estimation of the robot and the target.
The target is a 7.6 cm diameter Sphero SPRK+ spherical robot, controllable using a
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Figure 6.14: The velocities of the planned trajectories with the strategy that penalizes only position
and jerk. In this case, the result quickly becomes unstable, and the motion is dominated by the field
of view constraints.
smartphone via Bluetooth. A linear regression of the 10 most recent target pose measure-
ments (at 30 Hz) is used to estimate the state of the Sphero assuming a constant-velocity
model in the horizontal plane and a constant model in the z direction. Then, the future
trajectory of the target is predicted, providing the vector of coefficients, h(t), for the next
horizon.
With this platform, we demonstrate successful results such as the tracking in Figure 6.16
and the acceleration to track a quickly moving target entering the field of view in Figure 6.15.
In both cases, the object does not leave the field of view, and the quadrotor successfully
tracks the target. For more results, including simulations of the approach applied to objects
moving in 3D, we refer the reader to video located at https://youtu.be/761z59TY54w.
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Figure 6.15: A quadrotor accelerates to track a target moving at 1.5 m/s. The motion is planned
in real time and considers the estimated trajectory of the target, the dynamics of the robot, the
actuator limitations, and the camera’s field of view. All sensing and computation occurs onboard
the robot and leverages only one downward-facing camera and an onboard inertial measurement
unit.
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Figure 6.16: Experimental results of a robot tracking a rolling sphere for an extended period of
time. The vehicle quickly locks onto the target and maintains the desired relative pose despite
erratic motion in the target’s path.
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6.7 Conclusion
In this chapter, we presented a relative pose estimation and trajectory planning strategy
to track a moving sphere with an underactuated micro aerial vehicle while considering the
dynamic, actuator, and field of view constraints. We validated that all perception and
computation can occur onboard a 250 g robot equipped with only one downward-facing
camera and an inertial measurement unit. Simulation and experimental results demonstrate
successful tracking of a moving target while keeping the object in the field of view.
There are many exciting research opportunities stemming from this work. For example,
an online scale or range estimate is needed, which could be inspired from the strategies used
by dragonflies. Optical flow (considering the parallax) between the target and background
could also help improve the relative velocity estimation. Additionally, a better-informed
strategy is needed to select the cost function weightings, λi. It would be interesting to
investigate a complete planning strategy that could be plausible for real-time implementa-
tion. Even if not, a comparison exploring false negatives (predicted failures when a possible
solution existed) of our approach with a complete approach would be compelling.
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Chapter 7
Conclusion
This dissertation makes several contributions to facilitate interaction between aerial vehicles
and their surroundings. First, we presented a novel solution that enabled a robot to grasp
objects while moving at high speeds. This was inspired by the way birds of prey swing their
legs backwards and reduce the relative velocity between their claws and the prey, giving their
claws more time to grasp the target. The dynamics of the added appendage were considered
in planning and compensated in the controller to demonstrate aerial grasping while moving
at 9 body lengths per second.
Next, a systematic modeling and planning approach gave a quadrotor the ability to perch
on inclined or vertical surfaces to help mitigate the challenge of limited flight time. The
robot leveraged a downward-facing gripper, and the planner carefully considered the required
landing conditions as well as the actuator and sensor constraints. As a departure from
previous works, this method no longer required iterative learning to determine a successful
trajectory. With this configuration, the robot was able to use the same gripper both for
grasping and perching.
We next explored a vision-based strategy for perching on overhead cylindrical objects
using only onboard sensors and computation. A monocular Image Based Visual Servoing
(IBVS) controller was proposed and stability was proven using Lyapunov theory. Further,
an image feature planner was developed, allowing for arbitrary initial conditions with only
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information from the image and an Inertial Measurement Unit (IMU). With this approach,
we successfully eliminated the dependence on a motion capture system.
This dissertation culminated in a comprehensive integration, enabling an aerial robot to
accelerate to and track a sphere in motion using only onboard sensors for odometry and visual
servoing. We extended our previous planning approaches considering the dynamic, actuator,
and IMU constraints to also account for the dynamics of the target and the camera’s field
of view. The formulation was specifically designed to enable planning while meeting the
demands of real-time scenarios using only the computation available on the 250 g aerial
vehicle.
There are many opportunities for future research. The high-speed grasping strategy in
Chapter 3 should be generalized to 3D and a use higher degree of freedom manipulator.
Novel manufacturing methods could be explored to create appendages with lower inertia,
which would increase agility in grasping and perching. Some of the results developed in the
last chapter, such as the cone constraint or the receding horizon planner, may be useful to
ensure the target ends up in the reachability cone of the gripper.
With regard to perching on inclined surfaces in Chapter 4, it will be necessary to explore
recovery strategies for failed perch attempts. The development of multi-modal grippers
could promote interaction with a wider variety of surfaces. There is also much to understand
regarding the aerodynamic interactions during such perching maneuvers.
Our current strategy for vision based perching on a cylinder in Chapter 5 could be ex-
tended to consider more general surfaces of revolution or a wider variety of shapes. Surface
features should also be leveraged to estimate axial motion when perching on cylindrical
objects without local contour changes. For more realistic scenarios, the vehicle must au-
tonomously detect possible perch locations. Our approach could also be reformulated and
applied for perching on inclined planes. Theoretical and experimental comparisons between
IBVS and PBVS methods for perching would allow for a better understanding of viable
real-world approaches.
The moving-target tracking approach in Chapter 6 should be extended to consider plan-
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ning and control directly in the image space and to enable tracking and grasping of arbitrary
shapes. Additional image cues, such as the background optical flow, could aid in estimation
of the scale or the relative velocities. Further, a sensitivity analysis would provide a better
understanding of the accuracy requirements. Finally, our actuated grasping methods should
be applied to achieve vision-based, high-speed grasping using a single camera for onboard
estimation.
In this dissertation, we explored grasping, perching, and visual servoing using micro
aerial vehicles. We presented planning strategies which respect the dynamic requirements,
gyro saturations, actuator constraints, and field-of-view limitations. Further, we developed
image-based methods for control and considered interaction with flat surfaces, cylinders, and
spheres. Finally, we demonstrated vision-based tracking of a moving object while using only
computation and sensing available onboard a micro aerial vehicle. The potential impacts
are far-reaching, providing opportunities to mitigate battery life, improve aerial inspection,
and engage in many facets of autonomous aerial manipulation.
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