Abstract The objective of this study is to analyse adaptable debris-flow impact models, which are very important for mitigation measurements and buildings using their sphere of influence. For this reason, 16 debris-flow experiments, on a small-scale modelling approach, were performed. Impact forces were measured with a force plate panel, consisting of 24 aluminium devices, coaxially mounted with resistance strain gauges. Flow velocities, flow heights as well as horizontal impact forces were sampled with a frequency of 2.4 kHz. Sub datasets of sampled raw force data were defined by applying an average median filter, a lowpass filter routine. Further, estimated peak pressure values as well as empirical coefficients of hydraulic impact models were compared, and the influence of signal processing is discussed.
development. Wendeler (2008) analysed existing debris-flow impact models and their adaptability to design flexible debris-flow barriers.
Impact forces caused by real-scale debris-flow events have been measured at Mt. Yakedake in Japan (Okuda et al. 1977) , in the Jiangjia Ravine in China (Zhang 1993; Hu et al. 2011) , at the Schesatobel in Austria (König 2006) and in the Illgraben torrent in Switzerland ). An example of a large scale experiment is given by DeNatale et al. (1999) and Bugnion et al. (2011) . The advantage of large scale debris-flow experiments or impact force measurements of natural debris flows at monitoring stations is that scaling considerations with regard to the process are not necessary. However, the possibility to gather systematic data for controlled boundary conditions is limited. For instance, the unknown frequency of occurrence of a debris-flow event and therewith the effort of the installation and operation of measurement devices are main disadvantages of real-scale observations. And for large scale experiments, the expected volume of the event makes the design of the measurement setup cost-intensive and flow and material parameters are often unknown.
For this reasons, laboratory small scale experiments (measuring debris-flow impacts) have also been carried out, accepting the difficulty in scaling debris flows for physical modelling (Armanini and Scotton 1992; Ishikawa et al. 2008; Hübl and Holzinger 2003; Tiberghien et al. 2007; Monney et al. 2007; Shieh et al. 2008; Wendeler 2008) . Due to the complex flow behaviour of debris flows including scale dependent interactions between the solid and the fluid phase (Iverson and Denlinger 2001; Iverson et al. 2011) , a common approach to extrapolate from experimental scale to field scale is often based on hydrodynamic approaches, assuming geometric as well as simple kinematic similarity. This seems to be justified, since these experiments focus on the impacts of sediment-fluid mixtures on an obstacle rather than on the flow dynamics of debris flows. Kinematic similarity is characterised by the dimensionless Froude number (F r ), which is the ratio of inertial and gravitational forces of the flowing mass. For this approach, the Froude number should have values similar to natural debris-flow events. Hübl et al. (2009) showed that the impact forces of the real-scale observations have mainly been estimated in a Froude range between 0 and 2, but only the tests by Tiberghien et al. (2007) reach this range. Miniaturised tests were mainly carried out at higher Froude numbers, concluding that models based on these experimental data do not comply with field data
The objective of this study is to analyse impact forces of granular and viscous debris flows based on small scale laboratory experiments. All tests rely on Froude scaling, accomplished with Froude numbers, F r \ 3. After an overview of existing debris-flow impact models, a detailed description of the laboratory flume as well as the experimental setup is given. Measured peak flow heights, maximum velocities, and peak pressure values are presented. The measurements are compared to existing impact models, especially to the modified hydrodynamic model of Hübl and Holzinger (2003) , which is strongly related to the Austrian code series ONR2480X currently under development. Finally, observations of single, short time impacts of large particles, significantly exceeding the peak pressure values, are discussed.
Debris-Flow Impact Models
Debris-flow impact models suggested for the design of engineering structures can be classified into hydraulic and solid-collision models (Hübl et al. 2009 ). This twofold classification reflects the complexity of debris-flow processes, where the impact can either be caused by fluid-phase slurry thrusting or a point-wise loading due to coarse solid particle collision (Hu et al. 2011) . These solid body impact models assume elastic material behaviour and are mainly based on the Hertz model. Alternative models, considering viscous-elastic and elastic-plastic behaviour, are proposed by Walton and Braun (1986) and Thornton (1997) . This study focuses on hydraulic models, which can be separated into hydrostatic and hydrodynamic models.
The hydrostatic models by Lichtenhahn (1973) and Armanini (1997) are useful because only the debris-flow height is required and because often the height of the structures is taken as debris-flow height for checking dam design purposes. In general, the hydrostatic formula can be written as:
Here, p peak denotes the maximum debris-flow impact pressure with the parameter k as an empirical factor. The characteristic of the debris-flow process is described by its bulk density q and the total flow height h. The acceleration due to gravity is given by g. The maximum impact pressure p peak is not related to statistical considerations, but to the maximum pressure value in the load distribution on the structure (Hübl et al. 2009 ). Lichtenhahn (1973) proposed k-values between 2.8 and 4.4. A maximum static debrisflow impact pressure, exceeding roughly 5 times the hydrostatic pressure, was given by Armanini (1997) . Based on small-scale debris-flow model tests, Scotton and Deganutti (1997) measured the impact on a vertical obstacle. They report k-values between 2.5 and 7.5, depending on the viscosities of the interstitial fluids and the hydraulic conductivity. The hydrodynamic formulas have the form
with the empirical factor a and the debris-flow velocity v. The empirical factor value a depends on the flow type. For example, for laminar flow and fine grained material, Watanabe and Ike (1981) estimate a = 2.0. For coarse material, values up to a = 4.0 are given by Egli (2005) . Zhang (1993) recommends values of a between 3.0 and 5.0, based on field measurements of over 70 debris flows. Based on laboratory impact measurements on flexible debris-flow barriers, Wendeler (2008) lists up scaled field values of a between 0.7 and 2.0. Bugnion et al. (2011) proposed a values ranging between 0.4 and 0.8, with a maximum of 2.0 after analysing real-scale experiments of hill slope debris-flow impact measurements on small obstacles. The values denoted by Bugnion et al. (2011) may be biased by the damping effect of an elastomer layer as a overload protection within their load cells. A modified hydrodynamic formula is given by Hübl and Holzinger (2003) . They measured impact forces on debris-flow barriers, based on miniaturised tests. To achieve a scale-free relationship, they further relate the Froude number (F r ) to normalised impact forces. Based on a correlation analysis, a numerical expression is given as:
Combined models considering hydrostatic and hydrodynamic elements have been suggested by Kherkheulidze (1969) and Arattano and Franzi (2003) . A comparison of selected hydraulic impact models was proposed by Hübl et al. (2009) using the Bernoulli energy concept to transfer hydrodynamic models into hydrostatic models:
In Table 1 , we compare the back calculated static impact factor k for selected studies, using Eq. (4) and assuming F r = 1. Although Table 1 shows a high variance of the normalised k -values, their range is within the order of magnitude as proposed by the field analysis of Zhang (1993) .
Methods

Scaling Considerations
The derivation in scaling findings from the laboratory tests to prototype conditions is assumed on geometric, kinematic and dynamic similarity. The characteristic length scale (geometric similarity), defined for the experiments of this study (k 0 ), is given by the ratio of the prototype -(l * ) and laboratory -(l) conditions:
The limits of scaling considerations are mainly caused by performing dynamic similarity, sufficient to draw rudimentary conclusions about momentum transport and the attendant state of stress in the mixture (Iverson 1997) . Full dynamic similarity of all forces, acting in nature and the model, is not feasible by using the same fluid with the same viscosity. Therefore, dimensional analysis of debris flows considers the fluid-slurry dynamic viscosity among other variables, significant to the debris-flow phenomenon (Davies 1994; Iverson 1997 ). However, data on viscosities of debris-flow events vary substantially in nature. Cui et al. (2005) of granular debris-flow events. They report viscosities ranging from 5 to 75 Pa.s, varying by a factor of five compared to the measurements of the muddy debris flows of the Jiangia Ravine. We, therefore, defined two different bulk mixtures for our experimental tests, reflecting a more granular or viscous flow behaviour. Since viscosities of debris-flow events have yet to be verified, we further decided to apply the Froude scaling concept to our experimental test:
Here, v * and v refer, respectively, to the prototype and laboratory maximum surface velocities at the debris-flow front. The gravitational attraction is denoted by g, whereas l * as well as l denote the peak flow heights of the prototype and laboratory experiments, respectively.
The prototype pressure values (p * ) are then estimated, based on the measured pressure values (p) by means of:
In Table 2 , selected laboratory and prototype parameters for this study, satisfying Froude scaling and based on the characteristic length scale (Eq. 5), are compared.
Debris-Flow Material
The experimental bulk mixtures are based on water combined with a defined grain-size distribution of solid particles, which may consist of loam (0.0002-0.1 mm) and bedload sediments (0.1-50 mm). The dry mass of the particles was kept constant with 370 kg, and only the water content remained variable. The maximum used grain diameter of 50 mm was defined in accordance to the maximum flow width of the flume (450 mm), as well as to the size of the impact area of each aluminium device (40 9 40 mm) within the force plate. The total bulk density (q df ) was averaged to be 2,000 kg/m 3 . Figure 1 shows the grain-size distribution used for this study compared to selected grain-size distributions for debris flows based on field observations (VAW 1992; Hu et al. 2011) . The grain-size distribution, used by D' Agostino et al. (2010) , refers to debris-flow material used in their laboratory tests. The granular bulk mixture consisted only of particles with diameters larger than 0.1 mm. Here, we substituted the finer particles with water to achieve a constant mass concentration.
The viscous mixture included fine particles consisting of 26 % clay, 60 % silt and 14 % sand. The results of a mineral analysis showed 15 % of swellable Smektit within the clay fraction, which counteracts phase seperation for a longer time period. Here, B denotes the flow width, whereas d max refers to the maximum grain size. The maximum measured velocities and flow heights are denoted, respectively, by v and h. F r refers to the related Froude number and p peak refers to the maximum debris-flow impact pressures (Eq. 1-3)
Experimental Device
The experiments were conducted at the Institute of Mountain Risk Engineering (IAN) at the University of Natural Resources and Life Sciences, Vienna. The flume is made out of wood and has a total length of 6.5 m. For this study, the slope of the flume remained fixed at 30 % and had a constant flow width of 0.45 m (Fig. 2) . Functionally, the construction can be separated into a start (reservoir) and a measuring section (flume). The start section is about 2 9 1 m in plan view and can hold a total volume of 0.33 m 3 , which can be released with a simple start mechanism, imitating a dam-break scenario. Figure 3a shows the start section with the starting mechanism at the moment of the release of a viscous debris-flow experiment.The measuring section begins after the start section and has in total a length of 4.5 m. The height of the side walls amounts to 0.5 m. Since the flume slope remained constant, the roughness of the basal layer of the measuring section was adapted to meet the desired Froude numbers. After several tests, an epoxy-sand coating with a d 50 of about 1 mm showed most suitable results.
The measuring devices are mounted along the measuring section and are comprised of three ultrasonic devices, installed to measure flow heights at fixed lengths from the starting mechanism ( Fig. 3b) and one force plate panel, installed at the end of the flume, to measure horizontal impact forces.
This force plate panel consists of 24 cuboidal aluminium devices, coaxially mounted with resistance strain gauges (Fig. 4a) . The impact area of each load cell has a quadratic shape of 0.04 9 0.04 m, which results in a total impact area of the force plate panel of 0.0384 m 2 . In Fig. 4b , the frontal view (impact side) of the force panel, discretised due to 24 load cells, can be seen. Each load cell was individually calibrated in steps of 1 kN over a range of 0 to 4 kN. The calibration was done by using a universal testing machine (Fig. 4d) . Size and situation of the load cells within the force plate is shown in Fig. 5 .The design of the force plate allows an installation on the orographic left side, or in the centre of the flume, so that the flow was never completely stopped by the force plate. Additionally, three camera devices were installed, showing videos with a view from the starting box, the force plate and the measuring section. In total, 30 experiments were carried out, whereas the number of experiments was limited due to the large amount of the total mass(&400 kg), which had to be mobilised. Each experiment consisted of 370 kg solid particles, based on the defined grain-size distribution (Fig. 1) , and combined with a certain amount of water. The slope of the flume as well as the basal friction condition remained fixed for all experiments. The variability of the flow dynamics of each experiment was therefore only controlled by the variability of the added water content by weight. Thus, a low water content of the bulk mass resulted in low Froude numbers. Minimum water contents per weight and Froude numbers were observed for experiments with flow heights approximating to the maximum grain size of Therefore, experiments of F r [ 3 were excluded from further analysis. Table 3 gives an overview of the selected experiments, the added water contents per weight and the estimated maximum flow parameters. The variance of the measured maximum flow velocities and flow heights, and Froude numbers, for identical experimental setups, are in a small range. However, the deviation of the measured maximum velocities for each setup might be explained due the relatively short measuring sector, which affects the development of a full steady flow.
For each experiment, the impact forces of all load cells and the flow heights along the flume were sampled over a certain time period. This time period varied for each experiment since the opening of the starting mechanism and the start of the measuring devices were not coincidental.
All measured data were sampled with a frequency of 2.4 kHz using a MGCplus datalogger of the company HBM. The results were stored in ascii-file format.
Processing of the Impact Signal
Measurement of single impacts of short duration needs a sampling frequency sufficient to capture the true peak force. In this study, we do not focus on these single impacts of very short duration, but on the maximum bulk impact force over durations relevant for engineering design purposes. However, since there is no critical duration of impacts on an engineering structure, our data analysis compares different approaches.
For each experiment, 24 time series of force signals (based on the 24 load cells) were sampled. All the scanned raw data were primarily filtered, regarding the Nyquist-Shannon sampling theorem: 
Considering the applied scan frequency (f scan ), Eq. 8 yields a refined dataset with a maximum frequency (f max ) for data interpretation. Hence, the force signals, used for further analysis, consist of sampled data within a frequency range between 0 and 1,190 Hz. This dataset is referred to as the dataset of the entire signals (dataset A). Figure 6 shows forces over time, based on dataset A of load cell 1 and experiment 1. Also shown is the median of the entire signals based on a running window of 300 Hz, which is denoted as the dataset of the average signals (dataset B). The window size was chosen as a best-fit parameter to eliminate random effects but keeping the long-term response of the signal. Random effects seemed to be based on the resonance frequency of the force plate and on single impacts of very short duration. Certainly, dataset B also reduces the peak values of the force signals. However, analysis showed that the random effects were measured in higher frequency ranges. Dataset C is therefore defined as a low-pass filtered version of dataset A. The related threshold frequency (maximum low pass frequency) is based on the following theoretical considerations. Video observations showed that the total area of load cells, which measured maximum forces over time, were always entirely hit by the experimental debris-flow front. Assuming an experimental ''debris'' flow as a mono-phase flux, we defined the maximum low pass frequency f maxl based on the average maximum front We then low-pass filtered dataset A, considering f maxl , to obtain signals, measured within a frequency range between 0 and 26 Hz. We denoted this dataset for further analyses as dataset C. Figure 7 shows forces over time, based on dataset C of load cell 1 and experiment 1. A visual comparison between the original data (dataset A) and the low-pass filtered data (dataset C) hypothesizes that the integral of the impact signals over time are not significantly modified. This assumption is somehow also confirmed by the power spectrum density (PSD) of the force signals based on dataset A. On average, the PSD for all experiments and load cells show higher power values of the force signals in lower frequency ranges. An example of a power spectrum density plot of load cell 1 and experiment 1 is given in figure 8.
Peak Flow Heights and Maximum Velocities
The flow heights for each experiment were scanned with ultrasonic devices at three different locations along the flume (US1, US2 and US3). The ultrasonic device US1 is mounted near the start section, whereas the flow height measurements of US2 and US3 are located near the end of the flume, with US3 being closest to the force plate (Fig. 2) . The peak flow height of the experiment was, therefore, detected by the ultrasonic device US3 at the moment when the debris-flow front passes this device. As an example, Fig. 9 shows the measured flow heights over time for the viscous experiment Nr. 1. The red arrow indicates the time point for which the maximum flow height of the experiment Nr. 1 was defined.
Here, flow height values after this point of time, exceeding the estimating peak flow height, may originate from the deflection of the force plate and were therefore not used for further analyses. The maximum velocity of the mass was estimated, based on the time when the debris-flow front of the experiment passed the ultrasonic devices. The estimated peak flow heights as well as the maximum flow velocities of all experiments are listed in Table 3 . 
Results
Based on the datasets B and C, we estimated the maximum forces over time for each load cell and experiment. The entire dataset A was not considered since the effective impact signals might be biased due to random effects in higher frequency ranges. The maximum forces over time are denoted with F n m , whereas n defines the number of the load cells (n =1-24), and m refers to the different datasets (m = B or C). The value of the highest maximum force F n m for each dataset is then defined as F max m :
Peak Pressure Values
The peak pressure value for each experiment and dataset (p peak m ) is based on F max m , related to the constant area of one single load cell:
Peak pressure values p m peak * upscaled to prototype conditions (indicated with *) for all experiments and datasets are listed in Table 4 . Further, the approximated time differences between the moment when the debris-flow front reached the force plate and the moment when the peak pressure values were observed are shown.
Pressure Coefficients of Hydraulic Impact Models
The back calculated static pressure factors k n m (cp. Eq. 1), and dynamic pressure factors a calc m (cf. Eq. 2) for all experiments, respectively, the datasets B and C, are based on 
On average, we measured peak pressures, exceeding the hydrostatic pressure by a factor of approximately seven (averaged dataset B). The measured peak pressure values based on dataset C exceeds the hydrostatic pressure by a factor of twelve. Compared to the different k factors for selected impact models (Table 1) , the back calculated coefficients (k calc ) for the averaged dataset B are within an order of magnitude of those proposed by Hübl et al. (2009) and are similar to the laboratory results of Armanini (1997) .
The back calculated coefficients of the dynamic approach, based on dataset B also fit to the range of proposed data in literature. Higher peak pressure values of dataset C also yield a higher related dynamic coefficient. Back calculated dimensionless coefficients for all experiments and datasets are listed in Table 5 . Figure 10a shows the correlations of back calculated hydrostatic coefficients with Froude numbers for all experiments, separated for the datasets B and C.
The correlations of back calculated hydrodynamic coefficients with Froude numbers are given in Figure 10b . Also shown are the correlations of the modified impact model (Eq. 3) of Hübl and Holzinger (2003) as well as the field based dynamic impact model as proposed The approximate time difference between the moment when the debris-flow front reached the force plate and the moment when the maximum pressure values are observed is defined by Dt by Bugnion et al. (2011) . All dynamic coefficients are assumed to be constant for the plotted range of Froude regimes.
Discussion
Our experiments show that signal processing of the raw data influences the coefficients of resulting impact models, significantly. Dataset A carried most of the information on impact data, but uncertainties exist due to several effects. Beside the resonance frequency of the flume apparatus, these effects might also be due to single hard impacts. Bugnion et al. (2011) suggest that the presence of a solid phase can increase local impact pressure due to hard contact and material locking-a phenomenon that is observed in dry granular flows (Levy and Sayed 2008) and at the head of some debris flows. In fact, observations of debris-flow events confirm the transportation of large boulders at the front (Takahashi 1991; Berti et al. 1999; Hürlimann et al. 2003) . These hard contacts, often caused by single blocks, are not yet fully analysed, but might have a higher impact on barriers compared to the estimations of maximum pressure values due to hydraulic based models.
With every experiment, we also could observe peak pressure values at the flow front, up to 10 times higher compared to the mean peak pressure values of the complete debris-flow wave propagation (cf. Fig. 6 ). Video analysis shows that the reason for this effect is caused by the impact of single boulders, occasionally dissociated from the flow front. These maximum pressure values can only be detected by the unfiltered impact signals (dataset A), due to their very short lifetime (&0.05 s). The high peak pressure values over this very short time result in a low momentum transfer to the force plate. For this reason, we assume that the maximum loading, based on our unfiltered maximum impact signals, might not lead to significant damage. However, little is known about these individuals impacts causing maximum stresses in a very short time and future research is needed to discover their effects on potential mitigation structures.
The filtered impact signals (dataset B) refer to median impact forces acting over a time period of 0.25 s. For prototype conditions, this corresponds roughly to a minimum impact duration of 1 s, which might be a realistic impact scenario. Further, dataset B reduces b Correlation of back calculated hydrodynamic coefficients and Froude numbers for all experiments. The dashed trend lines refer to the impact models of Hübl and Holzinger (2003) and Bugnion et al. (2011) random effects and the back calculated impact coefficients are within the range of the proposed coefficients proposed in the literature.
The entire dataset C of the lowpass filtered impact signals reduced the observed peak pressure values of dataset A, but showed the same integral of impact signals over time as dataset B. No outstanding peak pressure values can be detected, but still for dataset C the minimum approximated impact duration of one single signal amounts to 0.20 s and shows on average 50 % higher peak pressure values, compared to the results of the averaged datasets B. However, peak pressure values of dataset C are within the range of uncertainty of dataset B for all experiments.
Nevertheless, impact models based on a reduced dataset might miss information of peak pressure values based on single hard impacts, acting over a longer time period. Here, more research is needed to define a critical duration of impacts or modified design criteria based on impact duration.
A clear distinction between viscous and granular setups can be observed, regarding the time difference ðDtÞ between the moment when the debris-flow front reached the force plate and the moment when the maximum pressure values were measured. Here, maximum pressure values for the granular setups were constantly measured close to the point in time when the debris-flow front reached the force plate. For the viscous setups, we observed a significant time lag between the first impact and the maximum measured impact. This retarded reaction might be due to an increase in the pore water pressure from the debrisflow front to its tail caused by the fine material within the bulk mixture.
The Austrian code series, which is currently under development, considers the hydrostatic model proposed by Armanini (1997) and the modified hydrodynamic model of Hübl and Holzinger (2003) . In principle, our data show that the dynamic impact coefficients linearly correlate to the inverse of the Froude numbers (Fig. 10b) . The peak pressures can therefore also be estimated by means of:
with reflecting the dimensionless impact coefficients (k and a) at Froude number F r = 1.
Since we assume Froude scaling ( is constant for the applied Froude range) we substitute Eq. 14 with
resulting in
Figure 10b as well as show that the modified impact model (Eq. 3), as proposed by Hübl and Holzinger (2003) , is very close to the general form of the dynamic impact model (Eq. 2), which is physically approved and confirmed by several experiments. However, considering the hydrodynamic model in detail ð ¼ aÞ, our data show higher back calculated dynamic impact coefficients with increasing Froude numbers ( Table 5 ).
The divergence between the correlation proposed by Bugnion et al. (2011) and the correlation found for this study and for Hübl and Holzinger (2003) (Fig. 10b ) might be explained by the different examined process types (hill slope debris flows vs. debris flows). Further, data of this study as well as of Hübl and Holzinger (2003) are based on a small scale modelling approach, whereas the real-scale experiments by Bugnion et al. (2011) showed higher turbulences, respectively, higher turbulence and higher Froude numbers. It seems that the variable impact coefficients due to the complex rheological characteristics of the flowing mass is to some extent reflected by the Froude regime. These aspects need to be further evaluated with laboratory and field data.
Conclusion
The small scale modelling approach to measure horizontal debris-flow forces is confirmed by existing impact models, although our study shows that the kind of signal processing of the raw impact data has a big influence. The correlation between the Froude numbers and the dimensionless coefficients of the hydrostatic and hydrodynamic models underline the approach to fulfil kinematic similarity when analysing debris-flow impact forces based on a physical model in the laboratory. We further conclude that the general form of the dynamical impact model shows more plausible results, compared to the general form of the hydrostatic model. Typically, load cases for dimensioning debris-flow barriers account either for a single block impact or for hydrostatic or hydrodynamic impacts, which act over the total flow height. Our small scale experiments gave evidence to debate a combination or enlargement of these two load cases, considering individual punctual impacts, causing maximum stresses at the moment when the flow front hits the structure.
