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Abstract
Consider the minimization of a nonconvex differentiable function over a polyhedron. A
popular primal-dual first-order method for this problem is to perform a gradient projection
iteration for the augmented Lagrangian function and then update the dual multiplier vector
using the constraint residual. However, numerical examples show that this approach can exhibit
“oscillation” and may not converge. In this paper, we propose a proximal alternating direction
method of multipliers for the multi-block version of this problem. A distinctive feature of
this method is the introduction of a “smoothed” (i.e., exponentially weighted) sequence of
primal iterates, and the inclusion, at each iteration, to the augmented Lagrangian function
a quadratic proximal term centered at the current smoothed primal iterate. The resulting
proximal augmented Lagrangian function is inexactly minimized (via a gradient projection step)
at each iteration while the dual multiplier vector is updated using the residual of the linear
constraints. When the primal and dual stepsizes are chosen sufficiently small, we show that
suitable “smoothing” can stabilize the “oscillation”, and the iterates of the new proximal ADMM
algorithm converge to a stationary point under some mild regularity conditions. Furthermore,
when the objective function is quadratic, we establish the linear convergence of the algorithm.
Our proof is based on a new potential function and a novel use of error bounds.
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1 Introduction
Consider the following linearly constrained optimization problem:
minimize f(x)
subject to Ax = b, x ∈ P, (1.1)
where f is differentiable (not necessarily convex)and
P := {x ∈ Rn | `i ≤ xi ≤ ui, i = 1, 2, ..., n} (1.2)
is a bounded box with `i < ui for all i, and the matrix A has dimension Rm×n.
Problems of the form (1.1) arise in many applications involving big data, including nonnegative
matrix factorization [9,20,23], phase retrieval [22], distributed matrix factorization [16], polynomial
optimization [14], asset allocation [21], zero variance discriminant analysis [1], to name just a few.
A popular approach to solve problem (1.1) is to dualize the linear equality constraint and apply
a primal-dual type algorithm to the resulting augmented Lagrangian function. Such approach is
particularly attractive when the objective function f(x) has a separable structure since in this
case the corresponding primal minimization problem can be decomposed and often times solvable
efficiently in parallel, while the dual update can be carried out in closed form.
The local convergence analysis of the classical augmented Lagrangian method was for smooth
objective function with smooth equality constraint [2]. Global convergence of a primal-dual method
for smooth objective and smooth equality constraint was given recently in [10]. When the decision
variable x consists of many small variable blocks, the popular alternating direction method of
multipliers (ADMM) is often the preferred algorithm to solve (1.1), see [4] for a detailed coverage
of the method and many applications from a set of diverse fields. It is well known [7] that for
the two-block (strongly) convex case ADMM can be viewed as a variant of proximal-point method
or operator-splitting method, from which one can derive linear convergence of the method. The
paper [5] proves that the direct extension of ADMM to three-block case may not converges and
state some sufficient conditions for the extended algorithm to converge. The reference [11] uses the
error bound analysis [17] to establish the linear convergence rate of ADMM for a family of convex
programming problem with any number of variable blocks with a reduced dual stepsize. However,
for nonconvex problems, the convergence of the augmented Lagrangian method or ADMM has not
been well understood, despite the fact they have been widely used in applications. In [12], the
convergence of ADMM was established for some special nonconvex problems such as consensus-
based sharing problems by using the augmented Lagrangian function as the potential function. This
approach was further extended [6] to a larger family of nonconvex-nonsmooth problems under some
technical assumption such as the prox-regularity of the objective function. The papers [3, 13, 15]
proved the convergence of some inexact ADMM for certain nonsmoooth, nonconvex problems.
However, these references all require at least one block of the variable to be unconstrained and a
strong feasibility assumption holds, namely, suppose the linear equality constraint is
A1x1 +A2x2 = b,
then the image of A1 is contained in the image of A2 and the variable block x2 does not have any
other constraint. Recently, [8] established the convergence of multi-block ADMM algorithm for the
so called multi-affine constraints which are linear in each variable block but otherwise nonconvex.
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This paper also has some technical assumptions, including the similar strong feasibility constraint
and the objective function for some block must be strongly convex. We see that the studies of these
papers do not cover the general problem (1.1).
The contribution of this paper is as follows. We propose a proximal alternating direction
method of multipliers (ADMM) to solve a linearly constrained nonconvex differentiable minimiza-
tion problem. A distinctive feature of the algorithm is to introduce a “smoothed” (i.e., exponen-
tially weighted) sequence of primal iterates, and at each iteration add to the augmented Lagrangian
function an extra quadratic proximal term centered at the smoothed primal iterate. The resulting
proximal augmented Lagrangian function is inexactly minimized at each iteration while the dual
multiplier vector is updated using the residual of the linear constraints. The algorithm is well
suited for large scale optimization involving big data, and easily extends to the multiple variable
block case, resulting in a variant of the well-known ADMM algorithm. When the primal and dual
stepsizes are chosen sufficiently small, we show that the iterates of the proximal ADMM algorithm
converge to a stationary point of the nonconvex problem under some mild regularity conditions.
Moreover, we present a numerical example showing that the “smoothing” step is necessary for the
convergence of the proximal ADMM when the objective function is nonconvex. Furthermore, for a
quadratic objective function, we establish the linear convergence of the algorithm.
2 Preliminaries
2.1 The set of stationary solutions
We first define the solution of the problem (1.1) in this subsection. Due to the linearity of the
constraints, there exists a set of Lagrangian multipliers for each stationary point of (1.1) such that
the KKT condition holds. We denote the set of stationary points of (1.1) by X∗. Writing down
the KKT condition, letting y, µ, ν be the multipliers, we have:
∇f(x∗) +AT y∗ − µ∗ + ν∗ = 0
Ax∗ = b
`i ≤ x∗i ≤ ui, for all i
µ∗  0,
ν∗  0,
µ∗i (`i − x∗i ) = 0, for all i (2.1)
ν∗i (x
∗
i − ui) = 0, for all i, (2.2)
where µ∗i and ν
∗
i denote the i-th component of µ
∗ and ν∗ respectively. Let X∗, Y ∗ be the sets of
all x∗ and y∗ satisfying the KKT condition. Note that (2.1) and (2.2) are the complementarity
conditions. It means that either (`i − x∗i ) or µ∗i must be zero for all i and similarly for ν∗. A
stronger condition, , which holds generically, is called “strict complementarity condition”.
Definition 2.1 If for all solutions (x∗, y∗, µ∗, ν∗) of the KKT system, for any i, exactly one of µ∗i
and (`i − x∗i ) is zero and exact one of ν∗i and (x∗i − ui) is zero, then we say the original problem
satisfies the strict complementarity condition.
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2.2 Assumptions
In this subsection, we give our main assumptions, which are valid in many practical problems.
Assumption 2.2
(a) The origin is in the relative interior of the set AP − b = {Ax− b | x ∈ P}.
(b) The strict complementarity condition holds for (1.1).
(c) The objective function f is a differentiable function with Lipschitz continuous gradient
‖∇f(x)−∇f(x′)‖ ≤ L‖x− x′‖, for some L > 0 and ∀ x, x′ ∈ P.
Note that Assumption 2.2(a) is equivalent to the feasibility of (1.1) for all slightly perturbed b from
the range space of A; in particular it does not require the full row rank of A. Assumption 2.2(c)
implies the existence of a constant γ (possibly negative) such that
〈∇f(x)−∇f(x′), x− x′〉 ≥ γ‖x− x′‖2, for all x, x′ ∈ P . (2.3)
Assumption 2.2(b) is reasonable since the strict complementarity is valid generically, as we argue
in the proposition below.
Proposition 2.3 Suppose f(x) = g(x) + qTx, g is Lipschitz-differentiable and v is a constant
vector. If the data vector (v, b) is generated from a continuous measure, then with probability 1, the
strict complementarity condition holds for (1.1).
Proof We will use the fact that Lipschitz continuous functions map a zero-measure set to a
zero-measure set. For active sets S1 and S2 the KKT condition with respect to {1, 2, ..., n} is
∇g(x) +AT y − µ+ ν = −q
Ax = b,
xi = `i, µi ≥ 0, i ∈ S1
xi = ui, νi ≥ 0, i ∈ S2
xi ∈ [`i, ui], for all i
µi = 0, i /∈ S1
νi = 0, i /∈ S2.
We prove that for any S1, S2 ⊆ {1, 2, ..., n}, with probability 0, the strictly complementary condition
does not hold. Since S1, S2 have only finitely many choices, we only need to consider fixed S1 and
S2. Suppose the assumption does not hold, without loss of generality, assume that x1 = `1, µ1 = 0
and 1 /∈ S1. Consider the Lipschitz continuous map Φ
Φ(x, y, µ, ν) = (∇g(x) +AT y − µ+ ν,Ax)
from the set
T = {(x, y, µ, ν) | xi = `i, i ∈ S1, xi = ui, i ∈ S2,
`i ≤ xi ≤ ui, µi = 0, i /∈ S1, νi = 0, i /∈ S2,
µ  0, ν  0, x1 = `1}
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to Rn+m. Clearly Φ maps from a n + m − 1 dimension subset to n + m-dimension space. Hence,
the image is zero-measure in Rn+m. Consequently, the choice for (q, b) such that the solution exists
is of measure zero.
2.3 A Proximal Inexact Augmented Lagrangian Multiplier Method
We will state our algorithm in this subsection based on the augmented Lagrangian function. The
Augmented Lagrangian function for (1.1) is given by
L(x; y) = f(x) + yT (Ax− b) + ρ
2
‖Ax− b‖2,
where ρ > 0 is a constant. The classical augmented Lagrangian multiplier method minimizes L(x; y)
for a fixed y over the box constraint P , and then updates y using the residual of the primal equality
constraint Ax = b. Unfortunately, due to the nonconvexity of f , the exact minimization of L(x; y)
with respect to x can be difficult. Thus, it is often more practical to minimize L(x; y) inexactly with
respect to x. In particular, we recall the following simple inexact augmented Lagrangian multiplier
method (which also corresponds to the linearized ADMM algorithm when there is only one primal
variable block).
Algorithm 1 An Inexact Augmented Lagrangian Multiplier Method
1: Let α > 0 and c > 0;
2: Initialize x0, y0;
3: for t = 0, 1, 2, . . . , do
4: yt+1 = yt + α(Axt − b);
5: xt+1 = [xt − c∇xL(xt; yt+1)]+.
6: end for
Though easy to implement numerically, the above inexact augmented Lagrangian multiplier
method can behave erratically or even diverge for nonconvex problems (see Figure 1 in Section 6 for
a numerical example). To stabilize the convergence behaviour of the inexact augmented Lagrangian
multiplier method, we propose a proximal version of the augmented Lagrangian multiplier method.
In this new method, we introduce an exponential averaging (or smoothing) scheme to generate an
extra sequence {zt} and insert an extra quadratic proximal term centered at zt to the augmented
Lagrangian function so that the next primal iterate xt+1 does not deviate too much from the
stabilized iterate zt. More specifically, let
K(x, z; y) = L(x; y) +
p
2
‖x− z‖2, (2.4)
where p is a positive parameter. Note that the function K is Lipschitz differentiable with modulus
LK = L+ p+ ρσ
2,
where σ is the spectral norm of the matrix A, and can be made strongly convex in x with modulus
γK = p+ γ > 0
if p is chosen to be larger than −γ. We consider the following proximal inexact augmented La-
grangian multiplier method.
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Algorithm 2 A Proximal Inexact Augmented Lagrangian Multiplier Method
1: Let ρ > 0, α > 0, 0 < β ≤ 1 and 1LK > c > 0;
2: Initialize x0 ∈ P, z0 ∈ P, y0 ∈ Rm;
3: for t = 0, 1, 2, . . . , do
4: yt+1 = yt + α(Axt − b);
5: xt+1 = [xt − c∇xK(xt, zt; yt+1)]+;
6: zt+1 = zt + β(xt+1 − zt).
7: end for
Let
d(y, z) = min
x∈P
K(x, z; y), (2.5)
x(y, z) = argmin
x∈P
K(x, z; y), (2.6)
P (z) = min
x∈P,Ax=b
(f(x) +
p
2
‖x− z‖2), (2.7)
x(z) = argmin
x∈P, Ax=b
(
f(x) +
p
2
‖x− z‖2
)
. (2.8)
It should be noted that if p > −γ, then f(x) + p2‖x− z‖2 is strongly convex, so there holds
K(x, z; y) ≥ d(y, z), P (z) ≥ d(y, z), ∀ y, z, (2.9)
where the first inequality is due to (2.5), while the second inequality follows from the strong duality
P (z) = max
y
d(y, z).
Note that the subproblem of the Algorithm 2 is easy since it involves only projection to the box
P . Compared to Algorithm 1, the proximal inexact augmented Lagrangian method (Algorithm 2)
constructs an auxiliary sequence {zt} which is a recursive average of the primal sequence {xt},
and uses it to build a quadratic proximal term in the augmented Lagrangian function L(xt; yt).
Notice that the recursive averaging step is computationally simple, so Algorithm 2 has a similar
per-iteration complexity to Algorithm 1. It should be noted that this new quadratic proximal
term in the augmented Lagrangian function introduces an extra term p(xt − zt) in the gradient of
L(xt; yt+1). This extra term is an exponentially weighted average of all the previously generated
primal iterates {x0, x1, ..., xt}. As such, it is different from the well known “momentum term” in
the backpropagation training algorithm which is equal to the difference of the previous two primal
iterates. Also, this extra term is different from the Nesterov’s acceleration scheme which adds to the
gradient descent direction a specific (iteration dependent) average of previous two primal iterates.
In the rest of the paper, we fix parameters c < 1/LK and p > −γ. Our main claim is that
the introduction of the proximal term can ensure the global convergence of Algorithm 2 for the
nonconvex problem (1.1).
Theorem 2.4 Suppose Assumption 2.2 holds. Moreover, suppose the parameters c and p are
selected to satisfy
1
LK
> c > 0, p > −γ
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and that the primal and dual stepsizes β and α to be sufficiently small. Then the dual iterates {yt}
are bounded. Moreover, there holds
lim
t→∞ ‖x
t+1 − xt‖ = 0,
lim
t→∞dist(x
t, X∗) = 0,
lim
t→∞ dist(z
t, X∗) = 0,
and every limit point of the sequence {(xt, yt)} generated by Algorithm 2 is a primal-dual stationary
point of (1.1).
We will prove this theorem in the next section.
3 Convergence Analysis
3.1 Key Lemmas
In this subsection, we will give some key lemmas that are needed to establish the main theorem.
3.1.1 Error Bounds
First, we develop some error bounds which establish the relation between the primal and dual
residual and the distance to the solution set.
The following lemma implies that if the dual residual Ax−b→ 0, the dual variable y is bounded.
Lemma 3.1 Suppose Assumption 2.2 (a) holds. Let yk = y˜0 + y˜k with y˜k ∈ Range(A) and some
fixed y˜0 ⊥ y˜k, and let x(yk, zk) be given by (2.6). If
‖Ax(yk, zk)− b‖ → 0,
then yk is bounded.
Proof According to Assumption 2.2(a), there exists a positive r > 0, such that for any direction
d ∈ Range(A), we can find an x ∈ P satisfying ‖Ax− b‖ = r and Ax− b has the same direction as
d. We claim that if ‖yk‖ goes to infinity, then ‖Ax(yk, zk)− b‖ must be bounded away from 0. We
prove this by contradiction. Assume that ‖yk‖ → ∞ and ‖Ax(yk, zk) − b‖ → 0. Since y˜0 is fixed
and y˜0 ⊥ y˜k, it follows that ‖y˜k‖ → ∞. By Assumption 2.2(a), there exists a xk ∈ P such that
Axk − b is of the same direction as −y˜k and ‖Axk − b‖ = r. Let
M = max
x,z∈P
{
|f(x)|+ p
2
‖x− z‖2 + ρ
2
‖Ax− b‖2 + 〈y0, Ax− b〉
}
,
then if ‖y˜k‖ > 4M/r and ‖Ax(yk, zk)− b‖ < r/2, we have
y˜Tk (Axk − b) = −‖y˜k‖‖Axk − b‖ = −‖y˜k‖r < −4M (3.1)
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and
y˜Tk (Axk − b) = −r‖y˜k‖
≤ −r |y˜
T
k (Ax(yk, zk)− b)|
‖Ax(yk, zk)− b‖
≤ −r |y˜
T
k (Ax(yk, zk)− b)|
r/2
≤ 2y˜Tk (Ax(yk, zk)− b),
where the second step follows from Cauchy-Schwartz inequality. Hence, we have
K(xk, zk; yk)−K(x(yk, zk), zk; yk) ≤ 2M + y˜Tk (Axk − b)− y˜Tk (Ax(yk, zk)− b)
≤ 2M + y˜Tk (Axk − b)−
1
2
y˜Tk (Axk − b)
= 2M +
1
2
y˜Tk (Axk − b)
< 0
where the last step is due to (3.1). This further implies
K(xk, zk; yk) < K(x(yk, zk), zk; yk)
which is a contradiction.
The boundedness of yk will be used to establish the dual error bound later in Lemma 3.6. Next
result shows that x(z) is continuous in z and x(y, z) is continuous in (y, z).
Lemma 3.2 Suppose p > −γ. If the sequences {yk}, {zk} satisfy yk → y and zk → z, then we have
‖x(z)− x(z′)‖ ≤ p
p+ γ
‖z − z′‖
and
x(yk, zk)→ x(y, z).
Proof We only prove the Lipschitz continuity of x(z), the other claim can be proved similarly.
Let f(x; z) = f(x) + p2‖x− z‖2. For z, z′ ∈ P , we have
f(x(z); z′)− f(x(z′); z′))
= (f(x(z); z)− f(x(z′); z))− (f(x(z′); z′)− f(x(z′); z)) + (f(x(z); z′)− f(x(z); z))
= (f(x(z); z)− f(x(z′); z))− p
2
(−2(z′ − z)Tx(z′) + ‖z′‖2 − ‖z‖2)
+
p
2
(−2(z′ − z)Tx(z) + ‖z′‖2 − ‖z‖2)
= (f(x(z); z)− f(x(z′); z)) + p(z′ − z)T (x(z′)− x(z))
≤ −p+ γ
2
‖x(z)− x(z′)‖2 + p(z′ − z)T (x(z′)− x(z)),
where the last inequality is due to the strong convexity of f(x; z) in variable x. On the other hand,
again by the strong convexity, we have
f(x(z); z′)− f(x(z′); z′) ≥ p+ γ
2
‖x(z)− x(z′)‖2. (3.2)
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Hence, we have
−(p+ γ)‖x(z)− x(z′)‖2 + p(z′ − z)T (x(z′)− x(z)) ≥ 0,
which by Cauchy-Schwartz inequality further implies
‖x(z)− x(z′)‖ ≤ p
p+ γ
‖z − z′‖.
Hence, x(·) is Lipschitz continuous with modulus p/(p+ γ).
A couple of corollaries are in order. We denote x+, y+, z+ be the updated variables of x, y, z by
Algorithm 2.
Corollary 3.3 Suppose p > −γ. Then for any  > 0, there exists a δ() > 0, such that for vectors
x, z ∈ P and any y satisfying
max{‖x− x+‖, ‖z − x+‖, ‖Ax(y+, z)− b‖} < δ(),
we have
max{dist(x,X∗), dist(z,X∗)} < .
Proof We prove by contradiction. Suppose that
lim
k→∞
‖xk − x+k ‖ = limk→∞ ‖zk − x
+
k ‖ = limk→∞ ‖Ax(y
+
k , zk)− b‖ = 0
while
either lim
k→∞
dist(xk, X
∗) > 0, or lim
k→∞
dist(zk, X
∗) > 0. (3.3)
Since {yk} is bounded (cf. Lemma 3.1), by passing to a subsequence if necessary, we can assume
that
xk → x¯, zk → z¯, y+k → y¯.
Then, it follows from (3.3) that
either x¯ /∈ X∗ or z¯ /∈ X∗.
Moreover, we have
x¯− x¯+ = 0, z¯ − z¯+ = 0,
and by Lemma 3.2, we have
Ax(y¯, z¯)− b = 0.
These imply that x¯ ∈ X∗, z¯ ∈ X∗, which is a contradiction.
Corollary 3.4 Suppose p > −γ. Then for any  > 0, there exists a δ() > 0 such that if
‖Ax(y+, z)− b‖ < δ()
then
‖x(y+, z)− x(z)‖ < , for any z ∈ P .
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Proof Again we prove by contradiction. Suppose the contrary so that there exists a sequence
(y+k , zk)→ (y¯, z¯) such that
‖Ax(y+k , zk)− b‖ → 0
and
‖x(y¯, z¯)− x(z¯)‖ > 0.
Notice that x(y+k , zk) is defined by (2.6) and we have
Ax(y¯, z¯)− b = 0,
which is because of the continuity of x(·, ·). It follows from the KKT condition for (2.6) at zk that
y¯ (the limit of y+k ) is the optimal dual multiplier for the problem:
minimize f(x) +
p
2
‖x− z¯‖2
subject to Ax = b, x ∈ P,
implying x(y¯, z¯) = x(z¯). This is a contradiction.
Next we develop some primal and dual error bounds. To prove the dual error bound, we need
to make use of the Hoffman bound, which is given below.
Proposition 3.5 Let A ∈ Rm×n, C ∈ Rk×n and b ∈ Rm, d ∈ Rk, then the distance from a point
x¯ ∈ Rn to the set:
S = {x | Ax ≤ b, Cx = d}
is bounded by:
dist(x¯, S)2 ≤ θ2(‖(Ax¯− b)+‖2 + ‖Cx¯− d‖2),
where (·)+ means the projection to the nonegative orthant and θ is a positive constant depending
on A and C only.
Lemma 3.6 (Error Bounds) Suppose p > −γ, ρ > 0 are fixed. Then there exist positive con-
stants σ1, ..., σ5, σ˜4 > 0 (independent of y
t+1 and zt) such that the following error bounds hold:
‖xt+1 − xt‖ ≥ σ1‖xt − x(yt+1, zt)‖, (3.4)
‖xt+1 − xt‖ ≥ σ2‖xt+1 − x(yt+1, zt)‖, (3.5)
‖y − y′‖ ≥ σ3‖x(y, z)− x(y′, z)‖, (3.6)
‖zt − zt+1‖ ≥ σ˜4‖x(zt)− x(zt+1)‖, (3.7)
‖zt − zt+1‖ ≥ σ4‖x(yt+1, zt)− x(yt+1, zt+1)‖, (3.8)
where σ1 = cγK = c(p + γ), σ2 = σ1/(1 + σ1), σ3 = γK/σ = (γ + p + ρσ
2)/p, σ˜4 = γK/p =
(γ + p + ρσ2)/p and σ4 = (γ + p)/p. Furthermore, suppose Assumption 2.2(b) holds, then there
exist positive scalars ∆, σ5 such that
dist(y, Y ∗(z)) ≤ σ5‖Ax(y, z)− b‖, (3.9)
if ‖Ax(y, z)− b‖ ≤ ∆ and dist(z,X∗) ≤ ∆, where Y ∗(z) denotes the solution set of dual multipliers
for (2.7).
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Proof We first prove (3.4). By the definition of K(x, y; z) (cf. (2.4)) and Assumption 2.2(b),
∇K(x, zt; yt+1) is Lipschitz continuous in x
‖∇xK(xt, zt; yt+1)−∇xK(x(yt+1, zt), zt; yt+1)‖ ≤ (p+ L+ ρσ2)‖xt − x(yt+1, zt)‖.
So the Lipschitz constant for c∇xK is c(L + p + ρσ2), where σ is the spectral norm of A. Since
γK = p + γ > 0, it follows that cK(x, z
t; yt+1) is strongly convex in x with modulus c(p + γ), so
from [18] that the following global error bound holds
‖x− [x− c∇K(x, zt; yt+1)]+‖ ≥ σ1‖x− x(yt+1, zt)‖, ∀x ∈ Rn, (3.10)
where σ1 = cγK . Specializing (3.10) at x = x
t and noticing that
[xt − c∇K(xt, zt; yt+1)]+ = xt+1,
we obtain (3.4). By the triangular inequality, we further obtain
‖xt+1 − x(yt+1, zt)‖ ≤ ‖xt − xt+1‖+ ‖xt − x(yt+1, zt)‖
≤ ‖xt − xt+1‖+ 1
σ1
‖xt − xt+1‖
≤
(
1 +
1
σ1
)
‖xt − xt+1‖.
This shows that (3.5) holds with σ2 = σ1/(1 + σ1).
Note that we have proved (3.7) in Lemma 3.2 and here we provide another proof based on (3.4).
Define
f(x; z) = f(x) +
p
2
‖x− z‖2
ψ(x; z) = PF
[
x− (L+ p)−1∇f(x; z)] ,
where F := {x | Ax = b, x ∈ P} denotes the feasible set of (1.1) and PF denotes the projection
onto F . Notice that ∇f(x; z) is Lipschitz continuous with modulus (L+ p). Then we have
‖x(zt+1)− x(zt)‖
(i)
≤ L+ p
γ + p
∥∥ψ(x(zt); zt+1)− x(zt)∥∥
(ii)
=
L+ p
γ + p
∥∥PF [x(zt)− (p+ L)−1∇f(x(zt); zt+1)]
−PF
[
x(zt)− (p+ L)−1∇f(x(zt); zt)]∥∥
(iii)
≤ L+ p
γ + p
1
p+ L
∥∥∇f(x(zt); zt+1)−∇f(x(zt); zt)∥∥
=
L+ p
γ + p
p
p+ L
∥∥zt − zt+1∥∥
=
p
γ + p
∥∥zt − zt+1∥∥ ,
where step (i) follows from a similar argument for (3.4) with the following correspondences
x(zt) ↔ xt, xt+1 ↔ ψ(x(zt); zt+1), x(zt+1)↔ x(yt+1, zt),
c ↔ (L+ p)−1, K(x, z; y)↔ f(x; z), σ1 ↔ γ + p
L+ p
;
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step (ii) is due to x(zt) is the optimal solution of the problem:
min
x∈F
f(x; zt)
so that
x(zt) = PF
[
x(zt)− (p+ L)−1∇f(x(zt); zt)] ;
and step (iii) is follows from the nonexpansiveness of the projection operator. The last two equality
steps follow direct calculation. This proves (3.7).
The proof of (3.6) and (3.8) is almost the same as that for (3.7), and is therefore skipped.
It remains to prove the dual error bound (3.9). To this end, we first write down, for any z,
the optimality conditions for the strongly convex proximal optimization problem (2.7) (note that
γK = p+ γ > 0) as follows:
∇f(x(z)) + p(x(z)− z) +AT y∗(z)− µ(z) + ν(z) = 0,
Ax(z) = b,
µi(z)(xi − `i) = 0, i = 1, · · · , n, (3.11)
νi(z)(xi − ui) = 0, i = 1, · · · , n,
µi(z), νi(z) ≥ 0, i = 1, · · · , n,
where y∗(z), µ(z), ν(z) are the Lagrangian multipliers. If z ∈ X∗, by strong convexity, the unique
optimal solution of (2.7) is given by x(z) = z. Moreover, for z ∈ X∗, the strict complementarity
condition
µi(z) = 0 =⇒ xi(z) = zi > `i, i = 1, · · · , n,
νi(z) = 0 =⇒ xi(z) = zi < ui, i = 1, · · · , n,
holds. Now for any y, z, let I(y, z), I(z) denote the set of inactive inequality constraints (the
inequality constraint holds strictly) in problem (2.6) at x(y, z) and (2.7) at x(z) respectively. We
prove that there exists a ∆ > 0, such that
I(y, z) = I(z), if ‖Ax(y, z)− b‖ ≤ ∆ and dist(z,X∗) ≤ ∆.
We prove it by contradiction. Suppose the contrary, then there is a sequence ∆k → 0 and sequences
{yk}, {zk} with
‖Ax(yk, zk)− b‖ ≤ ∆k, dist(zk, X∗) ≤ ∆k,
such that I(yk, zk) 6= I(zk), for all k. Note that y∗(zk) is the optimal dual solution for the problem
(2.7) with z = zk, so we have x(y
∗(zk), zk) = x(zk) and ‖Ax(y∗(zk), zk) − b‖ = 0, for all k.
By Lemma 3.1, we know that {yk}, {y∗(zk)} are bounded. So we can assume that (passing to a
subsequence if necessary)
yk → y∗, for some y∗ ∈ Rm,
y∗(zk)→ y¯, for some y¯ ∈ Rm
and
zk → z∗, for some z∗ ∈ X∗.
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According to Lemma 3.2, we have x(zk)→ x(z∗) and x(yk, zk)→ x(y∗, z∗). Since for any i at most
one of µi and νi can be nonzero, {µi(zk)}∞k=1, {νi(zk)}∞k=1 are bounded by (3.11). Hence, passing
to a subsequence if necessary, we can assume
µi(zk)→ µ∗, νi(zk)→ ν∗, for all i.
Hence, (x∗(z∗), y∗, µ∗, ν∗) is a solution to the KKT system (3.11). Using the strict complementarity
property at z∗ ∈ X∗, we have µi, νi 6= 0, i ∈ I(z∗). When k →∞, we have
xi(zk) ∈ (`i, ui), i ∈ I(z∗),
µi > 0, i /∈ I(z∗) and xi(zk) = `i,
νi > 0, i /∈ I(z∗) and xi(zk) = ui.
This means that I(zk) = I(z
∗). Similarly, we can consider the KKT conditions for (2.6) and can
show that for large enough k there holds x(yk, zk)→ x(y∗, z∗) = x(z∗), and I(yk, zk) = I(y∗, z∗) =
I(z∗). This implies I(yk, zk) = I(z∗) = I(zk) for large k, a contradiction. So next we assume that
I(y, z) = I(z). Also define A1 = {i | xi(z) = xi(y, z) = `i} and A2 = {i | xi(z) = xi(y, z) = ui}.
Recall the optimization problem (2.6) for function K:
minimize f(x) +
p
2
‖x− z‖2 + yT (Ax− b) + ρ
2
‖Ax− b‖2
subject to `i ≤ xi ≤ ui, i = 1, · · · , n,
(3.12)
and its KKT conditions:
∇f(x(y, z)) + p(x(y, z)− z) +AT y + ρAT (Ax(y, z)− b)− µ(y, z) + ν(y, z) = 0,
µi(y, z) ≥ 0, `i − xi(y, z) = 0, i ∈ A1,
νi(y, z) ≥ 0, xi(y, z)− ui = 0, i ∈ A2, (3.13)
µi(y, z) = 0, νi(y, z) = 0, i 6∈ A1 ∪A2,
xi(y, z) ∈ [`i, ui], i ∈ I(z).
Notice that the optimality conditions (3.11) for the convex proximal problem (2.7) can be rewritten
(using the information about the active and inactive sets) as:
∇f(x(z)) + p(x(z)− z) +AT y∗(z)− µ(z) + ν(z) = 0,
Ax(z)− b = 0,
µi(z) ≥ 0, `i − xi(z) = 0, i ∈ A1, (3.14)
νi(z) ≥ 0, (xi(z)− ui) = 0, i ∈ A2,
µi(z), νi(z) ≥ 0, xi(z) ∈ [`1, u1], i ∈ I(z).
The KKT system (3.14) is linear in the variables (x(z), y(z), µ(z), ν(z)). By (3.13), the vector
(x(y, z), y, µ(y, z), ν(y, z)) satisfies (3.11) approximately. Using Hoffman bound (Proposition 3.5)
to (3.14) at the point (x(y, z), y, µ(y, z), ν(y, z)), we obtain
dist(y, Y ∗(z))2 ≤ min
(x(z),y(z),µ(z),ν(z))
satisfying (3.14)
‖y − y(z)‖2 + ‖(x(y, z), µ(y, z), ν(y, z))− (x(z), µ(z), ν(z))‖2
≤ 2θ2 (‖∇f(x(y, z))−∇f(x(z)) + p(x(y, z)− x(z))‖2
+ρ2‖AT (Ax(y, z)− b)‖2 + ‖Ax(y, z)− b‖2)
≤ 2θ2 ((L+ p)2‖x(y, z)− x(z)‖2 + (1 + ρ2σ2)‖Ax(y, z)− b‖2) ,
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where σ is the largest singular value of A. Using Assumption 2.2(d) and the strong convexity of
f(x) + p2‖x− z‖2, we obtain
dist(y, Y ∗(z))2 ≤ 2θ2
(
(L+ p)2
p+ γ
〈∇f(x(y, z))−∇f(x(z)) + p(x(y, z)− x(z)), x(y, z)− x(z)〉
+ (1 + ρ2σ2)‖Ax(y, z)− b‖2
)
= −2θ
2(L+ p)2
p+ γ
〈y − y(z), A(x(y, z)− x(z))〉+ 2θ2(1 + ρ2σ2)‖Ax(y, z)− b‖2
+
2θ2(L+ p)2
p+ γ
〈(µ(y, z)− µ(z))− (ν(y, z)− ν(z)), x(y, z)− x(z)〉 (3.15)
≤ 2θ2
(
(L+ p)2
p+ γ
‖Ax(y, z)− b‖‖y − y(z)‖+ (1 + ρ2σ2)‖Ax(y, z)− b‖2
)
,(3.16)
where the equality follows from (3.13)-(3.14) and the cross term (3.15) vanishes because we have
µi(y, z)(xi(y, z)− `i) = 0, µi(z)(xi(z)− `i) = 0, i = 1, 2, ..., n,
µi(y, z)(xi(z)− `i) ≥ 0, µi(z)(xi(y, z)− `i) ≥ 0, i = 1, 2, ..., n,
νi(y, z)(ui − xi(y, z)) = 0, νi(z)(ui − xi(z)) = 0, i = 1, 2, ..., n,
νi(y, z)(ui − xi(z)) ≥ 0, νi(z)(ui − xi(y, z)) ≥ 0, i = 1, 2, ..., n.
Note that (3.16) is a quadratic inequality in the form
u2 ≤ κ1uw + κ2w2
where u := ‖y − y(z)‖, w := ‖Ax(y, z)− b‖, which further implies
u ≤ σ5w
for some σ5 > 0. This completes the proof of the dual error bound (3.9).
Remark. Notice that the error bounds (3.4), (3.5) hold for all strongly convex problems over a
convex set when a linear term in the objective function is perturbed.
3.1.2 Three Descent Lemmas
In this subsection we give three descent lemmas to estimate the changes in the primal, the dual
and the proximal function respectively after one iteration of Algorithm 2.
Lemma 3.7 (Primal Descent) For any t, if c < 1/LK ,
K(xt, zt; yt)−K(xt+1, zt+1; yt+1) ≥ 1
2c
‖xt − xt+1‖2 + p
2β
‖zt − zt+1‖2 − α‖Axt − b‖2.
Proof First, we have the trivial equality:
K(xt, zt; yt)−K(xt, zt; yt+1) = −α‖Axt − b‖2.
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Next, notice that updating x is a standard gradient projection, hence,
K(xt, zt; yt+1)−K(xt+1, zt; yt+1) ≥ 1
2c
‖xt − xt+1‖2. (3.17)
Moreover, recall that in Algorithm 2, zt+1 = zt + β(xt+1 − zt), we have
K(xt+1, zt; yt+1)−K(xt+1, zt+1; yt+1) = p
2
(‖xt+1 − zt‖2 − ‖xt+1 − zt+1‖2)
=
p
2
(zt+1 − zt)T ((xt+1 − zt) + (xt+1 − zt+1))
=
p
2
(2/β − 1)‖zt − zt+1‖2
≥ p
2β
‖zt − zt+1‖2, (3.18)
for β ≤ 1. Combining the above three inequalities yields the desired result.
Lemma 3.8 (Dual Ascent) For any t, we have
d(yt+1, zt+1)− d(yt, zt) ≥ α(Axt− b)T (Ax(yt+1, zt)− b) + p
2
(zt+1− zt)T (zt+1 + zt− 2x(yt+1, zt+1)).
Proof First, recall that
K(x, z; y) = f(x) + 〈y,Ax− b〉+ ρ
2
‖Ax− b‖2 + p
2
‖x− z‖2
so we have
d(yt+1, zt)− d(yt, zt) = K(x(yt+1, zt), zt; yt+1)−K(x(yt, zt), zt; yt)
≥ K(x(yt+1, zt), zt; yt+1)−K(x(yt+1, zt), zt; yt)
= 〈yt+1 − yt, Ax(yt+1, zt)− b〉,
= α(Axt − b)T (Ax(yt+1, zt)− b),
where the inequality is because x(yt, zt) = arg minxK(x, z
t; yt). Next, using the same technique,
we have
d(yt+1, zt+1)− d(yt+1, zt) = K(x(yt+1, zt+1), zt+1; yt+1)−K(x(yt+1, zt), zt; yt+1)
≥ K(x(yt+1, zt+1), zt+1; yt+1)−K(x(yt+1, zt+1), zt; yt+1)
=
p
2
(‖x(yt+1, zt+1 − zt+1‖2 − ‖x(yt+1, zt+1)− zt‖2)
=
p
2
(zt+1 − zt)T (zt+1 + zt − 2x(yt+1, zt+1)). (3.19)
Combining these, we get the desired result.
Lemma 3.9 (Proximal Descent) For any t ≥ 0, there holds
P (zt+1)− P (zt) ≤ p(zt+1 − zt)T (zt − x(zt)) + pL˜
2
‖zt − zt+1‖2, (3.20)
where L˜ = σ˜−14 + 1
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Proof First, using Danskin’s theorem in convex analysis [19], we have:
∇P (zt) = p(zt − x(zt)),
where P (z) is defined by (1.1). So it suffices to prove that
‖∇P (zt)−∇P (zt+1)‖ ≤ (σ˜−14 + 1)‖zt − zt+1‖.
But this is a direct corollary of the error bound (3.6) in Lemma 3.6. The proof is complete.
The three terms K(xt, zt; yt), −d(yt, zt) and P (zt) individually do not need to decrease after
each iteration; however, some weighted sum of them does! This is the main idea of the proof of
Theorem 2.4. We will see the details in the next subsection.
3.2 Proof of Theorem 2.4
Now we are ready to prove the main theorem, i.e. the global convergence of the Algorithm 2.
To establish the convergence of Algorithm 2, we construct a potential function which decreases
sufficiently after each iteration. This potential function is a linear combination of the primal, dual
and proximal terms considered in the previous subsection. Specifically, we will prove that the
potential function
φt = φ(xt, zt; yt) = K(xt, zt; yt)− 2d(yt, zt) + 2P (zt)
decreases sufficiently after each iteration for sufficiently small α and β, where the functions K, d
and P are defined in (2.4)-(2.7). Note that xt ∈ P and zt ∈ P for all t (see the definition of the
Algorithm 2), so P (zt) is bounded from below. Moreover, it follows from (2.9) that
φt = (K(xt, zt; yt)− d(yt, zt)) + (P (zt)− d(yt, zt)) + P (zt) (3.21)
is also bounded below.
Proof Using the three descent lemmas in Subsection 3.1.2, we get
φt − φt+1
≥
(
1
2c
‖xt+1 − xt‖2 − α‖Axt − b‖2 + p
2β
‖zt − zt+1‖2
)
+2
(
α(Axt − b)T (Ax(yt+1, zt)− b) + p(zt+1 − zt)T (zt+1 + zt − 2x(yt+1, zt+1)))
+2
(
p(zt+1 − zt)T (x(zt)− zt)− pL˜
2
‖zt+1 − zt‖2
)
=
(
1
2c
‖xt+1 − xt‖2 − α‖Axt − b‖2 + p
2β
‖zt − zt+1‖2
)
+ 2α(Axt − b)T (Ax(yt+1, zt)− b)
+p(zt+1 − zt)T ((zt+1 − zt)− 2(x(yt+1, zt+1)− x(zt)))− pL˜
2
‖zt − zt+1‖2
=
(
1
2c
‖xt+1 − xt‖2 − α‖Axt − b‖2 + p
2β
‖zt − zt+1‖2
)
+ 2α(Axt − b)T (Ax(yt+1, zt)− b)
+p(zt+1 − zt)T ((zt+1 − zt)− 2(x(yt+1, zt+1)− x(yt+1, zt))− 2(x(yt+1, zt)− x(zt)))
−pL˜
2
‖zt − zt+1‖2. (3.22)
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Let λ be an arbitrary positive scalar, and by the fact that
‖(zt+1 − zt)/λ− λ(x(yt+1, zt)− x(zt))‖2 ≥ 0,
we have
−2(zt+1 − zt)T (x(yt+1, zt)− x(zt)) ≥ −‖zt − zt+1‖2/λ− λ‖x(yt+1, zt)− x(zt)‖2.
Using Cauchy-Schwarz inequality and the error bound (3.8) in Lemma 3.6, we have
−2(zt+1 − zt)T (x(yt+1, zt+1)− x(yt+1, zt)) ≥ −‖zt − zt+1‖‖x(yt+1, zt+1)− x(yt+1, zt)‖
≥ − 1
σ4
‖zt − zt+1‖2.
Substituting these two inequalities into (3.22), we have
φt − φt+1
≥ 1
2c
‖xt+1 − xt‖2 − (α‖Axt − b‖2 − 2α(Axt − b)T (Ax(yt+1, zt)− b) + α‖Ax(yt+1, zt)− b‖2)
+α‖Ax(yt+1, zt)− b‖2 +
(
p
2β
+ p− p
σ4
− p
λ
− pL˜
2
)
‖zt − zt+1‖2
−pλ‖x(yt+1, zt)− x(zt)‖2.
By completing the square, we further obtain
φt − φt+1 ≥ 1
2c
‖xt+1 − xt‖2 − α‖A(x(yt+1, zt)− xt)‖2 + α‖Ax(yt+1, zt)− b‖2
+
(
p
2β
+ p− p
σ4
− p
λ
− pL˜
2
)
‖zt − zt+1‖2 − pλ‖x(yt+1, zt)− x(zt)‖2
≥
(
1
2c
− ασ
2
σ21
)
‖xt − xt+1‖2 + α‖Ax(yt+1, zt)− b‖2
+
(
p
2β
+ p− p
σ4
− p
λ
− pL˜
2
)
‖zt − zt+1‖2 − pλ‖x(yt+1, zt)− x(zt)‖2, (3.23)
where σ is the spectral norm of A, λ is any positive scalar, and the last step is due to the error
bound (3.4) in Lemma 3.6. Let λ = Dβ for some sufficiently large D (for example, D > 6), and set
β sufficiently small (β ≤ β′) for some constant β′ > 0, such that
p
2β
+ p− p
σ4
− p
λ
− pL˜
2
≥ p
3β
.
Therefore, if we choose α <
σ21
4cσ2
, then it follows from (3.23) that
φt − φt+1 ≥ 1
4c
‖xt − xt+1‖2 + α‖Ax(yt+1, zt)− b‖2
+
p
3β
‖zt − zt+1‖2 − pDβ‖x(yt+1, zt)− x(zt)‖2. (3.24)
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It remains to bound the term pDβ‖x(yt+1, zt) − x(zt)‖2 in the above expression. The main
proof idea is as follows. In view of the dual error bound (3.9), when the residuals are sufficiently
small, we can use the dual residual ‖Ax(yt+1, zt)− b‖ to bound dist(yt+1, Y ∗(zt)) and then further
use the error bound (3.6) to bound ‖x(yt+1, zt)− x(zt)‖. When some residual is not too small, we
will make use of the compactness of the feasible set to bound the term ‖x(yt+1, zt)− x(zt)‖2.
Let us define
M = max
x1,x2∈P
‖x1 − x2‖, ζ = min{∆, δ(∆/
√
6D)} (3.25)
and set
β < min
{
β′,
ζ2
8cpDM2
,
ζ2α
2pDM2
,
ασ23
2pDσ25
}
, (3.26)
where ∆ is defined in Lemma 3.6 and δ(·) is defined in Corollary 3.3 and Corollary 3.4. We also
define the following three conditions:
‖xt − xt+1‖2 ≤ 8cpDM2β, (3.27)
‖Ax(yt+1, zt)− b‖2 ≤ 2pDM
2
α
β, (3.28)
‖xt+1 − zt‖2 = ‖(zt − zt+1)/β‖2 ≤ 6D‖x(yt+1, zt)− x(zt)‖2. (3.29)
We now consider two cases.
Case 1. Conditions (3.27)-(3.29) hold. In this case, it follows from (3.25)-(3.26) that
‖xt − xt+1‖ ≤ ζ = min{∆, δ(∆/
√
6D)} ≤ ∆,
‖Ax(yt+1, zt)− b‖ ≤ ζ = min{∆, δ(∆/
√
6D)} ≤ ∆,
which further implies
‖xt+1 − zt‖ = ‖(zt − zt+1)/β‖ ≤
√
6D‖x(yt+1, zt)− x(zt)‖ ≤
√
6D
∆√
6D
= ∆,
where the last inequality follows from Corollary 3.4. Therefore, the error bounds (3.6) and (3.9) in
Lemma 3.6 hold and we have
pDβ‖x(yt+1, zt)− x(zt)‖2 ≤ pDβσ−23 · dist(yt+1, Y ∗(zt))2
≤ pDβσ−23 σ25‖Ax(yt+1, zt)− b‖2
≤ α
2
‖Ax(yt+1, zt)− b‖2,
where the last step follows from (3.26). It then follows from (3.24) that
φt − φt+1 ≥ 1
4c
‖xt − xt+1‖2 + α
2
‖Ax(yt+1, zt)− b‖2 + p
3β
‖zt − zt+1‖2. (3.30)
Case 2. One of the conditions (3.27)-(3.29) is violated. Then we consider three subcases:
18
Case 2.1. ‖xt − xt+1‖2 ≥ 8cpDβM2. In this case, we have
1
4c
‖xt − xt+1‖2 − pDβ‖x(yt+1, zt)− x(zt)‖2
≥ 1
8c
‖xt − xt+1‖2 + 1
8c
8cpDβM2 − pDβ‖x(yt+1, zt)− x(zt)‖2
≥ 1
8c
‖xt − xt+1‖2 + pDβM2 − pDβM2
=
1
8c
‖xt − xt+1‖2,
where the second step is due to (3.25).
Case 2.2. ‖Ax(yt+1, zt) − b‖2 ≥ 2pDβα M2. In this case, we use this condition and (3.25) to
obtain
α‖Ax(yt+1, zt)− b‖2 − pDβ‖x(yt+1, zt)− x(zt)‖2
≥ α
2
‖Ax(yt+1, zt)− b‖2 + α
2
· 2pDβ
α
M2 − pDβM2
=
α
2
‖Ax(yt+1, zt)− b‖2.
Case 2.3. ‖(zt − zt+1)/β‖2 ≥ 6D‖x(yt+1, zt)− x(zt)‖2. In this case, we have
p
3β
‖zt − zt+1‖2 − pDβ‖x(yt+1, zt)− x(zt)‖2
≥ p
3β
‖zt − zt+1‖2 − pDβ‖x(yt+1, zt)− x(zt)‖2
≥ p
6β
‖zt − zt+1‖2 + p
6β
6β2D‖x(yt+1, zt)− x(zt)‖2
−pDβ‖x(yt+1, zt)− x(zt)‖2
=
p
6β
‖zt − zt+1‖2.
Considering (3.24), we have in all three subcases:
φt − φt+1 ≥ 1
8c
‖xt − xt+1‖2 + α
2
‖Ax(yt+1, zt)− b‖2 + p
6β
‖zt − zt+1‖2.
Combining this with (3.30) yields
φt − φt+1 ≥ 1
8c
‖xt − xt+1‖2 + α
2
‖Ax(yt+1, zt)− b‖2 + p
6β
‖zt − zt+1‖2, ∀ t ≥ 0. (3.31)
Since φt is bounded below, we must have
max{‖xt+1 − xt‖, ‖Ax(yt+1, zt)− b‖, ‖zt − x(yt+1, zt)‖} → 0.
This together with Corollary 3.3 shows that the KKT condition for (1.1) is satisfied in the limit.
This completes the proof.
Theorem 2.4 establishes the global convergence of Algorithm 2 to a stationary solution. How-
ever, it does not address the question of convergence rate. The latter is considered in the next
section for the special case when the objective function is (nonconvex) quadratic.
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4 Linear Convergence for Quadratic Programming
In this section, we consider a nonconvex quadratic program (QP), which is a special case of (1.1)
with f(x) being a quadratic function
f(x) =
1
2
xTQx+ rTx. (4.1)
We will strengthen the convergence result of Theorem 2.4 in this case by showing that Algorithm 2
converges linearly to a stationary point of the nonconvex QP problem.
By Theorem 2.4, we have dist(xt, X∗) → 0, dist(zt, X∗) → 0 and ‖xt+1 − xt‖ → 0 as t → ∞.
Since X∗ is the union a finite number of polyhedral sets, it follows that the connected components of
X∗ are properly separated in the sense that there is a positive distance between each pair of distinct
connected components of X∗. As a result, the sequences {xt} and {zt} will both converge to one
unique connected component of X∗. Moreover, it is known [17] that for a quadratic programming
problem, the objective function value f(x) is constant on each of the connected component of X∗.
Let f∗ denote the value of f(x) over the connected component of X∗ to which xt (and zt) converges.
Then f(xt)→ f∗ as t→∞. We summarize the above analysis as follows.
Claim 4.1 Assume the parameters of Algorithm 2 are chosen to guarantee its convergence (cf.
Theorem 2.4). We have the following.
1. The quadratic cost function f is constant on each of the connected components of X∗.
2. The two sequences {xt}, {zt} converge to a same connected component of X∗.
3. Let z¯t = argmin
z¯∈X∗
= dist(zt, X∗) and x∗ is any limit point of {xt}, then f(x∗) = f(z¯t) = f∗,
where f∗ is a constant, for all sufficiently large t.
Denote
∆tp(z) = K(x
t, z; yt)− d(yt, z)
∆td(z) = P (z)− d(yt, z)
∆tprx(z) = P (z)− f∗ (4.2)
z¯t = argmin
x∈X∗
‖x− zt‖.
To prove the linear convergence, we make use of some “cost-to-go” estimates from [11].
Lemma 4.2 There exist constants τ1, τ2, τ3 > 0, such that
K(xt+1, zt; yt+1)− d(yt+1, zt) ≤ τ1‖xt − xt+1‖2, (4.3)
P (zt)− d(yt+1, zt) ≤ τ2‖Ax(yt+1, zt)− b‖2, (4.4)
P (zt)− f∗ ≤ τ3‖zt − x(zt)‖2. (4.5)
Proof The proof of (4.3) and (4.4) is simply to combine Lemma 3.1 of [11] with (3.4), (3.9) in
Lemma 3.6. Specifically, we only need to replace L(x; y), d(y), p∗ of [11, Lemma 3.1] by K(x, z; y),
d(y, z), P (z) respectively with z fixed, since the error estimates of [11] are independent of the linear
term in K(x, z; y). To prove the estimate (4.5), we first notice that f has a Lipschitz continuous
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gradient and that the classic proximal algorithm belongs to the class of approximate gradient
projection algorithm (see [17, Theorem 3.3]), namely, we have
x(zt) = [zt −∇P (zt) + Θ(t)]+,
where Θ(t) satisfies ‖Θ(t)‖ ≤ η‖x(zt)− zt‖ for some η > 0. Note that the above are similar to the
inequalities (3.5) and (3.7) in the proof of the second part of Lemma 3.1 of [11]. Therefore, similar
to [11, Lemma 3.1], there exists a constant τ ′ such that
f(x(zt))− f(z¯t) ≤ τ ′(‖zt − x(zt)‖2 + ‖zt − z¯t‖2),
where z¯t is the projection of zt to stationary solution set of problem (1.1). According to Claim 4.1,
z¯t is in the connected component that {xt}, {zt} converge to and f(z¯t) = f∗. From Theorem 2.1
in [17], there exists a constant τ¯ > 0, such that
‖zt − z¯t‖ ≤ τ¯‖zt − x(zt)‖.
Combining the above two inequalities and using the definition of P (z), we have
P (zt)− f∗ = f(x(zt)) + p
2
‖x(zt)− zt‖2 − f(z¯t) ≤
(
(τ¯2 + 1)τ ′ +
p
2
)
‖zt − x(zt)‖2.
This completes the proof of (4.5) by setting τ3 =
(
(τ¯2 + 1)τ ′ + p2
)
.
Since the term ‖zt − zt+1‖2 in (3.31) is not directly related to Lemma 4.2, we split it to get the
term ‖z − x(z)‖2 in order to make use of the estimate (4.5). We prove the following lemma, which
is a corollary of (3.31).
Lemma 4.3 For t > 0 and β sufficiently small, we have
φt−φt+1 ≥ C1(β)‖xt−xt+1‖2 +C2(β)‖Ax(yt+1, zt)− b‖2 +C3(β)‖zt−x(zt)‖2 +C4(β)‖zt−zt+1‖2,
where Ci(β) > 0, i = 1, 2, 3, 4 are constants depending on β.
Proof We assume that t is sufficiently large such that the dual error bound (3.9) holds. According
to equation (3.31), we have
φt − φt+1 ≥ 1
8c
‖xt − xt+1‖2 + α
2
‖Ax(yt+1, zt)− b‖2 + p
6β
‖zt − zt+1‖2
=
1
8c
‖xt − xt+1‖2 + α
2
‖Ax(yt+1, zt)− b‖2
+
p
12β
‖zt − zt+1‖2 + p
12β
‖zt − zt+1‖2
≥ 1
8c
‖xt − xt+1‖2 + α
2
‖Ax(yt+1, zt)− b‖2
+
p
12β
‖zt − zt+1‖2 + pβ
12
‖zt − xt+1‖2, (4.6)
where the last step is due to zt+1 − zt = β(xt+1 − zt). We now bound the last term in (4.6). To
this end, let us split the term zt − x(zt) as
zt − x(zt) = (zt − xt+1) + (xt+1 − x(yt+1, zt)) + (x(yt+1, zt)− x(zt)).
21
By the convexity of the norm squared function ‖ · ‖2, it follows that
3(‖u‖2 + ‖v‖2 + ‖w‖2) ≥ ‖u+ v + w‖2, ∀ u, v, w ∈ Rn.
Applying this inequality to the above equation, we obtain
3
(‖zt − xt+1‖2 + ‖xt+1 − x(yt+1, zt)‖2 + ‖x(yt+1, zt)− x(zt))‖2) ≥ ‖zt − x(zt)‖2.
It follows that
‖zt − xt+1‖2 ≥ 1
3
(‖x(zt)− zt‖2 − 3‖x(yt+1, zt)− x(zt)‖2 − 3‖xt+1 − x(yt+1, zt)‖2)
≥ 1
3
(
‖x(zt)− zt‖2 − 3σ
2
5
σ23
‖Ax(yt+1, zt)− b‖2 − 3
σ22
‖xt − xt+1‖2
)
,
where the last step is due to the error bounds (3.5), (3.8) and (3.9) in Lemma 3.6. Substituting
this into the last term of (4.6), we have
φt − φt+1 ≥ 1
8c
‖xt − xt+1‖2 + α
2
‖Ax(yt+1, zt)− b‖2 + p
12β
‖zt − zt+1‖2
+
pβ
12
· 1
3
(
‖x(zt)− zt‖2 − 3σ
2
5
σ23
‖Ax(yt+1, zt)− b‖2 − 3
σ22
‖xt − xt+1‖2
)
≥
(
1
8c
− pβ
12σ22
)
‖xt − xt+1‖2 +
(
α
2
− pβσ
2
5
12σ23
)
‖Ax(yt+1, zt)− b‖2
+
p
12β
‖zt − zt+1‖2 + pβ
36
‖zt − x(zt)‖2.
This completes the proof.
Now we can prove the linear convergence Algorithm 2 for quadratic programming.
Theorem 4.4 After finitely many iterations of Algorithm 2, we have
∆t(zt)−∆t+1(zt+1) ≥ κ∆t+1(zt+1),
where κ > 0 is a constant. Hence, ∆t+1(zt+1) < 11+κ∆
t(zt).
Proof Assume t is sufficiently large such that the dual error bound (3.9) holds. To prove the
linear convergence, we need to relate the gap ∆t(zt) = ∆tp(z
t) + ∆td(z
t) + ∆tprx(z
t) to the estimates
in Lemma 4.2.
Then using Lemmas 3.7-3.9 and Lemma 4.2, we have
∆t+1p (z
t) ≤ τ1‖xt − xt+1‖2, (4.7)
∆t+1d (z
t) ≤ τ2‖Ax(yt+1, zt)− b‖2, (4.8)
∆t+1prx (z
t) ≤ τ3‖zt − x(zt)‖2. (4.9)
Recall the inequality (3.18) in the proof of Lemma 3.7
K(xt+1, zt+1; yt+1)−K(xt+1, zt; yt+1) ≤ − p
2β
‖zt − zt+1‖2,
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and the inequality (3.19)
d(yt+1, zt)− d(yt+1, zt+1) ≤ −p
2
(zt+1 − zt)T (zt+1 + zt − 2x(yt+1, zt+1)).
Then for ∆t+1p (z
t), we have
∆t+1p (z
t+1)−∆t+1p (zt) = (K(xt+1, zt+1; yt+1)−K(xt+1, zt; yt+1)) + (d(yt+1, zt)− d(yt+1, zt+1))
≤ − p
2β
‖zt − zt+1‖2 − p
2
(zt+1 − zt)T (zt+1 + zt − 2x(yt+1, zt+1)).
For ∆t+1d (z
t), we have
∆t+1d (z
t+1)−∆t+1d (zt) = d(yt+1, zt)− d(yt+1, zt+1) + P (zt+1)− P (zt)
≤ −p
2
(zt+1 − zt)T (zt+1 + zt − 2x(yt+1, zt+1)) + P (zt+1)− P (zt).
Also, it follows from the definition (4.2) that
∆t+1prx (z
t+1) = ∆tprx(z
t) + P (zt+1)− P (zt).
Combining the above three inequalities, we have
∆t+1p (z
t+1) + ∆t+1d (z
t+1) + ∆t+1prx (z
t+1)
≤ ∆t+1p (zt) + ∆t+1d (zt) + ∆t+1prx (zt)
− p
2β
‖zt − zt+1‖2 − p
2
(zt+1 − zt)T (zt+1 + zt − 2x(yt+1, zt+1))
−p
2
(zt+1 − zt)T (zt+1 + zt − 2x(yt+1, zt+1)) + 2 (P (zt+1)− P (zt))
= ∆t+1p (z
t) + ∆t+1d (z
t) + ∆t+1prx (z
t)
− p
2β
‖zt − zt+1‖2 − p(zt+1 − zt)T (zt+1 + zt − 2x(yt+1, zt+1))
2p(zt+1 − zt)T (zt − x(zt)) + p
σ˜4
‖zt − zt+1‖2
= ∆t+1p (z
t) + ∆t+1d (z
t) + ∆t+1prx (z
t)(
− p
2β
+
p
σ˜4
− p
)
‖zt − zt+1‖2 + 2p(zt+1 − zt)T (x(yt+1, zt+1)− x(zt)) ,
where the second step follows from (3.20). Using the inequality 2aT b ≤ ‖a‖2+‖b‖2 for any a, b ∈ Rn,
we have
∆t+1p (z
t+1) + ∆t+1d (z
t+1) + ∆t+1prx (z
t+1)
≤ ∆t+1p (zt) + ∆t+1d (zt) + ∆t+1prx (zt)(
− p
2β
+
p
σ˜4
− p
)
‖zt − zt+1‖2 + p‖zt − zt+1‖2 + p‖x(yt+1, zt+1)− x(zt)‖2
= ∆t+1p (z
t) + ∆t+1d (z
t) + ∆t+1prx (z
t)(
− p
2β
+
p
σ˜4
)
‖zt − zt+1‖2 + p‖x(yt+1, zt+1)− x(zt)‖2
≤ ∆t+1p (zt) + ∆t+1d (zt) + ∆t+1prx (zt)(
− p
2β
+
p
σ˜4
)
‖zt − zt+1‖2 + pσ
2
5
σ23
‖Ax(yt+1, zt)− b‖2,
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where the last step is due to the error bounds (3.6), (3.9) in Lemma 3.6. Let
D1(β) = τ1, D2(β) = τ2 +
pσ25
σ23
, D3(β) = τ3, D4(β) = − p
2β
+
p
σ˜4
,
then we have
∆t+1(zt+1) = ∆t+1p (z
t+1) + ∆t+1d (z
t+1) + ∆t+1prx (z
t+1)
≤ ∆t+1p (zt) + ∆t+1d (zt) + ∆t+1prx (zt)(
− p
2β
+
p
σ˜4
)
‖zt − zt+1‖2 + pσ
2
5
σ23
‖Ax(yt+1, zt)− b‖2
≤ D1(β)‖xt − xt+1‖2 +D2(β)‖Ax(yt+1, zt)− b‖2
+D3(β)‖zt − x(zt)‖2 +D4(β)‖zt − zt+1‖2,
where the last step follows from (4.7)-(4.9).
Recall the definition of potential function φ (cf. (3.21)). It follows that
φt − φt+1 = (∆t+1p (zt) + ∆t+1d (zt) + ∆t+1prx (zt))− (∆t+1p (zt+1) + ∆t+1d (zt+1) + ∆t+1prx (zt+1))
= ∆t(zt)−∆t+1(zt+1)
≥ C1(β)‖xt − xt+1‖2 + C2(β)‖Ax(yt+1, zt)− b‖2
+C3(β)‖zt − x(zt)‖2 + C4(β)‖zt − zt+1‖2
≥ κ (D1(β)‖xt − xt+1‖2 +D2(β)‖Ax(yt+1, zt)− b‖2
+D3(β)‖zt − x(zt)‖2 +D4(β)‖zt − zt+1‖2
)
≥ κ∆t+1(zt+1),
where κ := mini:Di(β)>0{Ci(β)Di(β)} and the first inequality follows from Lemma 4.3. This completes
the proof.
5 Multi-block Case and a Linearized Proximal ADMM
In this section we consider the multi-block case. Consider the following optimization problem:
minimize f(x1, x2, · · · , xk)
subject to
∑k
j=1Ajxj = b, x ∈ P,
(5.1)
where xj ∈ Rnj for all 1 ≤ j ≤ k, x = (x1, x2, · · · , xk) ∈ Rn and P =
∏n
i=1[`i, ui]. We also denote
A = [A1, A2, · · · , Ak] and σ¯ = max1≤i≤k ‖Ai‖2, where ‖ · ‖2 is the spectral norm of a matrix.
Similar to Assumption 2.2, we make the following assumptions.
Assumption 5.1
(a) The point 0 is in the relative interior of the set AP − b = {Ax− b | x ∈ P}.
(b) The strict complementarity condition holds for (5.1).
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(c) The objective function f is a differentiable function with Lipschitz continuous partial deriva-
tives, namely, for all 1 ≤ i ≤ k,
‖∇xif(x)−∇xif(x′)‖ ≤ L¯‖x− x′‖, for some L¯ > 0 and ∀ x, x′ ∈ Rn.
Similar to (2.3), we can still define a constant γ as in Section 2. To solve this problem, we use
the following linearized proximal ADMM 3, which updates the primal variables blockwise. Let us
denote
xt(j) = (xt+11 , x
t+1
2 , · · · , xt+1j−1, xtj , · · · , xtk).
Here [·]j+ means the projection to the set
∏
i∈Nj [`i, ui], where Nj is the set of indexes for the j-th
Algorithm 3 Linearized Proximal ADMM
1: Let α > 0, 0 < β ≤ 1 and 0 < c ≤ 1
L¯+p+ρσ¯2
;
2: Initialize x0 ∈ P, z0 ∈ P, y0 ∈ Rm;
3: for t = 0, 1, 2, . . . , do
4: yt+1 = yt + α(Axt − b);
5: for j = 1, 2, · · · , k do
6: xt+1j = [x
t
j − c∇xjK(xt(j), zt; yt+1)]j+;
7: end for
8: zt+1 = zt + β(xt+1 − zt).
9: end for
variable block xj . Note that here we take the stepsize
c <
1
L¯+ p+ ρσ¯2
.
To prove the convergence of Algorithm 3, we can follow the same line as that for the proof of
Theorem 2.4. The only differences are the proof for (3.4)-(3.8) in Lemma 3.6 and the proof of
Lemma 3.7.
For the primal error bounds (3.4)-(3.8), we only give the proof of the first one and the others
can be proved using the same techniques as that in the proof of Lemma 3.6.
Lemma 5.2 For any t, there exists a constant σ¯1, such that
‖xt − xt+1‖ ≥ σ¯1‖xt − x(yt+1, zt)‖.
Proof Since this lemma is not related to the update of y, z, for notation simplicity, we denote
K(x) = K(x, zt; yt+1). The proof consists of two parts:
1. When the primal variables are updated via the block coordinate gradient descent scheme, it
is a type of approximate gradient projection algorithm, namely,
xt+1 = [xt − c∇K(xt) + Θ(t)]+,
where Θ(t) satisfies
‖Θ(t)‖ < η‖xt − xt+1‖ (5.2)
for some positive constant η > 0.
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2. Prove the approximate gradient projection algorithm has the primal error bound.
We consider the first part. Notice that
xt+1j = [x
t
j − c∇xjK(xt(j))]j+,
= [xtj − c∇xjK(xt) + c(∇xjK(xt(j))−∇xjK(xt))]j+
= [xt − c∇xjK(xt) + Θj(t)]j+, ,
where Θj(t) = c
(∇xjK(xt(j))−∇xjK(xt)). Due to the Lipschitz continuity of the partial gradient
of K, we have
‖Θj(t)‖ ≤ c(L¯+ p+ ρσ¯2)‖xt(j)− xt‖
≤ c(L¯+ p+ ρσ¯2)
√√√√j−1∑
i=1
‖xt+1i − xti‖2
≤ c(L¯+ p+ ρσ¯2)
j−1∑
i=1
‖xti − xt+1i ‖, (5.3)
where the last inequality is proved by just squaring both sides of the inequality. Since
∑j−1
i=1 ‖xti −
xt+1i ‖ ≤
∑k
i=1 ‖xti − xt+1i ‖, we have
‖Θ(t)‖ = ‖(Θ1(t), · · · ,Θk(t))‖
≤ c(L¯+ p+ ρσ¯2)k
k∑
i=1
‖xti − xt+1i ‖
≤ c(L¯+ p+ ρσ¯2)k3/2‖xt − xt+1‖,
where the last inequality is due to Cauchy-Schwartz inequality. This finishes the proof of (5.2) with
η = c(L¯+ p+ ρσ2)k3/2.
For the second part, we have
‖xt − xt+1‖ = ‖xt − [xt − c∇K(xt) + Θ(t)]+‖
(i)
≥ ‖xt − [xt − c∇K(xt)]+‖ − ‖[xt − c∇K(xt)]+ − [xt − c∇K(xt) + Θ(t)]+‖
(ii)
≥ σ1‖xt − x(yt+1, zt)‖ − ‖[xt − c∇K(xt)]+ − [xt − c∇K(xt) + Θ(t)]+‖
(iii)
≥ σ1‖xt − x(yt+1, zt)‖ − ‖Θ(t)‖
(iv)
≥ σ1‖xt − x(yt+1, zt)‖ − η‖xt − xt+1‖,
where (i) is because of the triangular inequality, (ii) is due to the error bound (3.4) in Lemma 3.6,
(iii) is due to the nonexpansiveness of the projection operator and (iv) is because of (5.2). Hence
setting σ¯1 = σ1/(1 + η) completes the proof.
Next we establish a simple lemma to ensure that the sufficient decrease result Lemma 3.7 holds
true for the multi-block case.
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Lemma 5.3 For any t, we have
K(xt, zt; yt+1)−K(xt+1, zt; yt+1) ≥ 1
2c
‖xt − xt+1‖2.
Proof Notice that, by Assumption 5.1(c), the partial gradient of K with respect to any block is
c−1-Lipschitz continuous, so we have
K(xt(j), zt; yt+1)−K(xt(j + 1), zt; yt+1) ≥ 1
2c
‖xtj − xt+1j ‖2, for all 1 ≤ j ≤ k.
Here xt(0) = xt. Summing this from 0 to k − 1 and using the fact that
k∑
j=1
‖xtj − xt+1j ‖2 = ‖xt − xt+1‖2
yields the desired result.
This shows that the descent condition (3.17) holds true for the multi-block case, which further
implies Lemma 3.7 remains valid. Equipped with these, we conclude that the Algorithm 3 converges
globally.
Theorem 5.4 Suppose Assumption 5.1 holds and the parameters c and p satisfy
1
L¯+ p+ ρσ¯2
> c > 0, p > −γ
and that the primal and dual stepsizes β and α are sufficiently small. Then the dual iterates {yt}
are bounded. Moreover, there holds
lim
t→∞ ‖x
t+1 − xt‖ = 0,
lim
t→∞dist(x
t, X∗) = 0,
lim
t→∞ dist(z
t, X∗) = 0,
and every limit point of the sequence {(xt, yt)} generated by Algorithm 3 is a primal-dual stationary
point of (5.1).
6 Numerical Results
A natural question is whether we can set β = 1 in Algorithm 2 and thus eliminating the sequence
{zt} from the iterations. In this section, we give some numerical results showing that
β < 1
is needed for convergence and hence the sequence {zt} is necessary in Algorithm 2. We consider
the case of quadratic programming where the cost function is f(x) = 12x
TQx + rTx. We use the
following distributions to randomly generate the data matrices:
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1. Q is a 500 × 500 matrix and Q = −UTU , where U is a 500 × 500 matrix with each entry
following the normal distribution N(0, 1).
2. r ∈ R500, with each entry generated from N(0, 1).
3. A ∈ R10×500 with each entry following N(0, 1).
4. b = Ax0, with x0 ∈ R500 uniformly distributed over [0, 5]500.
5. `i = 0 and ui = 1000 for all 1 ≤ i ≤ 500.
In our experiment, we set ρ = 1000. We will see that if we set β = 1 (i.e., no stabilization step),
Algorithm 1 oscillates after 2 × 106 iterations with α = 1000, α = 50 and α = 1. However, for
α = 50, we find that Algorithm 2 converges with β = 0.01 or β = 0.02. The following are the
figures for these cases.
Case 1. We use α = 1000, 50, 1 and plot the curves for ‖Axt − b‖ and 1c‖xt − xt+1‖.
Figure 1: ‖Axt − b‖ v.s. iterations with β = 1
We see that Algorithm 1 oscillate after 2× 106 iterations for these choices of α.
Case 2. We choose α = 50, β = 0.01 and β = 0.02 and plot f(xt), ‖Axt − b‖, ‖xt+1 − zt‖ and
1
c‖xt − xt+1‖.
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Figure 2: f(xt)v.s. iterations
Figure 3: ‖Axt − b‖ v.s. iterations
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Figure 4: ‖xt+1 − zt‖ v.s. iterations
We see that Algorithm 2 converges with β = 0.01 and β = 0.02. The algorithm with β = 0.02
is faster, which suggests that we can try larger β to achieve higher convergence speed.
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