Abstract Recently, Mathis et al. (2013) developed a model for predicting the instantaneous fluctuations of the wall shear-stress in turbulent boundary layers. This model is based on an inner-outer scale interaction mechanism, incorporating superposition, and amplitude-modulation effects, and the only input required for the model is a time series measurement of the streamwise velocity signal taken in the logarithmic region of the flow. The present study applies this new approach for the first time to environmental flows, for which the near-bed information is typically inaccessible. The data used here are acoustic Doppler velocimeter time series measurements from a shallow tidal channel (Suisun Slough in North San Francisco Bay). We first extract segments of data sharing properties with canonical turbulent boundary layers. The wall (bed) shearstress model is then applied to these selected data. Statistical and spectral analysis demonstrates that the field data predictions are consistent with laboratory and DNS results. The model is also applied to the whole available data set to demonstrate, even for situations far from the canonical boundary layer case, its ability to preserve the overall Reynolds number trend. The predicted instantaneous bed stress is highly skewed and amplitude modulated with the variations in the large-scale streamwise velocity. Finally, the model is compared to conventional methods employed to predict the bed shear-stress. A large disparity is observed, but the present model is the only one able to predict both the correct spectral content and the probability density function.
Introduction
In wall-bounded turbulent flows the wall shear-stress s w constitutes a key parameter for accurate prediction of the flow behavior. Over the years, many studies have been devoted toward understanding and modeling the Reynolds number dependency of the time-averaged streamwise component, s w , which is used in boundary layer inner-scaling via the friction velocity U s 5 ffiffiffiffiffiffiffiffiffiffi ffi s w =q p , where q is the fluid density [see, e.g., Schlichting and Gersten, 2000; Monkewitz et al., 2007, among others] . However, little is known about the fluctuating component, s 0 w , which can be responsible for extreme and destructive events, such as wind gusts in atmospheric flows or scouring and mechanical damage on an aircraft [see € Orl€ u and Schlatter, 2011, Figure 3 ]. In environmental flows, the wall or bed shear-stress is of great ecological importance where it is linked to erosion, bed formation, sediment, and nutrient transportation, etc. [e.g., Grant and Madsen, 1986; Rowi nski et al., 2005; Grant and Marusic, 2012; Simpson and Sharples, 2012] . For example, following Shields [1936] , knowledge of sediment properties has traditionally been combined with estimates of the timeaveraged bed shear-stress to predict the incipient motion of sediment particles.
Prediction of the bed shear-stress fluctuations has a wide range of applications, from riverine flow streams to atmospheric surface layers. For example, bed shear-stress fluctuations influence turbulent mixing coastal ocean bottom boundaries, pollution emission, and alteration of the water cycle in the atmosphere. Specifically, recent work [e.g., Diplas et al., 2008] has suggested that rather than simply the time-averaged shearstress, the instantaneous turbulent forces and their duration are important in initiating the motion of particles. Unfortunately, the instantaneous bed shear-stress is largely inaccessible in field measurements, which prompts the need for predictive models to reconstruct the missing information. In this paper, we test and apply a new approach [Mathis et al., 2013] to predict the instantaneous bed shear-stress for an environmental flow, where the near-bed information is typically inaccessible. Here the fluctuating component is defined as s respectively, and x5ðx; yÞ denotes the position vector in the plane of the wall. The coordinates x, y, and z refer to the streamwise, spanwise, and bed-normal directions. The respective fluctuating velocity components are denoted by u 0 , v 0 , and w 0 , and over-bars indicate time-averaged values (e.g., u5 u1u 0 ). The superscript ''1'' is used to denote nondimensional viscous scaling of length z 1 5zU s =m (also read as wall unit) and velocities u 1 5u=U s , where m is the kinematic viscosity of the fluid (taken as m51:05310 26 m 2 =s in this study).
Recently, Mathis et al. [2013] (hereafter denoted M13) proposed a novel predictive model able to reconstruct the fluctuating wall shear-stress based on single point large-scale time series measurements taken away from the wall, ideally in the log-layer. In this paper, ''large-scale'' denotes extended periods of positive or negative fluctuations observed in time series measurements, characterized by low-frequency (or longwavelength) events. The model is based on extensive empirical observations, both experimental and numerical, that have clearly established the existence of a strong interaction between the near-wall region and motions in the outer region. The Reynolds number effects are closely related to the increasingly energetic content of the large-scale structures associated with the log-layer [Kim and Adrian, 1999; del Alamo and Jim enez, 2003; Hutchins and Marusic, 2007a, among others] , through superposition and modulation effects [Bandyopadhyay and Hussain, 1984; Grinvald and Nikora, 1988; Hutchins and Marusic, 2007b; Mathis et al., 2009 Mathis et al., , 2011 . We note that the Reynolds number effects discussed here correspond to a rise of the turbulent averaged quantities and wall shear-stress variance as the Reynolds number increases. The wall shear-stress model was originally derived from the streamwise velocity model developed by Marusic et al. [2010] and Mathis et al. [2011] , where an algebraic relationship between the streamwise velocity component and the wall shear-stress is known, and is of the form: w , which is normalized in wall units, represents the statistically ''universal'' wall shear-stress signal free of any Reynolds number effects. Indeed, as proposed by M13, the time series s 0 Ã w and the universal (see below) parameter a can be determined from a once-off calibration experiment at an arbitrarily chosen Reynolds number (above a minimum value, say Re s 5 4000, to ensure enough separation between the inner and outer scales). The only user input required is the large-scale streamwise velocity signal, u 0 1 OL , ideally taken at the logarithmic center of the log-layer, z Mathis et al., 2009 Mathis et al., , 2011 OL , models the superposition effect of the large-scale motions felt at the wall. The underlying idea is that the near-wall small-scale motions are universal (i.e., they do not change with Reynolds number), and therefore are only influenced by large-scale events (the intensity of this influence increasing with Reynolds number). Therefore, the Reynolds number effects are entirely confined to the input signal, u 0 1 OL . The practical motivations behind the development of the M13 model are twofold. First, the difficulty of measuring the instantaneous friction velocity in the turbulent boundary layer, particularly at high Reynolds numbers, indicates the need to develop alternative methods to recover information in the vicinity of the wall. Second, from a numerical point of view, the M13 model constitutes a possible improvement on the existing wall-models employed to save computational resources in high Reynolds number simulations.
The purpose of the present study is to assess the applicability of M13 model to environmental flows, where effects such as bed roughness and/or density stratification may be important. The M13 model was initially developed and calibrated for the flat-plate smooth-wall turbulent boundary layer, and therefore its applicability in environmental flows may not be straightforward. We use water column measurements from a shallow tidal channel to predict the instantaneous bed shear-stress. Results, including statistical properties and spectral content, are analyzed and compared with canonical flat-plate smooth-wall turbulent boundary layer data available in the literature, and with previous predictions made with high-fidelity laboratory measurements. It should be emphasized that the objective of this work is not to validate the M13 model against Journal of Geophysical Research: Oceans 10.1002/2013JC009718 field measurements, which is almost impossible, but rather to demonstrate the successful application of the M13 model.
Study Site and Data Set
The data set used here comes from the field experiments of Jones et al. 3. Data Analysis and Selection 3.1. Flow Direction Each burst of measurements was initially acquired in North, East, and up/down coordinates. The first stage in the data processing is to transpose this system into a right-handed coordinate system in which the streamwise direction corresponds to the mean flow direction (see Figure 1 , for the definition of these axis systems). A mean flow angle h is then determined for each burst, from which the following trigonometry conversion is applied to return the true streamwise and spanwise velocity fluctuations:
v5N cos h2E sin h:
As seen in Figure 2 , the site's hydrodynamics are dominated by tidal flow, producing a cyclic change in the mean flow direction and water-depth. The depth of water is calculated as the median value of the pressure sensor data from the four bed-normal locations, and it is used as the boundary layer thickness d. The tide produces a wide range of flow conditions with a corresponding high variability in Reynolds numbers, as reported in section 3.3.
Detrending
The natural variability of the tidal channel environment can induce a long-term trend (nonturbulence related), which can interfere with the study of the large-scale turbulent events which are of interest here. Such a trend is clearly visible in the example of the streamwise velocity fluctuations presented in Figure 3a .
Filtering out such trends, however, requires caution. The largest-scale motions observed in turbulent boundary layers, or atmospheric surface layers, have been reported to be typically about 10d 2 15d in length Nickels, 2011a, 2011b, among others] . This is equivalent to 100-150 s in the present data shown in Figure 3a , and appears to be much smaller in duration than the long-term trend. Throughout this paper, the conversion from length to time, and vice versa, is determined the local mean advection velocity. Therefore, we assume that any events longer than 20d are related to the dynamics of the channel environment, such as long-term trend tidal events which cannot be resolved due to the short sampling length of the bursts, and are not related to the turbulence. The filtering process for separating the long-term trend from the original signal is performed separately for each velocity component and on each burst. We emphasize that this process does not affect the inertial subrange. The velocity signals from the four bed-normal locations are first averaged together. The resulting averaged signal is then low-pass filtered at a cutoff wavelength of 20d (equivalent to about 200 s) to extract the long-term trend. This trend, shown as a black solid line in Figure 3a , is then subtracted from the raw signals to yield the turbulent fluctuations as illustrated in Figure 3b . Note that for low Reynolds number cases, a spectral gap might exist between the maximal wavelength contained in the bursts and the cutoff wavelength (20d). In these cases, no trend is removed from the original signal. This circumstance occurs when the tide is changing direction and the current is close to zero. In the following, only the detrended data are considered. The test of stationarity introduced by Bendat and Piersol [1986] has been applied for both the mean and standard deviation of the detrended 20 min bursts. It is found that 84% of the bursts pass the test for the mean, and 94% pass the test for the standard deviation.
Canonical Boundary Layer Properties
The aim of our analysis is to use the wall shear-stress model of Mathis et al. [2013] to predict bed information in the tidal channel, and more generally to show its potential for application to environmental flows where accessing such information remains highly challenging. The model was originally developed for a smooth-wall zero-pressure-gradient turbulent boundary layer. It is acknowledged that the model's parameters claimed to be ''universal'' by M13 for smooth-wall zero-pressure-gradient turbulent boundary layers, might not be fully adequate for the present flow conditions (due to roughness effects, for example). The universality of these parameters remains an open question [Adrian, 2010] , and while this is beyond the scope of the present study it remains an important consideration for future refinements of the M13 model. If there was variability of these ''universal parameters'' between different types of wall-bounded flows (e.g., affected by pressure-gradient, roughness, secondary flows, stratification, etc.), this should only affect the accuracy of the model, and not the overall Reynolds number trends [Mathis et al., 2011 [Mathis et al., , 2013 .
To adhere to the conditions under which the model was developed, we adopt selection criteria in order to only select the bursts sharing common properties with the canonical turbulent boundary layer. We first need to normalize the whole data set to analyze each burst consistently. This is done by normalizing the raw measurements by the mean friction velocity U s for each burst. Unfortunately, direct measurement of the friction velocity in the tidal channel is impossible due to the environmental conditions. Also, the Clauser chart cannot be used due to the limited number of bed-normal data points. Hence, we adopt a different strategy, which consists of estimating U s from the Reynolds shear-stress profile, such that
This technique, sometimes referred to as the covariance method [Kim et al., 2000] , is often used to predict the mean bed shear-stress [Kim et al., 2000; Biron et al., 2004] , and justified in the present case by the fact that the first ADV measurement is very close to the Reynolds shear-stress peak. However, this estimation procedure has limitations [DeGraaff and Eaton, 2000] , particularly due to the limited vertical range and limited number of measurement points in the bed-normal direction ( Figure 4b ). Note also that the viscous contribution, m@ u=@z, should be theoretically added to the Reynolds shear-stress in order to strictly respect the bed shear-stress balance. However, the viscous term was neglected since it is lower than 0.15% of the Reynolds shear-stress for the overall database, which is within the measurement uncertainty. Finally, together with the measurement of d shown in Figure 2 , this estimation of U s allows us to evaluate the friction Reynolds number. The variation of Re s during the whole experimental campaign is presented in Figure 4a . The average Re s is around 30,000 but there is a wide range of Reynolds numbers produced by the tidal flow conditions, which provides the opportunity to investigate the Reynolds number dependency of the bed shear-stress fluctuations. 
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To extract the ''canonical'' segments of data, we then apply the following selection criteria:
1. the vertical profile of the mean streamwise velocity, u, monotonically increases away from the bed;
2. the vertical profile of the turbulent shear-stress, 2u 0 w 0 , monotonically decreases away from the bed;
3. the vertical profile of the streamwise turbulence intensity, u 0 2 , monotonically decreases away from the bed;
4. the variability of the points in the mean velocity profile is within 5% of the mean fitted logarithmic-slope (to avoid seesaw trend).
Among these criteria, the first reflects the intrinsic nature of the boundary layer, while the second and third make sense in our experimental configuration since we know that the location of the first off-bed data point is beyond the outer-peak (this will be discussed in section 4). The last criterion ensures that the data do not deviate excessively from a classical log-law behavior of the form u 1 log-law 5 1 j ln z 1 1A. The variability is defined as e u 5u 1 =u 1 log-law 21, with u 1 log-law a function whose parameters (j and A) are fitted using only the first three bed-normal locations to ensure that we are safely in the log-region range [see Marusic et al., 2013 , for recent discussion about the bounds of the logarithmic region]. It should be emphasized that no Journal of Geophysical Research: Oceans
assumption is made about the values of j and A in the curve fitting. Hence, we only keep the data segments for which the variability is in the range e u 65%. Applying all four selection criteria yields 28 usable cases among the 330 original bursts, covering a range of Reynolds numbers from Re s ' 20; 000 to 50; 000.
Statistics of the selected cases are shown in Figure 4 . It should be emphasized that all of these cases have a mean flow direction angle (h not shown here) between 277 and 270 . This corresponds to an ebbing tide.
The monotonic behavior is clearly seen in Figures 4b-4d . The mean velocity profiles of the selected segments of data, given in Figure 4b , are consistently below the smooth-wall log-law, as expected for flows with bed roughness. It is worth noting that the mean velocity profiles have the same slope but do not collapse on one another even though they were acquired at the same location. This could indicate a change in the shear-stress balance induced by acceleration terms [Rowi nski et al., 2000] , or more probably a change in the bed roughness, perhaps caused by modifications in the behavior of the benthic community, which includes clams, and/or changing bed forms in the mud. Assuming that the clams are the main contributors to the characteristic roughness height, k, we can anticipate that the boundary layer is sufficiently thick to have a ''k-type'' roughness ðd=k ! 80Þ [see Jim enez, 2004] . As pointed out by Flack et al. [2005] , this is an important parameter to satisfy the Townsend's Reynolds number similarity hypothesis (a.k.a. ''wall similarity''), which states that the turbulence beyond a few roughness heights from the wall is independent of the surface condition. This hypothesis has been verified with rough flows for the turbulent Reynolds stresses and higher order velocity statistics (skewness and kurtosis) [Flack et al., 2005] , which justifies the application to the present channel measurements even if the bed roughness is not perfectly known. Note in addition that an estimation of the equivalent sand grain roughness [Nikuradse, 1933] , k 1 s , has been performed over the selected data, and revealed that the flow is likely in a transitionally rough regime k For further verification of the canonical behavior of the selected cases, Figure 4e shows a comparison of the Reynolds shear-stress profiles, for the lowest and highest retained Reynolds number cases, against the analytic model of Perry et al. [2002] . This model only requires two parameters as input: the Reynolds number and the wake factor P usually set between 0.4 and 0.6 for a zero-pressure-gradient turbulent boundary layer. For the current comparison, we used two values G 5 0.5 and G 5 0. The later corresponds to flow entirely described by the log-law (i.e., no wake). It should be emphasized that the model of Perry et al. [2002] should hold for rough walls as well, at least for the log-region and above. This stems from the hypothesis that the wall roughness is only related to the friction velocity U s and that the mean relative motions (e.g., velocity differences) and energy containing motions (hence u 0 i u 0 j ) are not affected by roughness when scaled with this value of U s [see Townsend, 1976] . Figure 4e shows that the Reynolds shear-stress profiles compare relatively well with the canonical properties (within 65%), even if the peak Reynolds stress cannot be determined accurately due to the small number of points. This indicates that for the high Reynolds number range of the selected cases, the peak Reynolds stress seems to be a reasonable estimate for U s . Figure 4e also illustrates that the log-law extends to the maximum measurement height off the bed, with better agreement between the data and the model using G 5 0, which seems to be the logical assumption for tidal flow. Indeed, the wake parameter should be lower than the value G % 0.5 usually associated with free-surface of the zero-pressure-gradient boundary layer case, because the tidal channel flow does not guarantee an irrotational flow outside the boundary layer. While reference data of the wake parameter are missing for the present free-surface configuration, it is anticipated that the value of the wake parameter should be closer to a channel flow configuration, P channel 50:05, in which the flow is fully turbulent at the boundary layer edge.
A final measure of the ''canonical'' quality of the selected data is obtained by comparing the streamwise turbulence intensity profiles with the laboratory hot-wire anemometer measurements of Hutchins et al. [2009] for smooth-wall boundary layer (Figure 4d ). The overall trend of the turbulence intensity profiles agrees remarkably well with logarithmic behavior u 0 2 1 5B 1 2A 1 ln ðz=dÞ [Marusic and Kunkel, 2003; Hultmark, 2012; Marusic et al., 2013] . This result also indicates an extension of the log-layer further above the bed compared with laboratory measurements. This behavior is in accordance with the Reynolds shear-stress profiles, and a flow with a negligible wake component, notably due to the free-surface condition as discussed above.
In summary, Figure 4 shows clear evidence that the retained bursts behave similarly to a canonical turbulent boundary layer, with clear roughness effects being the only significant difference compared to smoothwall boundary layer flow. 
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Construction of the Large-Scale Signal
In the predictive wall shear-stress model developed by M13, (equation (1)), the only input is a large-scale velocity signal. In the original development of the model, this input signal was taken at the logarithmic center of the log-layer, z Figure 5a shows an example of the large-scale streamwise turbulence intensity profile obtained in the Melbourne wind tunnel for several Reynolds numbers. In these instances, it is clearly evident that the location where the large-scales are the most energetic agrees very well with the middle of the log-region z 1 O 5 ffiffiffiffiffiffiffiffiffiffiffi ffi 15Re s p . It should be emphasized that the results in Figure 5a are independent of the choice of the cutoff wavelength k c;x , which only plays a role in the overall magnitude of the profiles and not on the location of the peak. Cabrit et al. [2012] demonstrated that variations in the predicted wall shear-stress might occur if the location of the input large-scale information deviates excessively from the middle of the log-layer. Indeed, any variation from the optimal wall-normal location induces a reduction in the energy of the large-scale signal, as seen in Figure 5a . As the Reynolds number increases, the sensitivity to the wall-normal location is more acute as the peak in Figure 5a becomes sharper.
In the present domain of investigation, i.e., environmental flows, the optimal bed-normal location to capture the necessary large-scale information is not always easily accessible, particularly as U s and d are also subject to variation. Data are usually collected at a fixed bed-normal location. In the present data set, the lowest measurement point (z 5 0.15 m) is located 2.2-2.5 times above the optimal bed-normal location z 1 O 5 ffiffiffiffiffiffiffiffiffiffiffi ffi 15Re s p . This is visible in Figure 5b , in which the outer-peak of the streamwise turbulence intensity is clearly not captured by the present measurements. However, for the highest laboratory Reynolds number given in Figure 5a , the large-scale turbulence intensity variation in the range z 
2:5z
1 O is less than 5%. Therefore, the following predicted bed shear-stress results should not be significantly influenced by using the measurements from z 5 0.15 m. The error will be within the measurement uncertainty.
Next, we describe how the input large-scale velocity, u 0 1 OL , is determined using the raw velocity measurement at the first off-bed location (z 1 50:15 m, i.e., z (filter cutoff set to k c;x 57000), (a) for laboratory measurements Re s 5 2800, 3900, 7350, 13,600, and 19,000 Mathis et al., 2009] (for the highest Reynolds number 5% variation of the peak turbulence intensity occurs at z 1 52:53z 1 O ); (b) for present data compared to the highest laboratory measurement (Re s 5 19,000), the blue and green dashed lines highlight the lowest and highest Reynolds numbers, respectively, Re s ' 21; 000 and Re s ' 48; 000.
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In order to assess further the quality of the selected bursts and to support the choice of the first off-bed point, the process is repeated for all bed-normal locations and the corresponding streamwise turbulence intensity is shown in Figure 5b . Only the highest available Reynolds number laboratory measurement is plotted for comparison ðRe s 519; 000Þ, but one can see that the overall trend is in good agreement.
The Reynolds number trend of the energetic content of the raw and filtered signal for each retained case is shown in Figure 6 for the first off-bed location, along with the laboratory and atmospheric measurements. Overall, both the unfiltered and filtered signals appear to have less energy than the smooth-wall results, but they do follow the same Reynolds number trend. It is unlikely that the lower turbulence intensity of the tidal channel measurements, about 35% lower that laboratory measurements, is directly related to the aforementioned miss-matched optimal bed-normal location (this would only account for around 5% underestimation). This is also evident in the vertical profiles of turbulence intensity, which show that the intensity is much lower for the lowest Reynolds number tidal channel measurement ðRe s % 20; 000Þ compared with the laboratory data (Figure 5b ). Figure 7 shows the spectral content of the outer boundary layer raw streamwise velocity for the present data set and for the laboratory experiment for a similar Reynolds number. The discrepancy between the laboratory and field measurements is more likely due to the changing environment conditions (dynamics of the tidal channel) rather than measurement uncertainties, as differences are seen across all frequencies. However, temporal and spatial resolution issues can also result in a lower turbulence intensity. Indeed, the energy does not approach zero at low wave numbers indicating that the bursts are not long enough to achieve converge of the large-scale content. In addition, the size of the sampling volume of the ADV sensors may be too large to properly capture the smallest scales . Finally, we emphasize that there is no certainty that the large-scale structures exhibit the same properties in environmental flows, compared to the canonical laboratory configuration.
Overall, despite some differences from laboratory measurements in smoothwall flows, the field measurements selected with simple criteria clearly exhibit the main characteristics of a wall-bounded flow. Note that the main discrepancies occur in the outer-region, where the outer-flow condition may differ from the canonical boundary layer case due to the presence of the freesurface condition in tidal flows. Still, the first off-bed measurements are in the region where the differences remain limited. This strong comparison with the canonical flows, in turn, allows us to apply the bed shear-stress model in the next section, in order to assess its potential and relevance for field measurements. Figure 8a shows the variance of the reconstructed bed shear-stress signal. Overall, the results agree well with available DNS data and predictions made using laboratory and atmospheric measurements. Note that the wide scatter observed in atmospheric predictions at similar Reynolds numbers is due to the significant measurement uncertainties and difficulties replicating experiments [Metzger and Klewicki, 2001; Kunkel and Marusic, 2006] . This produces a large variability in the input signal used for the bed shear-stress model, and consequently in the predictions. The Reynolds number trend appears to be correctly captured, and in particular agrees with the atmospheric measurements. However, compared with the laboratory and DNS data a slight underestimation is observed. This is not surprising, considering the aforementioned lower trend of the energy content of the input large-scale streamwise velocity (Figures 6 and 7) .
A comparison between the energy content of s 1 wp obtained using laboratory and field measurements is given in Figure 9 , for predictions made at Re s $ 20; 000. Both predictions are very similar with a well captured large-scale content. However, the premultiplied energy for the field experiment is lower than the one of the laboratory experiment at low frequencies which might be responsible for the slight underestimation observed in Figure 8a . For further comparison, higher order statistics are shown in Figures 8b and 8c . We note that the skewness and kurtosis factors of the predicted bed shear-stress signal increase with Reynolds number at a lower rate than the low Reynolds number DNS (Figures 8b and 8c) . This is consistent with previous findings and is the subject of ongoing study. Nevertheless, the results seem to agree relatively well with other predictions, even though significant scatter is present, most likely due to the short length of each burst leading to inadequate convergence of the large-scale statistics. Here TU 1 =d % 110, based on the burst length, T 5 20 min, and on the mean velocity taken at the furthest measurement point away from the bed, U 1 5 U ðz51:45 mÞ (which wp , skewness, and kurtosis of the predicted bed shear-stress signal versus the Reynolds number Re s , compared to available data for DNS of zeropressure gradient turbulent boundary layer and former predictions using laboratory measurements.
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leads to a slight underestimation of TU 1 =d). It has previously been suggested that this number needs to be large (>5000) for convergence of the large-scale content . Such an issue is more likely to be encountered in field measurements as a short record length is often required to avoid unsteadiness of the mean flow, e.g., in atmospheric and water-based field measurements. The implications of less than optimal sampling on shearstress predictions are an important question, especially for higher order statistics, that has been previously addressed by Sreenivasan et al. [1978] and Tennekes and Lumley [1972] . Another potential source of error stems from the larger than optimal bed-normal location of the large-scale velocity, as discussed previously. However, application of the correction scheme developed by Cabrit et al. [2012] to account for the large bed-normal location of the data does not show notable enhancement (not shown). This reinforces our conclusion that the discrepancies observed in Figure 8 are more likely due to the roughness effects of the channel bed rather than measurement uncertainty. We recall that the purpose of our work is not to validate the model for field measurements, but to show its applicability to environmental flows. Our analysis shows that the model predictions for both the laboratory and field observations follow the same trend, indicating the M13 applicability to environmental flows.
Predictions for the Overall Measurements
We have demonstrated that the field data comply with the characteristics of a canonical turbulent boundary layer and follow similar trends to DNS, laboratory, and atmospheric data. We have applied the model to all of the bursts (330 cases) to determine if data generally comply with the previously observed trends given in Figure 8 . The statistical results of the predicted bed shear-stress for all bursts are shown in Figure 10 . Despite a noticeable scatter, the overall trend remains similar. Figure 11 shows the probability density function of the residual of the predicted energy intensity, compared to the overall trend of the data as shown in Figure 8a . Integrating this probability density function, we found that around 60% of the overall predictions lay between 610% of the expected trend. This result confirms the good behavior of the model, even when the input datum does not fully comply with a canonical turbulent boundary layer.
Instantaneous Predictions
Finally, samples of the reconstructed instantaneous bed shear-stress signal are depicted in Figure 12 , along with the outer large-scale streamwise velocity, for the lowest and highest Reynolds numbers cases. Of note are the extended periods of intense positive and negative large-scale streamwise velocities, which are typical of very long large-scale motions (eventually up to 20d) developing within the log-region [Hutchins and Marusic, 2007a] . The amplitude of the bed shear-stress is modulated with variations in the direction of this large-scale streamwise velocity, i.e., the shear-stress is attenuated and amplified for periods of predominantly negative and positive large-scale streamwise velocity, respectively [Hutchins and Marusic, 2007b; Mathis et al., 2009] . The highly skewed character of the instantaneous bed shear-stress signal is also obvious. The strong variation of the instantaneous shear-stress raises questions about the efficacy of using conventional mean shear-stress values in sediment transport and ecological modeling. Indeed, the high standard deviation and skewed values of the shear-stress are characteristic of sporadic and violent events, which can drastically influence processes such as nutrient transport across the sediment/water interface and sediment mobilization. Coupling the present predictive model with biogeochemical models could assist the progress of environmental modeling to describe these complex ecological processes. 
Comparison With Conventional Models
In this section, we compare the M13 model with conventional shear-stress models. Two different methods were tested: the log-law and the quadratic stress law. It is important to note that these two conventional methods strictly should not be directly employed for the prediction of the instantaneous bed shear-stress as the underlying physics behind these equations rely on the mean behavior of the flow. However, it is often a common practice to apply them in order to predict the instantaneous large-scale fluctuations, for instance with large eddy simulations [Piomelli and Balaras, 2002] .
The log-law method corresponds to the equation introduced in section 3.3, in which the mean streamwise velocity is related to the mean shear velocity, U s , following a logarithmic relationship:
where j 5 0.41 and A 5 5.0. This method is widely used to find the timeaverage shear-stress, but suffers from uncertainties when only a few points in z are available to fit the logarithmic profile [Wilcock, 1996; Biron et al., 1998 ], which is the case here. The second method, the quadratic stress law, relates the bed shear-stress to the square of the mean streamwise velocity [Schlichting and Gersten, 2000] :
where C d is the drag coefficient, which is usually difficult to estimate accurately [Dietrich and Whiting, 1989] . For the present tests, this coefficient was set to C d 5 0.002.
To compare the conventional methods to the predictive model proposed in this paper, the closest probe to the bed is used as an input velocity signal, for the burst at Re s 5 21,800. The raw signal is put into each model, which allows us to obtain a predicted instantaneous bed shear-stress signal, s wp , which is then presented as the bed shear-stress fluctuations scaled in wall units, s 0 1 wp 5s wp =s wp 21 (note that the uncertainty of the value of C d is no longer an issue with such a scaling). The premultiplied energy spectra, the probability density function, and samples of the instantaneous predictions are given in Figure 13 . As might be expected, the log-law and quadratic stress law models give similar results, but importantly there is almost an order of magnitude difference between the levels of energy spectra compared to the M13 model. It is also interesting to note that the M13 model is the only one able to predict a skewed bed shear-stress. wp , skewness, and kurtosis of the predicted bed shear-stress signal versus Reynolds number Re s for the whole data set (330 bursts), compared to available data for DNS zero-pressure gradient turbulent boundary layer and former predictions using laboratory measurements. Note that the solid line corresponds to the trend obtained from previous work [Mathis et al., 2013] , and the dashed line is reported from Figure 8a .
Overall, the strong disparities observed between the conventional models and the present model are not surprising since only the M13 model has been designed to describe the fluctuating component. However, these tests reveal that conventional models must be used with considerable care, and suggest the new approach proposed in this paper should be tested on a wider range of applications.
Conclusions
A new wall shear-stress model [Mathis et al., 2013] is considered for environmental applications, where the bed shear-stress is challenging to measure yet crucial for understanding ecosystem dynamics. Here a shallow tidal channel is considered. After applying a set of selection criteria to the data, it is found the tidal channel behaves like a canonical turbulent boundary layer, especially in the logarithmic region. The results show that the lack of near-bed information in field measurements can be overcome by using the predictive model of Mathis et al. [2013] . Predictions show a good agreement with the trends from laboratory and DNS results. However, as direct measurements of the instantaneous shear-stress were not available, we note that our analysis does not provide validation of the approach. The relative discrepancies observed in the present case are likely attributed to external conditions, such as roughness effects due to bed forms or benthic organisms. Further work is needed to generalize this approach to account for such additional effects. In particular, two aspects have to be considered. First, due to the dynamic nature of environmental flows such as tidally forced systems, it is difficult to obtain stationary periods of data from which turbulence properties can be extracted. For example, in the present case any sample longer than 20 min will likely be unstationary. Second, environmental flows are subject to variation in bed roughness due to bed forms, benthic organisms and/or canopies, and vertical density stratification can also modify the turbulence [e.g., Stacey et al., 1999; Perlin et al., 2005; Scully et al., 2012; Bluteau et al., 2013] . The effects of these factors have not yet been quantified in the model. We note that the M13 model has several possible routes of improvement which may extend its accuracy and range of applications. For example, the ''external'' parameters encountered in environmental flows may be incorporated, such as the bed form and vegetation, which could act as dynamical roughness, and also the effects of stratification, unsteadiness, and pressure gradients, to name only a few. The present work has demonstrated the applicability of methods derived from laboratory and DNS flows to directly estimate the instantaneous bed shear-stress in complex and unsteady environmental flows, and its advantages compared to conventional methods. This will ultimately lead to a paradigm shift in the prediction of sediment transport, and the transport of nutrient and contaminants across the sediment-water interface. Figure 13 . Comparison of the present model against two conventional methods traditionally used to predict the bed shear-stress: the quadratic stress law, and the log-law. The predictions are made using measurements at Re s 5 21,800 as an input signal, and the same color legend is employed in the three subplots: (a) premultiplied energy spectra; (b) probability density function; (c) samples of the predicted instantaneous bed shear-stress signal (note that the fluctuations predicted with the quadratic stress law and the log-law are effectively indistinguishable).
