Modelling the distribution of document scores returned from an information retrieval (IR) system in response to a query is of both theoretical and practical importance. One of the goals of modelling document scores in this manner is the inference of document relevance. There has been renewed interest of late in modelling document scores using parameterised distributions. Consequently, a number of hypotheses have been proposed to constrain the mixture distribution from which document scores could be drawn.
INTRODUCTION
The analysis of document scores returned from an information retrieval (IR) system in response to a given query is an important consideration in both theory and practice. Since the original work [Swets 1963 ] that proposed modelling relevant and nonrelevant documents as parameterised score-distribution (SD) models, various practical and theoretical works have further developed this area. Correctly modelling document score distributions is important for many IR tasks. For example, if the distribution of relevant scores could be accurately inferred from the entire distribution of document scores, it would be particularly useful for automatic query-performance prediction (QPP) and/or meta-search (fusion) tasks [Baumgarten 1999; Yom-Tov et al. 2005] . Regardless of the practical applications, correctly modelling the distribution of 2:2 R. Cummins Figure 1 shows the document score distribution of a typical query on a standard IR system. Using distributions to model the document scores provides a theoretically clean and practically useful approach for many IR tasks. Modelling an entire ranked list of document scores for a query using a mixture of distributions (i.e., one for the relevant document scores and one for the nonrelevant scores) allows for the compression of relevance information into a relatively small number of parameters. Over the last decade, the predominant distributions [Arampatzis and van Hameren 2001; Arampatzis et al. 2009a; Collins-Thompson et al. 2002] for modelling relevant and nonrelevant document scores have been normal and exponential, respectively. More recently, it has been suggested that the normal-exponential mixture has theoretical limitations [Robertson 2007] , and in fact, a more theoretically valid approach is to model the scores using two gamma distributions [Arampatzis and Robertson 2011] .
The first part of this article deals with determining the best distributions for use in an SD model by using the inference of average precision as a measure of goodness. We conduct a comprehensive empirical study of six SD models and show that a mixture of two log-normals is one of the best mixtures for modelling score distributions in terms of both goodness-of-fit and the inference of average precision for short queries. Furthermore, we present an empirical comparison of the mixtures with regard to the recall-fallout convexity hypothesis (RFCH). This analysis shows that the RFCH is a practically useful constraint in this area.
The second part of this article deals with the prediction of query performance using SD models when no relevance information is available. We present approaches that aim to directly predict the performance of a query using SD models. We show that the best method is comparable in performance to some current prediction methods. However, we provide experimental evidence which shows that the newly developed predictor has some novel features. We show that it is better normalised across different IR models and that it can be updated in a principled manner in light of labelled relevance data.
The remainder of the article is organised as follows: Section 2 reviews related work on modelling document score distributions and query performance prediction. Section 3 outlines the SD models used in this work and also presents the formulae used for inferring average precision from an SD model. Section 4 presents empirical results comparing the SD models using labelled data (i.e., relevance information) for a number of different metrics. In Section 5, we present an empirical comparison of SD models with regard to the RFCH. In Section 6, we outline a heuristic approach to estimating the parameters of an SD model using unlabelled data (when relevance information is unknown). Section 7 presents comparative results for the newly developed QPP approach. We also present experiments that show the usefulness of the new predictor in different scenarios. Finally, Section 8 concludes with a discussion and an outline of future work.
RELATED RESEARCH
In this section, we review related work in SD models and outline relevant work in the area of QPP. Furthermore, we outline the contribution of this work.
Score Distributions
Early work into SD models investigated the use of normal distributions [Bookstein 1977; Swets 1963 ]. More recent work has shown that modelling relevant and nonrelevant document scores using a normal and an exponential distribution, respectively, fits the scores at the head of the ranked list (i.e., top-1000 documents) [Arampatzis and van Hameren 2001] . This SD model has become the predominant model used in the literature over recent years. We can see that if the distribution of scores in Figure 1 was truncated at a score of 4.0, for example, the higher score range (i.e., documents above 4.0) might appear to be comprised of an exponential distribution (for nonrelevant) and a normal distribution (for relevant).
Others have addressed more theoretical aspects of the underlying distributions and have developed hypotheses under which certain distributions can be theoretically rejected [Arampatzis and Robertson 2011; Robertson 2007 ]. Robertson developed a recall-fallout convexity hypothesis (RFCH) which states that the recall-fallout curve for good systems should be upper convex and has shown that if the probability ranking principle [Rijsbergen 1979] holds, then certain distributions should be rejected on theoretical grounds. Essentially, the convexity hypothesis postulates that the receiver operating characteristic (ROC) curve of an IR system with an infinite number of documents does not intersect the line of no discrimination (i.e., is strictly upper convex). In other words, for an infinite collection, as one encounters documents in order of decreasing score, the fraction of relevant documents encountered should always be greater than the fraction of nonrelevant documents encountered. It is worth remembering that it is only the SD model that adheres to the RFCH, and a ranking drawn from that model could by chance be nonrepresentative of the model.
The RFCH implies the probability ranking principle and can be seen as extending it to the continuous domain. Interestingly, the hypothesis is consistent with, and may help explain, certain phenomena. It successfully explains the reason that precisionbased effectiveness measures (e.g., P@10) tend to increase as collection size increases [Hawking and Robertson 2003; Madigan et al. 2006] . Madigan et al. [2006] show, via simulation, that for a number of mixture distributions under certain conditions (i.e., the conditions that ensure that the RFCH is adhered to), precision-based effectiveness measures increase as the sample of documents increases.
Further contributions [Arampatzis and Robertson 2011; Arampatzis et al. 2009b ] have developed a 'strong SD hypothesis' that suggests that each separate distribution in the SD model should be able to approach the Dirac delta function (i.e., it must be able to approach an impulse under which the entire mass of documents can reside) at different scores s on the score line. It is also proposed that under extreme circumstances, the distributions of both relevant and nonrelevant document scores should separate [Arampatzis and Robertson 2011] . The conclusion of much of this research has been that a mixture of two gamma distributions currently constitutes the most theoretically sound SD model.
2:4 R. Cummins
Some of the theoretical problems associated with the normal-exponential SD model were addressed recently [Arampatzis et al. 2009a ] using truncated forms of distributions. Some novel approaches [Dai et al. 2011; Kanoulas et al. 2009 ] to modelling the score distribution have used multiple normal distributions for the relevant documents and a gamma distribution for the nonrelevant ones. Important work in analysing the generation process (i.e., ranking functions) of document scores and their resultant distributions has also been conducted . Indeed, it is shown in that work that the score distribution should look positively-skewed due to constituent parts of the generating process. Some researchers [Baumgarten 1999; Manmatha et al. 2001; Wilkins et al. 2010] have used SD models in practical data fusion approaches. More recently, an extended expectation-maximisation approach has also been developed [Dai et al. 2012 ] that deals with the problem of combining document scores returned from different IR systems in response to the same query. They show that improved inference of document relevance can be achieved by combining multiple IR models using SD models.
Query Performance Prediction
Query performance prediction (QPP) aims to automatically estimate the performance of a query [Hauff et al. 2010a; He and Ounis 2006; Yom-Tov et al. 2005 ] when relevance judgments are unknown. The performance of these predictors are usually measured by calculating the correlation (i.e., linear and/or non-parametric) between the output of the predictor and the performance of the query (i.e., usually average precision) over a set of queries [Hauff and Azzopardi 2009] . One of the main motivations for this area of research is that if good estimates of query performance are available to an IR system, the system can apply different query augmentation strategies in dealing with these different types of queries. Many recent approaches to query reformulation [Balasubramanian et al. 2010; Dang et al. 2010 ] use QPPs to estimate if an initial query can be perturbed effectively.
One of the earliest QPP approaches has been that of the clarity score [CronenTownsend et al. 2002] , which measures the KL-divergence between the query and collection model in a language modelling framework. There have been many improved versions of this [Cronen-Townsend et al. 2006; Hauff et al. 2008b] . Some early research in the area [Yom-Tov et al. 2005 ] developed a learning approach for the task and showed that it could be used in a number of application areas. Much research [Hauff et al. 2008a; He and Ounis 2006] has been carried out into using pre-retrieval predictors to predict query performance. Others [Tomlinson 2004 ] have shown that the score of the highest ranked document is positively correlated with query performance. Performance predictors based on the robustness of a ranked list returned from a query have been developed . The same authors developed predictors based on weighted entropy [Zhou and Croft 2007] . The WIG (weighted information gain) predictor, developed in that work, effectively measures the difference between the score of the K top-ranked documents and the average document returned in response to a query. Others [Lang et al. 2008] have shown that the performance of a ranked list is correlated to the ability of the top-ranked documents to cover all aspects of a query. Some relevant work [Vinay et al. 2008] investigates different document score normalisation techniques and aims to estimate query performance based on the these normalised scores.
Research has also shown that the standard deviation (σ ) of scores in a ranked list is a good predictor of query performance Pérez-Iglesias and Araujo 2010; Shtok et al. 2009 ]. Some of these approaches [Cummins 2012a; Shtok et al. 2009] outline useful arguments as to why the deviation in the head of a ranked list is a good estimator of performance. The latter of these works uses Monte-Carlo simulations using score distributions to investigate two hypotheses. Others [Diaz 2007 ] have used ideas based on the clustering hypothesis and the similarity of document scores to develop system-performance predictors. Recent work using statistical decision theory [Shtok et al. 2010 ] has led to some significant improvements to the state-of-the-art of QPP. This work constructs a general framework in which a number of QPPs are used to estimate the quality of a pseudo-perfect reference ranking. A given ranking is then compared to the reference ranking using a measure of similarity to produce effectiveness estimates for the given ranking. Even more recently [Kurland et al. 2011 ], a general framework has been constructed with the aim of unifying a number of QPPs developed from apparently different frameworks.
Contributions
This work has a number of contributions. First, we conduct an extensive evaluation over numerous IR systems of several SD models for the task of inferring average precision. An extensive empirical study that compares several binary mixture SD models has not been conducted. We find that the best SD model for short queries is a twolognormal model. However, for longer queries, the two-gamma model more accurately infers average precision. We show that the best method for estimating parameters for this task is the method of moments (MME), rather than maximum likelihood (MLE). We present experiments that show that adhering to the RFCH is useful as it reduces the number of parameters in the SD model but does not reduce the models' ability to infer average precision accurately. We then apply the two-lognormal SD model to the QPP task. We develop heuristic approaches to estimate the parameters of the SD model without labelled data. Finally, we show that the best approach developed is comparable, in terms of performance, to many currently used predictors. However, we show that the new approach developed has useful normalisation properties that allow the predictor to be compared across different IR systems. A further novel feature is that it is easily updated when partial relevance information is known.
SD MODELS
In this section, we introduce a number of assumptions that underpin this work. We then present several SD models that are used in this work to model the scores of relevant and nonrelevant documents.
Assumptions and Restrictions
Typically, a user with an information need (IN) in mind submits a query Q to an information retrieval (IR) system M. The system, which has an index of N documents, scores each document D according to some scoring, or ranking, function S(Q, D). The system then returns all documents in decreasing order of S(Q, D). We assume a binary view of relevance, and as such, the SD models only consider relevant and nonrelevant documents. Furthermore, we only consider IR systems that rank documents independently of each other, in accordance with the probability ranking principle (PRP) [Rijsbergen 1979] . 1 While many current Web-based IR systems use the linked structure of the Web to derive importance scores for each document, these are not considered in this work. 
Distributions
Following a review of the literature, we comprise SD models of the distributions listed in Table I , where m and v are the sample mean and sample variances of a sample x i..n .
Equations (1) to (5) [Evans et al. 2001] are the probability density functions (pdf) of the normal, log-normal, gamma 2 , continuous Poisson, and exponential distributions, respectively, where is the gamma function. With regard to the Poisson distribution, it has been shown that a combination of two Poisson distributions unconditionally adheres to Robertson's recall-fallout convexity hypothesis [Bookstein 1977; Robertson 2007] . However, due to the discrete nature of the Poisson distribution, it is unclear how it can be used to model document scores, which can be assigned any positive real number by the IR systems used in this work. Therefore, we use the continuous Poisson distribution [Marsaglia 1986 ], where a simplification of the pdf, which has been used in the literature [Kim et al. 2010] , is as in Eq. (4).
Mixtures
We model both sets of documents, relevant and nonrelevant, using the same type of distribution (except for the normal-exponential model), where f (s|1) is the pdf for the scores (s) of relevant documents and f (s|0) is the pdf for the scores of nonrelevant documents, the general binary SD model is as follows:
where λ is the proportion of relevant documents drawn. λ can be viewed as the prior probability of relevance for each document prior to being ranked. In this work, no form 2 The MLEs can be found by solving
ln(x i )) using Newton's method and subsequently solvingθ = 1/(kn) n i=1 x i . 
of document score normalisation is performed or needed for the upper limit for any of the distributions. Negative values are not supported by the log-normal or gamma distributions, and the IR models considered in this work only return positive scores. Table II outlines the mixtures and the parameters that need to be estimated for each SD model. 3 Two of the SD models (P 1 P 0 and E 1 E 0 ) only contain three parameters, one contains four parameters (N 1 E 0 ), while three SD models contain five parameters (N 1 N 0 , L 1 L0, and G 1 G 0 ). Therefore, some models have more flexibility in terms of their ability to model scores from different systems. We have included the normalexponential (N 1 E 0 ) model, as it has been used in many studies to model score distributions for various tasks. For the N 1 E 0 , N 1 N 0 , P 1 P 0 , and E 1 E 0 mixtures, the MME and MLE estimates are equivalent. However, for the L 1 L 0 and G 1 G 0 mixtures, the MME and MLE estimates will lead to different parameter settings.
Inferring Average Precision
Average precision is an informative measure used widely in the field of IR. Average precision can be viewed geometrically, as the area under the precision-recall curve [Aslam and Yilmaz 2005] , and it conveys a broad view of the effectiveness of a query. It is also a stable measure [Buckley and Voorhees 2000] and is probably the most prevalent metric of both query and system performance used in the literature. Further discussions on the many useful properties of average precision are discussed in detail in some recent research [Robertson et al. 2010] . As recall is the proportion of relevant returned documents compared to the entire number of relevant documents, the recall at score s can be defined as follows:
In a similar manner, the precision at s (i.e., the proportion of relevant returned documents over the number of returned documents) can be defined as follows:
Now that we can estimate the precision and recall at any score s in the range [0 : ∞], we can infer a precision-recall curve and, therefore, estimate the average precision (AuPR()) of a query as follows:
where r s = recall(s). This formulation is an intuitive way of calculating average precision using the score distributions. Other approaches to estimating average precision from a score distribution have been used in the literature. Expected average precision could be calculated from the probabilities of document relevance (which could be derived from the SD model using the original observed samples) . However, our approach estimates an SD model from the sample and in turn estimates average precision directly from the model. This method has been shown to be a more effective estimate of average precision [Cummins 2012b ] than the aforementioned approach.
Parameter Estimation
Now that the basic model has been outlined, we turn to the problem of parameter estimation. In our experiments, we only use documents that have been 'returned' from an IR system to estimate the parameters of the model outlined in Equation (6). We define the returned set (RET) as the set of documents that match at least one query term (all other documents are considered not returned). We will now outline the arguments for this and how it affects the inference of average precision. We also outline an adjustment to AuPR() that deals with the issue. First, as many systems assign a score of zero to documents that do not match any query term, many documents will be assigned a score of zero. 4 If a binary mixture model was used to model the entire set of documents, the goodness-of-fit of such a model would be poor. An obvious solution would be to introduce two further distributions to model the relevant and nonrelevant documents in the unreturned set of documents. For many IR models, these extra distributions would simply model a spike of document mass at some low score. Theoretically, these extra distributions could be modelled using two Dirac delta functions and some further mixing parameters. Dirac's delta function is a distribution that is zero everywhere except at zero. Excluding these unranked documents from a binary model is a simplification. However, we will see that the effects of this simplification on the inference of average precision can be overcome with a small modification to AuPR().
Second, one of the main reasons for modelling document scores using a mixture distribution is to be able to infer the parameters of the model using an unsupervised (or semisupervised) learning method with unlabelled data. Without labels, the documents that are not returned (i.e., that contain no query terms) provide little information to an unsupervised learning approach. The information provided by these extra distributions is very limited (as the all the scores tend to be similar). In fact, the only useful information that these distribution would provide are their mass (which is trivial to calculate).
The estimate used for λ in the experiments in Section 4 is |REL∩RET| |RET| (i.e., a maximum likelihood estimate that uses the number of relevant documents |REL ∩ RET| in the entire returned set). This is in fact the probability of relevance for a document given that it has been retrieved (p(REL|RET)). This estimate will tend to be biased, as p(REL|RET) > p(REL) for any good system (where p(REL) is the probability of relevance of a randomly selected document in the collection). This in turn will affect the inference of average precision from the model. For short queries, the number of actual relevant documents that are not returned (and are therefore not included in the inference of recall from the model) can be quite high. This will tend to lead to an over-estimation of actual average precision. In general, for longer queries, our estimate of λ will tend to be closer to the true prior probability of relevance. Regardless, AuPR() can be adjusted as follows to account for the overestimate of recall that is brought about by our estimate of λ:
where φ = |REL∩RET| |REL| is the recall of the returned set and ε reflects the average precision in the set of unreturned documents (we assume that ε = 0 for our experiments). If we were to model the unreturned set of documents using two Dirac delta functions as mentioned earlier, this adjustment of AuRP() would arise naturally from the more complex four-distribution model. Although the adjustment of AuPR() increases the number of parameters to be estimated, for simplicity, we treat this adjustment as separate from the SD models.
Furthermore, when an IR system returns a ranked list (RET) for a query, and when relevance judgements are known, the mean (m) and variance (v) of the relevant and nonrelevant document scores in the returned set can be calculated using this labelled data. Therefore, by using the MME (or MLE) equations from Table I , we can estimate the parameters in each SD model. Each parameterised model is specific to each ranked list, and therefore, it models the returned set of document scores from a system given a query. For the experiments in the next section, we estimate the parameters of the SD models using relevance (labelled) data and subsequently compare the performance of the models using different measures of goodness.
EMPIRICAL STUDY OF MIXTURE PERFORMANCE
In this section, we perform a comparative analysis of the six SD models using labelled data across a number of different IR systems (e.g., vector space, classic probabilistic, language model, and axiomatic model).
Measures of Goodness
For different fields of study and problems, different measures may be applicable. Herein, we conduct a comparative analysis using the following measures of goodness.
-We use the correlation between the average precision inferred by an SD model and the actual average precision over a set of queries as a measure of the usability of the model in an IR setting. -The root mean squared error (RMSE) of the average precision inferred by an SD model compared to the actual average precision, is used to measure the interpretability of the output of a particular SD model as an actual average precision value. -We use the Kolmogorov-Smirnov's D-statistic to measure the relative goodness of fit of SD models over the entire returned set.
Usually, goodness-of-fit tests are used to either accept or reject certain models as a 'good fit'. It is well known in IR that documents, and therefore document scores, at the head of a ranked list are more important than those further down the list. An intuitive way of measuring the usability of a specific SD model is by trying to infer the average precision of a query using the model, and its parameters as estimated from labelled data. Therefore, over a set of queries, the correlation between the inferred average precision from the SD model and the actual average precision of the query from the IR system affords us a measure of the usefulness of different SD models. We compare the six SD models introduced earlier in Table II over a range of IR systems. Different distributions may be better at modelling different IR systems, and so we compared the SD models across 11 IR systems. We chose the vector space model using TFIDF [Salton and Buckley 1988] and pivoted document-length normalisation (with three parameter settings of s = 0.01, s = 0.05, and s = 0.2) [Singhal et al. 1996 ], the probablistic model BM25 (with three parameter settings of k 1 = 1.2 and b = 0.25, b = 0.5, and b = 0.75) [Robertson et al. 1994 ], divergence-from-randomness model (I(n)L2 with three parameter settings of c = 1, c = 2, and c = 5) [Amati and Van Rijsbergen 2002] , a language modelling (LM) approach (Jelinek-Mercer smoothing with the smoothing parameter set to 0.2) [Zhai and Lafferty 2004] , and the axiomatic approach (F2EXP) [Fang and Zhai 2005] , as these represent a broad range of classical and more modern ranking functions. Table III shows the test collections 5 used in this research.
Linear Correlation
We measure the correlation of the inferred average precision (estimated from Equation (9)) for an SD model using MME with the actual average precision, over a set of queries. We report this correlation for the 11 systems on a number of test collections. Figure 2 shows the linear correlation of the six SD models for all of the 11 systems when using the entire returned set as a sample. First, it is worth noting that the correlation coefficients are strong (some above 0.8), indicating that much of the information regarding average precision can be accurately modelled by some of the SD models. 6 Experiments using only the top 1,000 documents as a sample (not shown) produce higher absolute correlations, but reflect the same relative ranking of the SD models.
For short queries, the best-performing model across all systems is the two-lognormal model. For longer description queries, the best-performing model is the two-gamma model. Rather surprisingly, we can see that the normal-exponential model is generally the worst-performing model for inferring average precision on short queries. It should be noted that in this work, we do not normalise document scores, unlike other works that use the normal-exponential model, nor do we truncate the ranked list at 1,000 scores. Although this may hurt the performance of the normal-exponential model, score normalisation and the truncation of the ranked list lead to theoretical inconsistencies [Robertson 2007 ] (i.e., both affect the parameters estimated from the data). The twopoisson model performs well on some collections despite having fewer parameters than other models. All models on the larger Web collection (WT10G) show reduced performance in general, indicating that it is a harder collection from which to infer performance using SD models. This may be due to the more noisy nature of Web documents. Interestingly, the QPP task has also been shown to be more difficult on large-scale Web corpora [Hauff et al. 2008b] . Figure 3 shows the performance of two different parameter estimation techniques (for two SD models) for the task of inferring average precision on short queries. The MME approach to parameter estimation consistently outperforms the MLE approach for the task of inferring average precision as measured by a linear correlation. The results for longer description queries (not shown) show a similar trend, although the difference in performance is not as pronounced. This result is of importance for applications that might wish to use SD models for various IR tasks. Interestingly, we determined that the location parameters estimated from the MME approach are consistently higher than those estimated by MLE, especially for the relevant distributions. The MMEs tend to be biased toward the higher-ranked scores, as these scores tend to be outliers. This is due to the positive skew of the score distribution created by typical IR systems. Although MLEs do tend to be better estimates for parameters that model the entire data, much of the data are irrelevant (i.e., documents below rank 1,000) for the task of inferring average precision. Therefore, this would seem to suggest that the MMEs are better for modelling the outliers at the head of a ranked list, and also suggests why the inference of average precision is superior for these estimates. Figure 4 shows the actual average precision versus the inferred average precision for all six SD models for a typical system (BM25) on the FT collection. We can see for two of the models (normal-exponential and two-exponential) that the inferred average precision is underestimated. For the two-normal model (and two-Poisson model), we can see that average precision is overestimated. For both the two-lognormal and twogamma model, the inferred average precision is closer to the actual average precision. These results are typical across the systems and collections tested. Figure 5 shows the average RMSE of the inferred average precision compared to the actual average precision for a set of queries on all of the systems. We can see that the RMSE of the log-normal model is lower on all collections and queries sizes. The normal-exponential model outperforms the two-normal model on all collections. In fact, the worst-performing model is the two-normal model. This is because it severely overestimates average precision, as seen in Figure 4 . Underestimating average precision will tend to lead to a lower RMSE due to the fact that the mean average precision of a set of queries tend to be between 0.2 and 0.3 on many collections. While the RMSE is not a normalised measure of the mutual information between two variables, it does inform us that the raw average precision value inferred by the log-normal model is closer to the actual average precision of a query, and therefore, that the output of the model is more interpretable as an actual average precision value.
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Goodness-of-Fit
The Kolmogorov-Smirnoff D-statistic measures the maximum distance between the cumulative density function of the theoretical distribution (i.e., one of our SD models) and the empirical distribution (i.e., the actual scores). We use the measure as a relative measure of goodness-of-fit. 7 Figure 6 shows that the two-lognormal model tends to have a better fit compared to the two-gamma model across systems and query lengths. The gamma model has a better fit for some IR systems for short queries on Web collections. The three models with the best fit (i.e., two-normal, two-lognormal, and two-gamma models) are those with the largest number of parameters. They are also the only SD models that can possibly adhere to both the RFCH and the 'strong SD' hypothesis. The two-lognormal and two-gamma models are the best-fitting models when using only the top 1,000 documents of a ranking (not shown), with the former being the best fit. The actual D-statistics of all SD models are higher (indicating a worse fit) when using only the top 1,000 samples (due to the smaller sample sizes).
USEFULNESS OF RFCH
The recall-fallout convexity hypothesis (RFCH) [Robertson 2007 ] has been proposed as a possibly useful constraint for valid SD models. Assuming document scores can be modelled using SD models, this hypothesis constrains the parameters of certain models of score distributions. Therefore, in this section, we aim to investigate the practical usefulness of the RFCH. 8 We do this by comparing a number of five-parameter SD models that do not automatically adhere to the RFCH to modified four-parameter versions of the same SD models that do adhere to the RFCH. In this section, we again use 2:14 R. Cummins method-of-moments estimates (MME) to estimate the parameters of the model from an actual ranking (using labelled data).
In order to create SD models that adhere to the RFCH, certain parameters of both distributions must be constrained. As the set of nonrelevant document scores (NR) is such a large sample of documents, it is justifiable to rely on the moments calculated from this sample. However, the sample of relevant document scores (R) is often very small, and therefore, it is more justifiable to modify the moments of this sample to force the model, that will be estimated from the moments, to adhere to the RFCH. For all of the approaches in this section, we modify the sample variance of the relevant scores (v 1 ) to enable the model to adhere to the RFCH, while ensuring that the remaining sample means and variances (m 1 , m 0 , and v 0 ) are calculated directly from the respective samples (i.e., relevant and nonrelevant). 9 We modify the variance of the relevant document scores, as it has fewer degrees of freedom than the mean and therefore will inherently be the less accurate estimator.
The two-normal (N 1 N 0 ) model has been shown to adhere to the RFCH only when the variances of both relevant and nonrelevant distributions are equal (i.e., σ 1 = σ 0 ) [Robertson 2007 ]. These variance parameters are very rarely equal when the variances are estimated from the sample variances. Therefore, to force this mixture to conform to the RFCH, the sample mean for both relevant and nonrelevant documents (m 1 and m 0 ) are used as the mean of both distributions, respectively, (μ 1 and μ 0 ), and the sample variance of the nonrelevant documents (v 0 ) is used as both variance parameters (σ 2 1 = σ 2 0 ).
The two-gamma (G 1 G 0 ) model has been shown to adhere to the RFCH when either the shape parameter for both distributions are equal (k 0 = k 1 ), or when both scale parameters are equal (θ 0 = θ 1 ) 10 [Robertson 2007 ]. The MME estimates for the gamma distribution are θ = v/m and k = m 2 /v. Therefore, to force this model to adhere to the RFCH, the sample variance for the relevant scores can be modified to v 1 = v 0 · m 1 /m 0 before the method-of-moments estimates are calculated to ensure that θ 1 = θ 0 . This constrains the two-gamma SD model and implies that
Var(s 0 ) for this model. The two-lognormal (L 1 L 0 ) model adheres to the RFCH when the variance parameters for both distributions are equal (σ 0 = σ 1 ) ]. The MME estimates for the gamma distribution are σ 2 = ln(1 + v/m 2 ) and μ = ln(m) − 0.5 · ln(1 + v/m 2 ). Therefore, to ensure that σ 1 = σ 0 , the sample variance for the relevant scores can be assumed to be v 1 = v 0 · m 2 1 /m 2 0 before the method-of-moments estimates are calculated. This constrains the log-normal SD model and implies that
. Therefore, for each initial five-parameter SD model that does not adhere to the RFCH, we can create a corresponding four-parameter SD model that does adhere to the RFCH. It is obvious that these four-parameter models are less flexible than their five-parameter counterparts in terms of their goodness-of-fit. However, we do not know if the modified four-parameter models have any disadvantages in terms of their ability to correctly model relevance information (as measured by the ability of a model to infer average precision).
Experiments
To test the practical usefulness of our modified SD models, we compared the average precision inferred from the SD model with the actual average precision of that ranking. We do this over a set of queries and use both a linear and Kendall's τ correlation coefficient to measure how well the output of a particular model (i.e., inferred average precision) agrees with the actual average precision. The IR systems used are the same as in the previous section. We only report results for both short title queries and longer description queries.
Results and Discussion
Figure 7 shows box plots of Kendall's τ correlation on the 11 systems for the three SD models that are not forced to adhere to the RFCH, and the modified version of the SD models (labelled ' v') that are forced to adhere to the RFCH on four collections. We can see that the results indicate that adhering to the RFCH is beneficial, as the ability of the modified SD models to infer average precision does not decrease. For some of the collections, the performance increases when using the less complex model. For all the models, in general, there is no loss in performance when the model is forced to adhere to the RFCH. These results are consistent when using a linear correlation as the measure of performance (not shown). This is an interesting outcome, as each modified SD model is less complex than its five-parameter counterpart. Overall, the four-parameter two-lognormal model is the best performing model for short queries on all collections. 11 Again, the two-gamma model is better for longer queries. 
Summary
We have presented an extensive empirical analysis of several SD models present in the literature for the task of inferring average precision. We have shown that an SD model consisting of two log-normal distributions outperforms many of the others in its ability to infer average precision for short queries across a number of different IR systems. The two-gamma model is a better choice for longer queries for this task. Furthermore, we have shown that MME outperforms MLE as the method for estimating parameters for the task of inferring average precision. Finally, an analysis using the RFCH has shown that it is a useful hypothesis, as it reduces the number of parameters in the SD model while maintaining its effectiveness of inferring average precision.
ESTIMATING PARAMETERS WITHOUT RELEVANCE INFORMATION
From the previous experiments, we have shown that the two-lognormal SD model is practically useful for modelling the scores returned from a variety of IR systems. Therefore, for the remainder of the article, we restrict ourselves to using the twolognormal SD model. In this section, we develop approaches to automatically estimate (i.e., when no relevant information is known) the parameters of the SD model using a number of different methods from unlabelled data. Consequently, we turn our attention to developing a principled query-performance prediction (QPP) approach using SD models. Given that we have modelled the scores in a theoretically principled manner, it would seem that approaches such as expectation-maximisation (EM) would provide a useful and clean solution to the problem of parameter estimation when dealing with unlabelled data. However, it has been shown that the standard EM algorithm is very sensitive to its initial starting parameters and performs poorly for this task [Arampatzis et al. 2009b; Cummins 2011 ] (i.e., inferring document relevance from scores). A possible reason for this is the class imbalance between the relevant documents and the nonrelevant documents. Given that there are so few relevant documents for many queries, it is extremely difficult to estimate the parameters for the relevant distribution given the noise from the nonrelevant document scores. It should be noted that an extended EM approach that uses multiple rankings does provide better performance [Dai et al. 2012] . However, without access to rankings provided from other systems, the problem of parameter estimation from unlabelled data remains extremely difficult for SD models. We do not attempt a theoretically principled and consistent approach to parameter estimation in this article. Rather, we will outline some heuristic methods to estimate the parameters of the SD model. We then outline the benefits of this approach in an experimental setting.
Estimation of Parameters
In order to infer average precision (AuPR() ), or any other metric of performance, we need to estimate the mixing parameter (λ) and the following three parameters of the two-lognormal model: {σ 0 , μ 0 , and μ 1 }. Although there are extra parameters to estimate for AuPR () (i.e., φ), it can be seen that this can be compacted and treated as one parameter {φ · λ} which is still in the range [0 : 1]. As we are aiming to estimate these parameters from unlabelled data, we simplify the model by ignoring the adjustment to AuPR() and excluding the estimation of φ.
As we have previously described our parameters using moments, we aim to estimate the following three moments: {m 1 , m 0 , v 0 }. These can be used, as in the previous section, to estimate the parameters of the SD model. It was noted that the RFCH implies
for the two-lognormal model. Interestingly, we can see that this implies that the standard deviation of the relevant document scores is proportional to the mean of the relevant document scores. Furthermore, this suggests that methods Pérez-Iglesias and Araujo 2010; Shtok et al. 2009 ] that aim to estimate the performance of a query using measures of dispersion on the top-ranked documents are ultimately related to SD models. Regardless, if we assume that most of the documents returned for a query are nonrelevant, we can estimate m 0 and v 0 using all of the document scores that are returned for a query. It has been shown [Cummins 2011 ] that this heuristic is experimentally useful and that, not unsurprisingly, the parameters that are most difficult to estimate accurately are m 1 and λ.
Estimating the Mean of Relevant Scores.
Previous research has shown that the standard deviation of document scores at the head of ranking is correlated to query performance. Given that the RFCH implies that the standard deviation of relevant scores is correlated to the mean of the relevant document scores for the log-normal model, we use one of these measures of dispersion to estimate this mean. The standard deviation of document scores from s max down to a score of s max /2 has been shown to be a good predictor of performance . We adopt this predictor as a basis by which we can estimate the mean score of relevant documents (m 1 ). Furthermore, as the standard deviation is expressed in the same units as the data, the maximum value of this standard deviation is s max /4. As we know that the mean score of the sample m 1 must be less than s max , we use the following adjustment of the standard deviation for our estimation of m 1 :m
where stdev(s max , s max /2) is the standard deviation of the ranked-list from s max to s max /2 and will vary from 0 to s max /4. It is noted that this is a crude estimate based on a previous approach to QPP. However, experiments will show that the SD model approach to QPP has some novel features.
Estimating the Mixing Parameter.
The mixing parameter is the only remaining parameter that needs to be estimated. This parameter controls the proportion of relevant documents that are drawn from the SD model compared to the total number of documents drawn. It can be viewed as the prior probability of relevance and does not depend on the scores produced by a specific IR system. Therefore, we aim to estimate this using pre-retrieval predictors similarly to Kurland et al. [2012] . It is expected that queries that are very specific would have a higher λ than very broad general queries. Query-specificity has been studied in many works [Arampatzis and Kamps 2010] and is known to be related to the performance of a query. Therefore, we use a number of different estimators of the mixing parameter λ as follows:
where we simply use a fixed constant as the number of relevant documents. We also use the average idf of the terms in the query as follows:
where idf avg is the average idf value of terms in the query. The idf value of each term is calculated as idf = log(N/df ), where df is the document frequency of a term and N is the number of documents in the collection. The similarity between the collection and query, as measured by the scq avg , also measures the informativeness of the entire query and is adopted as follows:λ
where scq avg [Zhao et al. 2008 ] is the average of the query term-weights w t calculated for each term as w t = 1 + log(cf ) · log(1 + N/df ), where cf is the frequency of a term in the entire collection. If during the estimation of λ, the estimate is assigned a value greater than 1.0, we simply assign it a value of 1.0 (and therefore the average precision inferred from such a model would also be 1.0).
COMPARATIVE RESULTS
In this section, we compare the various approaches outlined in the previous section. We conduct an extensive evaluation using many systems, collections, and QPP baselines.
Systems and Baselines
For broader comparison of predictors, we ran our experiments on four different IR systems. We used the default pivoted document-length normalisation [Singhal et al. 1996] (s = 0.2) ranking function, the default BM25 [Robertson et al. 1994 ] ranking function (k 1 = 1.2 and b = 0.75), a language model [Zhai and Lafferty 2004] with JelinekMercer smoothing (set to 0.2), and an axiomatic term-weighting approach (F2EXP with s = 0.5) [Fang and Zhai 2005] for our experiments. 12 It is important that results are not simply limited to one system, as we will see that predictors vary quite considerably on different systems. We only used title type queries for the experiments that follow. We employed a variety of baselines against which to test our newly developed approach. As a weak baseline, we used the pre-retrieval predictor idf avg , which is the average of the idf values of terms in the query [Arampatzis and Kamps 2010] . We used the standard deviation of the top-K documents (DEV) [Pérez-Iglesias and Araujo 2010] and query drift (NQC) [Shtok et al. 2009 ] at K documents. We used the normalised standard deviation of documents within a threshold (50%) of the top score (NDEV) ] and the weighted information-gain predictor (WIG). We also used a previous version of a predictor that uses score distributions MMP1 [Cummins 2011 ]. For the DEV and NQC approaches, we tuned K from 50-300 in increments of 25 on the test collections for each retrieval function. Similarly for WIG, we tuned K from 1-40 in increments of 4. We chose the best K averaged across all the collections for each of these three approaches. We can confirm that the typical recommended settings of 100 for DEV and NQC, and 5 for WIG perform within 85% of the most optimal settings for the approaches.
All the baselines mentioned thusfar are computationally inexpensive once the ranked list of scores is retrieved for a query. As a further baseline, we used query feedback (QF), a computationally more expensive 13 approach. We used the top-20 terms from the initial retrieval as feedback to the IR system [Zhou and Croft 2007] . The fraction of documents retrieved in the top-K documents that are common to both the initial query and the feedback query is used as the predictor. We set K = {20, 50, 100} and determined that K = 20 was the best setting in general across the collections used in this work.
We report Kendall-τ , and a linear correlation where suitable, for the experiments that follow. Kendall's-τ is less effected by outliers, making it a more robust measure. It should be noted that Spearman's correlation tends to produce coefficients that are 50% greater that those of Kendall-τ [Fredricks and Nelsen 2007] . We have also observed this relationship during our experiments. Although we do not report Spearman's coefficient in this work, it is important to note when comparing the results in this work against others in the literature.
Experimental Setup
We conducted three experiments to demonstrate the usefulness of the developed approach. First, in Section 7.3, we compare the approaches developed in this article with the baselines over a number of different collections and systems by measuring the correlation between the average precision produced from the system and the output of the predictor. This is the most common evaluation approach used in the literature. In the second experiment (Section 7.4), we show the usefulness of our predictor in a metasearch scenario. In a meta-search scenario, a system may route different queries to different IR systems. Therefore, a meta-search engine may return rankings from different IR systems for different queries (i.e., it is not assumed that the same underlying function is generating the scores for each instance of a query). In the final experiment (Section 7.5), we show that our approach can incorporate relevance information in a principled manner. Although relevance information is not usually available for use with QPP approaches, we demonstrate how it can be incorporated if available.
12 It should be noted that these systems only output positive document scores. 13 It requires two retrieval runs and a term-selection stage. Table IV shows the performance of the predictors based on SD models. The best predictor is marked in bold, and all correlations are significant. On average, we can see that the predictor that uses scq avg as the mixing parameter (i.e., SDλ 3 ) is more highly correlated (Kendall-τ ) with average precision than the other approaches. We use this approach to compare to the baselines. Table V and Table VI show the performance (both linear and Kendall-τ correlation) of SDλ 3 against the baselines outlined in Section 7.1. In Tables V and VI, most correlations are significant (those marked ↓ are not significant). The column labelled 'SD limit' is the performance of the SD model using labelled data. It is the theoretical upper limit of the SD approach. On average, the best predictor is NDEV on these datasets. However, SDλ 3 is quite competitive and, on average, outperforms NQC, DEV, and QF. As the SDλ 3 uses the standard deviation to estimate m 1 , it is not surprising that it should maintain a high performance. We also note that SDλ 3 is robust across collections and systems. It is also worth noting that the performance is quite different for different IR systems. It seems that it is more difficult to estimate the performance of a retrieval using scores from the F2EXP retrieval function. It is also more difficult to estimate the performance of a retrieval on the WT10G Web collection. We noted previously that Web documents create an inherently more noisy environment. Although, we have not seen an improvement over some of the baselines for our new approach, in the next sections, we will outline the major advantages of the new predictor SDλ 3 .
System Independence
Some meta-search systems route queries issued to them to different IR systems and return the resultant ranking to the user. As the scores returned from a meta-search system may belong to different unknown IR systems, the problem of QPP is somewhat more difficult. We simulate such a scenario by simply pooling the data output by the four IR systems outlined in Section 7.1. Therefore, for each collection, we pooled the predictor output/average precision pairs across the four IR systems. This problem can be tackled as a score normalisation task [Arampatzis and Kamps 2009 ], but has not been addressed in the QPP area. This experiment tests whether the outputs of the predictors are comparable across systems. Table VII outlines the results of this experiment for the best QPP approaches. We included the query-feedback (QF) approach because it is normalised between 0 and 1 and therefore should be somewhat comparable across systems. We can see that the new SDλ 3 predictor outperforms a selection of predictors. This is because the SDλ 3 predictor aims to estimate average precision directly and therefore is correctly normalised. To negate the possibility that one system was causing this effect, we performed the same experiment over all four combinations of three systems (i.e., {PIV, BM25, LM}, {PIV, BM25, F2EXP}, {PIV, LM, F2EXP}, and {BM25, LM, F2EXP}). The results from those experiments (excluded due to similarity) showed very similar results to those in Table VII . For each combination of three systems, SD λ 3 outperformed the other baselines. Therefore, when given ranked lists that have been generated from any one of the four IR systems, 14 the SDλ 3 predictor produces a measure of performance which is independent of the system (i.e., an estimate of average precision). To illustrate this across system normalisation, Figure 8 shows the output of both WIG and SDλ 3 versus average precision for two systems (BM25 and LM) on the FT collection. We can see that the raw output of the WIG predictor is higher for the LM system than for the BM25 system which shows that across-system comparison is not possible. However, the output of the SDλ 3 predictor is normalised and therefore is more interpretable as a measure of performance, independent of the system which returned the list.
Updating with Relevance
While it is not usually the case that relevance information is known during the process of estimating query performance, the predictor developed herein provides a theoretically principled way of dealing with relevance information. Interestingly, Butman et al. [2013] also recently studied this problem in detail. When a labelled relevant document associated with a query Q is known to the system, the μ 1 parameter in the SDλ 3 predictor can be updated via updating the estimate of the sample mean score of relevant documents (m 1 ) as follows when each new relevant document score is encountered:m where S (Q, d R i ) is the score of the known relevant document and |R| is the number of known relevant documents. Consequently, we can update the mixing parameter aŝ
The mean score of nonrelevant documents can be updated in a similar manner. These update formulas can be viewed as imposing weak priors on the parameters when no relevance information is available. We performed an experiment in which a varying number of randomly selected relevant documents were known to the system. We ran this randomised experiment ten times and averaged the results of all ten runs. Figure 9 shows the increase in the Kendall-τ correlation of the predictor and average precision as the number of relevant documents known to the system (i.e., |R|) increases. We can see that there are diminishing returns in terms of performance after approximately four documents are known to be relevant. It should be noted that previous research has investigated the minimum number of relevant documents needed in order to be able to infer average precision to a certain level of accuracy . The experiment outlined here shows the principled nature of the approach of the SD model outlined and show that modelling the QPP task in a more principled manner leads to novel features.
DISCUSSION AND CONCLUSION
We have conducted a study into SD models which determines the best composition to use when aiming to infer average precision. The two-lognormal model is the best performing for short queries for a number of performance metrics. By assuming Robertson's convexity hypothesis, we have demonstrated that the performance of several models can be maintained while reducing the number of parameters in the model. These experiments demonstrate the practical usefulness of the convexity hypothesis. Although there exists a myriad of distributions that can be evaluated for this task, we have only performed a comparison of six SD models. However, given that many retrieval functions (including all those in this article) are summations of term weights over the query [Lv and Zhai 2011] , it can be seen that the resultant score distribution is a combination of the distributions of those term weights. In fact, aiming to correctly model the individual term weights may be a promising avenue of future research.
Using the two-lognormal SD model, we have developed an approach for QPP and have evaluated the approach on two Newswire collections and two Web collections over four different IR systems. While the best predictor developed in this article does not outperform some of the best-performing QPP approaches, as commonly evaluated, it is comparable to many high-performing baselines. We have shown that one benefit of the approach is that it is comparable across IR systems that produce different scores (i.e., it has some normalising behaviour). We have not compared our approach against linear combinations of QPP approaches which have been shown to increase performance on certain collections [Kurland et al. 2011; Zhou and Croft 2007] . However, we feel that this is a useful contribution to the literature, as it creates a simplified model that can be built upon by more principled unsupervised learning approaches. In fact, more recent work [Kurland et al. 2012 ] outlines a probabilistic approach to QPP in which pre-retrieval predictors are seen as the prior probability of relevance. This is similar to the mixture parameter in our model which is the prior probability of relevance. 15 Furthermore, there exist many other baselines against which we can compare our approach. For example, the improved query clarity predictor was not used in this work. While we did implement the original clarity measure [Cronen-Townsend et al. 2002] , we did not include the results, as it performed poorly compared to WIG and DEV. It is also worth noting that the experiments in this article were performed on less noisy data than the newer larger Web collections. For example, the prediction of query performance for the ClueWeb collection, which is more representative of an online Web environment, has been shown to be more difficult for post-retrieval predictors [Hauff et al. 2010b] . Regardless, there are many application domains (such as digital libraries), where the document collection is inherently less noisy than the general Web.
Recently, a general framework has shown that many QPP approaches can be decomposed into two parts [Kurland et al. 2011] . The authors suggest that QPP approaches either measure the level of dissimilarity between the ranking produced by a query and poor-quality reference rankings, or they measure the similarity between the ranking produced by a query and good-quality reference rankings. The approach developed in this article also adheres to both of these intuitions. In fact, the separation of the distributions of relevant and nonrelevant documents in the SD model is a fundamentally similar concept. We have also shown that the SD predictor can be updated in a principled manner when relevance information is known. In a standard relevance feedback scenario, users might indicate relevance in the order in which they encounter documents. The update formulae presented herein are only valid when a random relevant document is known.
While the methods used in the latter part of this article for estimating parameters are heuristic, we have outlined a general model in which these parameters model meaningful aspects of a query. It is important to note that the estimation of these parameters is fundamental to the estimation of query performance (i.e., they are the same task). Future work aims to use principled machine learning approaches to more accurately estimate these parameters. This is not a trivial task due to a number of problems. First, it is important that the task is correctly modelled before attempting to use principled techniques like expectation maximisation (or other variants). Furthermore, there exists a large class imbalance when using the entire returned set of document scores as samples. Future work will aim to modify certain machine learning techniques and use other sources of evidence to improve performance.
