Generic Rotation Sets in Hyperbolic Surfaces by Alonso, J. et al.
GENERIC ROTATION SETS IN HYPERBOLIC SURFACES
J. ALONSO, J. BRUM, A. PASSEGGI
Abstract. We show that for generic homeomorphisms homotopic to the iden-
tity in a closed and oriented surface of genus g > 1, the rotation set is given
by a union of at most 25g−3 convex sets. Examples showing the sharpness for
this asymptotic order are provided.
1. Introduction
Rotation sets are natural invariants in order to classify the dynamics of homeo-
morphisms on manifolds which are isotopic to the identity. In dimension one this
invariant leads to the well known classification by Poincare´ for the dynamics of ori-
entation preserving homeomorphisms of the circle. In dimension two, the rotation
theory is largely developed in the annular and the toral cases. The crucial fact is
that the rotation set in these contexts boils down to simple representations: an
interval in the annular case and a planar convex set in the toral case. From these
basic geometries it is possible to get a fine classification of the associated topological
dynamics. As sample of results see [F, F1, LeC, MZ1, MZ2, LM, F2, LCT].
In higher genus the theory is far from being developed as it is not known whether
the rotation set (which lives in the first real homology group of the surface, i.e. R2g)
presents a simple geometrical structure or not. At first sight one obtains, as in the
toral case, that this invariant can be represented by a continuum in R2g, but there
is no further information about its shape that could mimic the convexity property
of the toral case. So far, the rotation theory on higher genus surfaces stands on a
series of results, in which some rotation vectors are assumed to be in some positions
in order to infer dynamical implications [F3, P, L] and recently [AD] which obtains
convexity of the rotation set under rather strong conditions.
The motivation for this article is then the crucial question:
Is there anything like a simple structure for the rotation set on higher genus
surfaces?
Although we have not found a general answer yet, we obtain the following:
Theorem. Let Σ be a closed surface with genus g > 1. Then, for a C0 open and
dense set of homeomorphisms in the homotopy class of the identity, the rotation set
is given by a union of at most 25g−3 convex sets all containing zero.
If, moreover, this rotation set has non-empty interior, then it is a full-dimensional
rational polyhedron.
By a rational polyhedron we mean a convex set with finitely many extremal
points, all of them with rational coordinates. The actual statement we obtain
has more detail, giving important information about the location of these convex
sets. We will also provide a list of examples that illustrate different meaningful
situations arising in the context of our result. Among these examples, we show
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that the number of convex sets needed to describe the rotation set of such generic
homeomorphisms may grow exponentially with the genus g of the surface, thus our
bound of 25g−3 is sharp in an asymptotic sense.
Next we make a more formal presentation of the result, and spell out a guide for
the organization of the article.
1.1. Definitions and Result. Denote by Σg a closed oriented surface of genus
g > 1. The set of homeomorphisms on Σg that are homotopic to the identity is
denoted by Homeo0(Σg). We identify the first homological group H1(Σg;R) with
R2g.
Given a map f ∈ Homeo0(Σg), we have an isotopy (ft)t∈[0,1] from the identity
to f = f1. Fixing a set of uniformly bounded paths {γx}x∈Σg from a base point
x0 ∈ Σg to x ∈ Σg, the homological rotation set is usually defined by
ρ(f) =
{
lim
i
[γ−1fni (xi) · (ft(xi))t∈[0,ni] · γxi ]
ni
: xi ∈ Σg, ni ↗∞
}
⊂ R2g,
where [γ] is the homological class of a closed curve γ and (ft(x))t∈[0,n] is the
concatenation of curves
(ft(x))t∈[0,1] · (ft(f(x)))t∈[0,1] . . . · (ft(fn−1(x))t∈[0,1].
It is worth to mention that this definition does not depend on the choice of the
family {γx}x∈Σg nor the choice of the isotopy (ft)t∈[0,1] (which is unique up to
homotopy, see [H]).
When f is restricted to some invariant set K ⊂ Σg, the rotation set is defined
by
ρK(f) =
{
lim
i
[γ−1fni (xi) · (ft(xi))t∈[0,ni] · γxi ]
ni
: xi ∈ K, ni ↗∞
}
⊂ R2g,
We now turn to describe the generic set of homeomorphisms for which our result
holds. The key to our study is the family A0(Σg) ⊂ Homeo0(Σg) of fitted Axiom A
diffeomorphisms, which is given by the maps f ∈ Homeo0(Σg) such that:
(1) Ω(f) is a zero-dimensional hyperbolic set.
(2) Whenever z ∈ W s(x, f)] ∩ Wu(y, f) for x, y ∈ Ω(f), then we have z ∈
W s(x, f)−tWu(y, f).
As proved in [SS] the set A0(Σg) is dense in Homeo0(Σg). Moreover, it satisfies
semi-stability [Ni, F4]: given f ∈ A0(Σg) there exists a C0-neighbourhood U(f) of
f in Homeo0(Σg) such that, for any g ∈ U(f) there exists a continuous surjection
h : Σg → Σg in the homotopy class of the identity, verifying:
h ◦ g = f ◦ h
This last implies that for g ∈ U(f) we have ρ(g) = ρ(f). Our C0 open and dense
set U is then given by the union of all those U(f) where f ranges in A0(Σg). Under
these considerations, in order to obtain the first part of our result it is enough to
show the assertion for f ∈ A0(Σg), which is given by the following statement.
Theorem 1.1. Let f ∈ A0(Σ) for Σ an orientable closed surface of genus g > 1.
Then ρ(f) ⊂ H1(Σ;R) is a union of at most 25g−3 convex sets containing 0.
This result is in Section 8, Theorem 8.1. The version presented there contains
further information, locating these convex sets in certain homology subspaces and
showing they have finitely many vertices, all of them rational. We avoid these
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details here for the sake of simplicity, and only give an idea of where these homol-
ogy subspaces come from. They are related to a decomposition of Σ into essential
subsurfaces, that we call filled Conley surfaces for f ∈ A0(Σ), and we obtain from
Conley’s fundamental theorem [Co] after some modifications. We then build certain
collections of these subsurfaces, which will be given in terms of the heteroclinical re-
lations among the basic pieces of the map f (this makes strong use of the properties
of maps in A0(Σ)). Finally, it is shown that each convex set in the decomposition
of ρ(f) lives in the sum of the homology spaces of the subsurfaces in one of these
collections.
The bound 25g−3 comes from this construction, by showing that each of these
homology subspaces contains at most 4 convex sets of the decomposition. (The
essential decomposition will allow annuli, but no repetition of their homotopy types,
thus has a maximum of 5g − 5 subsurfaces). There are some coarse considerations
involved in this bound, as we explain right after the statement of Theorem 8.1.
However, in section we provide a family of examples that realize Theorem 1.1 with
2[g/2] convex sets, showing that a sharp bound must be exponential.
In Section 10 we present a list of examples showing remarkable situations about
the positions these convex sets may take. The statement about rotation sets with
non-empty interior will also be proved for f ∈ A0(Σ) in Section 9, and thus deduced
for the same C0 open dense set U .
1.2. Structure of the article. Section 2 covers the pre-requisites: alternative
definitions of the homology rotation set for higher genus closed oriented surfaces,
and an overview of the theory of Axiom A dynamics. In Section 3 there is a first
approximation to Theorem 1.1: supported on previous results [Zi, P] we first observe
that the rotation sets of a fitted axiom A map f restricted to the basic pieces of f
are given by rational polyhedra. This already established result only takes care of
the rotation vectors of non-wandering points, but that is not sufficient, since the
wandering dynamics also play a role in the rotation set. Thus in the second part
of Section 3 we study the wandering dynamics, and conclude that ρ(f) is given
by a union of convex sets indexed on maximal chains of the directed graph given
by heteroclinical relations in-between basic pieces of the map f . This gives ρ(f)
as union of finitely many rational polyhedra, but notice the important fact that
at this point we are still far from Theorem 1.1, as generically the number of such
chains is arbitrarily large. The following sections represent the core of the article
and are devoted to prove that the convex sets just obtained can be encapsulated
into at most 25g−3 convex sets.
To achieve this objective we start by associating topological information to each
basic piece, though the concepts of Quasi-invariant surfaces and Conley surfaces
that are introduced in Section 4 and will be the main tools for this work. Basically,
we classify basic pieces into three cases: trivial, annular and curved, according to
the topology of their associated Conley surfaces. From the definition one easily
obtains that the number of curved basic pieces is bounded by the topology of Σ,
thus the problem we had is now reduced to control those chains where trivial and
annular basic pieces participate. Before that, in Section 5, we apply the tools of
Section 4 to show that the rotation set is star shaped about the origin. In Section 6
we prove that trivial basic pieces can be completely neglected in order to compute
ρ(f).
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Section 7 is devoted to deal with chains containing annular basic pieces. In this
case we can not neglect them, rather we have to develop a method to encapsulate
the rotation sets of different chains containing annular pieces whose Conley annuli
have the same homotopy types. This is achieved by a serie of techincal results
that culminate in Theorem 7.14. Then Section 8 gives the extended version of
Theorem 1.1, and completes its proof. Section 9 covers the case of a non-empty
interior rotation set, which gives the second part of our main result, and Section
10 contains a list of substantial examples.
Acknowledgments: We are grateful to Pierre-Antoine Guihe´neuf for his inputs
on the example 10.4. We also thank Mart´ın Sambarino and Rafel Potrie for useful
discussions concerning hyperbolic dynamics.
2. Preliminaries
In this section we introduce the main objects of this article, as well as the foun-
dational results we will need to use. We will focus in two objects: homological
rotation set and fitted axiom A diffeomorfisms. A third important tool will be the
Fundamental Theorem of Dynamical Sistems due to Conley, which will be deferred
until section 4, as we need to develop a series of lemmas concerning this seminal
result.
The reader familiar with these subjects can skip the section.
2.1. Homological rotation set. We shall give four different definitions for homo-
logical rotation sets which coincide, each of them useful in different contexts. Let
f ∈ Homeo0(Σg), and (ft)t∈[0,1] some isotopy from the identity to f . First recall
the classical definition from the introduction:
ρ(f) =
{
lim
i
[γ−1fni (xi) · (ft(xi))t∈[0,ni] · γxi ]
ni
: xi ∈ Σg, ni ↗∞
}
⊂ R2g (2.1)
where {γx}x∈Σg is a bounded family of paths from a base point x0 ∈ Σg to x ∈ Σg,
and (ft)t∈[0,n] is the natural self-concatenation of the isotopy (ft)t∈[0,1]. We remark
that the sequences xi and ni in the definition range over those for which the limit
exists and this convention is used throughout the article.
Next we assume that the base point x0 is fixed through the isotopy, i.e. ft(x0) =
x0 for all t ∈ [0, 1]. Then we can rewrite the homological rotation set as
ρ(f) =
{
lim
i
[γ−1fni (xi) · fni(γxi)]
ni
: xi ∈ Σg, ni ↗∞
}
⊂ R2g (2.2)
For g > 1, it is a consequence of Lefschetz index theory that f has an irrotational
fixed point, i.e. the isotopy ft can be chosen to fix this point for all t. Thus we can
always find a base point x0 for this second definition.
We shall consider the abelian cover piab : Σ
ab
g → Σg, which is the covering space
that corresponds to the commutator subgroup of pi1(Σg). Thus the group of deck
transformations of Σabg is H1(Σg;Z). We will identify Σabg with a subsurface of
H1(Σg,R) = R2g, invariant under the group of integer translations, so that the deck
transformations of Σabg are exactly (the restrictions to Σ
ab
g of) these translations.
This can be done by the following embedding: Let ω1, . . . , ω2g be generic 1-forms
on Σg that represent a basis of the cohomology group H
1(Σg;Z). Let x0 be a base
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point in Σabg and {βx}x∈Σabg a family of curves in Σabg from x0 to x ∈ Σabg . Then the
embedding can be written as
Φ : Σabg → R2g : Φ(x) =
(∫
piab(βx)
ω1, . . . ,
∫
piab(βx)
ω2g
)
which does not depend on the choice of curves βx.
Let fˆt be the lift of the homotopy ft to Σ
ab
g with fˆ0 = Id. We obtain fˆ = fˆ1,
which is a lift of f . The homological rotation set of f can then be expressed as
follows,
ρ(f) =
{
lim
i
fˆni(xi)− xi
ni
: xi ∈ Σabg , ni ↗∞
}
⊂ R2g (2.3)
If D ⊂ Σabg is a fundamental domain, we can give yet another expression as
above by taking limits of the form fˆni(xi)/ni where xi ∈ D. The last equivalent
definition involves Hausdorff limits of compact subsets of R2g. The metric on R2g
is the standard Euclidean metric. Let D ⊂ Σabg be a compact fundamental domain.
Then we have that
ρ(f) =
⋃{
L : L = lim
H
fˆni(D)
ni
, ni ↗∞
}
(2.4)
In the case of the torus (g = 1), we have that Σab1 = R2 and that the Hausdorff
limit limH
fˆn(D)
n exists [MZ1]. It is still open whether this is also true for g > 1.
The equivalence between all definitions of ρ(f) given above is straightforward:
Proposition 2.1. Definitions 2.1, 2.2, 2.3 and 2.4 are equivalent.
Corollary 2.2. For any f ∈ Homeo0(Σg), ρ(f) is a compact and connected set
containing 0.
When restricted to an f -invariant set K ⊂ Σg, the rotation set ρK(f) can be
defined equivalently by any of the following options:
(1) ρK(f) =
{
limi
[γ−1
fni (xi)
·(ft(xi))t∈[0,ni]·γxi ]
ni
: xi ∈ K, ni ↗∞
}
⊂ R2g,
(2) ρK(f) =
{
limi
[γ−1
fni (xi)
·fni (γxi )]
ni
: xi ∈ K, ni ↗∞
}
⊂ R2g,
(3) ρK(f) =
{
limi
fˆni (xi)−xi
ni
: xi ∈ Σabg ∩ pi−1ab (K), ni ↗∞
}
⊂ R2g,
(4) ρK(f) =
⋃{L : L = limH fˆni (Kˆ)ni , ni ↗∞}, where Kˆ = D ∩ pi−1ab (K) and
D is a compact fundamental domain of Σabg .
That is exactly analogous to the discussion for the global rotation set.
2.2. Fitted axiom A diffeomorphisms. In this section we review the definition
of fitted axiom A diffeomorphisms, and state the results about them that are rele-
vant for this work. Throughout this article, we define diffeomorphisms as bijective
maps f : M →M so that both f and f−1 are C1 maps with invertible differentials
at every point of M .
Recall that an invariant compact set Λ of a diffeomorphism f : M →M defined
in a Riemannian manifold, is hyperbolic if there exists a df -invariant splitting TM =
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Es ⊕ Eu defined on Λ, a positive constant C and a positive constant λ ∈ (0, 1) so
that:
(i) dxf(E
s
x) = E
s
f(x) and ‖dxfn|Exs ‖ < Cλn,
(ii) dxf(E
u
x ) = E
u
f(x) and ‖dxf−n|Exu‖ < Cλn.
For this kind of invariant set we have the celebrated Stable manifold Theorem. Let
us state the definitions involved in that result. For a homeomorphism f : M →M
• the ε-stable set of a point x ∈M is defined by
W sε (x, f) = {y ∈M : d(fnx, fny) < ε n ∈ N},
• the ε-unstable set of a point x ∈M is defined by
Wuε (x, f) = {y ∈M : d(f−nx, f−ny) < ε n ∈ N},
• the stable set of a point x ∈M is defined by
W s(x, f) = {y ∈M : d(fn(x), fn(y))→n→+∞ 0},
• the unstable set of a point x ∈M is defined by
Wu(x, f) = {y ∈M : d(fn(x), fn(y))→n→−∞ 0}.
Theorem 2.3 (Stable manifold Theorem, [KH], Section 6). Let Λ be a hyperbolic
compact invariant set of a diffeomorphism f : M →M . Then there exists ε > 0 so
that for any x ∈ Λ
(1) W sε (x, f) is a C
1 embedded manifold tangent to Esx, which varies C
1 con-
tinuously with the point x ∈ Λ.
(2) W sε (x, f) ⊂W s(x, f).
(3) W s(x, f) =
⋃
n∈N f
−n(W sε (f
n(x), f)) which is C1 immersed manifold.
The analogous statement holds for the unstable set.
A basic piece Λ ⊂M of a diffeomorphism f : M →M is a hyperbolic set having
the following two properties:
(1) Λ is transitive,
(2) Λ is a local maximal invariant set: there exists a neighbourhood U of Λ so
that
Λ =
⋂
n∈Z
fn(U).
Whenever Λ =
⋂
n∈N f
n(U) we say that Λ is an attractor. If Λ is an attractor for
f−1 we say that Λ is a repellor. The dimension of the unstable bundle is constant
on Λ, due to the continuity of the stable and unstable bundles and the existence
of a transitive point. We call this integer index of Λ, which in surfaces can be 0, 1,
or 2: 0 for an attractor, 2 for a repellor. A basic piece of index 1 is called a saddle
piece.
A wandering point x of f : M → M is a point contained in an open set U so
that U ∩ fn(U) = ∅ for every positive integer. The non-wandering set is given by
the complement of the set of wandering points, and is usually denoted by Ω(f). A
diffeomorphism f : M →M is called axiom A if
(i) Ω(f) = cl[Per(f)],
(ii) Ω(f) is hyperbolic.
We have the following renowned result by S. Newhouse.
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Theorem 2.4 (Spectral decomposition theorem, [N]). Let f : M →M be an axiom
A diffeomorphism. Then there exist a finite number of pairwise disjoint basic pieces
Λ1, ...,Λn ⊂ M for f such that Ω(f) = Λ1 ∪ ... ∪ Λn. Further, for each i = 1, ..., n
there exists a finite number of compact and pairwise disjoint sets Λi,0, ...,Λi,ki−1
such that:
• for every j = 0, ..., ki − 1 we have f(Λi,j) = Λi,j+1 mod(ki);
• for every j = 0, ..., ki−1 and x ∈ Λi,j the sets Wu(x, f),W s(x, f) are dense
in Λi,j;
• for every j = 0, ..., ki − 1 we have that fki |Λi,j is topologically mixing.
In the case where Ω(f) has topological dimension zero, the dynamics on each
basic piece can be related to a sub-shift of finite type. In what follows we recall
some aspects of this identification.
In this article we call a partition of a set K ⊂ Σg to a covering P of K by finite
disjoint sets. We say that P is regular if its elements are topological squares, inter-
secting K in relative open sets of K. Given a partition P = {P1, . . . , PN} of some
f -invariant set K, we may consider the itinerary function ξ : K → {1, . . . , N}Z,
defined by
ξx(i) = j iff f
i(x) ∈ Pj .
We say that a regular partition P of an f -invariant set K is a Markov Partition
whenever ξ is a homeomorphism defining a conjugacy between f : K → K and a
sub-shift of finite type σ : ΣA → ΣA, ΣA ⊂ {1, . . . , N}Z. Recall that a sub-shift of
finite type is the restriction of the full-shift to a family of sequences associated to
the an incidence n× n matrix A.
For a basic piece, we say that a Markov partition is adapted when its elements
are rectangles with sides contained in some local stable or unstable manifolds. If
the piece is an atractor/repellor we expect all the sides of the rectangles to be in
the local stable/unstable manifold of that piece. If it is a saddle, the rectangles
would have a pair of opposite sides in some stable manifolds, and the other two
sides in unstable manifolds.
We are now ready to state the theorem about Markov partitions associated to
totally disconnected basic pieces. The result that associates Markov partitions to
basic pieces is due to R. Bowen [Bo], and though it works in any dimension, we
are going to use a more refined statement for surfaces. Denote by dP the maximal
diameter of sets in P.
Theorem 2.5. [Be]
Let Λ be a totally disconnected basic piece of an axiom A surface diffeomorphism
f : Σ→ Σ. Then for every ε > 0 there exists an adapted Markov partition P of Λ
with dP < ε.
Hence Theorem 2.4 and Theorem 2.5 give us a precise description of the dynam-
ics on the non-wandering set of an axiom A diffeomorphism for which Ω(f) has
dimension zero.
We say that an axiom A diffeomorphism f : M →M is fitted if:
(i) Ω(f) is zero-dimensional,
(ii) whenever z ∈W s(x, f)∩Wu(y, f) then z is a point of transversal intersec-
tion between the two manifolds W s(x, f) and Wu(y, f) (we denote this by
z ∈W s(x, f)−tWu(y, f)).
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Denote by A(M) the set of fitted axiom A diffeomorphisms of M , and A0(M)
the subset of those that are isotopic to the identity. The following is an interesting
result by M. Shub and D. Sullivan, showing that fitted axiom A diffeomorphisms
are dense in the C0 topology.
Theorem 2.6. [SS]
Let M be a compact manifold. Then A(M) is dense in Homeo(M) with the C0
topology.
A nice exposition of this result in surfaces can be found in [F4]. A complementary
interesting result is given by Z. Nitecki, showing the semi-stability of these axiom
A diffeomorphisms in the C0 topology. Recall that a map g is semi-conjugated to
f if there exists a continuous and onto map h so that h ◦ g = f ◦ h.
Theorem 2.7. [Ni]
Let f : M →M be an axiom A diffeomorphism with the transversality condition
(ii). Then, there exists a C0 neighbourhood U(f) ⊂ Homeo(M) of f such that any
g ∈ U(f) is semi-conjugated to f by a semiconjugacy h homotopic to the identity.
Following, we state a list of well known properties for this kind of maps.
Proposition 2.8. Let f : M → M be a fitted axiom A diffeomorphism. Then the
following properties hold:
(1) Whenever we have three basic pieces Λ1, Λ2, Λ3 with W
u(x, f)∩W s(y, f) 6=
∅ and Wu(x′, f) ∩W s(y′, f) 6= ∅ for x ∈ Λ1, y ∈ Λ2, x′ ∈ Λ2 and y′ ∈ Λ3,
then we have that Wu(x, f) ∩W s(z, f) 6= ∅ for some z ∈ Λ3.
(2) For any basic piece Λ there exists a neighbourhood V of Λ so that if Wu(x′, f)∩
V 6= ∅ for x′ ∈ Ω(f) then Wu(x′, f) ∩W s(x, f) 6= ∅ for some x ∈ Λ. In
particular these two manifolds have a transverse intersection.
(3) Given any basic piece Λ we have that Λu = cl
[⋃
x∈ΛW
u(x, f)
]
is an attrac-
tor. If we take the stable manifold instead the unstable manifold we obtain
a repellor.
The first point is based in the so called λ-Lemma. The second and third re-
sult are folklore, and can be obtained from the C1-stability of the fitted axiom A
diffeomorphisms (see [KH] for these results).
One of the key objects we will consider is the heteroclinic relation on the set of
basic pieces of a fitted axiom A diffeomorphism f . If Gf = {Λ1, . . .ΛN} is the set
of basic pieces of f ∈ A(M), we write that Λi ≺ Λj if Wu(x, f) ∩W s(y, f) 6= ∅ for
some x ∈ Λi and y ∈ Λj . The relation ≺ is a partial order on Gf by Proposition
2.8 (point (1) for transitivity, and point (2) and the definition of basic piece for
antisymmetry). When Λi ≺ Λj we say that Λi precedes Λj or that Λj follows Λi. It
is a standard fact that the equivalence relation generated by ≺ has a single class,
i.e. the directed graph structure on Gf spanned by ≺ is connected.
We call a chain to any totally ordered set of basic pieces. A maximal chain is a
chain which is not properly contained in any other chain.
Remark 2.9. For f ∈ A(M) there exists k ∈ N so that every basic piece of fk is
topologically mixing. Moreover, given Λ,Λ′ basic pieces of fk, we have that Λ ≺ Λ′
if and only if there are Λ∗,Λ′∗ basic pieces of f satisfying Λ ⊆ Λ∗, Λ′ ⊆ Λ′∗ and
Λ∗ ≺ Λ′∗
2.3. Sub-shifts and shadowing. In what follows we consider sub-shifts of finite
type σ : ΣA ⊂ Σm → ΣA. We call a word of ΣA to the restriction of an element of
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ΣA to a subset of the form {i, i + 1, . . . , i + n} ⊂ Z, and its length to the number
n + 1. If τ is such a word, its length will be denoted by |τ |. Given two words τ1
and τ2 with domains {i, . . . , i+ n} and {i+ n+ 1, . . . , i+ n+ k} respectively, the
concatenation is given by τ1 ·τ2 : {i, . . . , i+n+k} → {0, . . . ,m−1} defined as τ1(j)
whenever j ∈ {i, . . . , i+n} and as τ2(j) whenever j ∈ {i+n+1, . . . , i+n+k}. Note
that τ1 · τ2 may or may not be a word of ΣA, depending on the values τ1(i+n) and
τ2(i + n + 1). The concatenation of finitely many and even infinitely many words
is naturally defined. The next lemma is very simple so we omit the proof.
Lemma 2.10. Consider a transitive sub-shift of finite type σ : ΣA → ΣA. Then
there exists a positive integer E so that given any two words τ1 and τ2 defined in
{a− n1, . . . , a} and {b, . . . , b+ n2} respectively, with b− a > E, we have a word ν
defined on {a+ 1, . . . , b− 1}, such that
τ1 · ν · τ2
is a word of ΣA.
If τ is a word of ΣA defined on {i, . . . , i + n} and m ∈ Z, we define τm on
{i+m, . . . , i+ n+m} by τm(j) = τ(j −m). Notice that τm is also a word of ΣA.
It consists of the same sequence of symbols as τ , but with shifted domain. We say
that a word τ defined on {i, . . . , i + p − 1} is periodic if τ · τp is a word, where
τp is defined in {i + p, . . . , i + 2p − 1} as above. From a periodic word τ we can
concatenate in a natural way and define powers τn := τ · τp · . . . · τ(n−1)p of τ for
n ∈ N, which are also words. Taking the natural infinite concatenation of periodic
words τ we recover the periodic points of σ : ΣA → ΣA.
In what follows we want to introduce a generalization of the Shadowing Lemma
for chains of basic pieces of a fitted axiom A diffeomorphism f . For a small enough
partition P = {P1, . . . , Pn} of a basic piece Λ, the classic Shadowing Lemma states
that any pseudo-orbit whose jumps are contained in the boxes P1, . . . , Pn is shad-
owed by a real orbit from a distance bounded above by dP , and it is a crucial step
towards proving the existence of Markov partitions. In order to study the rotation
set generated by chains, we want to shadow certain pseudo-orbits going from one
basic piece to another one, which is larger with respect to the heteroclinical relation.
We need to introduce some notation.
Let S = (Λ1  · · ·  ΛN ) be a sequence of basic pieces of f , possibly with
repetition, ordered by the heteroclinical relation. Let Pi be a Markov partition of
Λi that induces a conjugation of f with a sub-shift ΣAi on Λi. A word sequence
supported on S is (w1, . . . , wN ) where wi is a word of ΣAi defined on Ii ⊂ Z, and
max Ii < min Ii+1 for i = 1, . . . , N − 1.
We also say that the word sequence (w1, . . . , wN ) is supported on C, the under-
lying chain formed by the elements of S. For n ∈ N, we say that (w1, . . . , wN ) is
n-spaced if min Ii+1 − max Ii > n for every i = 1, . . . , N − 1. It will be useful to
notice that any set of words w1, . . . , wN can be arranged in a n-spaced sequence
by shifting domains, i.e. there exist p1, . . . , pN ∈ Z so that ((w1)p1 , . . . , (wN )pN ) is
n-spaced.
Finally, the word sequence (w1, . . . , wN ) is shadowed if there exists x ∈ M so
that
f j(x) belongs to the element Pwi(j) of Pi whenever j ∈ Ii.
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The result we need is a generalization of the shadowing lemma (see [KH]) that
works for a union of basic pieces that belong to some chain. We omit its proof,
which runs exactly as the one of the shadowing lemma for basic pieces, making use
of the transversality property of the fitted axiom A map.
Theorem 2.11. Let f : M → M be a fitted axiom A diffeomorphism and S =
(Λ1  · · ·  ΛN ) a sequence of basic pieces of f . Then there exists ε0 so that for
any family of adapted Markov partitions Pi of Λi, i = 1, . . . , N , with dPi < ε0,
there is a positive integer n0 for which any n0-spaced word sequence (w1, . . . , wN )
is shadowed.
3. Rotation set for fitted axiom A diffeomorphisms
In the first part of this section we will show that rotation sets of basic pieces
are rational polyhedra, namely, convex sets of H1(Σg,R) ⊆ R2g with finitely many
extremal points that lie in Q2g. The proof of this fact is based on ideas of [Zi] and
[P]. Then we will turn to study the rotation set generated by chains of basic pieces
in fitted axiom A diffeomorphisms.
For a chain C = {Λ1 ≺ . . . ≺ ΛN} of basic pieces of f ∈ A0(Σg), define
ρC(f) = conv
(
N⋃
i=1
ρΛi(f)
)
The principal theorem of the section, whose proof relies on Theorem 2.11, is the
following.
Theorem 3.1. Let f ∈ A0(Σg) and G its graph of basic pieces. Then
ρ(f) =
⋃
C
ρC(f)
where C ranges over all maximal chains of Gf .
Together with the results about the rotation sets of basic pieces, this implies
that ρ(f) is a finite union of convex sets, which are rational polyhedra. We start
with some definitions.
Let K ⊂ Σg be an invariant compact set for f ∈ A0(Σg), admitting a Markov
partition P. This implies that K is contained in a finite union of pairwise dis-
joint topological disks, namely the elements of P. This allows us to construct a
fundamental domain D ⊂ Σabg for the abelian cover, so that every element of P is
contained in the projection of the interior of D. Thus for every P ∈ P we have
that Pˆ := pi−1ab (P ) ∩D is homeomorphic to P through the projection piab. In this
configuration we say that the fundamental domain D is adapted to P. We say that
P is a rotational Markov partition if there is a fundamental domain D ⊂ Σabg that
is adapted for both P and f∗(P) = {f(P ) : P ∈ P}. In other words, so that both
P and f(P ) are contained in piab(int(D)) for every P ∈ P.
Consider P = {P1, . . . , PN} be a rotational Markov partition for K with an
adapted fundamental domain D. Define Pˆi := pi
−1
ab (Pi) ∩ D for i = 1, . . . , N , and
notice that there are unique deck transformations Ti of Σabg so that fˆ(Pˆi) ⊂ Ti(D).
Recall that the deck transformations for this covering are given by translations by
vectors in Z2g, so we can write Ti(x) = x + Ti, Ti ∈ Z2g. Hence to every Pi ∈ P
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(for i = 1, . . . , N) we can associate Ti ∈ Z2g with fˆ(Pˆi) ⊂ D+Ti. From this simple
fact we can obtain the following important lemma.
Lemma 3.2. In the situation above, for every x ∈ K and every positive integer
n ≥ 1 we have that ∣∣∣∣∣∣fˆn(xˆ)−
n−1∑
j=0
Tξx(j)
∣∣∣∣∣∣ < diam(D),
where xˆ is the unique point in pi−1ab (x) ∩D and ξx is the itinerary function for the
rotational Markov partition applied to x.
Proof. We proceed by induction proving the following fact: for every n ≥ 1 we have
fˆn(xˆ) in D +
∑n−1
j=0 Tξx(j). The base case n = 1 is trivial, so assume that it holds
for n− 1 ∈ N. Then
fˆn−1(xˆ) ∈
D + n−2∑
j=1
Tξx(j)
 ∩ pi−1ab (Pξx(n−1)) = Pˆξx(n−1) + n−2∑
j=1
Tξx(j).
Now, using the fact that these Deck transformations commute with the map fˆ ,
we have
fˆn(xˆ) = fˆ(fˆn−1(xˆ)) ∈ fˆ(Pˆξx(n−1)) +
n−2∑
j=1
Tξx(j) ⊂ D +
n−1∑
j=1
Tξx(j).

This clearly implies the following corollary.
Corollary 3.3. Let f ∈ Homeo0(Σg), K an f -invariant set and P a rotational
Markov partition of K. Then,
ρK(f) =
{
lim
i
∑ni−1
j=1 Tξxi (j)
ni
: xi ∈ pi−1ab (K) ∩D, ni ↗ +∞
}
where ξxi is the itinerary of xi for the rotational Markov partition P.
From this fact we can apply the result of [Zi] to conclude the following.
Corollary 3.4. Let f ∈ Homeo0(Σg), and K an f -invariant set that admits a
rotational Markov partition P. Then ρK(f) is a polyhedron of R2g with vertices in
Q2g, each of which is realized by a periodic orbit.
We now turn to study the rotation set generated by chains of basic pieces of fitted
axiom A diffeomorphisms. Given a chain C = {Λ1 ≺ · · · ≺ ΛN} of f ∈ A0(Σg)
define
ρC(f) = conv
(
N⋃
i=1
ρΛi(f)
)
the rotation set of the chain. Our goal is to prove the following result:
Proposition 3.5. Let C = {Λ1 ≺ · · · ≺ ΛN} be a chain of basic pieces of f ∈
A0(Σg). Then ρC(f) is a rational polyhedron contained in the rotation set ρ(f).
By Corollary 3.4 we know that ρC(f) is a rational polyhedron in R2g so we only
need to prove the inclusion ρC(f) ⊂ ρ(f).
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Denote Ei = {vi,1, . . . , vi,mi} the set of extremal points of ρΛi(f) for i = 1, . . . , N
and recall from Corollary 3.4 that the elements of Ei ⊆ Q2g are realized by peri-
odic orbits in Λi. We introduce the set of indices J = {(i, j) : i = 1, . . . , N, j =
1, . . . ,mi} which we consider lexicographically ordered. We also consider the se-
quence S = (Λi,j = Λi : (i, j) ∈ J), which has underlying chain C and repeats mi
times the piece Λi.
Take 0 > 0 given by Theorem 2.11 for the sequence S, and P1, . . . ,PN rotational
Markov partitions of Λ1, . . . ,ΛN respectively, satisfying dPi < 0. Consider also n0
given by Theorem 2.11 for the sequence S and the partitions Pi,j = Pi. For
i = 1, . . . , N consider the sub-shift ΣAi given by Pi and for each (i, j) ∈ J take
wi,j the periodic word of the sub-shift ΣAi associated to the periodic orbit in Λi
realizing vi,j .
Given X = (ki,j) ∈ NJ we can choose (pi,j) ∈ NJ so that shifting wki,ji,j by pi,j
we obtain a n0-spaced word sequence of the form
w(X) = ((wi,j)
ki,j
pi,j : (i, j) ∈ J).
Note that the lexicographic order on J gives the order of this sequence. There
are many possible choices for (pi,j) that lead to different word sequences as above.
To determine w(X) uniquely, we choose (pi,j) with p1,1 = 0 and so that the gaps
between the domains of the words (wi,j)
ki,j
pi,j have length n0 + 1.
As a consequence of Theorem 2.11 we have the following.
Lemma 3.6. In the situation above, for any X ∈ NJ the word sequence w(X) is
shadowed.
The goal now is to compute the rotation vectors generated by points shadowing
the word sequences involved in Lemma 3.6. So take X ∈ NJ and x ∈ Σg that
shadows w(X). We consider
n =
∑
(i,j)∈J
ki,j |wi,j |+ (n0 + 1)(|J | − 1)
which is the number of iterations needed for x to complete the shadowing of w(X),
recalling that |J | − 1 is the number of gaps between the domains of the words of
w(X) and n0 + 1 is the length of those gaps. We remark that both x and n depend
on X, while N0 := (n0 + 1)(|J | − 1) is constant.
Let xˆ be the lift of x to a fundamental domain D ⊂ Σabg , which is adapted for
all the partitions Pi and f∗(Pi) for i = 1, . . . , N . Then Lemma 3.2, together with
a telescopic argument, gives us the estimation∣∣∣∣∣∣fˆn(xˆ)−
∑
(i,j)∈J
ki,j |wi,j |vi,j
∣∣∣∣∣∣ < δfN0 + diam(D)|J |
where
δf = sup{|fˆ(y)− y| : y ∈ Σabg }
Notice that δf <∞ since fˆ is a lift of a map that is isotopic to the identity.
Now we fix ti,j ∈ [0, 1] for (i, j) ∈ J with
∑
(i,j)∈J ti,j = 1. It is clear that we can
take X → ∞ (meaning, each coordinate goes to ∞) along a sequence that makes
ki,j |wi,j |
n → ti,j . So we get that
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lim
X→∞
fˆn(xˆ)
n
= lim
X→∞
∑
(i,j)∈J
ki,j |wi,j |
n
vi,j =
∑
(i,j)∈J
ti,jvi,j .
Thus we find that any convex combination of the points in E1 ∪ · · · ∪ EN is
obtained as a limit in the definition of rotation set, concluding that ρC(f) ⊂ ρ(f)
and proving Proposition 3.5.
Thus, we obtained that for f ∈ A0(Σg) we have⋃
C
ρC(f) ⊂ ρ(f) (3.1)
where C ranges over all chains of Gf . Clearly we obtain the same result considering
only the maximal chains.
Note that the sets appearing in the union in 3.1 are rational polyhedra in R2g.
In what follows we prove the complementary inclusion, in order to obtain Theorem
3.1. We start with two preliminary results.
Lemma 3.7. Let Λ1, . . . ,ΛN be the basic pieces of f ∈ A0(Σg). There exists a
family of pairwise disjoint neighbourhoods V1, . . . , VN of Λ1, . . . ,ΛN respectively, so
that whenever fn(Vi) ∩ Vj 6= ∅ for some n ∈ N, we have Λi ≺ Λj.
Proof. We start by considering, for each basic piece Λi, the neighbourhood V
′
i given
by item (2) of Proposition 2.8. Thus whenever Λi 6≺ Λj we have that Wu(Λi, f) :=⋃
x∈ΛiW
u(x, f) does not meet V ′j . Further, as cl(W
u(Λi, f)) is an attractor (by
item (3) of Proposition 2.8), we can consider a forward-invariant neighbourhood
Si,j which we can assume does not meet V
′
j . Let
Si =
⋂
j: Λi 6≺Λj
Si,j
and consider Vi = V
′
i ∩ Si for i = 1, . . . , N . These neighbourhoods satisfy the
statement: Let i0, j0 ∈ {1, . . . , N} so that fn(Vi0) ∩ Vj0 6= ∅ for some positive
integer n. Then fn(Si0) ∩ V ′j0 6= ∅, so Λi0 ≺ Λj0 .

We remark that the neighbourhoods V1, . . . , VN in Lemma 3.7 can be taken
arbitrarily small. In the following lemma we make some further observations about
these neighbourhoods. We use the notation
O(x, f) := {fn(x) : n ∈ Z}
for the orbit of x under f .
Lemma 3.8. Let Λ1, . . . ,ΛN be the basic pieces of f ∈ A0(Σg), and V1, . . . , VN a
family of neighborhoods of these basic pieces as in Lemma 3.7. Then
(1) there exists a positive constant κ ∈ N so that for every x ∈ Σg∣∣∣∣∣O(x, f) ∩
(
Σg \
N⋃
i=1
Vi
)∣∣∣∣∣ < κ.
(2) If fn1(x) ∈ Vi1 and fn2(x) ∈ Vi2 with n1 < n2, then Λi1  Λi2 .
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Proof. It is a general fact for a map in a compact metric space that given any
neighbourhood of the non-wandering set, the iterations of any point which are
contained in the complement of that neighbourhood is uniformly bounded, which
implies the first fact. The second fact is straightforward from Lemma 3.7. 
For the rest of this section we take f ∈ A0(Σg), consider Λ1, . . . ,ΛN its basic
pieces and let V1, . . . , VN be the family of neighbourhoods given in Lemma 3.7.
Since we can take these neighbourhoods arbitrarily small, we may assume that the
components of Vi form a rotational Markov partition Pi of Λi, for i = 1, . . . , N .
The following is a consequence of the shadowing lemma for hyperbolic pieces.
Lemma 3.9. In the situation above, consider x ∈ Σg and i ∈ {1, . . . , N} so that
f j(x) ∈ Vi for all j ∈ I = {a, . . . , a + m}. Then there exists x′ ∈ Λi so that f j(x)
and f j(x′) belong to the same element of Pi for every j ∈ I.
We fix κ as in Lemma 3.8 for the neighbourhoods V1, . . . , VN under consideration.
Then Lemma 3.8 implies the following.
Corollary 3.10. In the context above, for every x ∈ Σg and every n ∈ N we have a
unique sequence of intervals I1, . . . , Ir ⊂ {0, . . . , n}, and a sequence of basic pieces
Λi1 , . . . ,Λir , so that
(1) max Is < min Is+1 for s = 1, . . . , r − 1,
(2) |{0, . . . , n} \⋃rs=1 Is| < κ,
(3) f j(x) ∈ Vis for j ∈ Is, s = 1, . . . , r, and the intervals Is are maximal among
those with this property,
(4) Λi1  · · ·  Λir .
Notice that both the number of intervals (i.e. r) and their lengths are dependent
on x and n. However, due to (2) and the maximality condition in (3), we have that
r is bounded by κ+ 1 plus the maximum length of a chain (observe that (4) allows
for repetition of basic pieces). Denote S(x, n) = (Λi1  · · ·  Λir ) the sequence of
basic pieces given in Corollary 3.10, and by C(x, n) its underlying chain.
We are now ready to conclude that ρ(f) ⊂ ⋃C ρC(f) which, together with Propo-
sition 3.5, implies Theorem 3.1. To do so, take an arbitrary v ∈ ρ(f) and write it
as
v = lim
k
fˆnk(xk)− xk
nk
where nk ↗∞ and xk ∈ Σabg . Let yk = piab(xk), and notice that S(yk, nk) varies in
a finite set, since its length is bounded. Thus, up to taking a sub-sequence we may
assume that S(yk, nk) is constant and denote it by S = S(yk, nk) = (Λi1  · · · 
Λir ). We will show that v ∈ ρC(f) where C = C(yk, nk) is the underlying chain of
S.
For each k ∈ N let I(k)1 , . . . , I(k)r be the intervals in {0, . . . , nk} obtained applying
Corollary 3.10 to yk and nk. As noted in the paragraph above, r is constant, but
the intervals themselves depend on k and they cover {0, . . . , nk} up to at most κ
elements. Denote I
(k)
s = {a(k)s , . . . , b(k)s } for s = 1, . . . , r, and also set b(k)0 = 0 and
a
(k)
r+1 = nk. Then we have
0 = b
(k)
0 ≤ a(k)1 ≤ b(k)1 < a(k)2 ≤ b(k)2 < · · · < a(k)r ≤ b(k)r ≤ a(k)r+1 = nk
r∑
s=0
(a
(k)
s+1 − b(k)s ) ≤ κ
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and f j(yk) ∈ Vis whenever a(k)s ≤ j ≤ b(k)s . In order to avoid heavy notation we
will write ai = a
(k)
i and bi = b
(k)
i , omitting the explicit dependence on k until we
need to focus on it.
Next we expand fˆnk(xk)− xk as a telescopic sum
fˆnk(xk)−xk = (fˆar+1(xk)−fˆ br (xk))+(fˆ br (xk)−fˆar (xk))+· · ·+(fˆa1(xk)−fˆ b0(xk))
which allows us to obtain the bound∣∣∣∣∣(fˆnk(xk)− xk)−
r∑
s=1
(fˆ bs(xk)− fˆas(xk))
∣∣∣∣∣ ≤ κδf
where we recall that δf = sup{|fˆ(y) − y| : y ∈ Σabg }. Now we consider ysk ∈ Λis
for s = 1, . . . , r, given by applying Lemma 3.9 to yk for each is. Thus f
j(yk) and
f j(ysk) are in the same element of Pis whenever as ≤ j ≤ bs. Let xsk be the lift of
ysk such that fˆ
as(xsk) is in the same fundamental domain as fˆ
as(xk). Equivalently,
we may require that fˆas(xsk) is in the same component of pi
−1
ab (Vis) as fˆ
as(xk).
Since Pis is a rotational Markov partition, we get that fˆ bs(xsk) is in the same
fundamental domain as fˆ bs(xk), using a similar argument to that of Lemma 3.2.
Thus ∣∣∣(fˆ bs(xk)− fˆas(xk))− (fˆ bs(xsk)− fˆas(xsk))∣∣∣ ≤ 2 diam(D)
where we recall that piab(x
s
k) ∈ Λis .
Combining the two previous bounds, we may conclude that
v = lim
k
1
nk
r∑
s=1
(fˆ bs(xk)− fˆas(xk)) = lim
k
1
nk
r∑
s=1
(fˆ bs(xsk)− fˆas(xsk))
which we will write as
v = lim
k
r∑
s=1
bs − as
nk
· fˆ
bs(xsk)− fˆas(xsk)
bs − as
As we study the limit as k → +∞, it is convenient to recall explicitly the
dependence on k of as = a
(k)
s and bs = b
(k)
s . Recalling their definition and point
(2) in Corollary 3.10, it is clear that
r∑
s=1
b
(k)
s − a(k)s
nk
→ 1 and b
(k)
s − a(k)s
nk
∈ [0, 1].
Passing to an appropriate sub-sequence in k we may assume convergence:
b
(k)
s − a(k)s
nk
→ ts for ts ∈ [0, 1] with
r∑
s=1
ts = 1, and also
lim
k
fˆ b
(k)
s (xsk)− fˆa
(k)
s (xsk)
b
(k)
s − a(k)s
= vs for vs ∈ ρΛis (f)
Therefore we get v =
∑r
s=1 tsvs ∈ ρC(f) = conv(ρΛi1 (f), . . . , ρΛir (f)), as desired.
This concludes the proof of Theorem 3.1.
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4. Quasi-invariant surfaces and Conley decomposition
We introduce here two important tools that will be used in the next sections:
quasi-invariant surfaces (defined below) and decompositions of our configuration
space Σ given by the Fundamental Theorem of the Dynamical Systems [Co]. These
two objects are strongly related, as the mentioned decompositions of Σ are given
by families of surfaces that may only fail to be quasi-invariant by small technical
details. On the other hand some quasi-invariant surfaces that we will employ are
not associated to these decompositions. Let us start by defining quasi-invariant
surfaces for a homeomorphism f : Σ→ Σ.
When we talk about a subsurface S ⊆ Σ we understand it to be compact and
topologically embedded in Σ, not necessarily connected. As such, the boundary ∂S
is a union of disjoint simple closed curves, which is non empty unless S = Σ, and
the complement Σ \ S is also a subsurface.
Given an homeomorphism f : Σ → Σ we say that S is quasi-invariant under
f if there exists a disjoint family of annuli Aγ , one for each boundary component
γ ⊆ ∂S so that:
(1) Aγ ⊆ Σ \ Ω(f),
(2) Aγ ∩ S = γ,
(3) f(S) ∪ f−1(S) ⊆ S⋃(∪γAγ),
(4) Either f(γ) or f−1(γ) is contained in Aγ \ S.
If S ⊆ Σ is a subsurface, we denote by Fill(S) the union of S and all the
connected components of Σ \ S that are topological disks. We say that S is filled
when Fill(S) = S.
Remark 4.1. Notice that if S is quasi-invariant then its connected components
and Fill(S) are also quasi-invariant.
Given a connected subsurface S ⊂ Σ let i∗ : pi1(S) → pi1(Σ) be the morphism
induced by the inclusion map. We say that a connected subsurface S is:
• trivial whenever Im(i∗) is given by the trivial element,
• annular whenever Im(i∗) is isomorphic to Z,
• curved whenever Im(i∗) is not trivial nor isomorphic to Z.
Next we want to introduce some important lemmas concerning quasi-invariant
surfaces that will be used in the following sections. We start by introducing the
relevant notations. For a subsurface S of Σ we denote by H1(S) the image in
H1(Σ;R) = R2g of the homology map H1(S;R)→ H1(Σ;R) induced by the inclu-
sion. Notice that H1(S) = H1(Fill(S)).
Every time we consider a closed oriented surface Σ of negative Euler characteris-
tic, we shall fix a Poincare´ covering pi : D→ Σ. Recall that in this situation, given
any map f : Σ → Σ in the homotopy class of the identity, we have a unique lift
F : D→ D of f which extends as the identity map to ∂D. We call it the canonical
lift of f .
Lemma 4.2. Let f ∈ A0(Σ) and S ⊂ Σ be a connected surface that is quasi-
invariant under f . Then:
(1) S ∩ Ω(f) is f -invariant. Moreover, it is a union of basic pieces,
(2) If S is non-trivial and S˜ is a connected component of pi−1(S) we have that
S˜ ∩ pi−1(Ω(f)) is F -invariant,
GENERIC ROTATION SETS IN HYPERBOLIC SURFACES 17
(3) If S is trivial, then there is a closed curve α in Σ such that ρΛ(f) = {[α]}
for every basic piece Λ contained in S,
(4) If S is non-trivial and Λ ⊆ S is a basic piece, we have ρΛ(f) ⊂ H1(S).
Proof. Consider (Aγ) the disjoint family of closed annuli given by the quasi-invariance
of S and define
S1 := S ∪
 ⋃
γ⊆∂S
Aγ
 .
Since S1 \ S is contained in the complement of Ω(f) and f(S) ∪ f−1(S) ⊆ S1 we
deduce that f(S ∩ Ω(f)) and f−1(S ∩ Ω(f)) are contained in S proving the first
part of point (1). The second part follows from the first and the transitivity of
basic pieces, noting that S ∩ Ω(f) is both open and closed in Ω(f).
For point (2) assume that S is non trivial and consider S˜ a connected component
of pi−1(S). Let S˜1 be the connected component of pi−1(S1) containing S˜. Since F
lifts f we know that F±1(S˜) must be contained in some lift of S1. On the other
hand, F restricts to the identity on ∂D and the different lifts of S1 can be identified
by their accumulation points on ∂D, so we get that F±1(S˜) ⊆ S˜1. Observe that
S˜1 \ S˜ ⊆ pi−1(∪γAγ), which does not meet pi−1(Ω(f)), and this concludes the proof
of point (2) by the same argument used for point (1).
We proceed with the proof of point (3). Consider ft a homotopy between f0 = Id
and f1 = f , and let Ft be the lift of ft to the universal cover D that begins at
F0 = Id. According to our notation, we have F1 = F . Denote D := Fill(S) and
D1 := Fill(S1). Under the assumption for point (3) both D and D1 are disks.
Notice also that f(D) ⊆ D1. Let D˜ ⊆ D˜1 be lifts of D0 and D1. Then F (D˜) is
contained in gD˜1 for some g ∈ pi1(Σ), and we take α a closed curve representing
g. If Λ ⊂ S is a basic piece and x ∈ Λ, we consider a lift x˜ ∈ S˜ and notice that
{Ft(x˜)}t∈[0,1] can be homotoped to α with endpoints varying inside fundamental
domains of the covering (to be more specific, inside D˜ and gD˜1 respectively). As
this holds for any x ∈ Λ (including fk(x) for k ≥ 1) we see that ρΛ(f) = {[α]} as
desired.
Finally we turn to point (4). We can assume that S is filled, since H1(Fill(S)) =
H1(S) and the filling of a quasi-invariant surface is also quasi-invariant. Let piS :
ΣˆS → Σ be the covering space that corresponds to the subgroup i∗pi1(S) ≤ pi1(Σ).
Observe that ΣˆS consists of a 1 : 1 lift of S, that we denote Sˆ, together with open
annuli attached to each component of ∂Sˆ. Since S1 retracts by deformation onto S
we have that ΣˆS also contains a 1 : 1 lift of S1, that we call Sˆ1, with Sˆ ⊂ Sˆ1.
Let f t be the lift of the homotopy ft to this cover with f0 = Id. We denote
by f = f1 the corresponding lift of f . Since Sˆ1 \ Sˆ ⊆ pi−1S (∪Aγ), which does not
meet pi−1S (Ω(f)), we deduce that pi
−1
S (Ω(f)) ∩ Sˆ is f -invariant. If Λ ⊂ S is a basic
piece and x ∈ Λ, we take a lift xˆ ∈ Sˆ and notice that fn(xˆ) ∈ Sˆ for every n ∈ N.
Since ΣˆS retracts by deformation onto Sˆ we get that {f t(xˆ)}t∈[0,n] is homotopic
with fixed endpoints to a curve contained in Sˆ. Projecting this homotopy by piS
we get a homotopy with fixed endpoints of {ft(x)}t∈[0,n] into S. As this holds for
every x ∈ Λ, we get that
ρΛ(f) ⊆ H1(S)
for every basic piece Λ ⊆ S.
18 J. ALONSO, J. BRUM, A. PASSEGGI

For a fixed point x0 of f we introduce the notation ρ(f, x0) for the corresponding
rotation vector. In terms of the homotopy ft of Id to f , we may write ρ(f, x0) as
the homology class of the loop {ft(x0)}t∈[0,1]. In terms of the abelian lift fˆ , we
have ρ(f, x0) = fˆ(xˆ0)− xˆ0 for xˆ0 ∈ Σab lifting x0.
Lemma 4.3. Let f ∈ A0(Σ) and S ⊂ Σ be a non-trivial connected surface that is
quasi-invariant under f .
(1) If S is curved, then there is a zero-rotation fixed point in S.
(2) If Λ is a basic piece contained in Fill(S) \ S, then there is a fixed point x0
in S with ρΛ(f) = ρ(f, x0).
Proof. Following the notation in the proof of point (4) of Lemma 4.2, consider
piS : ΣˆS → Σ the covering space associated to i∗pi1(S) = i∗pi1(Fill(S)), and Sˆ
the closed lift of S to this cover. In this case S is not necessarily filled, but the
construction is the same as the one for Fill(S), and Sˆ is still homeomorphic to S.
Also consider an homotopy ft between f0 = Id and f1 = f , take f t the lift of ft to
ΣˆS starting at f0 = Id, and let f = f1, which is a lift of f .
Define
S0 := Fill
(⋃
n∈Z
f
n
(Sˆ)
)
.
Notice that S0 is f -invariant by construction, and by the properties of quasi-
invariance for S, it consists of Fill(Sˆ) together with semi-open annuli Cγ attached
to each boundary component γ ⊂ ∂Fill(Sˆ). Moreover, for each such γ we have
Cγ ∩ pi−1S (Ω(f)) = ∅, and in particular Cγ contains no fixed points of f . We shall
consider f restricted to S0. It is isotopic to the identity in S0 (which can be seen
by a standard construction), and has finitely many fixed points.
The key of the proof is the Lefschetz-Nielsen index theorem applied to f in S0.
The first equation given by this theorem relates the Euler characteristic of S0 with
the sum of indices of contractible fixed points of f :∑
x∈Fix(f) : ρ(f,x)=0
Ind(f, x) = χ(S0) (4.1)
On the other hand, recall that by Lemma 4.2 (point (2)), if D is a quasi-invariant
disk, there exists [α] ∈ H1(S0) (possibly 0) so that every basic piece Λ ⊆ D satisfies
ρΛ(f) = [α]. In particular, all fixed points in D have the same rotation vector.
Therefore, by the classical Lefschetz index theorem we get:
∑
x∈Fix(f)∩D : ρ(f,x)=v
Ind(f, x) =
{
1 if v = [α];
0 otherwise.
(4.2)
To prove point (1) notice that since S is curved we have χ(S0) < 0. Therefore
equations 4.1 and 4.2 imply the existence of p ∈ Fix(f) ∩ Sˆ with ρ(f, p) = 0. Thus
piS(p) is the desired fixed point.
The proof of point (2) is very similar. In this case we need to consider the second
part of the Lefschetz-Nielsen index theorem, for fixed points in a non-zero rotation
class. Namely, if [α] 6= 0 then:
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∑
x∈Fix(f) : ρ(f,x)=[α]
Ind(f, x) = 0 (4.3)
Consider Λ the basic piece in the hypothesis of point (2), and let Λˆ be the
corresponding lift in Fill(Sˆ). Notice that ρΛ(f) = (piS)∗ρΛˆ(f), thus it suffices to
work with f in S0 . First assume that ρΛˆ(f) 6= 0. Notice that the disk containing Λˆ
contributes with a +1 in the left side of 4.3 while the other disks in the complement
of Sˆ contribute with non-negative values. Therefore, applying equations 4.2 and
4.3 to v = ρΛˆ(f) we prove point (2) for this case.
If ρΛˆ(f) = 0 and S is curved we are in the hypothesis of case (1). It only remains
the case where S is annular, in which χ(S0) = 0 and the disk containing Λˆ produces
a +1 contribution in the left side of equation 4.1. Thus equations 4.1 and 4.2 give
the desired result.

Remark 4.4. With similar arguments as those in the proof of Lemma 4.3, we can
show that if S is a quasi-invariant surface that is not homeomorphic to an annulus,
then there exists a fixed point p ∈ S. This holds even when S is trivial, which is
the only case not covered in Lemma 4.3.
Next we recall Conley’s Fundamental Theorem for homeomorphisms in A0(Σ).
Theorem 4.5 ([Co]). Let f ∈ A0(Σ). Then there exists a continuous function
L : Σ→ R so that:
(1) L(x) ≥ L(f(x)) for all x ∈ Σ, and
(2) for any pair x, y ∈ Ω(f) we have L(x) = L(y) iff x and y belong to the
same basic piece of f .
A function L as in Theorem 4.5 is called a Lyapunov function. Lyapunov func-
tions are not unique, and neither are the partitions of Σ induced by their level sets.
By the construction in [Co], L can be considered smooth in the complement of
Ω(f).
Our aim is to give a decomposition of Σ into subsurfaces, each containing one
basic piece of f , that comes from some partition by level sets of a Lyapunov function.
That will be useful in order to decompose Σ into surfaces with quasi-invariance
properties, each containing a single basic piece. The starting idea is to take a
partition of Σ using level sets of a Lyapunov function L, choosing the levels as
to isolate the different basic pieces of f . There are technical issues with such a
partition by level sets that force us to make some modifications. Namely, we do not
want these surfaces to have components contained in the wandering set of f . The
gist of these modifications is to attach each of these wandering components, if they
exist, to a suitable neighbouring subsurface. Next we give the detail, including a
precise definition for what we consider as Conley surface associated to L.
We point out that, for ease of notation, we call a subsurface wandering if it does
not meet Ω(f).
Given a surface S we define WFill(S) as the union of S with all the connected
components of Σ \ S which are homeomorphic to either disks or annuli and do not
meet Ω(f). We say that WFill(S) is the wandering filling, or W-filling of S, and
that S is W-filled when S = WFill(S). Notice that disjoint subsurfaces meeting
Ω(f) have disjoint W-fillings. On the other hand, the W-filling of their union may
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be strictly larger than the union of their respective W-fillings, as there may be
wandering annuli bounded between the two subsurfaces.
As motivation for our definition of W-filling, we point out that for a surface of
the form S = L−1([a, b]), where L is a Lyapunov function and a, b ∈ R \ L(Ω(f)),
the W-filling of S agrees with the union of all the components of Σ \ S that do not
meet Ω(f). The proof of this fact follows that of Lemma 4.3, and we omit it.
In what follows we consider a Lyapunov function L that is smooth in the com-
plement of Ω(f). Given a basic piece Λ, we say that a subsurface S is a Conley
surface of Λ if it verifies the following conditions:
(1) Each component of ∂S is contained in some level set L−1(a) with a /∈
L(Ω(f)). (Where a depends on the component of ∂S).
(2) S ∩ Ω(f) = Λ,
(3) every connected component of S meets Λ,
(4) S is W-filled.
Points (3) and (4) are technical, their purpose is to avoid wandering components
in S or Σ\S. The existence of Conley surfaces follows from Theorem 4.5. Moreover,
we can decompose Σ into Conley surfaces, as we show in the next result.
Lemma 4.6. Given f ∈ A0(f) with basic pieces Λ1, . . . ,ΛN and a Lyapunov func-
tion L that is smooth in Σ \ Ω(f), we can find a family of surfaces S1, . . . , SN
associated to L so that:
(1) int(Si) ∩ int(Sj) = ∅ whenever i 6= j.
(2)
⋃N
i=1 Si = Σ,
(3) For every i = 1, . . . , N we have that Si is a Conley surface for Λi.
A family of surfaces that satisfies the statement of Lemma 4.6 will be called a
Conley decomposition of Σ for f .
Proof. As we outlined earlier, we begin by taking a1, . . . , aN+1 ∈ R \ L(Ω(f)) as
regular values of L so that S0i = L−1([ai, ai+1]) contains Λi. Let S′i be the union of
all the connected components of S0i that meet Ω(f). These surfaces satisfy (1)-(3)
in the definition of Conley surfaces, and are pairwise disjoint except possibly at
their boundaries. We also observe that if Σ \∪iS′i is non empty, then its connected
components are contained in the wandering set and consist on either disks or annuli,
as can be proved by the same argument used for Lemma 4.3.
We take S′′i = WFill(S
′
i). Notice that S
′′
i is already a Conley surface for the
basic piece Λi. Their interiors are also pairwise disjoint, by the properties of the
W-filling.
On the other hand, ∪iS′′i may not yet cover Σ. Passing to S′′i = WFill(S′i) adds
in the wandering disk components of Σ \ ∪iS′i, as well as the wandering annuli
that have both boundary components in the same surface S′i. (In fact, these annuli
are not present, but the proof is cumbersome and we will not need it). Thus
the components of Σ \ ∪iS′′i are wandering annuli, with boundary components on
different surfaces S′′i . For each of these annuli, we choose one neighbouring surface
S′′i and attach the annuli to it.
This gives the construction of the surfaces Si in the statement.

Remark 4.7.
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Figure 4.1. The picture illustrates in gray a Conley surface,
which can be obtained as follows: starting with S′i, then taking
its WFill by adding up the disk D1 and not D2, as this last disk
meets the non-wandering set, which is depicted by the black box.
Then one can add adjacent wandering annuli as is the case of A1,
and could further add the annuli A2 and A3.
(1) The construction in Lemma 4.6 gives Conley surfaces S that have the fol-
lowing form:
There are a, b ∈ R \ L(Ω(f)) so that S is the W-fill of the union of the
components of L−1([a, b]) that meet Ω(f), together with wandering annuli,
each attached to one boundary component.
(2) Every Conley decomposition of Σ associated to the Lyapunov function L is
obtained from the construction in the proof of Lemma 4.6, except possibly
by varying each curve on the decomposition within the same class of the
Morse Theory of L.
(3) With similar arguments as in the proof of Lemma 4.6, we can obtain that
any Conley surface for f is part of a Conley decomposition. Thus Lemma
4.6 gives a general way to construct Conley surfaces.
As we pointed out at the beginning of this section, Conley and quasi-invariant
surfaces are closely related. Showing this relationship will be our next goal. We
begin with a preliminary result that will be useful in general for proving quasi-
invariance of subsurfaces. It is worth to point out that this is specific for hyperbolic
surfaces, and is not true for the torus.
Lemma 4.8. Consider f ∈ A0(Σ) and γ an essential simple closed curve satisfying
fn(γ) ∩ γ = ∅ for every n > 0
Then the annulus bounded by γ and fn(γ) does not meet Ω(f) for every n > 0.
Proof. Since f is isotopic to the identity, fn(γ) is homotopic to γ for all n, and the
subsurface of Σ with boundary γ ∪ f(γ) is an annulus A0. We consider the semi-
open annulus A = A0 \ f(γ). Suppose there exists k > 0 so that fk(A) ∩ A 6= ∅.
We can consider the first such k, so that fm(A) ∩ A = ∅ for 0 < m < k. Notice
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that fk(γ) cannot meet A, since fk−1(A) is adjacent to fk(A) at fk(γ). Since
fk+1(γ) ∩ (γ ∪ f(γ)) = ∅, this leaves us with two possibilities: either A ⊂ fk(A)
or fk+1(γ) is contained in the interior of A. The first possibility is ruled out by
considering the annulus B between fk(γ) and γ, and observing that f would map B
to f(B) reversing orientation. To exclude the second one, observe that ∪i=ki=0f i(A)
would be homeomorphic to a torus, which contradicts the hypothesis that Σ is a
connected surface of higher genus.
Therefore we have that f i(A) ∩ A = ∅ for every i > 0, which implies that
∪i=∞i=0 f i(A) is a semi-open annulus disjoint from Ω(f). In particular, the annulus
between γ and fn(γ) does not meet Ω(f) for every n > 0. 
The following result gives the relationship we seek, going from Conley surfaces
to quasi-invariant surfaces.
Lemma 4.9. Let f ∈ A0(Σ) and S be a Conley surface which has a non-trivial
connected component. Then the following hold.
(1) S is connected,
(2) there exists k ∈ N so that S is quasi-invariant under fk,
(3) Fill(S) is quasi-invariant under f .
Moreover, if S′ is another connected and non-trivial Conley surface that is adjacent
to S in the same Conley decomposition of Σ, then Fill(S) ∪ Fill(S′) is also quasi-
invariant.
Proof. Take S∗ a non-trivial connected component of S. We shall split the proof
into a series of claims, showing first that Fill(S∗) is quasi-invariant and that S = S∗.
This will imply points (1) and (3) immediately, and will be useful for the rest of
the statement, that will be left for the end of the proof.
In order to simplify notation we will assume first that S is the W-filling of the
connected components that meet Ω(f) of L−1([a, b]) for some a, b ∈ R. That is to
say that S has the form given in Remark 4.7 point (1), with no wandering annuli
attached to the boundary. In other words, we are assuming S is of the form S′′i in
the proof of Lemma 4.6. We shall prove Claims 1 to 3 below assuming this form for
S, and afterwards we will generalize for S as in point (1) of Remark 4.7, possibly
with wandering annuli attached at the boundary. By points (2) and (3) of the same
Remark 4.7, this gives the lemma for S a general Conley surface.
Denote S0 := Fill(S∗) and for each boundary component γ ⊆ ∂S0 define
γ′ :=
{
f(γ) if L(γ) = a;
f−1(γ) if L(γ) = b. (4.4)
Claim 1: S0 is quasi-invariant.
Observe that γ′ ⊆ Σ \ S0 for every γ ⊆ ∂S0, by point (1) in Theorem 4.5. First
we see that
γ′1 ∩ γ′2 = ∅ whenever γ1 6= γ2
When γ1 and γ2 have the same image under L it follows from injectivity of either
f or f−1. When they have different images under L, it follows from point (1) in
Theorem 4.5.
Notice that since S0 is filled and non-trivial, each component γ ⊆ ∂S0 is essential
and so γ and γ′ bound an annulus Aγ , adjacent to S0 by γ. By point (1) in Theorem
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4.5 we see that fn(γ) ∩ γ = ∅ for every n > 0, thus we may apply Lemma 4.8 to
conclude that Aγ ∩ Ω(f) = ∅. Next we see that
Aγ1 ∩Aγ2 = ∅ whenever γ1 6= γ2
Suppose this is not the case. Since all the boundary curves are pairwise disjoint
and both annuli are disjoint from S0, we get that γ
′
1 ⊂ int(Aγ2) and C := Aγ1 ∪Aγ2
is an annulus. Also notice that int(C) is a component of Σ \ S0 and C ∩Ω(f) = ∅,
but this contradicts the fact that S0 is W-filled.
Define
S1 := S0 ∪ (∪γAγ)
We have that f(S0) ⊆ S1, since f(S0) ∩ S1 is non-empty and both open and
closed in f(S0). Similarly f
−1(S0) ⊆ S1. Therefore we have shown that S0 is
quasi-invariant under f , using the family of annuli Aγ . This shows Claim 1.
Claim 2: S = S∗.
Let Λ be the basic piece associated to S. We obtained from the previous claim
that Ω(f) ∩ S0 is f -invariant, so Λ ⊂ S0. Thus if there are any components of
S other than S∗, they must be contained in S0 = Fill(S∗), for they have to meet
Λ. In particular these components must be trivial and contained in S0 \ S∗. We
shall introduce some notation for the components of S0 \ S∗, which are all disks
with boundaries in either L−1(a) or L−1(b). Let D−1 , . . . , D−m be the components of
S0\S∗ whose boundaries are contained in L−1(a), and let D− = ∪iDi. Analogously
define D+1 , . . . , D
+
l and D+ for the components with boundary in L−1(b).
We will show that D− ∩ Ω(f) is f -invariant. This will imply, by transitivity of
the basic pieces, that Λ does not meet D− and thus S has no components in D−.
The same will hold for D+, and that will give this Claim.
To prove that D− ∩Ω(f) is f -invariant, we look at f(D−i ) for each i = 1, . . . ,m.
On one hand D−i ⊂ S0, thus f(D−i ) ⊂ S1. On the other, by Theorem 4.5 and the
fact that ∂D−i ⊂ L−1(a), we see that f(D−i ) lies in S1 ∩ L−1((−∞, a)) which is
contained in D−∪(∪γAγ). Since D−i is connected, f(D−i ) must be contained either
in some component of D−, or in Aγ for some γ ⊂ ∂S0. Since S∗ is W-filled, we
have that D−i meets Ω(f), and so does f(D
−
i ), thus it cannot be contained in any
of the wandering annuli Aγ . We obtain that f(D
−
i ) ⊂ D−. As this holds for every
i = 1, . . . ,m, we get f(D−) ⊂ D− and so D− ∩ Ω(f) is f -invariant, as we desired.
The same proof works for D+, and this proves Claim 2.
Claim 3: Points (1), (2) and (3) in the statement.
Point (1) comes directly from Claim 2, recalling the definition of S∗, and point
(3) from combining Claims 1 and 2, recalling that S0 = Fill(S∗) = Fill(S).
It remains to show point (2). From the proof of Claim 2 we see that for each
i = 1, . . . ,m we have f(D−i ) ⊂ D−σ(i) for some σ(i) ∈ {1, . . . ,m}. By transitivity
of basic pieces σ must be a permutation of {1, . . . ,m}. Similarly f−1(D+j ) ⊂ D+τ(j)
for a permutation τ of {1, . . . , l}. Pick k so that σk = Id and τk = Id. Thus
fk(D−i ) ⊂ int(D−i ) and f−k(D+j ) ⊂ int(D+j ) for every i = 1, . . . ,m and j = 1, . . . , l,
and this defines annuli A−i and A
+
j as the respective closures of D
−
i \ fk(D−i ) and
D+j \f−k(D+j ). It is clear that these annuli do not meet Ω(f). For γ in the boundary
of S0, which is the essential boundary of S, let
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A′γ :=
{ ∪ks=1fs(Aγ) if L(γ) = a;
∪ks=1f−s(Aγ) if L(γ) = b.
It is straightforward to verify the definition of quasi-invariance under fk for the
set of annuli we just described, consisting on A′γ for γ in the essential boundary of
S, A−i for i = 1, . . . ,m, and A
+
j for j = 1, . . . , l. This concludes Claim 3.
We have shown Claims 1 through 3 assuming that S is one of the surfaces S′′i
in the construction for Lemma 4.6. Attaching some wandering annuli to S would
make the notation more cumbersome, and would actually add difficulty only in
proving the disjointness of the boundary annuli for the quasi-invariance in Claim
1. This can be sorted out by observing that if an essential wandering annulus is
adjacent to S by γ ⊂ ∂S, it is eventually contained in ∪ms=0fs(Aγ) or ∪ms=0f−s(Aγ)
for large enough m. (Where Aγ was defined in Claim 1.)
Claim 4: If S′ is another connected and non-trivial Conley surface that is
adjacent to S in the same Conley decomposition, then Fill(S) ∪ Fill(S′) is quasi-
invariant under f .
To obtain the Conley decomposition under consideration, which includes S and
S′, we follow the construction for Lemma 4.6. To obtain the statement for a general
Conley decomposition we resort to point (2) of Remark 4.7.
By such construction of the Conley decomposition we see that S ∪ S′ must be
W-filled, since any wandering annulus between S and S′ should have been already
contained in S or S′. For any component γ in the boundary of Fill(S) ∪ Fill(S′)
we can associate an annulus Aγ that comes from Claim 1 for either S or S
′. These
annuli give the quasi-invariance of Fill(S) ∪ Fill(S′) by similar arguments as those
used for Claim 1, so we omit the details. The only delicate point is the disjointness
of the annuli Aγ , in which we need to use that Fill(S) ∪ Fill(S′) is W-filled.

Remark 4.10. If S is a non-trivial Conley surface then cl[Fill(S)\S] can be written
as D+ unionsqD−, where D+ and D− are disjoint unions of disks, with f(D+) ⊆ int(D+)
and f−1(D−) ⊆ int(D−).
Once we choose a fixed Conley decomposition, Lemma 4.9 lets us classify the
basic pieces of f into trivial, annular or curved, according to their associated Conley
surfaces. Given a basic piece Λ, let us call SΛ to its Conley surface, then
• Λ is trivial if every component of SΛ is trivial. In this case SΛ is contained
in a disjoint union of disks, either attracting or repelling.
• Otherwise, SΛ is connected by Lemma 4.9. We say that Λ is annular/curved
if SΛ is annular/curved respectively.
Corollary 4.11. Let f ∈ A0(Σ) and S be a Conley surface of a non-trivial basic
piece Λ. If Λ′ ⊂ Fill(S) is a trivial basic piece, then ρΛ′(f) ⊂ ρΛ(f).
Proof. This follows from Lemma 4.9 point (1) and Lemma 4.3 point (2). 
In general, for f a homeomorphism of Σ, a subsurface S ⊂ Σ, and n > 0, we
denote
S(n) = Fill
 ⋃
|j|≤n
f j(S)

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We point out that if S is filled and quasi-invariant then S(1) = S ∪ (∪Aγ) where
Aγ are annuli attached to the components of ∂S. The same is true for S
(n), by
taking fn. Getting this property is the reason why we fill after taking the union,
and not before, which could yield a strictly smaller set. Then Lemma 4.9 implies
the following.
Lemma 4.12. Assume S is the fill of either
• a non-trivial Conley surface or
• the union of two non-trivial Conley surfaces which are adjacent in the same
Conley decomposition of Σ.
Then the following hold for every n > 0,
(1) S(n) ∩ Ω(f) = S ∩ Ω(f),
(2) S(n) is connected, filled and retracts by deformation onto S rel Ω(f),
(3) S(n) is quasi-invariant under fn.
Although Conley decompositions will play the central role in our main Theorem
8.1, we will also need another construction of quasi-invariant surfaces for sections
5 and 6. This is given in the next lemma, with the extra assumption of having
topologically mixing basic pieces, which by Remark 2.9 applies to some power of
any f ∈ A0(Σ). Recall that for a basic piece Λ of an axiom A diffeomoprhism f we
defined Λu = cl[Wu(Λ, f)].
Lemma 4.13. Suppose f ∈ A0(Σ) has topologically mixing basic pieces. Assume
U is a subsurface such that cl[f(U)] ⊆ int(U), and every connected component of
U meets Ω(f). Let K ⊆ U be a continuum and Λ1, . . . ,ΛN basic pieces satisfying:
• Λi ⊆ U for i = 1, . . . , N
• K ∩ [∪i=Ni=1 Λui ] = ∅
Then there exists a quasi-invariant surface S such that K ⊆ S and
S ∩ Ω(f) = (U ∩ Ω(f)) \ {Λ : Λi  Λ for some i = 1, . . . , N}
Together with Remark 2.9, this will let us build quasi-invariant surfaces with
some control over the basic pieces contained in them. By choosing K appropriately,
we will also be able to join some of those basic pieces with an arc within the surface
S. These specific requirements make it difficult to obtain S through an arbitrary
Conley decomposition, as union of Conley surfaces, so we provide this alternative
construction.
Proof. Notice that we may replace U with WFill(U) without loss of generality, so we
assume U is W-filled. Consider U1, . . . , Uk the connected components of U . Since
they all meet Ω(f), by recurrence we have f(Ui) ⊆ Uσ(i) where σ is a permutation
of {1, . . . , k}. Since f is topologically mixing on its basic pieces, we get that σ = Id.
First we shall prove that U is quasi-invariant: For each component γ of ∂U define
γ′ := f−1(γ). We will show that γ and γ′ bound an annulus Aγ adjacent to U by
γ. When γ is essential this is clear, since f is isotopic to Id. When γ is inessential
there are two cases to distinguish:
(1) γ bounds a disk that contains a trivial component Uj of U .
(2) γ bounds a disk in Fill(Uj) \ Uj , for Uj any component of U .
The first case follows from the fact that f(Uj) ⊂ Uj . For the second one, let
D1, . . . , Dm be the components of Fill(Uj) \ Uj , and γl = ∂Dl for l = 1, . . . ,m.
Since U is W-filled we have Dl ∩ Ω(f) 6= ∅ for all l = 1, . . . ,m, thus f(Dl) ⊃ Dτ(l)
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where τ is a permutation of {1, . . . ,m}. We get that τ = Id by the topologically
mixing property of the basic pieces, therefore γl and γ
′
l bound an annulus for every
l = 1, . . . ,m. The disjointness of the annuli Aγ comes from the injectivity of f and
the fact that U is W-filled, as in the proof of Lemma 4.9. Thus the quasi-invariance
of U follows.
We will arrive at our desired surface S by removing a subsurface Z from U , that
we shall construct next. Since Λi ⊆ int(U) for i = 1, . . . , N and U is forward-
invariant under f , we get that Λui ⊆ U for every i = 1, . . . , N . Recall that by
Proposition 2.8 point (3) and Lemma 3.7 we have that for every i = 1, . . . , N :
• Λui is an attractor for f , and
• Λui ∩ Ω(f) = ∪ΛΛiΛ.
Thus for every i = 1, . . . , N there is a subsurface Zi ⊆ U , obtained as a neigh-
bourhood of Λui , that satisfies:
• cl[f(Zi)] ⊆ int(Zi), and
• Zi ∩ Ω(f) = Λui ∩ Ω(f) = ∪ΛΛiΛ.
Define Z as the union of the connected components of WFill(∪i=Ni=1 Zi) that meet
Ω(f). We can choose the surfaces Zi so that their boundaries intersect transversally,
thus making Z a subsurface. Since cl[f(Z)] ⊂ int(Z), we get that Z is quasi-
invariant, by the same argument we used for U . Taking the surfaces Zi as small
enough neighbourhoods of Λui we may assume that cl[Z] ⊂ int(U) and Z ∩K = ∅.
Then S = U \ Z is the desired surface. Checking the details is straightforward.

As the final point of this section, we turn back to Conley surfaces and look at
the dynamic behaviour of their boundaries.
Lemma 4.14. Let S be a non-trivial Conley surface and γ ⊆ ∂S be an essential
boundary component. Then the following holds.
(1) If f(γ) ∩ S = ∅ then the annulus between γ and fn(γ) meets S only at γ
for every n > 0,
(2) If f(γ) ∩ S 6= ∅ then fn(γ) ∩ S 6= ∅ for every n > 0.
Proof. Since γ is essential, the surface between γ and fn(γ) is an annulus An. If
for some n we have that fn(γ) ∩ S = ∅, then (S \ γ) ∩An is both open and closed
in S \γ, thus either (S \γ)∩An = ∅ or S \γ ⊆ An. Lemma 4.8 excludes the second
possibility, so (S \ γ) ∩An = ∅ whenever fn(γ) ∩ S = ∅.
For point (1) assume that f(γ) does not intersect S. By Lemma 4.9 and the fact
that (S \ γ) ∩ A1 = ∅ we have that fn(γ) ∩ S = ∅ for every n > 0. Therefore we
must have (S \ γ) ∩An = ∅, which gives point (1).
We prove point (2) by contradiction, supposing that fn(γ)∩S = ∅ for some n > 0.
Then we get that (S \γ)∩An = ∅, which contradicts the fact that f(γ)∩S 6= ∅. 
The following relates the essential boundary of a Conley surface with the stable
and unstable manifolds of its basic piece.
Lemma 4.15. Let f ∈ A0(Σ) and S be a non-trivial Conley surface associated
to a basic piece Λ. Then for any essential component b of ∂S we have that either
W s(Λ, f) ∩ b 6= ∅ or Wu(Λ, f) ∩ b 6= ∅.
We remark that
• if f(b) ∩ S = ∅ then b meets Wu(Λ, f), while
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• if f(b)∩ S 6= ∅ (which happens iff f−1(b)∩ S = ∅), then b meets W s(Λ, f).
Proof. We shall assume that f(b) ∩ S 6= ∅ and prove that W s(Λ, f) ∩ b 6= ∅. The
other case is analogous. Consider the set
A = {x ∈ b : there is some k > 0 such that fk(x) ∈ Σ \ S} ⊆ b
We wish to show that A 6= b, for if there is a point z ∈ b \ A then all the future
iterates of z are contained in S, which implies that z ∈ W s(Λ, f) as every point
in Σ must belong to the stable manifold of some basic piece. Thus we would find
z ∈ b ∩W s(Λ, f) as desired.
For x ∈ A define
k0(x) = min{k > 0 : fk(x) ∈ Σ \ S}
Claim: If x ∈ A then fn(x) ∈ Σ \ S for every n ≥ k0(x).
Recall from Remark 4.10 that we can write Fill(S)\S = D+unionsqD− where D+ and
D− are disjoint unions of disks with f(D+) ⊆ int(D+) and f−1(D−) ⊆ int(D−). On
the other hand we consider the annuli Aγ associated to the essential components
of ∂S as in Lemma 4.9, namely:
(1) If f(γ) ∩ S = ∅ then Aγ is the annulus between γ and f(γ),
(2) if f(γ) ∩ S 6= ∅ then Aγ is bounded by γ and f−1(γ)
Let ∂S+ be the essential boundary of S that belongs in case (1) above. Then
we have that
f(S) ⊆ S1 := S ∪ D+ ∪
 ⋃
γ⊂∂S+
Aγ

Thus if x ∈ A and k0 = k0(x), we have either fk0(x) ∈ D+ or fk0(x) ∈ Aγ for
some component γ of ∂S+. In the first case, since D+ is an attractor, we have
fn(x) ∈ D+ for all n > k0, so we get the Claim. In the second one, if n > k0
then fn(x) ∈ fn−k0(Aγ), which lies in the annulus between γ and fn−k0(γ), and
does not meet γ. Then Lemma 4.14 implies fn(x) /∈ S, concluding the proof of the
Claim.
We are ready to prove that A 6= b. Suppose they are equal. Then by compactness
of b and continuity of f (upper-semicontinuity of k0) there exists k1 = max{k0(x) :
x ∈ b}, and by the Claim we have fk1(b) ∩ S = ∅. This contradicts point (2) of
Lemma 4.14, since f(b)∩ S 6= ∅ by the hypothesis of the case we are proving. This
concludes the proof, by the remarks at the beginning of it.

5. Star shape of the rotation set
We show that for f ∈ A0(Σ) the set ρ(f) ⊂ H1(Σg;R) is a union of convex sets
all containing the origin.
The proof will be based on our characterization of the rotation set as
ρ(f) =
⋃
C
ρC(f)
where C ranges over the maximal chains of basic pieces of f , given by Theorem 3.1.
This is a union of finitely many convex sets, but there may be chains C for which
ρC(f) does not contain 0. We shall show that the rotation sets of such chains are
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radial segments (i.e. contained in a 1-dimensional subspace), and that ρ(f) contains
the continuation to 0 of these segments.
Lemma 5.1. Let f ∈ A0(Σ) and assume Λ1 ≺ Λ2 are basic pieces such that there
is no Λ with Λ1 ≺ Λ ≺ Λ2. Then one of the following holds:
a) Λ1 ∪ Λ2 contains a zero-rotation periodic point of f , or
b) there is a closed curve α such that ρΛi(f) ⊂ 〈[α]〉 for i = 1, 2.
We remark that α in statement (b) might be inessential, in which case ρΛi(f) =
{0}.
Proof. Take k ∈ N so that the basic pieces of fk are topologically mixing. By
Remark 2.9, there exist Λ′1 ⊆ Λ1 and Λ′2 ⊆ Λ2 basic pieces of fk satisfying the
same hypothesis on the heteroclinical relation. Notice that it is enough to prove
the lemma for fk, Λ′1 and Λ
′
2. Thus we shall assume that Λ1 and Λ2 are topologically
mixing for f .
Recall that by Proposition 2.8, the set Λu = cl
[⋃
x∈ΛW
u(x, f)
]
is an attractor
for any basic piece Λ of f . So we can find a subsurface U containing Λu1 such that
• cl[f(U)] ⊆ U
• Ω(f) ∩ U = Λu1 ∩ Ω(f) = ∪ΛΛ1Λ
Moreover, we can assume that U is W-filled and that all its connected compo-
nents intersect Ω(f). Define
F = {Λ : Λ1 ≺ Λ, Λ 6= Λ2}.
The basic pieces of f that are contained in U are exactly Λ1, Λ2 and those in F .
On the other hand, the pieces Λ ∈ F do not precede Λ1 nor Λ2, so the closed set⋃
Λ∈F
Λu
does not meet Λ1 ∪ Λ2. We shall construct a curve K joining Λ1 and Λ2 within U
that does not meet ∪Λ∈FΛu.
Let V1 and V2 be neighbourhoods of Λ1 and Λ2 respectively, that are contained
in U and disjoint from ∪Λ∈FΛu. Since Λ1 ≺ Λ2 there are x ∈ Λ1 and y ∈ Λ2
such that Wu(x, f) meets W s(y, f) at some point z. Let β be the arc of Wu(x, f)
from x to z and γ the arc of W s(y, f) from z to y. We can assume that γ ⊂ V2,
otherwise we apply a high enough power of f and redefine x, y and z. This yields
that K := β ∪ γ is contained in U , since β ⊂ Λu1 ⊂ U . Next we prove that K is
disjoint from ∪Λ∈FΛu. That is clear for γ, since it lies in V2. For each p ∈ β there
is some neighbourhood Vp and some k > 0 with f
−k(Vp) ⊂ V1. Now if Λu met β
for some Λ ∈ F , we consider some point of intersection p and see that Wu(Λ, f)
must meet Vp. Since W
u(Λ, f) is f−1 invariant, this would mean that Wu(Λ, f)
meets V1, which contradicts the choice of V1.
We apply Lemma 4.13 to the subsurface U , the basic pieces in F , and the
continuum K. This gives a quasi-invariant subsurface S such that:
• S ∩ Ω(f) = Λ1 ∪ Λ2
• K ⊂ S
Let S0 be the connected component of S that contains K, which is also quasi-
invariant by Remark 4.1. By construction of K we get that both Λ1 and Λ2 meet
S0. Therefore Lemma 4.2 item (1) lets us deduce that Λ1 ∪ Λ2 is contained in
S0. If S0 is contained in a disk, we can apply Lemma 4.2 point (3) to show that
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ρΛ1(f) = ρΛ2(f) and this is a point v ∈ 〈[α]〉 where α is some closed curve in Σ.
Thus statement (b) holds.
If S0 is contained in an essential annulus A (but not in a disk) we take an essential
simple closed curve α with 〈[α]〉 = H1(A) = H1(S0). From Lemma 4.2 point (4)
we get statement (b) for this α.
In the remaining case, S0 is not contained in a disk or an annulus , so Lemma
4.3 point (1) gives statement (a). 
We obtained a little more from the proof of Lemma 5.1, that we state below as
a remark.
Remark 5.2. If statement (b) in Lemma 5.1 holds with a curve α that is not
essential or not simple, then we can say more: ρΛ1(f) = ρΛ2(f) = {v} for v ∈ 〈[α]〉.
Lemma 5.3. Let f ∈ A0(Σ) and C be a maximal chain of basic pieces of f . Then
exactly one of the following holds.
A) 0 ∈ ρC(f).
B) There is an essential closed curve α in Σ with ρC(f) ⊂ 〈[α]〉 − {0}.
We observe that in case (B) the curve α must be not only essential, but non-
trivial in homology.
Proof. Write C = {Λ1 ≺ · · · ≺ Λk}. If some Λi has 0 ∈ ρΛi(f) then C satisfies (A).
We assume that is not the case, in particular that no Λi contains a zero-rotation
periodic point of f . By the maximality of C we can apply Lemma 5.1 to Λi ≺ Λi+1
for i = 1, . . . , k−1, to conclude that there are closed curves αi in Σ such that ρΛi(f)
and ρΛi+1(f) are contained in 〈[αi]〉 − {0}. Under our assumptions it is clear that
[αi] 6= 0, thus αi are essential and 〈[αi]〉 are one dimensional. For i = 1, . . . , k − 2
we have that (〈[αi]〉 ∩ 〈[αi+1]〉) − {0} contains ρΛi+1(f), thus it is non empty. So
the subspaces 〈[αi]〉 are all the same, and we can choose α1 = · · · = αk−1 and call
this curve α. Then we have ρC(f) ⊂ 〈[α]〉. Depending on whether ρC(f) contains 0
or not we are in case (A) or (B).

Remark 5.4. If C is in case (B) of Lemma 5.3 with a curve α that is not simple,
then ρC(f) is a single point. This follows from the proof of Lemma 5.3 and Remark
5.2.
Theorem 5.5. If f ∈ A0(Σg) then ρ(f) is star-shaped about 0.
Proof. By Theorem 3.1 we write ρ(f) =
⋃
C ρC(f) where C ranges over the maximal
chains of basic pieces of f . We take an arbitrary v ∈ ρ(f), aiming to prove that
[0, v] ⊂ ρ(f), and let C be a maximal chain so that v ∈ ρC(f). By Lefschetz’s
theorem f has a zero-rotation fixed point, so we can find a maximal chain C′ that
has a basic piece containing said zero-rotation fixed point. In particular ρC′(f) is a
convex set containing 0.
Recall that the equivalence relation generated by ≺ on the set of basic pieces
of f has only one class (Gf is connected). So we can find maximal chains C =
C1, . . . , Ck = C′ so that Ci intersects Ci+1 in at least one basic piece for all i =
1, . . . , k − 1. We may assume that for i < k the Ci are in case (B) of Lemma 5.3,
otherwise we redefine C′ to be the first Ci in case (A).
If k = 1 then ρC(f) is a convex set containing 0 and v, so we are done. Otherwise,
for i < k we have that ρCi(f) ⊂ 〈[αi]〉 − {0} for some essential closed curve αi.
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Since Ci and Ci+1 have a basic piece in common, ρCi(f) intersects ρCi+1(f) for all
i = 1, . . . , k − 1. This implies that the 〈[αi]〉 for i < k are all the same subspace
of dimension 1. The sets ρCi(f) for i < k are segments in the line 〈[α1]〉, each
intersecting the next, thus I =
⋃k−1
i=1 ρCi(f) is a segment in 〈[α1]〉. Now ρCk(f) is a
convex set that contains 0 and intersects I, thus
⋃k
i=1 ρCi(f) = I ∪ ρCk(f) contains
conv(I ∪ {0}) ⊂ 〈[α1]〉. In particular
⋃k
i=1 ρCi(f) contains [0, v]. 
6. Bounding the complexity of the rotation set: trivial pieces
Given f ∈ A0(Σ) we consider a Conley decomposition of Σ as in section 4, and
for each basic piece Λ of f we denote by SΛ the Conley surface associated to Λ in
this decomposition. Recall that a basic piece Λ is called trivial if every component
of SΛ is trivial. Equivalently, if Fill(SΛ) is a disjoint union of finitely many disks.
The aim of this section is to prove the following result, that is the first step
towards achieving a topological bound for the number of convex sets needed to
express ρ(f) for f ∈ A0(Σ).
Proposition 6.1. Let C be a maximal chain for f ∈ A0(Σ). Then there is a chain
C∗ that contains no trivial pieces such that ρC(f) ⊂ ρC∗(f).
Proposition 6.1 will allow us to write
ρ(f) =
⋃
C
ρC(f)
with C ranging over the chains of basic pieces of f that contain no trivial pieces. Of
course, we can restrict this union by asking for C to be maximal among the chains
with no trivial pieces, as a way of avoiding the obvious repetition. In short, this
says we can forget about trivial pieces when computing ρ(f).
We recall that if Λ is a trivial piece, then D = Fill(SΛ) is a disjoint union of
disks satisfying that f(D) either contains or is contained in D. Moreover, if we
write D = D1 ∪ · · · ∪Dk as a disjoint union of disks, then f(Dj) either contains or
is contained in Dσ(j), for σ a cyclic permutation of {1, . . . , k}.
Definition 6.2. Let C be a chain of basic pieces of f ∈ A0(Σ). We say that C is
completely trivial if
D := Fill
(⋃
Λ∈C
SΛ
)
is a disjoint union of finitely many disks, so that f(D) either contains or is con-
tained in D.
If C is a completely trivial chain, then every basic piece of C meets every con-
nected component of D: Otherwise, we can decompose D as a union of two disjoint
non-empty open sets U , V that are both either forward or backward invariant (ac-
cording to whether D is forward or backward invariant). Then each basic piece in
C is contained in either U or V . On the other hand, by definition every connected
component of D meets some basic piece of C. But this is absurd, for basic pieces
contained in U cannot precede basic pieces in V and the other way around, which
contradicts the existence of the chain C.
Thus Lemma 4.2 applied to a suitable power of f gives that ρC(f) is a single
point whenever C is completely trivial. This fact will be relevant in what follows.
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Lemma 6.3. Let C be a completely trivial chain of f ∈ A0(Σ). Then there exists
Λ a non-trivial basic piece with ρC(f) ⊂ ρΛ(f).
Proof. Let v ∈ H1(Σ) be the point with ρC(f) = {v}. Denote D = Fill(
⋃
Λ∈C SΛ),
which by hypothesis is a disjoint union of disks. Recalling Remark 4.10 for all
the non-trivial surfaces in the Conley decomposition, we see that there exists some
non-trivial Conley surface S so that D ⊆ cl[Fill(S) \ S]. Let Λ be the (non-trivial)
basic piece associated to S. By item (1) of Lemma 4.9 there is k ∈ N so that S is
quasi-invariant under fk. Let D0 be a connected component of cl[Fill(S) \ S] that
meets D. Applying Lemma 4.3 we get x0 ∈ S a fixed point of fk so that ρ(fk, x0)
equals ρΛ′(f
k) for every basic piece Λ′ of fk that is contained in D0. Observe that
for every such piece Λ′ we have ρΛ′(fk) = {k · v}, thus ρ(fk, x0) = k · v, and also
note that x0 ∈ S ∩ Ω(f) = Λ. Therefore x0 ∈ Λ is a periodic point of f whose
rotation set equals ρC(f), so Λ is the basic piece that satisfies the statement.

Clearly Lemma 6.3 proves the simplest case of Proposition 6.1, that is when the
maximal chain C is completely trivial. Next we shall study the structure of a chain
in terms of the trivial pieces it contains.
Lemma 6.4. Let C = {Λ0 ≺ · · · ≺ Λk} be a chain of f ∈ A0(Σ). If Λj is a
trivial piece then either the initial segment Λ0 ≺ · · · ≺ Λj or the final segment
Λj ≺ · · · ≺ Λk is completely trivial (or both).
Proof. Let D = Fill(SΛj ), which is a union of disks since Λj is a trivial piece. If
f(D) ⊂ D then Λuj is contained in D. Recalling that Λuj contains every piece that
follows Λj , we obtain that the final segment of C starting at Λj is completely trivial.
On the other hand, if D ⊂ f(D) we can give the same argument with Λsj , and obtain
that the initial segment is completely trivial.

Lemma 6.4 allows us to write any chain C of f ∈ A0(Σ) as a union of three seg-
ments, some of them possibly empty, in the following way: First we have an initial
segment C0 that is completely trivial, all of its pieces contained in a disjoint union
of disks D0 with f(D0) ⊃ D0. Next we have the middle segment CNT containing
the non-trivial pieces, and finally the completely trivial segment C1 with its pieces
contained in a disjoint union of disks D1 such that f(D1) ⊂ D1.
When C contains non-trivial pieces this decomposition is unique. On the other
hand, C is completely trivial if it can be written as either C = C0 or C = C1. We
remark that a chain might contain only trivial pieces without being completely
trivial. The next step towards Proposition 6.1 is to exclude that case.
Lemma 6.5. Let C be a chain of f ∈ A0(Σ). Then there is a chain C′ of f that
contains a non-trivial piece and such that ρC(f) ⊂ ρC′(f).
Proof. By Lemma 6.3 the only case we need to consider is when C has trivial pieces
only, but is not completely trivial. We take a decomposition C = C0 ∪ C1 as in the
discussion above. Since C0 and C1 are completely trivial chains, there must exist
D0 and D1 disjoint unions of disks such that:
• Dj contains all the basic pieces of Cj for j = 0, 1,
• There exist non-trivial Conley surfaces Sj such that Dj consists of a disjoint
union of connected components of cl[Fill(Sj) \ Sj ] for j = 0, 1,
32 J. ALONSO, J. BRUM, A. PASSEGGI
• f(D1) ⊆ D1 and f(D0) ⊇ D0.
Notice that by this construction, the trivial basic pieces that are not contained in
D0∪D1 have associated Conley surfaces that are disjoint from D0∪D1. This is the
key for the following claim:
Claim: If we have a chain Λ0 ≺ Λ ≺ Λ1 with Λj ⊂ Dj for j = 0, 1 and Λ
disjoint from D0 ∪ D1, then Λ must be non-trivial.
To prove the claim by contradiction, assume that Λ is trivial. Then it is contained
in a disjoint union of disks D that is disjoint from D0 ∪ D1. But this is absurd: If
D is attracting, every piece that follows Λ is contained in D and we cannot have
Λ ≺ Λ1 ⊂ D1. If D is repelling, we argue similarly with Λ0.
Taking a suitable power of f and applying Lemma 4.2 point (3) to it, we see
that there exist vj ∈ H1(Σ) such that ρΛj (f) = {vj} for every piece Λj ⊂ Dj and
j = 0, 1. In particular ρC(f) = conv(v0, v1). Together with the Claim, this fact
means we can prove the lemma by finding a chain of the form
C′ = {Λ0 ≺ Λ ≺ Λ1}
where Λj ⊂ Dj for j = 0, 1, and Λ is disjoint from D0 ∪ D1.
Define U0 := D1 ∪
⋃
Λ0⊂D0 Λ
u
0 . Since it is an attractor, taking a neighbourhood
of it we an find a subsurface U such that:
• cl[f(U)] ⊆ int(U)
• U∩Ω(f) = U0∩Ω(f), which is the union of the following set of basic pieces:
{Λ : Λ ⊂ D1} ∪ {Λ : Λ  Λ0 for some Λ0 ⊂ D0}
Moreover, we can assume that every connected component of U meets Ω(f) and
that U is W-filled. Notice that this surface contains D0, since every x ∈ D0 has
α-limit in D0 and therefore x must belong to Λu0 for some basic piece Λ0 ⊂ D0.
The existence of the chain C implies that we can find a basic piece Λ′ ⊆ D0, an arc
γ contained in Wu(Λ′, f) and disks D′0, D
′
1 which are connected components of D0
and D1 respectively, so that γ joins D′0 with D′1. Denote by K the union of γ and
these disks, i.e. K := γ ∪D′0 ∪D′1, and notice that K is contained in U .
Let F be the family of basic pieces Λ that are not contained in D0, that follow
some piece in D0, but precede no piece in D1. In other words, recalling the definition
of U we can write
F = {Λ : Λ ⊂ U \ D0,Λu ∩ D1 = ∅}.
If Λ ∈ F then Λu must be disjoint from D0 ∪D1, and arguing as in Lemma 5.1 we
can show that Λu is disjoint from γ as well. Therefore K does not meet
⋃
Λ∈F Λ
u.
Consider k ∈ N so that the basic pieces of fk are topologically mixing, and recall
Remark 2.9, stating that each basic piece of f decomposes as a finite and disjoint
union of basic pieces of fk. We are in conditions to apply Lemma 4.13 to fk,
with the subsurface U , the family of basic pieces of fk that arises from F , and the
continuum K. Thus we obtain a subsurface S with the following properties:
• S is quasi-invariant under fk,
• S ∩ Ω(fk) = (Ω(f) ∩ U) \⋃Λ∈F Λu
• K ⊂ S
Denote by S′ the connected component of S containing K, which is quasi-
invariant under fk by Remark 4.1. We consider D′′0 := f−k(D0) ⊂ int(D0) and
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D′′1 := fk(D1) ⊂ int(D1), whose components are either contained in int(S′) or
disjoint from S′. This allows us to ensure that
S′′ = cl[S′ − (D′′0 ∪ D′′1 )]
is a subsurface, that is quasi-invariant for fk. Also notice that D′′0 := f
−k(D′0) and
D′′1 := f
k(D′1) are components of D′′0 and D′′1 that do meet S′, thus give S′′ two
boundary components. Then S′′ cannot be an annulus, otherwise Σ would be S2,
so fk must have some fixed point in S′′ by Remark 4.4. This fixed point of fk must
belong to some basic piece Λ of f . We see that Λ ⊂ S, since Ω(f)∩S is f -invariant,
and that Λ must be disjoint from D0 ∪ D1, for otherwise it would be contained in
D′′0 ∪ D′′1 and could not meet S′′.
This gives the chain we were looking for: Since Λ ⊂ S \ (D0 ∪ D1) we get, on
one hand, that Λ ⊂ U \ D1 so there is a basic piece Λ0 ⊂ D0 with Λ0 ≺ Λ. On
the other hand, Λ /∈ F while following Λ0 ⊂ D0, so there must be a basic piece
Λ1 ⊂ D1 with Λ ≺ Λ1. Then the chain C′ = {Λ0 ≺ Λ ≺ Λ1} verifies the lemma,
recalling the Claim and the fact that Λ is disjoint from D0 ∪ D1.

We are ready to provide a proof or Proposition 6.1. The proof will be supported
on the previous lemmas, using some of the constructions introduced in their proofs.
Proof of Proposition 6.1:
Let C be a chain for f ∈ A0(Σ). Write C = C0 ∪ CNT ∪ C1 where CNT consists
of all the non-trivial pieces of C. By Lemma 6.5 we can assume CNT is not empty,
and write CNT = {Λ1 ≺ · · · ≺ Λn}. As we observed before, Lemma 4.2 gives that
for j = 0, 1 there are vj ∈ H1(Σ) such that ρCj (f) = {vj}. We finish the proof by
the following claim.
Claim: There are non-trivial pieces Λ′j, for j = 0, 1, such that Λ
′
0  Λ1, Λn 
Λ′1, and vj ∈ ρΛ′j (f).
This claim completes the proof, taking C∗ = {Λ′0  Λ1 ≺ · · · ≺ Λn  Λ′1}. What
follows is the proof of the claim.
We prove the existence of Λ′0, the argument for Λ
′
1 being analogous. As in the
proof of Lemma 6.5, we can find D0 a disjoint union of disks so that:
• D0 ⊆ f(D0),
• D0 contains all the basic pieces of C0
• D0 is a union of connected components of cl[Fill(S0) \ S0] for some non-
trivial Conley surface S0.
Therefore, every trivial piece not contained in D0 is contained in some attracting
or repelling union of disks that is disjoint from D0.
Let F be the family of basic pieces Λ that satisfy the following:
• Λ  Λ1,
• Λ is not contained in D0,
• there is some basic piece Λ0 ⊂ D0 with Λ0 ≺ Λ.
Notice that Λ1 ∈ F . We also see that the pieces in F are non-trivial: Take a
trivial piece Λ that is not contained in D0. Then it is contained in a quasi-invariant
union of disks D that is disjoint from D0. If D is repelling then there is no Λ0 ⊂ D0
that precedes Λ. If D is attracting, then Λ1 cannot follow Λ.
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Let Λ′ be a minimal element of F with respect to the partial order ≺. We will
show that v0 ∈ ρΛ′(f), thus Λ′ works as the basic piece Λ′0 in the statement of this
claim.
Define R = ∪Λ⊆D0Λu. Since R is an attractor we can find a subsurface U
containing R so that:
• U ∩ Ω(f) = R ∩ Ω(f)
• cl[f(U)] ⊆ int(U)
We can also assume that every connected component of U meets Ω(f). Notice that
U contains D0 by definition of R and the fact that D0 is a repellor (we gave the
explicit argument in the proof of Lemma 6.5).
Recall that Λ′ is the minimal element of F , so there is some basic piece Λ0 ⊂ D0
with Λ0 ≺ Λ′. Then there is an arc γ joining Λ0 and Λ′ that is a concatenation
of γu ⊂ Wu(Λ0, f) and γs ⊂ W s(Λ′, f). Moreover, we can assume γs is within a
small neighbourhood of Λ′, which gives us that γ ⊂ U , since γu ⊂ Λu0 ⊂ U and
Λ′ ⊂ int(U). Let D′0 be the component of D0 with the starting point of γ, and let
K := D′0 ∪ γ, observing that it is contained in U .
Let U be the family of basic pieces Λ of f that are contained in U \ D0 but are
different from Λ′, i.e.:
U = {Λ ⊂ U \ D0 : Λ 6= Λ′}.
Notice that the pieces of U cannot precede Λ′, for if there was Λ ∈ U with Λ ≺ Λ′
then Λ′ would not be minimal in F . Thus
(U ∩ Ω(f)) \
(⋃
Λ∈U
Λu
)
= Λ′ ∪ (D0 ∩ Ω(f)) (6.1)
Using equation 6.1 we can argue as in Lemmas 5.1 and 6.5 to show that K is
disjoint from ∪Λ∈UΛu. Take k ∈ N so that the basic pieces of fk are topologically
mixing, and apply Lemma 4.13 to fk, the subsurface U , the family of basic pieces
of fk that arises from U , and the continuum K. This gives a surface S that is
quasi-invariant under fk and satisfies the following:
• S ∩ Ω(fk) = Λ′ ∪ (D0 ∩ Ω(f)), by equation 6.1,
• K ⊂ S
Let S′ be the connected component of S containing K, which is quasi-invariant
under fk by Remark 4.1. We take D′′0 := f−k(D0), so we have that the components
of D′′0 that meet S′ are contained in int(S′), and
S′′ = S′ \ D′′0
is a surface that is quasi-invariant under fk. This construction gives that Ω(fk) ∩
S′′ ⊂ Λ′. We see that this set is non empty: The endpoint of γu is in K \ D′′0 ,
so it belongs to S′′ ∩ Λ′. Thus there exists Λ′′ ⊂ Λ′ a basic piece of fk that is
contained in S′′. On the other hand, notice that D′′0 := f
−k(D′0) is a component of
Fill(S′′) \S′′, that it is a repellor for fk and that every basic piece of fk in D′′0 has
rotation vector k · v0.
If S′′ is trivial, Lemma 4.2 implies that every basic piece in Fill(S′′) has the same
rotation vector. In particular, since D′′0 ⊆ Fill(S′′), we have that ρΛ′′(fk) = k · v0
and therefore v0 ∈ ρΛ′(f) as desired.
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In case that S′′ is non-trivial we use Lemma 4.3 point (2) to deduce that there
exists p a fixed point of fk in S′′ with rotation k · v0. Since p ∈ Ω(f) ∩ S′′ ⊂ Λ′,
this again shows that v0 ∈ ρΛ′(f).
7. Bounding the complexity of the rotation set: Annular pieces
In this section we provide the final results which allow us to prove the main
theorem 8.1. Recall that from sections 3 and 5, for f ∈ A0(Σ) we have that
ρ(f) =
⋃
C
ρC(f)
where C ranges over all maximal chains of Gf containing no trivial basic pieces. Our
goal is to rewrite this union so that it involves at most c(g) convex sets containing
zero, where c(g) is some constant depending only on the genus g of Σ. If we
consider a Conley decomposition for f as in section 4, we see that there are at most
2g − 2 curved pieces (pair of pants decomposition), but there is no bound for the
number of annular pieces. Unlike the case for trivial pieces, these annular pieces do
participate in the rotation set. Of course, it will be crucial that there are at most
3g− 3 homotopy classes of annuli in the Conley decomposition, but this fact alone
does not give the desired bound, for we must consider the heteroclinic relations
that may exist among such annular pieces, giving rise to chains in Gf . This section
is thus devoted to control the rotation sets of the chains involving annular pieces,
and the study of the heteroclinic relation among such pieces will be at the center
of this problem.
Throughout this section we consider some fixed Conley decomposition of f ∈
A0(Σ). If Λ is a basic piece of f , let SΛ stand for the surface of our Conley
decomposition that contains Λ, which we shall call the Conley surface of Λ. Let
us recall the notations from section 4, in particular the Poincare´ cover pi : D → Σ
and F the canonical lift of f to said cover. If S ⊂ Σ is a connected subsurface, a
lift S˜ ⊂ D of S is a connected component of pi−1(S). In that case, Fill(S˜) is the
union of S˜ with the components of the complement that are bounded disks (in the
hyperbolic metric of D). Clearly Fill(S˜) is a lift of Fill(S).
7.1. Coarse geometry of sub-surface lifts. Here we prove a technical lemma,
which can be interpreted in terms of the coarse geometry of a lift S˜ of a sub-surface
S ⊂ Σ near some component b˜ of ∂S˜. In the sequel we will apply it to the dynamics
of F . This result is very specific, so we include a proof here, but in general a lot is
known about the coarse geometry of hyperbolic surfaces, see for instance [BH].
Given a metric space (E, d) and a real number R > 0, we say that a sequence
X = {x0, . . . , xk} ⊆ E is a an R-path if d(xi, xi+1) < R for i = 0, . . . , k−1. This can
be interpreted as a coarse version of a continuous path, where R is the scale of the
error. This notion will be of interest because the sequences of iterates xk = F
k(x)
give R-paths for some uniform R > 0, since F is the canonical lift.
We are ready to state the mentioned technical lemma.
Lemma 7.1. Let S ⊆ Σ be a sub-surface with an essential boundary component b,
and R be a positive real number. Consider:
• S˜ ⊆ D a lift of S, and b˜ ⊆ ∂S˜ a lift of b.
• ξ ∈ ∂D one of the endpoints of b.
• T ∈ pi1(Σ) a deck transformation that generates Stab(b˜).
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Then there exists a compact set K ⊆ D with the following property: For any
n ∈ N there exists Wn a neighbourhood of ξ ∈ cl[D] and integers m1, . . . ,mn such
that
• Tmi(K) ∩ Tmj (K) = ∅ for i 6= j,
• for every R-path X = {x0, . . . , xm} ⊆ S˜ with x0 ∈ K and xm ∈ Wn we
have Tmi(K) ∩X 6= ∅ for every i = 1, . . . , n
Moreover, given a compact set D ⊆ S˜ we can suppose that D ⊆ K.
Dropping some precision, this property basically says that any infinite R-path
that converges to ξ must meet infinitely many disjoint translates of K under T . Also,
that this is a property that holds when K is sufficiently large. The compactness of
K says that every such R-path must pass uniformly close to b˜ infinitely often as it
converges to ξ.
We now turn to the constructions at play in the proof of Lemma 7.1. The key
idea is standard in coarse geometry: to prove an analogous property for an infinite
tree, and then promote it to S˜ via quasi-isometry. We will assume throughout the
proof that S is filled, as that causes no loss of generality.
Since S is a surface of finite type with boundary we have pi1(S) ∼= Fl, the free
group on l generators, for some l ∈ N. Let T be the Cayley graph of Fl with respect
to the standard generating set, so T is the regular tree of valence 2l on each vertex.
We consider the standard graph metric on T , that assigns length 1 to every edge.
For g ∈ Fl let Lg be the action of g on T by left multiplication, which preserves
the graph structure and thus is an isometry.
We assumed S is filled, so S˜ is a universal cover for S, and Fl ∼= pi1(S) injects
into pi1(Σ). For g ∈ Fl let Tg be the action of g on S˜ by the corresponding deck
transformation, which is an isometry of the Poincare´ metric dD.
This gives rise to an equivariant quasi-isometry between T and S˜, which is a
map ϕ : T → S˜ satisfying the following:
• ϕ is a quasi-isometrc embedding: There are constants C ≥ 0 and λ ≥ 1 such
that for all x, y ∈ T we have
λ−1dT (x, y)− C < dD(ϕ(x), ϕ(y)) < λdT (x, y) + C
• The image of ϕ is coarsely dense: There is C0 > 0 such that for every x ∈ S˜
there is some y ∈ T with dD(x, ϕ(y)) < C0.
• ϕ is Fl-equivariant: For every g ∈ Fl we have Tg ◦ ϕ = ϕ ◦ Lg.
Such a map can be obtained as follows: Let Rl be the wedge of l circles and
i : Rl → S an embedding such that S retracts by deformation onto i(Rl). Then T
is a universal cover for Rl and we can take ϕ : T → S˜ as some lift of i. Though
ϕ is not bijective, the notion of quasi-isometry is symmetrical: there also exists an
equivariant quasi-isometry ψ : S˜ → T . In this case we can obtain such a map from
the retraction r : S → i(Rl), by letting ψ be a lift of i−1 ◦ r : S → Rl. Choosing
the lifts appropriately we can assume ψ ◦ ϕ = IdT . On the other hand, ϕ ◦ ψ = r˜,
a lift of the retraction r, which is at a uniformly bounded distance from IdS˜ .
It is a basic result [BH] that ϕ induces an homeomorphism ϕ∞ : ∂T → ∂S˜, where
∂T is the natural Cantor set boundary of T (this is Gromov’s visual boundary,
which agrees with the topological ends in the case of a tree). We also have that
ψ∞ = ϕ−1∞ , and if ν ∈ ∂T , then ϕ maps a neighbourhood of ν in cl[T ] := T ∪ ∂T
into a neighbourhood of ϕ∞(ν) in cl[S˜]. (A neighbourhood of ν in cl[T ] is defined in
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a natural way, as the component containing ν of the complement of a large compact
set in T ). The same holds for ψ and ψ∞.
As we mentioned earlier, we shall prove a version of Lemma 7.1 for the tree T .
First we need some background on the behaviour of Lg for a non trivial g ∈ Fl.
The translation length of g is the minimum
lg = min{dT (x, Lg(x)) : x ∈ T }
which is achieved on a line, isometrically embedded in T , where Lg is conjugated
to a translation by the distance lg. This line is called the axis Ag ⊂ T of g. The
line Ag has two endpoints in ∂T , which are also the attracting and repelling points
of the dynamics of Lg extended by continuity to cl[T ]. We shall call these points
g+ and g−, respectively attracting and repelling.
The following is the tree version of Lemma 7.1.
Lemma 7.2. Let g ∈ Fl be a non trivial element, and R0 a positive real constant.
There exists a compact set K0 ⊆ T with the following property: For any n ∈ N
there exists W ′n a neighbourhood of g
+ ∈ cl[T ] and integers m1, . . . ,mn such that
• Lmig (K0) ∩ Lmjg (K0) = ∅ if i 6= j,
• for every R0-path X ′ = {x′0, . . . , x′m} ⊆ T with x′0 ∈ K0 and x′m ∈ W ′n we
have Lmig (K0) ∩X ′ 6= ∅ for i = 1, . . . n.
Moreover, given a compact set D′ ⊆ T we can suppose that D′ ⊆ K0.
Proof. Take x ∈ Ag ⊂ T and set K0 = B(x,R0), the closed ball around x with
radius R0 in the distance dT . Given n ∈ N, we take m1, . . . ,mn positive integers
so that |mi −mj | > 2R0 for i 6= j. For instance, we could set mi = i(2R0 + 1) if
R0 is an integer. Let us introduce the notation Ki = Lmig (K0) for i = 1, . . . , n.
First we show that Ki ∩Kj = ∅ if i 6= j, by showing that dT (Ki,Kj) > 0 . Since
Lg is an isometry of T we have
Ki = Lmig (B(x,R0)) = B(Lmig (x), R0)
and since x ∈ Ag we get that dT (Lmig (x), Lmjg (x)) = |mi−mj |lg. Notice that lg ≥ 1
by our definition of dT , that assigns length 1 to the edges. Thus
dT (Ki,Kj) ≥ |mi −mj |lg − 2R0 > 0
For W ′n we can take any neighbourhood of g
+ that does not intersect Ki for
i = 0, . . . , n. One such neighbourhood is the component containing g+ of the
complement of
⋃n
i=0Ki in cl[T ]. To see that this works, take X ′ an R0-path from
K0 to W ′n, and pick some i ∈ {1, . . . , n}.
If we remove the point Lmig (x) from T we obtain 2l connected components
C1, . . . , C2l. Let C
′
r = Cr \ Ki for r = 1, . . . , 2l, i.e. the intersection of Cr with the
complement of B(Lmig (x), R0). Since K0 and W ′n are connected and disjoint from
Ki, they are contained in two such sets, say C ′1 and C ′2 respectively. First we show
that C ′1 6= C ′2: Since we chose mi > 0, we have that Lmig (x) lies between x and g+
in the line Ag (when extended to cl[T ]). By our definition of W ′n, we then have
that x and W ′n ∩ Ag are on different sides of Lmig (x) on that line, implying that
C1 6= C2.
The key property of the sets we defined is that dT (C ′r, C
′
s) = 2R0 if r 6= s, which
is a direct consequence of T being a tree. Thus, if X ′ does not intersect Ki, it must
remain in C ′1, and can not end in W
′
n ⊂ C ′2, a contradiction.
38 J. ALONSO, J. BRUM, A. PASSEGGI
Finally, notice that the same proof works if we change R0 for any R1 ≥ R0. In
particular, given a compact set D′ ⊆ T we can choose R1 so that D′ ⊆ B(x,R1).

Now we turn to the final considerations before the proof of Lemma 7.1. It is a
standard fact that the equivariance of the quasi-isometries ϕ and ψ passes to the
boundary, i.e. ϕ∞ and ψ∞ = ϕ−1∞ are also equivariant. As such, for g ∈ Fl we have
that ϕ∞(g+) and ϕ∞(g−) are the limit points of Tg in ∂S˜ ⊂ ∂D.
Recall that we are assuming S is filled, otherwise we may work with Fill(S).
Proof of Lemma 7.1:
Let g ∈ Fl ∼= pi1(S) be the element corresponding to the deck transformation T ,
i.e. such that Tg = T . We can assume ψ∞(ξ) = g+, otherwise we work with g−1
and would obtain m1, . . . ,mn negative. Let λ ≥ 1 and C ≥ 0 be the constants that
satisfy
λ−1dD(x, y)− C < dT (ψ(x), ψ(y)) < λdD(x, y) + C
Then ψ takes an R-path in S˜ to an R0-path in T for R0 = λR+C. Let K0 ⊂ T
be the compact set that satisfies Lemma 7.2 for R0. We let K = ψ−1(K0), the pre-
image of K0 under ψ. This set is compact, as ψ is continuous and a quasi-isometry.
For n ∈ N we take W ′n and m1, . . . ,mn as in Lemma 7.2. By the boundary
properties of the quasi-isometries, discussed before Lemma 7.2, we know that Wn =
ψ−1(W ′n) is a neighbourhood of ξ. Let us verify that this setting satisfies the
statement:
Since ψ is equivariant, Tmi(K) = ψ−1(Lmig (K0)), and pre-images of disjoint sets
are disjoint. On the other hand, if X = {x0, . . . , xm} is an R-path with x0 ∈ K
and xm ∈ Wn, then X ′ = {ψ(x0), . . . , ψ(xm)} is an R0-path that begins in K0
and ends in W ′n. Thus X
′ meets Lmig (K0) for all i = 1, . . . , n. We use again that
Tmi(K) = ψ−1(Lmig (K0)), and we see that X must meet Tmi(K) for all i.
Finally, if D ⊂ S˜ is compact, we can ensure that D ⊆ K by making K0 contain
D′ = ψ(D).

7.2. Dichotomy for adjacent Conley surfaces. We now focus on basic pieces
that have adjacent Conley surfaces for a prescribed Conley decomposition, studying
whether or not they are heteroclinically related. Our main result in this direction
is Proposition 7.3, which constitutes a particular case of this problem.
For a periodic point q ∈ Perm(f) of period m, let (q) be the loop obtained by
evaluating the isotopy between the identity and fm in q. If b ⊂ Σ is a simple closed
curve, we say that q is in the class of b if (q) is freely homotopic to bk for some non
zero k ∈ Z. This can also be described in terms of the canonical lift: If b˜ is a lift of
b to D and T is a generator of Stab(b˜) ⊆ pi1(Σ), then q ∈ Perm(f) is in the class of
b if there is a lift q˜ of q such that Fm(q˜) = T k(q˜) for some k ∈ Z.
Proposition 7.3. Consider Λ1, Λ2 saddle type basic pieces such that:
a) Λ1 has a contractible fixed point.
b) Λ2 is annular and ρΛ2(f) = {v} where v 6= 0.
c) SΛ1 ∩ SΛ2 := b is an essential simple closed curve.
d) f(SΛ1) ∩ SΛ2 6= ∅.
Then one of the following holds:
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(1) There exists a periodic point q ∈ Λ1 in the class of b, or
(2) Λ1 ≺ Λ2.
The conclusion can be interpreted as saying that an heteroclinical connection
Λ1 ≺ Λ2 can only be avoided if some of the rotation of Λ1 mirrors that of Λ2. That
is to be taken in the sense that v is a non zero multiple of [b] ∈ H1(Σ;R), since
Λ2 is annular, and option (1) implies a non zero rotation vector for Λ1 also in the
direction of [b]. It should be noted that the two options in the conclusion are not
exclusive.
Before the proof of Proposition 7.3 we need to recall some general facts about
topological dynamics. We shall state these results in the particular case that con-
cerns us, i.e. that of f ∈ A0(Σ). For n ∈ N and x ∈ Σ we write
On(x, f) = {x, f(x), . . . , fn(x)}
the n-partial orbit of x by f . We restate Lemma 3.8 using this notation:
Lemma 7.4. (Lemma 3.8) Let U be a neighbourhood of Ω(f). Then there exists
κ ∈ N such that for every x ∈ Σ and n ≥ κ, we have On(x, f) ∩ U 6= ∅.
We will need a more refined statement about the behaviour of partial orbits near
a basic piece.
Lemma 7.5. Let Λ be a basic piece of f and U , S be open sets such that Λ ⊆ U ⊆ S
and cl[S]∩Ω(f) = Λ. Then there exists n0 ∈ N and an open set V with Λ ⊆ V ⊆ U
that satisfy the following property: If a partial orbit Om(x, f) is included in S with
x ∈ V and m > n0, then Om−n0(x, f) is included in U .
Proof. First we see that there exists a neighbourhood V of Λ, included in U , with
the property that if x ∈ V and f i(x) /∈ U for some i > 0 then f j(x) /∈ V for
every j > i. Otherwise we could construct a sequence xk in Σ \ U and sequences
of integers mk < 0 < nk such that f
mk(xk) and f
nk(xk) converge to points in Λ.
Taking an accumulation point of xk we would obtain a point outside of U that
should belong to Λ, as such a point should be in a recurrent class of f .
Consider the neighbourhood of Ω(f) defined as V0 := V ∪ int[Σ \ S]. Then, by
Lemma 7.4, there exists κ ∈ N such that any orbit of length n ≥ κ must intersect
V0. We claim that this V and n0 = κ satisfy the conclusion.
Consider a partial orbit Om(x, f) included in S with x ∈ V , and suppose
that f i(x) /∈ U for some i > 0. By construction of V , and the assumption
that Om(x, f) ⊂ S, we get that {f i(x), . . . , fm(x)} ∩ V0 = ∅. Thus we obtain
from Lemma 7.4 that m − i ≤ n0, implying i ≥ m − n0 + 1. This means that
Om−n0(x, f) ⊂ U , by the definition of i. 
We are ready to prove Proposition 7.3. As well as the previous results of this
section, the reader may want to recall Lemma 3.7.
Proof of Proposition 7.3:
Take S˜1 ⊂ D any lift of SΛ1 . Condition (a) in the hypotheses gives us some
p ∈ S˜1 that is fixed by F . We can apply Lemma 4.15, taking condition (d) into
account, to find some lift b˜ of b in S˜1 that intersects W
u(p, F ) non trivially. By
Theorem 2.3, using that Λ1 is of saddle type, we have that W
u(p, F ) is an immersed
manifold of dimension 1, which p divides into two branches. Let B be a branch of
Wu(p, F ) that meets b˜.
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We shall introduce some orientation conventions: As we remarked before, con-
dition (b) gives us that v is a non zero multiple of [b] ∈ H1(Σ;R). We pick an
orientation for b so that v is a positive multiple of [b]. Lifting induces an orien-
tation for b˜, which in turn defines a left and a right side of b˜ in D, where the
orientation of D is induced by lifting that of Σ. We assume that S˜1 lies at the left
of b˜. The other case admits a symmetrical proof.
Consider T the generator of Stab(b˜) that moves the points of b˜ in the positive
direction, according to the orientation we just defined on b˜. Let ξ+, ξ− ∈ ∂D
be the endpoints of b˜, which are also the attracting and repelling points of T
respectively. We shall split the proof into two cases, according to whether or not
B∩ S˜1 accumulates on {ξ−, ξ+}. When it does we will show that there is a periodic
point in Λ1 in the class of b, i.e. option (1) in the conclusion. In the complementary
case we will show that Λ1 ≺ Λ2. Let D1 be a fundamental domain for the covering
pi : S˜1 → SΛ1 that contains p.
Case I: B ∩ S˜1 accumulates on either ξ+ or ξ−.
We shall assume B ∩ S˜1 accumulates on ξ+, the other case is analogous. We aim
to find a periodic point in Λ1 that is in the class of b. Consider Λ˜1 = pi
−1(Λ1)∩ S˜1,
which is an invariant hyperbolic set for F . An adaptation of the shadowing lemma
(Theorem 2.11) to F and Λ˜1 shows that there is 0 > 0 and U a neighbourhood of
Λ˜1 such that any 0-pseudo-orbit for F contained in U is shadowed by an orbit of
F in Λ˜1. Moreover, if the pseudo-orbit projects by pi to a periodic pseudo-orbit for
f , then the projection of the shadowing orbit is also periodic.
This reduces the problem to find {xj} an 0-pseudo-orbit for F , contained in U ,
such that xm = T
k(x0) for some m, k > 0: If the orbit of x ∈ Λ˜1 shadows {xj},
then Fm(x) = T k(x), and so pi(x) ∈ Λ1 will be a periodic point of f in the class of
b.
If we take a neighbourhood W of ξ+, the assumption of Case I implies that
B ∩ S˜1 ∩W is non empty. According to the definition of unstable manifold, any
point in B∩S˜1∩W can be written as Fn(y) for some n > 0 and y ∈ D1, where y can
be chosen as close as we want to p as long as n is large enough. Moreover, by the
properties of Conley surfaces we have that the partial orbit On(y, F ) is contained
in S˜1. Thus we get y ∈ D1 with On(y, F ) ⊂ S˜1 and Fn(y) ∈W .
We shall find a suitable neighbourhood W of ξ+ so that the F -orbit of the point
y obtained from this argument can be perturbed to a pseudo-orbit with the desired
properties.
Let R = max{d(x, F (x)) : x ∈ D}, and K a compact set given by applying
Lemma 7.1 to SΛ1 , b and R. We assume D1 ⊂ K, as Lemma 7.1 says we can.
By compactness there exists N > 0 such that any subset of K with N or more
points must have two points that are closer than 0 to each other. Let WN be
a neighbourhood of ξ+ and m1, . . . ,mN ∈ Z given by Lemma 7.1 for this N .
Notice that the choice of R implies that any F -orbit is an R-path. If we take
W ⊂ WN , then we will have that On(y, F ) meets N disjoint translates of K by T ,
as stated in Lemma 7.1. More precisely, there are ni ∈ N with Fni(y) ∈ Tmi(K) for
i = 1, . . . , N . Then yi = T
−mi(Fni (y)) are in K for i = 1, . . . , N , and by the choice
of N we have two of them that are closer than 0 to each other. Let ni < nj be such
that yi and yj are closer than 0. We define xj = F
ni+j(y) for j = 0, . . . , nj − ni
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and xm = T
mj−mi(x0) for m = nj − ni + 1. Then {xj}mj=0 is an 0-pseudo-orbit
contained in S˜1, with xm = T
k(x0) for k = mj −mi.
We only have to adjust W ⊂ WN so that we can ensure the pseudo-orbit {xj}
arising from our construction is contained in U . Since F is a lift of f , we can assume
U is the lift of a neighbourhood U0 of Λ1, i.e. U = pi
−1(U0) ∩ S˜1. Let V0 ⊂ U0
be a neighbourhood of Λ1, and n0 > 0, as given by Lemma 7.5 for the basic piece
Λ1 and the open sets U0 and int(SΛ1). We consider V = pi
−1(V0) ∩ S˜1 and W a
neighbourhood of ξ+ such that F
−i(W ) ⊂ WN for i = 0, . . . , n0, which is possible
since F extends continuously as the identity on ∂D. As we remarked before, we can
assume y ∈ V and n > n0 so Lemma 7.5 gives us that On−n0(y, F ) ⊂ U . By the
choice of W we have Fn−n0(y) ∈WN , thus we can apply the previous argument to
On−n0(y, F ), which also meets N disjoint translates of K by T . This gives us an
0-pseudo-orbit {xj} contained in U with xm = T k(x0) for some m, k > 0, and so
concludes the proof in Case I.
Case II: B ∩ S˜1 does not accumulate on {ξ+, ξ−}.
In this case we want to deduce that Λ1 ≺ Λ2. Let b′ be the other essential
component of ∂SΛ2 , so that Fill(SΛ2) is the annulus between b and b
′. We consider
S˜2 the lift of SΛ2 that is adjacent to S˜1 at b˜, and b˜
′ the lift of b′ to this cover.
Notice that Stab(b˜) = Stab(S˜2) = Stab(b˜
′), and that Fill(S˜2) is the band between
b˜ and b˜′, which has ξ+ and ξ− as limit points in ∂D. We orient b′ so that T moves
the points of b˜′ in the positive direction, thus Fill(S˜2) is the region at the right of
b and the left of b′.
Notice that if Λ is a basic piece contained in Fill(SΛ2), then either Λ = Λ2 or
Λ is trivial and is contained in D = Fill(SΛ2) \ SΛ2 which is a union of disks that
are attracting or repelling. Either way we have ρΛ(f) = {v} by condition (b) and
Lemma 4.15. The shadowing lemma for basic pieces gives that Λ contains some
periodic point with rotation v, and thus a lift q ∈ Fill(S˜2) of such a periodic point
will satisfy Fm(q) = T k(q) for some m, k > 0.
We shall develop the proof in a sequence of claims, which we state below and
will prove afterwards.
Claim 1: B ∩ S˜2 accumulates on ξ+.
Claim 2: If Λ1 6≺ Λ2 then B ∩ b˜′ accumulates on ξ+.
Claim 3: If B ∩ b˜′ accumulates on ξ+ then pi(B) accumulates on Λ2.
Claim 1 serves as a lemma to prove claim 2. From claims 2 and 3 we derive a
proof that Λ1 ≺ Λ2 by contradiction: If we suppose the contrary we get that pi(B),
which is contained in Wu(Λ1, f), accumulates on Λ2. Then Lemma 3.7 would imply
that Λ1 ≺ Λ2, against what we supposed. Thus all that remains is to prove the
claims.
Proof of claim 1:
Consider first the case when B ∩ b˜′ = ∅. Applying Lemma 3.8 to some point
in pi(B) ∩ b we see that in this case pi(B) must accumulate on some basic piece
Λ ⊂ Fill(SΛ2). So there are q0 ∈ Λ and z0 ∈ pi(B) with z0 ∈ W s(q0, f), and then
we can take lifts q ∈ Λ˜ = pi−1(Λ) ∩ Fill(S˜2) and z ∈ B with pi(q) = q0, pi(z) = z0,
and z ∈W s(q, F ). Since ρ(f, q0) = v we have that Fn(q) tends to ξ+ as n→ +∞,
and then so does Fn(z), implying that B ∩ Fill(S˜2) accumulates on ξ+. Since
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Fill(S˜2)\ S˜2 is a disjoint union of bounded disks and B is connected, it follows that
B ∩ S˜2 accumulates on ξ+.
We consider now the situation when B ∩ b˜′ 6= ∅. This implies in particular that
F (b˜′) lies at the right side of b˜′, for otherwise we would have that Fill(S˜2) is an
attracting region for F , which falls under the previous case. Consider an orientation
(and therefore an order) on B so that F move points of B in the positive direction.
With respect to this order, let α′ be the minimum in B of the set B ∩ b˜′ and let
[p, α′] denote the arc of B from p to α′. Recalling the orientation (and order) of b˜,
let α be the minimum in b˜ of the set b˜ ∩ [p, α′]. Take γ = [α, α′] as the arc in B
between α and α′. Also define h ⊂ b˜ as the half-line joining ξ− with α and h′ ⊂ b˜′
as the half-line joining ξ− with α′. The concatenation of h, γ and h′ gives a Jordan
curve J ⊂ cl[D], and we consider the region D bounded by it, i.e. the component
of cl[D] \ J that is disjoint from ∂D. (Figure 7.1 depicts D, among other elements
of this proof).
Clearly D contains fundamental domains of the cover pi : S˜2 → SΛ2 so there is
q ∈ D a lift of a periodic point in Λ2 as in the remark previous to the statements
of the claims. Thus given an arbitrary neighbourhood W of ξ+ there is n ∈ N with
Fn(q) = T k(q) ∈ W for some k > 0. We choose W so that S˜2 ∩W is connected
and consider a ray r in S˜2 ∩W joining Fn(q) with ξ+. These are all the objects
shown in Figure 7.1. We shall show that B intersects r, which implies the claim.
p
B
α
γ
α′
h
h′
q
Fn(q)
D
r
S˜2
ξ+
ξ
−
1
Figure 7.1. Objects considered in case II of the proof or Propo-
sition 7.3.
Recall that F extends continuously to cl[D] as the identity on ∂D, so Fn(J) is
also a Jordan curve in cl[D] that meets ∂D exactly on ξ−, and bounds the region
Fn(D). Since r joins Fn(q) ∈ Fn(D) with ξ+, it must intersect Fn(J). If r meets
Fn(γ), which is an arc of B, we are already done. On the other hand r cannot
intersect Fn(h′) since it is disjoint from S˜1, as we have F (b˜′) at the right side of b˜′.
Thus let us assume Fn(h) meets r and let z be the minimum of r ∩ Fn(h) in the
line Fn(b˜), with the orientation induced by that of b˜, i.e. going from ξ− to ξ+.
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Let t be the concatenation of t1, the arc of F
n(h) from ξ− to z, and t2, the arc
of r from z to ξ+. Notice that t1 and t2 only meet at z, so t is a line, and that it
separates b˜ from Fn(b˜′), since both Fn(h) and r lie at the right of b˜ and the left
of Fn(h′). Thus Fn([p, α′]) must intersect t, since it is an arc from p, at the left
of b˜, to Fn(α′) ∈ Fn(b˜′). We seek to prove that Fn([p, α′]) ⊂ B intersects t2 ⊂ r,
as that would give the claim. By construction of h we have [p, α′] ∩ h = {α} and
so we get Fn([p, α′]) ∩ Fn(h) = {Fn(α)}. Observing that Fn(α) is the maximum
of Fn(h) in the line Fn(b˜), the last fact shows that Fn([p, α′]) can only meet t1 in
case that z = Fn(α), and then only at that point. In any case Fn([p, α′]) cannot
meet t1 in its interior, so it must meet t2, and that finishes the proof of this claim.
Proof of claim 2:
Consider q ∈ Λ˜2 := pi−1(Λ2) ∩ S˜2. By Lemma 4.15 we know that W s(q, F )
intersects b˜. On the other hand, depending on whether F (b˜′) lies at the right or the
left of b˜, we have that either W s(q, F ) or Wu(q, F ) intersects b˜′, this also coming
from Lemma 4.15. In any case, we have an arc δ ⊂ S˜2, starting at a point β ∈ b˜
and ending at a point β′ ∈ b˜′, that is contained in W s(q, F ) ∪Wu(q, F ). The key
point is that pi(B) cannot meet Wu(pi(q), f) by definition, nor W s(pi(q), f) by the
assumption that Λ1 6≺ Λ2, thus B cannot meet Tn(δ) for any n ∈ Z.
Let hn be the half-line in b˜ from T
n(β) to ξ+, and h
′
n the half-line in b˜
′ from
Tn(β′) to ξ+. Let Jn be the Jordan curve in cl[D] defined by concatenation of hn,
Tn(δ) and h′n, and Dn the disk bounded by Jn. Given a neighbourhood W of ξ+
we have that cl[Dn] ⊂ W for n large enough. We aim to show that B intersects
h′n, which proves this claim.
By the definition of hn and h
′
n, and the compactness of T
n(δ), there is some
neighbourhood Wn of ξ+ such that Wn ∩ S˜2 ⊆ cl[Dn]. So Claim 1 gives us that B
intersects cl[Dn], thus B meets Jn, as the Jordan curve that bounds Dn. We recall
that B cannot meet Tn(δ) by the assumption of this claim. On the other hand, B
cannot meet hn if n is large enough by the hypothesis of Case II. So B must meet
h′n, and we get the claim.
Proof of claim 3:
Take a sequence xk ∈ B ∩ b˜′ that converges to ξ+. We can write xk = Fnk(yk)
for some nk > 0 and yk ∈ D1. We see that there is mk > 0 so that F j(yk) ∈ S˜1 for
j = 0, . . . ,mk − 1 and F j(yk) ∈ S˜2 for j = mk, . . . , nk. That is by the properties of
Conley surfaces: If Onk(yk, F ) meets any lift of any other Conley surface it would
not reach b˜′, and once in S˜2 it cannot return to S˜1. We remark that this reasoning
includes the lifts of the Conley surfaces that form D. In order to ease notation let
us introduce zk = F
mk(yk).
We consider the partial orbits Onk−mk(pi(zk), f), which are contained in pi(B)∩
SΛ2 , and we shall prove the claim by showing that their union accumulates in Λ2.
Let W+, W− be neighbourhoods of ξ+, ξ− such that B∩S˜1 lies outside W+∪W−,
as given by the assumption of Case II. Let C be the band that lies between the lines
F−1(b˜) and b˜, and K = C \ (W+ ∪W−). Notice that K is compact. We see that
the sequence F−1(zk) belongs to K: a point F−1(zk) is outside W+ ∪W− since it
belongs to S˜1 ∩B, and F−1(zk) ∈ C since zk = F (F−1(zk)) ∈ S˜2.
Since xk = F
nk−mk(zk) tends to ξ+ while F−1(zk) remains in a compact set, we
deduce that nk −mk → +∞ recalling that d(x, F (x)) is uniformly bounded on D.
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Thus if we take U an arbitrary neighbourhood of Λ2, by Lemma 7.4 there is k such
that Onk−mk(pi(zk), f) must intersect U , and that concludes the proof.

7.3. Unstable-stable paths and walls. We turn now to introduce some key ob-
jects for our study of the heteroclinical relationship. They will consist on continuous
paths that can be written as a concatenation γ = γuγs where γu and γs are con-
tained respectively in the unstable and stable manifold of some saddle type basic
pieces. Among such paths, the ones that will be of interest come in two versions,
namely unstable-stable paths and walls, which will play complementary roles in
order to help us deduce some forcing conditions for the heteroclinical relationship
between annular pieces. This forcing result is Theorem 7.14 at the end of this sec-
tion, and we shall need the unstable-stable paths not only to prove it, but also to
give the definitions that appear in its statement.
For convenience, if γ is a path we will denote by γ− and γ+ the initial and final
endpoints of γ. Let Λ1 and Λ2 be basic pieces of f (not necessarily different). We
say that γ is a (Λ1,Λ2)-path if it can be written as a concatenation γ = γ
uγs such
that
• γu ⊂Wu(Λ1, f) and γs ⊂W s(Λ2, f), and
• γ− ∈ Λ1 and γ+ ∈ Λ2.
On the other hand, γ is a (Λ1,Λ2)-wall if we have γ = γ
uγs with
• γu ⊂Wu(Λ1, f) and γs ⊂W s(Λ2, f), and
• γ is a loop (i.e. γ− = γ+) that is non trivial in homotopy.
Notice that the existence of a (Λ1,Λ2)-path or wall implies that Λ1  Λ2. On
the other hand, if Λ1 ≺ Λ2 we can obtain the existence of a (Λ1,Λ2)-path from the
definition of heteroclinical connection and Theorem 2.3. An important difference
between paths and walls is that walls do not need to intersect the basic pieces,
they may be contained in the wandering set. Also, it is not always the case that a
(Λ1,Λ2)-wall exists for Λ1 ≺ Λ2.
The following is a basic property for any curve of the form γuγs as above, in
particular for unstable-stable paths and walls, which are the cases we will be using.
Recall the notation introduced in section 4: S(n) = Fill
(⋃
|j|≤n f
j(S)
)
.
Lemma 7.6. Let Λ1 and Λ2 be basic pieces of f contained in the interior of a
sub-surface S and let γ be a (Λ1,Λ2)-path or wall. Then there exists n ∈ N such
that γ ⊂ S(n).
Proof. Since γu has compact image and S is a neighbourhood of Λ1, there exists
n ∈ N such that the image of γu is contained in fn(S). The same works for γs. 
The next lemmas give us constructions of unstable-stable walls. More precisely,
they tell us that some conditions on the rotation set imply the existence of walls.
Lemma 7.7. Suppose Λ1 ≺ Λ2 are basic pieces of f and assume that Λ1 contains
a contractible fixed point. Then for every non-contractible periodic point q ∈ Λ2
there exists a (Λ1,Λ2)-wall freely homotopic to (q).
We point out that Λ1 and Λ2 need not be different.
Proof. Let p ∈ Λ1 be a contractible fixed point. Since Λ1 ≺ Λ2 there exists a
(Λ1,Λ2)-path γ = γ
uγs with γ− = p and γ+ = q. Let γ˜ be a lift of γ, where γ˜− = p˜
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is fixed by F and γ˜+ = q˜ satisfies Fm(q˜) = T k(q˜) for some deck transformation T
and m, k > 0. We consider x ∈ γ˜ that belongs to Wu(p˜, F )∩W s(q˜, F ), for instance
we can take x = γ˜u+ = γ˜s−. Since F (p˜) = p˜ we can take an arc δu ⊂ Wu(p˜, F )
joining x and Fm(x). On the other hand Fm(x) ∈W s(Fm(q˜), F ) = W s(T k(q˜), F ),
and by equivariance we have W s(T k(q˜), F ) = T k(W s(q˜, F )) which contains T k(x),
so we can consider δu ⊂ W s(T k(q˜), F ) joining Fm(x) and T k(x). Then we can
concatenate δu with δs and pi(δuδs) is a loop with homotopy class corresponding
to T k, which is the class of (q). Thus pi(δuδs) is the desired (Λ1,Λ2)-wall.

If the Conley surfaces of Λ1 and Λ2 are adjacent we can get something a bit
stronger.
Remark 7.8. If SΛ1 and SΛ2 are adjacent, so S∗ = Fill(SΛ1 ∪ SΛ2) is connected,
we see from Lemma 7.6 that the (Λ1,Λ2)-wall γ of Lemma 7.7 is contained in S
(n)
for some n. We remark that γ and (q) are freely homotopic inside S(n), since they
are both represented by the same deck transformation T k, not merely by conjugate
deck transformations.
The need for the last remark only comes up when some component of Σ \ S∗ is
an annulus, so some classes in pi1(S∗) are conjugate in pi1(Σ) but not in pi1(S∗).
Lemma 7.9. Let Λ be an annular basic piece of f such that ρΛ(f) ⊂ H1(SΛ;R) is
a non-trivial interval. Then there exists a (Λ,Λ)-wall with homotopy type in SΛ.
Proof. Recall that the shadowing lemma for basic pieces implies that rational points
in ρΛ(f) are realized by periodic orbits. Thus if 0 ∈ ρΛ(f) we can conclude directly
from the previous Lemma 7.7. Otherwise, we use a minor adaptation: Take a lift S˜
of SΛ and T a generator of Stab(S). If p ∈ S˜ projects to a periodic orbit realizing
some rational rotation vector, we have Fm(p) = T k(p) for some m, k ∈ Z. We
consider the map G = F ◦ T−k, which is another lift of f and has a fixed point
inside S˜. Since ρΛ(f) is a non-trivial interval, there exist q˜ ∈ S˜ that projects to a
periodic orbit with different rotation than that of pi(p). Then there are n, l ∈ Z∗
such that Gn(q˜) = T l(q˜). The rest of the proof follows arguing as in Lemma 7.7
with the map G. 
A similar fact to Remark 7.8 holds for Lemma 7.9.
7.4. Annular packages and orientation conventions. Let us introduce some
notations that will be important for the rest of this section as well as the next one.
Some of them will even take part in the statement of our main theorem 8.1. If Λ is
an annular basic piece of f we define its annular package [Λ] as the set of all annular
pieces of f whose filled in Conley surfaces are in the homotopy class of Fill(SΛ).
Notice that the annular packages are equivalence classes on the set of annular basic
pieces of f , and that there are at most 3g− 3 such classes. Further, if Λ is annular
we define the essential Conley surface of the package [Λ] as
S[Λ] =
⋃
Λ′∈[Λ]
Fill(SΛ′)
and notice that each S[Λ] is an embedded annulus and that different annular packs
give rise to disjoint surfaces that are not equivalent modulo homotopy, thus there
are at most 3g − 3 of them.
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If γ is a (parametrized) essential closed curve on Σ and γ˜ is a lift of γ to the
universal cover D, then we can define a right and a left hand side of γ˜ according
to the orientation of γ˜ and the orientation of D lifted from that of Σ. Let Rγ˜ and
Lγ˜ be the left and right components of D \ γ˜. Of course Rγ˜ and Lγ˜ depend on the
parametrization of γ, or more precisely, on the orientation of γ.
For each package [Λ] we choose an essential simple closed curve c[Λ] in S[Λ],
which gives a generator for pi1(S[Λ]). This choice induces the following orientation
conventions: If γ is an essential simple closed curve that can be isotoped into S[Λ],
it is positively oriented if it is homotopic to c[Λ] and negatively oriented if it is
homotopic to c−1[Λ]. Choosing always the positive orientation we can define a local
left and right hand side for such curves in a way that is coherent among those in
the same class: if γ1 and γ2 are disjoint simple closed curves in the class of S[Λ],
then the annulus that they bound is on the right side of one of those curves and on
the left side of the other (recall that Σ is not a torus). Notice that the orientation
convention is such that a small neighbourhood of γ˜ in Lγ˜ projects to the local left
hand side of γ and conversely for the right hand sides. This also allows us to say
whether SΛ1 is on the right or the left of SΛ2 for Λ1,Λ2 ∈ [Λ]. If P is an annulus
on the isotopy class of S[Λ] and P˜ is a lift of P , we define LP˜ as Lb˜0 where b0 is the
left boundary of P . We define RP˜ analogously for b1 the right boundary of P .
Next we prove a basic lemma that follows section 4, but was postponed until
now since it is only used in this section and requires some of the definitions above.
Lemma 7.10. Let S be the fill of a non-trivial Conley surface and S˜ ⊆ D a con-
nected lift of S. Consider h : S1 × [0, 1] → Σ a free homotopy of essential closed
curves and let H : R × [0, 1] → D be a lift of h. Denote by ht = h(S1 × {t}) and
Ht = H(R× {t}) for t ∈ [0, 1]. Assume that
• h0 ⊂ S,
• ht ⊂ S(m) for some m ∈ N and all t ∈ [0, 1],
• H0 ⊂ S˜.
Then
(LH0 \ S˜) ∩ pi−1(Ω(f)) = (LH1 \ S˜) ∩ pi−1(Ω(f)).
The same works interchanging LH0 with RH0 and LH1 with RH1 .
Proof. Clearly H+t , H
−
t ∈ ∂D are constant and LHt accumulates on one side of
∂D \ {H+t , H−t }, which is the same side for every t. Because of that it suffices
to show that H(R × [0, 1]) does not intersect pi−1(Ω(f)) \ S˜. That happens since
h(S1 × [0, 1]) ⊂ S(m) which does not meet Ω(f) ∩ S by Lemma 4.12.
The proof for the other case is analogous.

We remark that we can replace S in Lemma 7.10 with S(m0) for m0 ≤ m. This
is a corollary of Lemmma 7.10 and the fact that S(n) retracts by deformation to S
rel Ω(f), which is part of Lemma 4.12.
7.5. Oriented heteroclinical connections. The unstable-stable paths will allow
us to introduce an oriented version of the heteroclinical relationship for annular
pieces. Let Λ be an annular basic piece and Λ1 any non-trivial basic piece with
Λ1 ≺ Λ. We say that the heteroclinical connection is on the left of Λ, and write
Λ1 ≺L Λ if there are lifts S˜ and S˜1 of Fill(SΛ) and Fill(SΛ1) respectively and δ˜ a
lift of a (Λ1,Λ)-path δ that satisfy:
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• S˜1 ⊆ LS˜ ,
• δ˜− ∈ S˜1, and δ˜+ ∈ S˜.
We define Λ ≺R Λ1 analogously, only changing the first point for S˜1 ⊆ RS˜ . There
is also a symmetric version for a connection of the type Λ ≺ Λ2 where Λ is annular
and Λ2 non-trivial. We spell it out for clarity: The heteroclinical connection is on
the left of Λ, which we write Λ ≺L Λ2, if there are lifts S˜ and S˜2 of Fill(SΛ) and
Fill(SΛ2) respectively and δ˜ a lift of a (Λ,Λ2)-path δ that satisfy:
• S˜2 ⊆ LS˜ ,
• δ˜− ∈ S˜, and δ˜+ ∈ S˜2.
The definition of Λ ≺R Λ2 is analogous. There are some important observations
about this concept: First, these definitions make sense only for a fixed Conley
decomposition and an orientation of the annular classes as given in the previous
sub-section 7.4. If Λ1 ≺ Λ and Λ is annular, it is easy to show that either Λ1 ≺L Λ
or Λ1 ≺R Λ. Both could happen at the same time, but only if the annulus Fill(SΛ)
is attracting. The analogous property holds for Λ ≺ Λ2 where Λ is annular, where
one of Λ ≺L Λ2 or Λ ≺R Λ2 takes place, and they are not exclusive if Fill(SΛ)
is repelling. On the other hand, if Fill(SΛ) is neither attracting nor repelling the
orientation of the heteroclinical connections at Λ is forced: for instance, if f moves
both boundaries of Fill(SΛ) to the right, we have that Λ1 ≺ Λ ≺ Λ2 implies
Λ1 ≺L Λ ≺R Λ2.
If Λ1 ≺ Λ2 are annular pieces in the same annular package, we have Λ1 ≺L Λ2 if
and only if Λ1 ≺R Λ2, but if they are in different packages there is no such relation.
If Λ is annular and Λ0, Λ1 are non-trivial then Λ0 ≺ Λ1 ≺L Λ implies Λ0 ≺L Λ,
which can be obtained as a consequence of the λ-lemma and the properties of Conley
surfaces lifted to D. The analogous statements for ≺R, ≺L and ≺R also hold.
7.6. Walls and forcing of heteroclinical connections. As we mentioned be-
fore, unstable-stable paths and walls will be used to deduce heteroclinical connec-
tions between pieces. The main tool in that direction is Lemma 7.11 below. First
let us set up the situation: We consider Λ1 ≺ Λ2 and Λ ≺ Λ′ non-trivial basic
pieces of f , and let S˜ and S˜′ be lifts of S = Fill(SΛ) and S′ = Fill(SΛ′) respec-
tively. Denote by Λ˜ := S˜ ∩ pi−1(Λ) and Λ˜′ := S˜ ∩ pi−1(Λ′), which are F -invariant
sets by Lemma 4.12.
Lemma 7.11. In the situation above, suppose there is a (Λ1,Λ2)-wall γ disjoint
from Λ ∪ Λ′, and a (Λ,Λ′)-path δ, that admit lifts γ˜ and δ˜ with the following prop-
erties:
• Λ˜ ⊂ Lγ˜ ,
• Λ˜′ ⊂ Rγ˜ ,
• δ˜− ∈ Λ˜ and δ˜+ ∈ Λ˜′.
Then Λ1 ≺ Λ′ and Λ ≺ Λ2.
We remark that we can interchange Lγ˜ with Rγ˜ in the statement.
Proof. Let us write δ = δuδs and γ = γuγs. Consider the lifts δ˜u and δ˜s so that
δ˜ = δ˜uδ˜s. Notice that γ˜ is a complete lift of a loop, so it is an infinite concatenation
of alternating lifts of γu and γs.
Since γ˜ separates D into Lγ˜ and Rγ˜ and δ˜ begins on one of these sides and
ends on the other, we see that γ˜ and δ˜ must intersect. Using the fact that stable
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(or unstable) manifolds of different pieces cannot intersect, we have that either δ˜u
meets γ˜ in some lift of γs, implying that Λ ≺ Λ2, or that δ˜s meets γ˜ in some lift
of γu and so Λ1 ≺ Λ′. We want to see that both relations take place, and we will
achieve it by changing δ˜ for other convenient lifts of (Λ,Λ′)-paths.
Let α = dist(γ˜, Λ˜ ∪ Λ˜′), which is strictly positive since γ and Λ ∪ Λ′ are disjoint
compact sets. For n ∈ Z we consider δ˜n = Fn(δ˜). The fact that Λ˜ and Λ˜′ are
F -invariant implies that δ˜−n ∈ Λ˜ and δ˜+n ∈ Λ˜′, so δ˜n projects to a (Λ,Λ′)-path δn
which also satisfies the hypothesis. Since δ˜s is an arc in a stable manifold, we have
that for n large enough the diameter of δ˜sn = F (δ˜
s) is less than α. This implies that
δ˜sn cannot meet γ˜, recalling that δ˜
s
n
+ ∈ Λ˜′. So δ˜un = F (δ˜u) must intersect γ˜, which
may happen only in a lift of γs and implies Λ ≺ Λ2.
The other relation can be obtained by the same argument using δ−n for n large
enough.

With stronger assumptions we can construct walls for the newly deduced hete-
roclinical connections. Let Si = Fill(SΛi) for i = 1, 2 and S∗ = S1 ∪S2. In the first
result of this nature, stated below, we need to assume that Λ and Λ′ are different
form Λ1 and Λ2, so they are disjoint from S∗.
Lemma 7.12. Assume the situation above, including the hypotheses of Lemma
7.11. Suppose also that
• There is a contractible fixed point p ∈ Λ1 and a non-contractible periodic
point q ∈ Λ2.
• γ = γuγs with γu ⊂Wu(p, f) and γs ⊂W s(q, f), and γ is freely homotopic
to (q).
• S1 and S2 are adjacent, i.e. S∗ = S1 ∪ S2 is connected.
Then there exists a (Λ,Λ2)-wall η contained in S
(n)
∗ for some n > 0. Moreover,
we can take η homotopic to γ inside S
(n)
∗ .
There also exists a (Λ1,Λ
′)-wall with the same conditions.
Proof. By Lemma 7.6 there is n0 with γ ⊂ S(n0). Let S˜∗ be the lift of S∗ so that
γ˜ ⊂ S˜(n0)∗ . Then we have
Λ˜ ⊂ Lγ˜ \ S˜(n0) and Λ˜′ ⊂ Rγ˜ \ S˜(n0) (7.1)
and this also holds true if we increase n0 or change γ by a homotopic loop in S
(n0).
Thus it can be assumed that γ is as constructed in Lemma 7.7. Recall the notations
of that lemma, specifically that q has period m and T is a deck transformation so
that T k corresponds to the homotopy class of (q). That construction lets us assume
that γu and γs are arcs joining x0 and f
m(x0) for some x0 ∈ Wu(p, f) ∩W s(q, f)
(in the notation of Lemma 7.7, we have x0 = pi(x)).
Consider the loops γi = f
mi(γ) for i ≥ 0. They are all (Λ1,Λ2)-walls homotopic
to γ, and γi−1 intersects γi in at least the point xi = fmi(x0). Write γi = γui γ
s
i
where γui = f
mi(γu) ⊂ Wu(p, f) and γsi = fmi(γs) ⊂ W s(q, f). Notice that we
can concatenate γui−1 with γ
u
i at the point xi, obtaining an arc of W
u(p, f) that
goes from xi−1 to xi+1. On the other hand we can concatenate γsi with γ
s
i−1 at xi,
which gives us an arc of W s(q, f) going from xi+1 to xi−1.
We define Γ =
⋃i=4
i=0 γi and the arcs Γ
u = γu0 · · · γu4 and Γs = γs4 · · · γs0 (we will
see the reason to use five of the γi later on). Notice that Γ = Γ
u ∪ Γs and that
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Γu and Γs are sub arcs of Wu(p, f) and W s(q, f) respectively. Since stable and
unstable manifolds are transversal to each other we see that Γ is a CW-complex of
dimension 1, which is finite and connected. We can define Fill(Γ) by adding the
components of Σ\Γ that are disks, so Fill(Γ) retracts by deformation to an essential
simple closed curve with homotopy class corresponding to the deck transformation
T . Observe as well that Fill(Γ) ⊂ S(n1) for n1 = n0 + 4.
Since Γ has no vertices of valence 1, there are simple closed curves b0, b1 ⊂ Γ in
the homotopy class of T such that Fill(Γ) is the closed region at the right of b0 and
the left of b1, according to the orientation given by γ.
Let Γ˜ be the connected component of pi−1(Γ) that contains γ˜, and b˜0, b˜1 the
lifts of b0 and b1 in Γ˜. We then have that Γ˜, b˜0 and b˜1 are invariant by T , and
accumulate in ∂D exactly at γ˜+ and γ˜−. Also notice that B = cl[Rb˜0 ] ∩ cl[Lb˜1 ] is
the connected lift of Fill(Γ) that contains Γ˜.
We are going to show now that Fill(Γ) is an annulus, i.e. that b0 ∩ b1 = ∅.
First we see that b0 ∩ b1 ⊂
⋂4
i=0 γi: If y ∈ b0 ∩ b1 we consider y˜ ∈ b˜0 ∩ b˜1 with
pi(y˜) = y, which exists since b˜0 and b˜1 are T -invariant, and notice that B \ {y˜} has
two connected components which accumulate on ∂D in γ˜+ and γ˜− respectively. For
every i = 0, . . . , 4 we have that γ˜i ⊂ B goes from γ˜− to γ˜+, so they all must pass
through y˜. By projecting we conclude y ∈ ⋂4i=0 γi. Next we show that ⋂4i=0 γi = ∅:
Writing γi = γ
u
i ∪γsi we see that
⋂4
i=0 γi is union of the sets
⋂4
i=0 γ
µi
i for each choice
of µ0, . . . , µ4 ∈ {u, s}. On the other hand, if i1, i2, i3 ∈ {0, . . . , 4} are different we
have γui1 ∩ γui2 ∩ γui3 = ∅ and γsi1 ∩ γsi2 ∩ γsi3 = ∅ by construction, since they are
non-trivial intervals with disjoint interiors in Wu(p, f) and W s(q, f) respectively.
Thus all the sets of the form
⋂4
i=0 γ
µi
i are empty, since there always must be i1, i2, i3
different with µi1 = µi2 = µi3 . This is the point of using five of the curves γi.
We turn now to show that Wu(Λ˜, F ) crosses B. Since bk0 and b
k
1 are homotopic
to γ in S(n1), we can deduce from Lemma 7.10 and equation 7.1 that Λ˜ ⊂ Lb˜0
and Λ˜′ ⊂ Rb˜1 . Recall that δ˜, as mentioned in Lemma 7.11, goes from Λ˜ to Λ˜′.
We proceed as in Lemma 7.11 by taking δ˜n = F
n(δ˜) for n large enough so that
δ˜sn = F
n(δ˜s) has less diameter than
α = dist(B, Λ˜ ∪ Λ˜′) = dist(Fill(Γ),Λ ∪ Λ′) > 0
So δ˜un = F
n(δ˜u) goes from Λ˜ ⊂ Lb˜0 to a point in the α-neighbourhood of Λ˜′, that
is contained in Rb˜1 . Thus δ˜
u
n is an arc of W
u(Λ˜, F ) that crosses B.
We can then consider a sub-arc µ of Wu(Λ˜, F ) such that µ ⊂ B with µ− ∈ b˜0
and µ+ ∈ b˜1. Then B \µ consists on two components B+ and B− that accumulate
on ∂D in γ˜+ and γ˜− respectively. Since Γu ⊂Wu(Λ1, f) and unstable manifolds of
different pieces do not meet, we see that µ cannot intersect pi−1(Γu). On the other
hand µ− ∈ b˜0 ⊂ Γ˜ and Γ = Γs ∪ Γu. So there is some connected lift Γ˜s0 of Γs that
contains µ−. We see that
pi−1(Γs) ∩ Γ˜ =
⋃
n∈Z
Tn(Γ˜s0)
since T generates Stab(Γ˜) = Stab(B). The sets in the union, namely Γ˜sn = T
n(Γ˜s0),
are pairwise disjoint since Γs is an arc with no self-intersection.
We aim to show that µ intersects either Γ˜sk or Γ˜
s
−k. That is sufficient to finish
the proof: Say that µ meets Γ˜sk in a point z. Then we can concatenate the sub-arc
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of µ from µ− to z with the sub-arc of Γ˜sk joining z with T
k(µ−), and let η be the
projection of that curve. It is straightforward to verify that η is a (Λ,Λ2)-wall,
recalling that Γs ⊂ W s(Λ2, f). It is homotopic to γ since the endpoints of the lift
differ by translation by T k, and the homotopy can be made inside Fill(Γ) ⊂ S(n1)∗ .
If µ meets Γ˜s−k a similar argument applies.
We now prove that µ intersects Γ˜sk ∪ Γ˜s−k. We will show it by contradiction,
so assume that µ ∩ (Γ˜sk ∪ Γ˜s−k) = ∅. Since µ intersects Γ˜s0, we have Γ˜sk ⊂ B+
and Γ˜s−k ⊂ B−. Consider the loop γ∗ = γu0 γu1 γs1γs0 , recalling the definition of the
curves γi to see this concatenation is well defined and that γ∗ begins and ends at
x0 ∈ Γs ∩Γu. Notice as well that γ∗ is freely homotopic to γ2. Let ν = νuνs be the
lift of γ∗ that begins at x˜0 ∈ Γ˜s−k, where νu lifts γu0 γu1 and νs lifts γs1γs0 . (Remark:
ν is a lift of γ∗ as a path, i.e. not a complete lift, as we are accustomed to consider
for essential loops). Since γ∗ is in the homotopy class of γ2, we get that ν ends
at T 2k(x˜0) that belongs in Γ˜
s
k = T
2k(Γ˜s−k). Thus ν
s is contained in Γ˜sk and ν
u
goes from x˜0 ∈ Γ˜s−k to some point in Γ˜sk. Recalling that by our assumption we had
Γ˜s−k ⊂ B− and Γ˜sk ⊂ B+, we have an arc νu ⊂ B joining a point in B− with one
in B+, implying that νu must meet µ. This is absurd, since they are sub-arcs of
unstable manifolds of different pieces, namely µ ⊂Wu(Λ˜, F ) and νu ⊂Wu(Λ˜1, F ).
This finishes the proof, the construction of the (Λ1,Λ
′)-wall being analogous.

We would like to improve Lemma 7.12 to include the case when Λ′ agrees with
Λ2. In order to achieve our result in that direction we need Λ1 and Λ2 to be in
the hypotheses of Proposition 7.3. That resembles the conditions in Lemma 7.12
in that S1 and S2 are adjacent, Λ1 has a contractible fixed point and Λ2 a non-
contractible periodic point. They are stronger in the sense that S2 must be an
annulus and ρΛ2(f) must be a point, but we do not need to assume Λ1 ≺ Λ2. That
is because we will arrive at a weaker conclusion than that of Lemma 7.12, which
will also be true under option 1 in Proposition 7.3. We assume that b = S1 ∩ S2
is the left boundary of S2, according to the orientation of the annular class of [Λ2],
so condition (d) in Proposition 7.3 says that f(b) lies at the left of b.
Lemma 7.13. Assume Λ1 and Λ2 are as in Proposition 7.3, where b is the left
boundary of SΛ2 . Let Λ be a non-trivial basic piece with Λ ≺L Λ2. Then either
Λ  Λ1 or there is a (Λ,Λ2)-wall in the homotopy class of b.
Clearly we could interchange the left with the right in the statement if b was the
right boundary of S2.
Proof. We assume Λ 6= Λ1, otherwise the result is trivial. First apply Proposition
7.3 to Λ1 and Λ2. If option 1 holds then Lemma 7.7 gives us a (Λ1,Λ1)-wall in the
homotopy class of b, which has Λ2 to its right since it is contained in some S
(n)
1 .
Since Λ ≺L Λ2 we get a (Λ,Λ2)-path that enters S2 through b, and we can apply
Lemma 7.11 to get that Λ ≺ Λ1. So from now on we can assume Λ1 ≺ Λ2, that is
option 2 in Proposition 7.3. Moreover, we can assume that option 1 does not hold,
i.e. that Λ1 has no rotation in the direction of [b].
Assuming that Λ1 ≺ Λ2 puts us in the hypotheses of Lemma 7.7 with S1 and
S2 adjacent, and this allows us to make the constructions for the proof of Lemma
7.12. In particular, recall the annulus Fill(Γ) and its lift B, and let n0 be such that
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Fill(Γ) is contained in S
(n0)∗ . Let b˜ be the lift of b in S˜∗. Since Λ ≺L Λ2 we can
choose a lift Λ˜ of Λ so that Wu(Λ˜, F ) meets W s(Λ˜2, F ) and Λ˜ ⊂ Lb˜. Notice that
then Λ˜ ⊂ Lb˜ \S(n0)∗ , which is at the left of B ⊂ S˜(n0)∗ . If Wu(Λ˜, F ) meets Rb˜ \ S˜(n0)∗ ,
we see that Wu(Λ˜, F ) must cross B and so we can use the argument of Lemma 7.12
to get a (Λ,Λ2)-wall in the class of b.
In the rest of the proof we assume that Wu(Λ˜, F ) ⊂ Lb˜ ∪ S˜(n0)2 and also that
Λ 6≺ Λ1, as this is the situation we have not covered yet. Let q˜ ∈ S˜2 be a lift of a
periodic point q ∈ Λ2, such that Fm(q˜) = T k(q˜) where T is a deck transformation
generating Stab(S˜2) as usual. Consider also b
′ the right boundary of the annulus
S
(n0)
2 and b˜
′ the corresponding lift in S˜(n0)2 . Let C be the band between b˜ and b˜
′,
i.e. C = cl[Rb˜ ∩ Lb˜′ ], and observe it contains S˜2 and is contained in S˜(n0)2 . We
can construct a curve α contained in W s(q˜, F ) ∪ Wu(q˜, F ) that crosses C, just
as we did when proving Claim 2 in the proof of Proposition 7.3. Also recall that
the beginning arc of α, going from b˜ to q˜, must belong to W s(q˜, F ), while the arc
of α form q˜ to b˜′ may belong either to W s(q˜, F ) or to Wu(q˜, F ). In any case,
any two points in α \Wu(q˜, F ) are connected by an arc in α ∩W s(q˜, F ). Since
unstable manifolds of different pieces are disjoint, we see that Wu(Λ˜, F ) can only
meet Tn(α) in W s(Tn(q˜), F ) for any n. Because of this, our objective is to find an
arc in Wu(Λ˜, F ) that meets two disjoint translates of α by T , as that would give
us a (Λ,Λ2)-wall in the class of b.
By compactness of α, there is k0 such that the translates αj = T
jk0(α) are
pairwise disjoint for j ∈ Z. Each αj splits C into two components, that accumulate
in ∂D respectively at the points ξ+ and ξ−, the attracting and repelling point
of T . Choose an arc ν ⊂ Wu(Λ˜, F ) that begins in Λ˜ and ends at a point x ∈
Wu(Λ˜, F )∩W s(q˜, F ) that is very close to q˜, in particular with x ∈ S˜2. Then for n
large we have that Fn(x) tends to ξ+. Notice that if F
n(ν) ∩ b˜ remains in a fixed
compact set for all n, then we can conclude as follows: We recall that
Fn(ν) ⊂Wu(Λ˜, F ) ⊂ Lb˜ ∪ S˜(n0)2 = Lb˜ ∪ C
for all n, so there is an arc in Fn(ν) ∩ C joining Fn(x) with a point in Fn(ν) ∩ b˜.
If n is large enough, this arc in C is going from a compact set to an arbitrary
neighbourhood of ξ+, thus it must intersect many of the curves αj (as many as we
want, shrinking the neighbourhood of ξ+ and thus increasing n).
Thus it suffices to show that Fn(ν) ∩ b˜ is contained in some compact set for all
n. This is what we do in case Λ1 is curved. When Λ1 is annular we shall prove a
little less: we will find sub-arcs νn ⊂ ν such that Fn(νn)∩C contains an arc joining
a point in a fixed compact subset of b˜ with Fn(x). Provided that said compact
subset of b˜ is independent of n, this is also sufficient to conclude.
Let us assume first that Λ1 is annular, thus in the same package as Λ2 (by
adjacency) and with ρΛ1(f) = {0} (as we assumed it has no rotation in the direction
of [b]). Let p˜ be a lift in S˜1 of a contractible fixed point p ∈ Λ1. Denote by c the
left boundary of S1, and c˜ the lift of c contained in S˜1. Notice that S1 cannot be
a repelling annulus, as Wu(Λ, f) goes through it, so f−n(c) is the left boundary
of S
(n)
1 . We will do a similar construction to that of α but for the point p˜, and
this time it will depend on n: On one hand let β be the segment of Wu(p˜, F ) that
begins at p˜, ends in β+ ∈ b˜, and is contained in S˜1. On the other hand, let βn be
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the segment of W s(p˜, F ) going from p˜ to some point in F−n(c˜), with βn ⊂ S˜(n)1 .
We set γn = βnβ, and notice that the band Bn = S
n
1 ∩Lb˜, that is the band between
F−n(c˜) and b˜, is divided into two components by γn each accumulating in one of
the points ξ+ and ξ−. By compactness of ν we see that there is k1 so that ν∩ b˜ is in
the compact interval of b˜ between T−k1(β+) and T k1(β+), let us call this interval
K, and notice it does not depend on n. Let νn be the sub-arc of ν that joins x and
a point in F−n(c˜) and is contained in Bn ∪C (if we orient ν so it starts at Λ˜, then
ν−n is the last point of ν in ν ∩ F−n(c˜)). Since we are assuming Λ 6≺ Λ1 we have
that Wu(Λ˜, F ) must be disjoint from every translate of γn for all n. Thus νn ∩Bn
is in the compact subset of Bn that lies between T
−k1(γn) and T k1(γn), that we
call Dn. Since p is contractible, we have that T
j(p˜) is fixed by F for all j, and so
F (T j(γn)) ∩ Lb˜ = T j(γn−1) for all j and n. Applying this for j = ±k1 we get that
Fn(Dn)∩Lb˜ = D0 and in particular Fn(Dn)∩ b˜ = K. This implies Fn(νn)∩ b˜ ⊂ K
for all n. Then Fn(νn) contains an arc in C that joins a point in K and F
n(x), as
we desired. This finishes the proof for Λ1 annular.
Next we suppose Λ1 is curved. Since Λ˜ is F -invariant and F is the canonical
lift, we have that Λ˜ is contained in exactly one component of D \ S˜1 that we call V .
Let c˜ be the boundary component of S˜1 that is adjacent to V . Observe that c˜ is
different from b˜, and moreover V and c˜ are contained in Lb˜. Then, since S1 is not
a disk or annulus, we have c˜− and c˜+ disjoint from ξ− and ξ+. This implies that
for any R > 0 there are neighbourhoods W− and W+ of ξ− and ξ+ such that
dist(V,W− ∪W+) > R
Let κ be as in Lemma 3.8 and R0 = max{d(y, F (y)) : y ∈ D}. We take R =
(κ+ 1)R0 and set W
− and W− accordingly. Consider K = b˜ \ (W− ∪W+), which
is a compact interval of b˜. We want to prove that Fn(ν) ∩ b˜ is contained in K for
all n, noticing that K does not depend on n. So we will show that Wu(Λ˜, F )∩ b˜ is
disjoint from W− ∪W+. To do so, we consider y ∈Wu(Λ˜, F )∩ b˜, and see that the
backward orbit {F−j(y) : j ≥ 0} can only meet S˜1 and V , and moreover there is
some j1 so that F
−j(y) ∈ S˜1 for j = 0, . . . , j1 and in F−j(y) ∈ V for j > j1. This
is because of the properties of Conley surfaces: The backward orbit of y cannot
enter any attracting component of D \ S˜1, and from the repelling ones it cannot
return, so it can only enter V . Also notice that Oj1(y, F−1) is disjoint from the
Conley surfaces of the trivial pieces in S˜1, for otherwise it would not be possible for
y to belong in b˜ (for the attracting disks) or in Wu(Λ˜, F ) (for the repelling ones).
Thus by our assumption that Λ 6≺ Λ1 and Lemma 3.8 we get that j1 ≤ κ. On
the other hand Oj1+1(y, F−1) is an R0-path between y and F j1+1(y) ∈ V , thus
dist(y, V ) ≤ (j1 + 1)R0 ≤ R and so y /∈W− ∪W+ as we desired.

We remark that the (Λ,Λ2)-wall in Lemma 7.13 has the same properties as those
in Lemma 7.12: it is also contained in S
(n)
∗ for some n, and freely homotopic to bk
inside S
(n)
∗ for some k 6= 0.
7.7. Heteroclinical connections between annular pieces. The following is the
main result of this section, namely the forcing result for heteroclinical connections
we have been aiming for. We shall focus on what we need for Theorem 8.1, that is
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the heteroclinical relations among annular pieces with non-trivial rotation set. For
short, we say that a basic piece Λ has non-trivial rotation if ρΛ(f) 6= {0}.
Theorem 7.14. Let Λ and Λ∗ be annular basic pieces of f with non-trivial rotation
and belonging to different annular packages. Assume that
• Λ ≺L Λ′∗ for some Λ′∗ ∈ [Λ∗] with non-trivial rotation, and
• Λ′ ≺L Λ∗ for some Λ′ ∈ [Λ] with non-trivial rotation.
Then Λ ≺ Λ∗. The analogous results for connections of types ≺R, ≺L and ≺R also
hold.
Proof. Let Λ1 be the leftmost piece in [Λ∗] that has non-trivial rotation. We denote
S1 = Fill(SΛ1), which is an essential annulus contained in S[Λ∗], and let b0 and b1
be respectively the left and right boundaries of S1. Notice that either Λ∗ agrees
with Λ1, or it lies to the right of b1 in S[Λ∗], and the same reasoning applies to Λ
′
∗,
since we are assuming they have non-trivial rotation. In any case both Λ∗ and Λ′∗
lie at the right of b0 in S[Λ∗].
Let Λ0 be the basic piece such that SΛ0 is adjacent to S1 at the boundary b0. It is
certainly not trivial since b0 is essential. Moreover, there are only two possibilities
for Λ0: Either it is a curved piece, which happens if b0 is the left boundary of
S[Λ∗], or it is an annular piece in the package [Λ∗], which is at the left of Λ1 and
thus has trivial rotation. In any case we see that Λ0 contains a contractible fixed
point: if it is curved that is by Lefschetz index, and if it is annular because we have
ρΛ0(f) = {0} in that case.
Let S0 = Fill(SΛ0) and notice that S0 ∪ S[Λ∗] is always connected and filled: If
Λ0 is annular we have S0 ⊂ S[Λ∗], and if Λ0 is curved then S0 and S[Λ∗] are adjacent
at their common boundary b0.
We take some connected lift P˜∗ ⊂ D of S[Λ∗]. We shall lift the objects we defined
in the following manner: We consider Λ˜∗ = pi−1(Λ∗) ∩ P˜∗ and Λ˜′∗ = pi−1(Λ′∗) ∩ P˜∗.
Take b˜0 and b˜1 as the lifts of b0 and b1 contained in P˜∗, and also S˜1 as the lift of
S1 that is contained in P˜∗, which is the band between b˜0 and b˜1. Let S˜0 be the lift
of S0 that meets b˜0.
Since [Λ] and [Λ∗] are different annular packages, we have that S[Λ] is disjoint
from S[Λ∗]. The hypothesis that Λ ≺L Λ′∗ gives us a (Λ,Λ′∗)-path δ with a lift δ˜
such that
δ− ∈ Lb˜0 and δ+ ∈ Λ˜′∗ ⊂ Rb˜0 (7.2)
Analogously, Λ′ ≺L Λ∗ gives us a (Λ′,Λ∗)-path δ′ with a lift δ˜′ satisfying
δ′− ∈ Lb˜0 and δ′+ ∈ Λ˜∗ ⊂ Rb˜0 (7.3)
We let P˜ and P˜ ′ be the lifts of S[Λ] containing δ− and δ′− respectively (notice that
P˜ and P˜ ′ could agree or not). Consider also Λ˜ = pi−1(Λ)∩P˜ and Λ˜′ = pi−1(Λ′)∩P˜ ′.
Since [Λ] 6= [Λ∗] and Λ0 is either curved or in [Λ∗], we get that S[Λ] and S0 ∪ S[Λ∗]
cannot meet in their interior, so the interior of P˜ ∪ P˜ ′ is disjoint from S˜0∪ P˜∗. This
gives us that
Λ˜ ∪ Λ˜′ ⊂ Lb˜0 \ (S˜0 ∪ P˜∗) (7.4)
On the other hand, we have that either Λ∗ = Λ1 or Λ˜∗ ⊂ Rb˜1 , and the same
applies to Λ′∗.
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Figure 7.2. Elements considered for the proof of Theorem 7.14.
We depict the situation when Λ0 is curved. We want to deduce
that Wu(Λ˜, F ) ∩W s(Λ˜∗, F ).
The objective is to construct an unstable-stable wall that let us apply Lemma
7.11 to obtain the desired connection, i.e. that Λ ≺ Λ∗. We shall split the proof
into several cases, each one with a different method for constructing this wall. The
main split follows the behaviour of ρΛ1(f) 6= {0}, according to whether it is a point
or an interval. The case when ρΛ1(f) is a point will split further into two sub-cases.
Case I: ρΛ1(f) is a non-trivial interval.
Use Lemma 7.9 to obtain a (Λ1,Λ1)-wall γ that is freely homotopic to a power
of b0, say b
k
0 . By Lemma 7.6 we get that γ ⊂ S(n)1 for some n. Since S(n) is an
annulus that retracts by deformation to S1 we see that the free homotopy from γ
to bk0 can be made inside S
(n)
1 (which can also be obtained by Remark 7.8). By
Lemma 7.10 we see that Λ˜ ⊂ Lγ˜ , where γ˜ is the lift of γ that we get by lifting the
homotopy from bk0 to γ beginning at b˜0. On the other hand, we either have Λ
′
∗ = Λ1
or Λ˜′∗ ⊂ Lγ˜ , also by Lemma 7.10. So we obtain from Lemma 7.11 that
Λ ≺ Λ1  Λ′∗
Reasoning in the same way with Λ′ and Λ∗ we get that
Λ′ ≺ Λ1  Λ∗
Thus by transitivity we get Λ ≺ Λ∗ as desired.
Case II: ρΛ1(f) = {v} for v 6= 0.
We see that Λ0 and Λ1 are in the conditions of Proposition 7.3: For condition
(a), we already mentioned that Λ0 contains a contractible fixed point, and condi-
tion (b) is the assumption of Case II. Their Conley surfaces are adjacent at b0 by
construction, and f(b0) lies at the right of b0 for otherwise the connection realized
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by δ (or δ′) would be impossible, thus we get conditions (c) and (b). Thus Propo-
sition 7.3 says that either Λ0 has a periodic point in the class of b0, or that we have
Λ0 ≺ Λ1. We split the proof accordingly.
Sub-case II A: Λ0 has a periodic point in the class of b0.
In this case Λ0 has non-trivial rotation. This may only happen if Λ0 is curved,
because of our construction, though we do not need this for the argument. Apply
Lemma 7.7 to get a (Λ0,Λ0)-wall γ that is freely homotopic to some b
k
0 inside S
(n)
0
for some n (the last part comes from Remark 7.8. We proceed as in Case I, using
S
(n)
0 instead of S
(n)
1 when using Lemma 7.10, and we obtain
Λ ≺ Λ0 ≺ Λ′∗ and Λ′ ≺ Λ0 ≺ Λ∗ (7.5)
Which gives Λ ≺ Λ∗ as well.
Sub-case II B: Λ0 ≺ Λ1.
Let S∗ = S0 ∪S1, and notice that Λ0 and Λ1 are in the conditions of Lemma 7.7
and Remark 7.8. Let γ be the (Λ0,Λ1)-wall given by Lemma 7.7, freely homotopic
to bk0 in some S
(n)
∗ . We consider the lift γ˜ of γ coming from lifting the homotopy
beginning at b˜0.
Now if Λ∗ = Λ′∗ we are clearly finished, so we may assume one of them is not
Λ1. Let us assume Λ
′
∗ 6= Λ1, thus we have
Λ˜′∗ ⊂ Rb˜0 \ S˜∗
where S˜∗ = S˜0 ∪ S˜1. Recalling that δ˜− ∈ Λ˜ ⊂ Lb˜0 \ S˜∗ and δ˜+ ∈ Λ˜′∗, we use Lemma
7.10 to see that γ˜ and δ˜ are in the conditions of Lemmas 7.11 and 7.12. Thus we
get that Λ ≺ Λ1 and that there is a (Λ,Λ1)-wall ν freely homotopic to bk0 in some
S
(n1)∗ . If Λ1 = Λ∗ we already finished, so suppose this is not the case, and so we
have Λ˜∗ ⊂ Rb˜0 \ S˜∗ . Again we consider the appropriate lift ν˜ of ν, obtained from
lifting the homotopy from b˜0. Recalling that δ˜
′+ ∈ Λ˜∗, we see from Lemma 7.10
that δ˜′ and ν˜ are in the hypotheses of Lemma 7.11. Since δ′ realizes the connection
Λ′ ≺ Λ∗ and ν is a (Λ,Λ1)-wall, we see that Lemma 7.11 gives us Λ ≺ Λ∗ as desired.
(As well as Λ′ ≺ Λ1, that we do not need).
If, on the other hand, we had Λ∗ 6= Λ1 and Λ′∗ = Λ1, we get that Λ0 ≺ Λ∗
from Lemma 7.11 applied to δ˜′ and γ. Since Λ0 and Λ1 are in the conditions of
Proposition 7.3 and Λ ≺L Λ1 = Λ′∗, we can apply Lemma 7.13 to these pieces. In
case Λ ≺ Λ0 we conclude by transitivity, since we also have Λ0 ≺ Λ∗. Otherwise
there is a (Λ,Λ1)-wall freely homotopic to b
k
0 in some S
(n2)∗ . Applying Lemma 7.11
to this wall and δ˜′ gives us the desired relation Λ ≺ Λ∗.

8. Bounding the complexity of the rotation set: Main theorem
Here we state and prove our characterization of the rotation set ρ(f) for f ∈
A0(Σ) as a union of at most c(g) = 4 · 25g−5 convex sets with some additional
properties that further describe ρ(f). An essential decomposition of Σ will be a
collection of sub-surfaces S = {Σ1, . . . ,Σk} such that:
• Each Σi is essential and filled,
• Σ = Σ1 ∪ · · · ∪ Σk,
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• If i 6= j then Σi and Σj have disjoint interiors and are not isotopic to each
other.
Under such conditions, different sub-surfaces in S can either be disjoint or adjacent
at some of their boundary components. Notice that k ≤ 5g − 5, the maximum
obtained from a pair of pants decomposition by fattening the dividing curves into
annuli. For a subset A ⊆ S define
ΣA =
⋃
Σj∈A
Σj
and notice that A can be recovered just by looking at ΣA. Let us also define
H1(ΣA|S;R) =
∑
Σi∈A
H1(Σi;R)
as a subspace of H1(Σ;R). We will write H1(Σ|S;R) instead of H1(ΣS |S;R).
For f ∈ A0(Σ), a Conley decomposition induces an essential decomposition as
follows: For each annular package [Λ] let Σ[Λ] = S[Λ] as defined in sub-section 7.4,
and for each curved piece Λ′ let Σ[Λ′] = Fill(SΛ′), where the square brackets are
there to unify notation. An essential decomposition obtained in that manner will
be called an essential Conley decomposition for f .
If S = {Σ[Λ]}Λ is an essential Conley decomposition for f ∈ A0(Σ) and C =
(Λ0 ≺ · · · ≺ Λn) is a chain of non-trivial basic pieces of f we define the support of
C as
supp(C) = {Σ[Λj ] : j = 1, . . . , n} ⊆ S
and denote ΣC = Σsupp(C). For A ⊆ S we define
CA =
⋃
supp(C)=A
conv (ρC(f), 0)
where the union ranges over the chains C of non-trivial pieces that have support A.
Notice that we ask the support of C to be exactly A, not contained in A. If there
is no such chain we get CA = ∅. Observe that for any A ⊆ S we have CA ⊆ ρ(f),
since ρ(f) is star-shaped at 0 by Theorem 5.5. We also remark that if C contains
curved pieces we already have 0 ∈ ρC(f), so ρC(f) = conv (ρC(f), 0).
Thus we have
ρ(f) =
⋃
A⊆S
CA
We will show that for each A ⊆ S the set CA is a union of at most four convex
sets, thus obtaining our main objective. We are now ready to state the main
theorem.
Theorem 8.1. Let f ∈ A0(Σ) for Σ an orientable closed surface of genus g > 1.
Then ρ(f) ⊂ H1(Σ;R) is a union of at most 4 · 25g−5 convex sets containing 0.
Moreover, if S is an essential Conley decomposition for f we can obtain such
union as
ρ(f) =
⋃
A⊆S
CA
where we have:
(1) For A ⊂ S, either CA = ∅ or CA is a union of at most four convex sets
containing 0.
(2) For A ⊂ S, we have CA ⊂ H1(ΣA|S;R). In particular ρ(f) ⊂ H1(Σ|S;R).
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(3) If C is a chain of basic pieces with supp(C) = A, then ρC(f) ⊆ CA.
Clearly the bound 4 · 25g−5 is not sharp: There will be many subsets A ⊂ S
with CA = ∅. Also, if C′ is a sub-chain of C we have ρC′(f) ⊆ ρC(f), and pieces
with rotation 0 add nothing, so we could restrict the sets A ⊂ S to the supports of
maximal chains of non-trivial pieces with non-zero rotation (in case ρ(f) 6= {0}).
We will see that the number of convex sets in our writing of CA is at most four,
but it could be less. On the other hand, a sharp bound must be exponential on g,
as we see in the examples from section 10.4.
We turn now to the proof of Theorem 8.1. Observe that the only statement that
remains to be proved is point (1), since point (2) follows from Lemma 4.15 and point
(3) comes directly from the definition of CA. Thus we will devote the rest of this
section to prove point (1), namely that when A ⊂ S is the support of some chain,
then we can write CA as a union of at most four convex sets. First let us see that if
A = {Σ[Λ]}, i.e. A consists of just one surface, then CA is convex: If Λ is curved we
have CA = ρΛ(f) and if Λ is annular, then CA is a union of intervals containing 0 in
the 1-dimensional subspace H1(Σ[Λ];R). Another easy case is when A contains no
annuli, for then the chain C with supp(C) = A is unique and CA = ρC(f). To deal
with the general case we will need the following basic results about convex hulls.
Lemma 8.2. Let K,C1, . . . , Cr ⊂ RN be convex sets so that
⋃r
i=1 Ci is convex.
Then
conv
(
K ∪
r⋃
i=1
Ci
)
=
r⋃
i=1
conv(K ∪ Ci).
Lemma 8.3. Let V = V1⊕ · · ·⊕Vk be a direct sum decomposition of a subspace of
RN . For each i = 1, . . . , k, let Ci1, . . . , Ciri ⊂ Vi be convex sets so that
⋃ri
j=1 C
i
j ⊂ Vi
is convex. Then
conv
 k⋃
i=1
ri⋃
j=1
Cij
 = ⋃
(j1,...,jk)
conv
(
C1j1 ∪ · · · ∪ Ckjk
)
where the index (j1, . . . , jk) ranges over all the possible values of ji = 1, . . . , ri.
The proof of these results is elementary. Our aim is to use Theorem 7.14 in
conjunction with these lemmas, so we need a definition of marked support of a chain,
that accounts for the orientation of the heteroclinical connections at the annular
pieces. As we remarked in sub-section 7.5, such orientations are forced except at
the first and last pieces, in case they are annular and have filled in Conley surfaces
that are repelling and attracting respectively. With this in mind, we define the
initial marking of a chain C as follows: If C = (Λ0 ≺ · · · ≺ Λn) is a chain we let
XC = L if
I1. Σ[Λ0] is a repelling annulus.
I2. C is not contained in Σ[Λ0].
I3. Λ0 ≺L Λ1.
Define XC = R as the same with ≺R. Set XC = 0 for any other case. We define
the final marking YC analogously: Put YC = L if
F1. Σ[Λn] is an attracting annulus.
F2. C is not contained in Σ[Λn].
F3. Λn−1 ≺L Λn.
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and let YC = R if the same conditions hold but with ≺R, and YC = 0 if any of those
conditions fail. The marked support of C is then the triple
Msupp(C) = (supp(C), XC , YC)
For A ⊆ S and X,Y ∈ {L, 0, R} we define
CA,X,Y =
⋃
Msupp(C)=(A,X,Y )
conv(ρC(f), 0)
Where CA,X,Y = ∅ if there is no chain with (A,X, Y ) as marked support. This
restricts the possible combinations: Notice that if A = supp(C) for a chain C =
(Λ0 ≺ · · · ≺ Λn) then A can contain at most one repelling and one attracting
annuli, and in that case they must be Σ[Λ0] and Σ[Λn] respectively. Thus if A ⊂ S
contains no repelling annulus, or is just one surface, it must be X = 0 in order to
have a non-empty CA,X,Y . On the other hand, if A contains a repelling annulus
and is not just one surface, any chain with support A verifies conditions I1 and I2
above, thus X can be L or R, but not 0. The same reasoning applies to the marking
Y with regard to a repelling annulus in A. Therefore CA is a union of either one,
two or four of the sets CA,X,Y .
It only remains to show that CA,X,Y is convex when non-empty. Assume there
exists a chain C with Msupp(C) = (A,X, Y ). Write A = A0∪A1 where A0 contains
the annuli and A1 the surfaces that are not annuli. The sub-chain C1 ⊂ C that
contains all the curved pieces of C is contained in every chain with support A. Let
K = CA1 = ρC1(f).
On the other hand, write A0 = {Σ[Λ1], . . . ,Σ[Λk]}. For each i = 1, . . . , k we
consider the set Li = {Λi1, . . . ,Λiri} of annular basic pieces that belong to the
package [Λi], have non-trivial rotation, and appear in some chain with marked
support (A,X, Y ). Observe that every such chain has the same orientations in the
heteroclinical relations among annular pieces of different packages, so we can apply
Theorem 7.14 to get that for every choice of (j1, . . . , jk) where ji ∈ {1, . . . , ri} we
have
Λ1j1 ≺ · · · ≺ Λkjk
thus we can write
CA,X,Y =
⋃
(j1,...,jk)
conv
(
K ∪ ρΛ1j1 (f) ∪ · · · ∪ ρΛkjk (f)
)
(8.1)
where the union is taken over all the possible choices of (j1, . . . , jk). That allows
us to apply Lemma 8.3 where Vi = H1(Σ[Λi];R), that are in direct sum because the
annular packages [Λi] are different, and C
i
j = conv
(
ρΛij (f), 0
)
, that have convex
union over the same annular package. Then Lemma 8.3 gives us that⋃
(j1,...,jk)
conv
(
C1j1 ∪ · · · ∪ Ckjk
)
is convex, and we may apply Lemma 8.2 to conclude that the union in equation 8.1
is convex. This concludes the proof of Theorem 8.1.
9. Rotation sets with non-empty interior
In this section we provide an application of our results to the geometry of the
rotation set.
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Theorem 9.1. Assume that f ∈ A0(Σ) has int[ρ(f)] 6= ∅. Then ρ(f) is convex.
Proof. Fix a Conley decomposition for f , from which we classify the basic pieces as
trivial, annular, or curved as done before, and let S be the essential decomposition
associated to this Conley decomposition. Recall that an essential curve γ in Σ
induces a functional iγ : H1(Σ;R) → R by linear extension of the intersection
number with γ, and that iγ is not trivial if [γ] 6= 0 in homology. If Λ is a non-trivial
basic piece and γ is any boundary curve of Σ[Λ], we have that
ρ(f) ⊂ H1(Σ|S;R) ⊆ ker(iγ)
so we infer that γ must be non-separating, i.e. that [γ] = 0, for otherwise ker(iγ)
would have codimension 1, thus empty interior. We see then that if Σ[Λ] has no
genus, i.e. is homeomorphic to a sphere with disks removed, then H1(Σ[Λ]) =
H1(∂Σ[Λ]) = {0}, so Λ does not contribute towards the rotation set. This includes
all the annular pieces. Recalling Proposition 6.1, we may write
ρ(f) =
⋃
C
ρC(f) (9.1)
where C ranges over all maximal chains of Gf containing only curved basic pieces
whose Conley surfaces have genus. Since ρ(f) has non-empty interior, Baire’s The-
orem asserts that for some maximal chain C1 of curved basic pieces we must have
int[ρC1(f)] 6= ∅. We will show that ρ(f) = ρC1(f), which is convex, so that will
conclude the proof.
In fact, we prove that C1 contains all the curved pieces with non-trivial rotation.
We proceed by contradiction, supposing there is a curved piece Λ which is not
contained in C1 and has non-trivial rotation, in particular Σ[Λ] must have genus.
On the other hand, Σ[Λ] and ΣC1 can only intersect at their boundary, which is
trivial in homology, so H1(ΣC1) ∩ H1(Σ[Λ]) = {0}. But we had H1(Σ[Λ]) 6= {0},
so H1(ΣC1) cannot have full dimension, and then ρC1(f) ⊂ H1(ΣC1) cannot have
interior, which is absurd.

10. Examples
We provide here a list of relevant examples concerning our main result Theorem
8.1. They are based on J. Kwapisz constructions [K1], where axiom A diffeomor-
phisms on T2 having prescribed rational polygons as rotation sets are obtained.
The key point in these examples is to construct horseshoe-like invariant sets whose
rotation set realizes a prescribed polygon, and then extend the dynamics in the
complement avoiding new rotational information. In picture 10.1 we represent this
situation, where the horseshoe-like basic piece named by Λ contains three points
a, b, c having rotation vectors (0, 0), (1, 0), (1, 1) respectively for some lift F of f ,
which implies that the triangle generated by these vectors is contained in the pos-
sibly bigger convex set ρ(F ). As shown in the picture, the basic piece Λ is always
related to a sink p (and the same holds for some source). Moreover, the example
can be constructed so that Λ is the unique saddle basic piece. The disk D in the
picture is assumed to be mapped into its own interior.
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Λ
∂D
a
p
b
c
Figure 10.1. Representation of Kwapisz’s example.
10.1. Non-convex rotation set. In this paragraph we present an example of
a homeomorphism on the double-torus Σ2 having a non convex rotation set, in
contrast to the Misiurewicz-Ziemian result for T2. For this, we modify the example
above so that the disk D remains invariant. We call this example by f1 and consider
it defined on a torus T , and consider a copy of its inverse f2 defined on a second
torus T ′. As mentioned above, the maps f1, f2 have unique saddle basic pieces
Λf1 , Λf2 respectively, whose rotation sets equal the rotation set of the respective
maps and have non-empty interior.
Then we can consider the connected sum Σ2 of T and T
′ by gluing the boundary
of the invariant disks, and the maps f1, f2 induce a natural homeomorphism f :
Σ2 → Σ2 represented in the following picture.
Λf1
∂D
Λf2
Figure 10.2. An example having non-convex rotation set.
The two connected components that we called T, T ′ of Σ2 \ ∂D are f -invariant,
and we can name them so that ρΛf1 (f) is contained in H1(T ) and ρΛf2 (f) is con-
tained in H1(T
′). These sets, ρΛf1 (f) and ρΛf2 (f), are, in light of Lemma 4.15, two
convex sets of full dimension in H1(T ) and H1(T
′) respectively, which are comple-
mentary sub-spaces of dimension two in H1(Σ2). Furthermore, by construction we
have that
ρ(f) = ρΛf1 (f) ∪ ρΛf2 (f),
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otherwise one could find rotation vectors for the Kwapisz example which are not
realized on the saddle basic piece. Thus we conclude that ρ(f) is not convex.
10.2. An example having a full-dimensional Polyhedra as rotation set. We
now modify our last example to obtain g ∈ Homeo0(Σ2) having a full dimensional
rational polyhedra as rotation set. For this consider the map f of the last example.
We can assume that the construction of f implies a decomposition of its non-
wandering set given by the two basic pieces Λ1 = Λf1 ,Λ2 = Λf2 and a family of
sinks and sources given by contractible fixed points, which in particular have null
rotation vectors.
Then composing with a time-one map g1 of a flow supported on an annular
neighbourhood of ∂D, we can construct a map g = g1 ◦ f ∈ Homeo0(Σ2) being a
fitted axiom A diffeomorphism so that
• g(∂D) ⊂ T ′,
• Ω(g) = Ω(f) \ ∂D,
• Λ1 ≺ Λ2.
Λ1 Λ2
Figure 10.3. The map g having a full dimensional rational poly-
hedra as rotation set.
The map g is represented in Figure 10.3. Thus in light of Theorem 3.1 we have
that
ρ(g) = conv(ρΛ1(g) ∪ ρΛ2(g))
which is a full dimensional rational polyhedra in R4.
10.3. An example concerning the intersection of the convex blocks of ρ(f).
As presented in our main result Theorem 8.1, the rotation set of f ∈ A0(Σg) is given
by a union of convex sets C1, . . . , CN ⊂ R2g all of them containing 0 where N is
bounded by c(g) = 25g−3. Moreover, each Ci can be characterized as the maximal
elements with respect to the inclusion in the family of convex sets included in ρ(f).
We call them the basic convex blocks of ρ(f).
Our next example shows that these basic blocks can have a non-trivial intersec-
tion, for instance intersecting in a full dimensional set relative to each basic block.
We support the example in Figure 10.4 where we represent the map h that we want
to construct.
The axiom A diffeomorphism h is intended to have three annular regions A,B,C,
as shown in the figure, whose images under h are contained in their own interior,
defining respectively the attractors ΩA,ΩB ,ΩC . The two connected components of
Σ2\(A∪B∪C), denoted by S1, S2, contain horseshoe-like basic pieces Λ1,Λ2 which
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Λ1
Λ2
A B
C
Figure 10.4. The map h having non-trivial intersection between blocks.
carry all the rotational information on each surface given by the convex rotation
sets C1, C2 contained in V = H1(S1) = H1(S2), which are full dimensional with
respect to V . Due to the existence of the attracting annular regions one can choose
C1 and C2 independently. This last construction can be achieved by the same
techniques employed by Kwapisz for the toral case.
Further, one can manage the construction so that the points of ΩA,ΩB ,ΩC which
are heteroclinically related to either Λ1 or Λ2 have null rotation vector. Thus in
light of Theorem 3.1 we have that the rotation set of h is given by
ρ(h) = C1 ∪ C2 ∪ IA ∪ IB ∪ IC
where
• C1 and C2 are full dimensional convex set of V containing zero, whose
interiors intersect,
• IA, IB and IC are intervals contained in H1(A),H1(B), H1(C) respectively,
containing zero.
We represent this situation in Figure 7.1.
H1(A)
H1(B)
H1(C)
C1
C2
IA
IC
IB
Figure 10.5. The rotation set of the map h.
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10.4. The number of convex blocks of ρ(f) may be exponential on g. We
present a family of examples of f ∈ A0(Σg) for g > 1, satisfying that the number
of basic convex blocks of ρ(f) grows exponentially with g.
First we need to consider a specific Kwapisz map h on an annulus A. Write
∂A = γ− ∪ γ+ as union of its connected components.
A simple modification of the construction of [K1] yields an axiom A diffeomor-
phism h of A with the following conditions:
(1) ∂A is fixed, γ+ is an attractor and γ− a repellor.
(2) There is a horseshoe-like basic piece Λ so that ρΛ(h) is an interval.
(3) W s(Λ, h) accumulates on γ−, and Wu(Λ, h) accumulates on γ+.
(4) We may also require that all the non trivial rotation comes from Λ, and that
0 ∈ ρ(h) = ρΛ(h). (This last point is not strictly necessary, but simplifies
notations).
Let k =
[
g
2
]
, and consider the surface Σg as shown in Figure 10.6 where for each
i = 1, . . . , k we define the essential curves βi, the non-separating annuli A
0
i , and
A1i , and the separating annuli A
∗
i .
A11
A01
A∗1
A12
A02
A∗2
A13
A03
A∗3
A∗k
A∗k
if g even
if g odd
β1
β2 β3
Figure 10.6. Decomposition of Σg that will be used for our examples.
Let us define f0 ∈ Homeo0(Σ) so that:
• f0 is a copy of h on each annuli A0i , A1i , and A∗i for i = 1, . . . , k, where the
boundary components that appear on the left are identified with γ−, and
those on the right with γ+.
• In the complement of these annuli f0 is given by a Morse-Smale diffeomor-
phism h0 satisfying the following properties:
– The non-wandering set of h0 consists of finitely many irrotational fixed
points.
– For every i = 1, . . . , k, the curve βi is mapped towards its right side.
– For every i = 1, . . . , k and j = 0, 1 there is a point xi,j whose α-limit is
contained in the right boundary component of Aji and whose ω-limit
is contained in the left boundary component of A∗i .
– For every i = 1, . . . , k − 1 and j = 0, 1 there is a point zi,j whose α-
limit is contained in the right boundary component of A∗i and whose
ω-limit is contained in the left boundary component of Aji+1.
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Notice that the last two properties of h0 imply that the boundary components
of the annuli Aji , A
∗
i are not attractors nor repellors for f0, so one can actually
assume that they attract from their left side and repel from their right side.
Under these circumstances, one can modify the map f0 by composing with a
time-one map g1 of a flow whose support is contained in annular neighbourhoods
of ∂A0i , ∂A
1
i , and ∂A
∗
i for i = 0, . . . , k, so that each of these boundary curves is
mapped to its right. We assume that the support of g1 is disjoint from the curves
βi, and intersects Ω(f0) only on
⋃k
i=1(∂A
0
i ∪ ∂A1i ∪ ∂A∗i ). This way we obtain
f = g1 ◦ f0 ∈ A0(Σg) represented in the next Figure, and having the following
features.
Λ11
Λ01
Λ∗1
Λ12
Λ02
Λ∗2
Λ13
Λ03
Λ∗3
Λ∗
k
Λ∗k
if g even
if g odd
β1
β2 β3
Figure 10.7. The map f ∈ A0(Σg). The small arrows indicate
where f maps the free curves given by ∂Aji , ∂A
∗
i , and βi.
(1) Ω(f) = Ω(f0) \
⋃k
i=1(∂A
0
i ∪ ∂A1i ∪ ∂A∗i ).
(2) ρΛji
(f) = ρΛji
(f0) is an interval containing 0 in H1(A
j
i )
∼= R, for i = 1, . . . , k,
j = 0, 1.
(3) Λji ≺ Λ∗i for each i = 1, . . . , k, j = 0, 1.
(4) Λ∗i ≺ Λji+1 for each i = 1, . . . , k − 1, j = 0, 1.
(5) For each i = 1, . . . , k, the basic pieces Λ0i and Λ
1
i are not heteroclinically
related. In order to ensure this point, one uses the fact that f sends every
curve βi to its right.
The last three properties say that the graph Γ given in Figure 10.8 is a full
subgraph of Gf , i.e. all the heteroclinical relations among the pieces Λ0i , Λ1i and
Λ∗i , (for i = 1, . . . , k), arise from following the arrows of the directed graph Γ.
Since the basic pieces of f that are not in Γ have trivial rotation, and induce no
other heteroclinical connections among the pieces in Γ, we see that
ρ(f) =
⋃
C
ρC(f)
for C ranging over the maximal chains of Γ. We can index such chains by all the
functions
ξ : {1, . . . , k} → {0, 1}, where C(ξ) = (Λξ(1)1 ≺ Λ∗1 ≺ · · · ≺ Λξ(k)k ≺ Λ∗k)
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Λ1
1
Λ0
1
Λ∗
1
Λ1
2
Λ0
2
Λ∗
2
Λ1
3
Λ0
3
Λ∗
3
Λ1
k
Λ0
k
Λ∗
k−1
Λ∗
k
1
Figure 10.8. The graph Γ.
Let Cξ = ρC(ξ)(f). For i = 1, . . . , k, notice that H1(A∗i ) = {0} and choose gener-
ators [αji ] of H1(A
j
i )
∼= R for j = 0, 1. Notice from Figure 10.6 that {[αji ] : i =
1, . . . , k; j = 0, 1} is a linearly independent set of H1(Σg;R), so we get that
• by item (2) above, Cξ is a k-dimensional simplex in the subspace Vξ (of
dimension k) spanned by {[αξ(i)i ] : i = 1, . . . , k},
• and if ξ 6= ξ′, then Vξ and Vξ′ intersect in a subspace of dimension at most
k − 1.
Thus the sets Cξ for ξ : {1, . . . , k} → {0, 1} are the basic convex blocks of ρ(f),
and there are 2k ∼ 2g/2 of them, which shows the desired property for this family
of examples.
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