We give formulas and effective sharp bounds for the degree of multi-graded rational maps and provide some effective and computable criteria for birationality in terms of their algebraic and geometric properties. We also extend the Jacobian dual criterion to the multi-graded setting. Our approach is based on the study of blow-up algebras, including syzygies, of the ideal generated by the defining polynomials of the rational map. A key ingredient is a new algebra that we call the saturated special fiber ring, which turns out to be a fundamental tool to analyze the degree of a rational map. We also provide a very effective birationality criterion and a complete description of the equations of the associated Rees algebra of a particular class of plane rational maps.
Introduction
Questions and results concerning the degree and birationality of rational maps are classical in the literature from both an algebraic and geometric point of view. These problems have been extensively studied since the work of Cremona in 1863 and are still very active research topics (see e.g. [2, 32, 49, 13, 14, 22] and the references therein). However, there seems to be very few results and no general theory available for multi-graded rational maps, i.e. maps that are defined by a collection of multi-homogeneous polynomials over a subvariety of a product of projective spaces. At the same time, there is an increasing interest in those maps, for both theoretic and applied purposes (see e.g. [48, 47, 5, 30, 4] ). This paper is the first step towards the development of a general theory of rational and birational multi-graded maps, providing also new insights in the single-graded case. We give formulas and effective sharp bounds for the degree of multi-graded rational maps and provide some effective criteria for birationality in terms of their algebraic and geometric properties. Sometimes we also improve known results in the single-graded case. Our approach is based on the study of blow-up algebras, including syzygies, of the ideal generated by the defining polynomials of a rational map, which is called the base ideal of the map. This idea goes back to [32] and since then a large amount of papers has blossomed in this direction (see e.g. [14, 49, 38, 16, 24, 45, 5, 44, 25] ).
One of our main contributions is the introduction of a new algebra that we call the saturated special fiber ring (see Definition 2.3). The fact that saturation plays a key role in this kind of problems has been already observed in previous works in the single-graded setting (see [24] , [34, Theorem 3.1] , [43, Proposition 1.2] ). Based on that, we define this new algebra by taking certain multi-graded parts of the saturation of all the powers of the base ideal. It can be seen as an extension of the more classical special fiber ring. We show that this new algebra turns out to be a fundamental ingredient for computing the degree of a rational Email addresses: Laurent.Buse@inria.fr (Laurent Busé), ycid@ub.edu (Yairon Cid-Ruiz), cdandrea@ub.edu (Carlos D'Andrea) URL: http://www-sop.inria.fr/members/Laurent.Buse/ (Laurent Busé), http://www.ub.edu/arcades/ycid.html (Yairon Cid-Ruiz), http://www.ub.edu/arcades/cdandrea.html (Carlos D'Andrea) software Macaulay2 [21] . A package containing some computational results is publicly available at the second author's web page. The three authors were supported by the European Union's Horizon 2020 research and innovation programme under the Marie Skłodowska-Curie grant agreement No. 675789. The last two authors also acknowledge financial support from the Spanish MINECO, through the research project MTM2015-65361-P, and the "María de Maeztu" Programme for Units of Excellence in R&D (MDM-2014-0445).
The degree of a multi-graded rational map
In this section we focus on the degree of a rational map between an irreducible multi-projective variety and an irreducible projective variety. Our main tool is the introduction of a new algebra which is a saturated version of the special fiber ring. The study of this algebra yields an answer for the degree of a rational map.
Our main result here is Theorem 2.4 where we show that the saturated special fiber ring (Definition 2.3) carries very important information of a rational map. Another fundamental result is Corollary 2.12, which is the main tool for making specific computations.
Preliminaries on multi-graded rational maps
Let K be a field, X 1 ⊂ P r1 , X 2 ⊂ P r2 , . . . , X m ⊂ P rm and Y ⊂ P s be irreducible projective varieties over K. Let F : X = X 1 × X 2 × · · · × X m Y ⊂ P s be a rational map defined by s + 1 multi-homogeneous elements f = {f 0 , f 1 , . . . , f s } ⊂ R of the same multi-degree. We say that F is birational if it is dominant and it has an inverse rational map given by a tuple of rational maps G : Y (X 1 , X 2 , . . . , X m ).
For i = 1, . . . , m, each rational map Y X i ⊂ P ri is defined by r i + 1 homogeneous forms g i = {g i,0 , g i, 1 , . . . , g i,ri } ⊂ S of the same degree. Now, we recall some basic facts about multi-graded rings; we refer the reader to [33] , [20] and [19] for more details.
The ring R = A 1 ⊗ K A 2 ⊗ K · · · ⊗ K A m has a natural multi-grading given by R = (j1,...,jm)∈Z m
Let N be the multi-homogeneous irrelevant ideal of R, that is
R j1,...,jm .
Similarly to the single-graded case, we can define a multi-projective scheme from R. The multi-projective scheme MultiProj(R) is given by the set of all multi-homogeneous prime ideals in R which do not contain N, and its scheme structure is obtained by using multi-homogeneous localizations. For any vector c = (c 1 , . . . , c m ) of positive integers we can define the multi-Veronese subring
which we see as a standard graded K-algebra. The canonical injection R (c) ֒→ R induces an isomorphism of schemes MultiProj(R) − → Proj R (c) (see e.g. [23, Exercise II.5.11, Exercise II.5.13]). In particular, if we set ∆ = (1, . . . , 1), then Proj(R (∆) ) corresponds with the homogeneous coordinate ring of the image of X under the Segre embedding
with N = (r 1 + 1)(r 2 + 1) · · · (r m + 1) − 1. Therefore, for any positive vector c we have the following isomorphisms X MultiProj(R) Proj R (∆) Proj R (c) .
Given a multi-graded R-module M, we get an associated quasi-coherent sheaf M = M of O X -modules. We have the following relations between sheaf and local cohomologies (see e.g. [33] , [15 (i) There is an exact sequence of multi-graded R-modules
(ii) For j ≥ 1, there is an isomorphism of multi-graded R-modules
The homogeneous coordinate ring S is often called the special fiber ring in the literature. Using the canonical graded morphism associated to F 
The saturated special fiber ring
In this section, we introduce and study an algebra which is the saturated version of the special fiber ring. For any ideal J ⊂ R, the saturation ideal (J : N ∞ ) with respect to N will be written as J sat .
Definition 2.3. The saturated special fiber ring of I is the graded S-algebra
Interestingly, the algebra S turns out to be finitely generated (Lemma 2.8(ii)). The central point of our approach is a comparison between the two algebras S and S. Perhaps surprisingly, we show that assuming the condition of S being integrally closed, then F is birational if and only if these two algebras coincide, and more generally, we show that the difference between them yields the degree of F . In addition, we also prove that the algebra S reduces the study of the rational map F to the study of a finite morphism. (ii) G is a birational map.
Theorem 2.4. Let
F : X = X 1 × X 2 × · · · × X m Y be a dominant rational map. If dim(Y ) = δ,
(iii) e( S) = deg(F ) · e(S).
(iv) Under the additional condition of S being integrally closed, then F is birational if and only if S = S.
The rest of this section is dedicated to the proof of this theorem. Before, we need some intermediate results and definitions. We begin with the following lemma that has its roots in a similar result for the single-graded case (see e.g. [ 
:
Finally, since f is transcendental over R
and S (0) , then it follows that
as claimed.
Now, we introduce a new multi-graded algebra
. By an abuse of notation, for any multi-homogeneous element g ∈ A we will write bideg(g) = (a, b) if a ∈ Z m corresponds with the multi-degree part in R and b ∈ Z with the degree part in K[y]. We give the multi-degrees bideg(x i ) = (deg(x i ), 0), bideg(y i ) = (0, 1), where 0 ∈ Z m denotes a vector 0 = (0, . . . , 0) of m copies of 0. Given a multi-graded A-module M and a multi-degree vector c ∈ Z m , then M c will denote the c-th
We remark that M c has a natural structure as a graded K[y]-module. We can present the Rees algebra
as a quotient of the multi-graded algebra A = R[y 0 , y 1 , . . . , y s ] by means of the map
We set bideg(t) = (−d, 1), which implies that Ψ is multi-homogeneous of degree zero. Thus, the multi-graded structure of R(I) is given by 
where X can be canonically embedded in X × P s . By considering the Rees algebra R(I) only as a multi-graded R-algebra, then we obtain a multi-projective scheme which is an "affine version" of the blow-up X, and that we shall denote by
where MultiProj R-gr (R(I)) can be canonically embedded in X × A s+1 .
Proposition 2.7.
For each i ≥ 0 and c = (c 1 , . . . , c m ), we have the following statements:
is a finitely generated graded S-module. (ii) When i ≥ 1, we get the result from (3) and the previous part (i). By (2) we have the exact sequence
Proof. (i) It is enough to prove that H
The S-module [R(I)] c is clearly finitely generated, and from part (i) the S-module H 1 N (R(I)) c is also finitely generated. Therefore, the exact sequence above gives us the result for i = 0. By Proposition 2.7, the multi-projective scheme MultiProj R-gr (R(I)) yields the following finitely generated S-algebra
We will see that S carries the same information as S, but has the advantage of having some geometrical content as the global sections of an "affine version" of the blow-up X, a fact which is going to be fundamental in the proofs of Theorem 2.4 and Corollary 2.12.
Let {ϑ 1 , . . . , ϑ r } be a set of generators of N, then MultiProj R-gr (R(I)) has an affine open cover
where R(I) (ϑi) denotes the graded S-module
obtained by restricting to multi-degree 0 in the multi-grading corresponding with R. Since
then computingČech cohomology with respect to U gives us the following equality
In the next lemma, with some simple remarks, we show that S and S are almost the same.
Lemma 2.8. The following statements hold:
(i) There is an inclusion S ⊂ S, which becomes an equality S n = S n for n ≫ 0.
(ii) S is a finitely generated S-algebra.
(iii) The two algebras have the same multiplicity, that is e( S) = e( S).
(iv) Proj( S) Proj( S).
Proof. (i) Since we have an isomorphism of sheaves (I
for each n ≥ 1. The short exact sequence 0
We always have that H All the rational maps that are considered in specific applications are usually such that grade(N) ≥ 2. So, in practice, we always have S = S. Nevertheless, we give an example where S and S are different. Example 2.9. Let R = K s 4 , s 3 t, st 3 , t 4 be the homogeneous coordinate ring of the rational quartic C in the three projective space parametrized by
Computing directly with Macaulay2 [21] or using [15, Exercise 18.8] , we get the isomorphism
and that R is not Cohen-Macaulay with dim(R) = 2 and depth(R) = 1. Moreover, by setting
further computations with Macaulay2 [21] show that
and so the graded local duality theorem (see e.g. [7, Theorem 3.6.19] ) yields the isomorphism 
Since we have I sat = R, then our previous computation gives
Finally, from (6) we obtain that S 1 S 1 .
We are now ready to give the proof of the main result of this section.
Proof of Theorem 2.4. From our previous discussions (1), we have the following commutative diagram
The rational map F ′ can be given by the tuple (f 0 :
From a geometrical point of view, here we are embedding X in the "right" projective space
where the f i 's are actually linear forms. Then the rational map F ′ : Proj(T ) Y = Proj(S) is induced from the canonical inclusion S ֒→ T . Since we have the canonical inclusions S ֒→ S ֒→ T then F ′ is given by the composition of the rational maps
From the condition dim(X) = dim(Y ), we have that
are algebraic extensions. Therefore, by using the same argument of Lemma 2. Y is actually a finite morphism. Since S is a finitely generated S-module (Lemma 2.8(ii)), we even have that S is integral over S. By the Incomparability theorem (see e.g. [15, Corollary 4.18] ), the inclusion S ֒→ S induces a (well defined everywhere) morphism
Indeed, for any q S + we necessarily have that q ∩ S S + . The finiteness of S as an S-module yields that H is a finite morphism.
Next we will prove that deg(H) = deg(F ). Let us denote by X = MultiProj A-gr (R(I)) the blow-up of X along B = V (I), which can also be seen as the closure of the graph of F . We then have the commutative diagram
with π 1 being an isomorphism outside B (see e.g. 
Similarly to (5), the scheme MultiProj R-gr R(I) (yj ) has an affine open cover
where we are using the similar notation R(I) (ϑiyj) = R(I) ϑiyj 0,0 . Now, W j is obtained by glueing the affine open cover given by Spec
Since O Y,ξ S (0) , then we have that the ring R(I) (ϑiyj ) ⊗ S (y j ) O Y,ξ does not depend on j. Therefore we obtain that W = W j . Let K be the multiplicative set of homogeneous elements of S and B be the localized ring
..,r the affine open cover of (8). Since we have the following isomorphisms of multi-graded A-modules
the correspondingČech complex is given by
Using the affine open cover (5) of MultiProj R-gr (R(I)), we get the similarČech complex
Since B is flat over S, we get the isomorphism of multi-graded A-modules
and restricting to the multi-degree 0 part in R, we get the following isomorphisms of graded S-modules
From the fact that S ֒→ S is an algebraic extension, we have Quot( S) = S ⊗ S Quot(S). So, by restricting to the degree zero part, we get the following isomorphisms of rings
Finally, since π 1 is a birational morphism and
(ii) From part (i) we have deg(F ) = deg(H). Then, the equality deg(F ) = deg(G) deg(H) gives us that deg(G) = 1.
(iii) From the associative formula for multiplicity [7, Corollary 4.6.9] and part (i), we get e( S) = S : S e(S) = deg(F )e(S).
(iv) We only need prove that assuming the birationality of F and that S is integrally closed, then we get S = S. The equality deg(F ) = deg(H) = S : S and the birationality of F imply that Quot( S) = Quot(S). Therefore we have the following canonical inclusions
and so from the fact that S is integrally closed and that S ֒→ S is an integral extension, we obtain S = S.
We end this subsection by providing a relation between the j-multiplicity of an ideal and the multiplicity of the corresponding saturated special fiber ring. The j-multiplicity of an ideal was introduced in [1] . It serves as a generalization of the Hilbert-Samuel multiplicity, and has applications in intersection theory (see e.g. [17] ).
Let A be a standard graded K-algebra of dimension δ + 1 which is an integral domain. Let n be its maximal irrelevant ideal n = A + . For a non necessarily n-primary ideal J ⊂ A its j-multiplicity is given by 
,
is the saturated special fiber ring of J.
Proof. We consider the associated dominant rational map G : [38, Theorem 5.3] and Theorem 2.4(iii) we obtain
and
respectively. So the result follows by comparing both equations.
As a direct consequence of this lemma we obtain a refined version of [34, Theorem 3.1(iii)].
Formula for the degree of multi-graded rational maps
In this subsection, we prove a new formula that relates the degree of F with the multiplicity of the S-module H 1 N (R(I)) 0 and the degree of the image. This result will be our main tool for making specific computations. To state it, we will need the following additional notation: for any finitely generated graded S-module N , the (δ + 1)-th multiplicity is defined by (see e.g. [7, §4.7] )
In particular, we have that F is birational if and only if
which by using our previous notations can be written as
We clearly have that e δ+1 (S) = deg P s (Y ), and from Theorem 2.4(iii) and Lemma 2.8(iii) we get
Therefore, the previous exact sequence yields the equality [12] , it was shown that the limit
always exists under the assumption that K is a field of characteristic zero, but, interestingly, it is proved that it is not necessarily a rational number. Later, in [29] it was obtained that when J is a monomial ideal this limit is a rational number. From the previous Corollary 2.12 we have that a similar limit obtained by restricting to certain graded strands, is always rational and also can give valuable information for a (multi-graded) rational map.
Rational maps with zero-dimensional base locus
In this section we restrict ourselves to the case where the base locus B = V (I) has dimension zero, i.e. that B is finite over K. In this case, we obtain four main different lines of results, that we gather in four subsections. Firstly, in §3.1, we provide an algebraic proof of the degree formula in the general multi-graded case. Then, in §3.2, we derive bounds for the degree of a rational map from Corollary 2.12, in terms of the symmetric algebra. Thirdly, in §3.3, we apply our methods in the case of rational maps defined over multi-projective spaces. And we conclude by providing an upper bound for the degree of a single-graded rational map in terms of certain values of the Hilbert function of the base ideal in §3. 4 .
We shall see that these upper bounds are sharp in some cases, and also that we obtain new effective birationality criteria under certain conditions.
The degree formula
We give a formula for the degree of a multi-graded rational map, which depends on the degrees of the source and the image, and the multiplicity of the base points. This known formula can also be obtained with more geometric techniques (see [18, Section 4.4] ). It can be seen as a generalization of the same result in the single-graded case (see [9, Theorem 2.5] and [51, Theorem 6.6] ). Hereafter we use the same notations and conventions of §2.1. We begin with two preliminary results.
Proof. We have defined MultiProj R-gr (R(I)) by considering R(I) as a multi-graded R-algebra, and so we have the following morphisms
where both π 2 and v are determined by the inclusion S = K[y]/b ֒→ R(I) that sends y i into f i t, and the only difference consists on whether we take into account the grading in y or not. Therefore, we have that v is also generically finite, and there exists some L ∈ S for which the morphism
is finite (see [23, Exercise II.3.7] ). Thus, it follows that MultiProj R-gr (R(I) L ) is affine (see [23, Exercise II.5.17] ). From the vanishing of sheaf cohomology (see [23, III.3] ) and (3), we get
) 0 is a finitely generated graded S-module then it is annihilated by some power of L, and the claimed result follows.
We define the degree of X as the degree of its corresponding projectively embedded variety in P N by means of the Segre embedding. We have the following relation between the degree of X and the degrees of the projective varieties
Proof. Since the homogeneous coordinate ring of the image of X in the Segre embedding is given by R (∆) , then we have the following equality
between the Hilbert polynomials of the standard graded K-algebras A 1 , . . . , A m and R (∆) . By comparing the leading terms of both sides of the equation we get the claimed result.
Under the present condition dim(B) = 0, we define the multiplicity of B in X by the following formula
Since we have the equalities
∼ becomes a polynomial for n ≫ 0. Also, we can compute (9) with the following equation
where e Ip (R p ) denotes the Hilbert-Samuel multiplicity of the local ring R p with respect to the pR p -primary ideal I p (see [7, Section 4.5] ). The degree of the base locus B = V (I) is defined in a similar way to its multiplicity (9) . When dim(B) = 0, deg(B) is given by the formula
The theorem below provides a new algebraic proof of the degree formula for a multi-graded rational map with finitely many base points.
Proof. For n ≥ 1 we have the exact sequence of sheaves
that gives us the following equation relating Euler characteristics:
Since dim(B) = 0, the summand χ X,
whose leading coefficient is equal to the multiplicity of the base points. We clearly have that F is a generically finite map, so Proposition 3.1 yields that for any i ≥ 1 and n ≫ 0,
N (R(I)) 0,n becomes a polynomial of degree strictly less than δ. This implies that the leading coefficient of the polynomial determined by χ X, (I n ) ∼ (n · d) coincides with the one of the polynomial determined by
Finally, comparing the leading coefficients of these polynomials, the equation
follows. The other formula is equivalent from Lemma 3.2.
Degree and syzygies of the base ideal
In this subsection, using the close link between the Rees and the symmetric algebras, we derive some consequences of Corollary 2.12 in terms of the symmetric algebra of the base ideal of a rational map. Under the assumption of having a zero dimensional base locus, we bound the multiplicity e δ+1 H 1 N (R(I)) 0 of the Rees algebra with the corresponding multiplicity e δ+1 H 1 N Sym(I) 0 of the symmetric algebra, and the later one is bounded by using the Z • approximation complex.
We keep here similar notations with respect to the previous one, but we assume that the image Y is the projective space P δ . We take this assumption because in general the symmetric algebra Sym(I) is only a K[y]-module and not an S-module (Notation 2.2). To be precise, we restate the notations that we use in this subsection.
Remark 3.5. Given a finitely generated S-module N , from the associative formula for multiplicity [7, Corollary 4.6.9] , we get e δ+1 (N ) = rank (N ) .
The Rees algebra R(I) has a natural structure of multi-graded A-module by (4). Also, from the minimal graded presentation of I
has a natural structure of multi-graded A-module. Therefore, we have a canonical exact sequence of multigraded A-modules relating both algebras
Remark 3.6. From the pioneering work [42] (see also Lemma 4.10) we have that the torsion submodule K is given by
The following result is likely part of the folklore, but we include a proof for the sake of completeness.
Lemma 3.7. Let M be a multi-graded R-module (not necessarily finitely generated) and Z
Proof. 
for any j ≥ 2 and n ∈ Z m .
Lemma 3.8. The following statements hold:
Proof. (i) The proof of Proposition 2.7(i) applies verbatim.
(ii) From Remark 3.6, we can make the identification K = H 0 I (Sym(I)) in the short exact sequence (10). Hence, we can obtain the following long exact sequence in local cohomology
We clearly have that H 0 N (R(I)) = 0, and from Lemma 3.7 we get that H 2 N H 0 I (Sym(I)) = 0. Therefore, the assertion follows.
In the rest of this subsection one of the main tools to be used will be the so-called approximation complexes. These complexes were introduced in [54] , and extensively developed in [26] , [27] and [28] . In particular, we will consider the Z • complex in order to obtain an approximation of a resolution of Sym(I).
We fix some notations regarding the approximation complexes, and for more details we refer the reader to [28] . Let K • = K(f 0 , . . . , f δ ; R) be the graded Koszul complex of R-modules: 
The next theorem contains the main results of this subsection. 
with equality if I is of linear type. (iii) In terms of the Koszul cycles Z i , we get the following upper bound
Proof. (i) We will consider the double complex
, where C
• N and C
• I are theČech complexes corresponding with N and I, respectively. We have the spectral sequence
From Lemma 3.7 we obtain that E p,q 2 = 0 for p ≥ 2. Therefore, the spectral sequence converges with E p,q
and assembling with Remark 3.5, Corollary 2.12, and Lemma 3.8(ii) we get
(ii) It follows from Remark 3.5, Corollary 2.12 and Lemma 3. 
Then, the spectral sequence corresponding with the second filtration is given by
if p ≤ 1 and q ≥ 1 0 otherwise.
Thus, it converges with
. On the other hand, by computing with the first filtration we get
Therefore we obtain the following upper bound
Finally, the inequality follows from part (ii).
Rational maps defined over multi-projective spaces
Here we specialize further our approach to the special case of a multi-graded dominant rational map from a multi-projective space to a projective space. The main results of this subsection are given in Theorem 3.16 and Theorem 3.18, where we provide effective criteria for the birationality of a bi-graded rational map of the form P 1 × P 1 P 2 with low bi-degree. We set the following notation. N = j1>0,...,jm>0 R j1,. ..,jm .
First we give a description of the local cohomology modules H i N (R), with special attention to its multigraded structure. We provide a shorter proof than the one obtained in [4, Section 6.1].
Given any subset α of {1, . . . , m}, then we define its weight by ||α|| = i∈α r i . For i ∈ {1, . . . , m}, let m i be the maximal irrelevant ideal m i = (x i ) = (x i,0 , x i,1 , . . . , x i,ri ). We then have that
otherwise.
Proposition 3.11.
For any j ≥ 0 we have that
Proof. First we check that H 
From the Künneth formula and [23, Proposition II.5.13] we obtain
so we conclude that H 1 N (R) = 0. Let j ≥ 2. Then, the Künneth formula and (3) yield the following isomorphisms
Therefore, we get the formula
which is equivalent to the statement of the proposition.
Now we give a different proof of Theorem 2.4(iv); in this case we recover the equivalence between the birationality of F and the equality S = S. The following result is a generalization of [43 
Proof. From Theorem 2.4(iii), the equality above implies the birationality of F . For the other implication, let us assume that F is birational. Since Let n ≥ 1. It is enough to prove that for any w ∈ (I n )
sat n·d ⊂ T n , we have that w is integral over S.
Indeed, since S is integrally closed, it will imply that w ∈ S n [I n ] n·d .
Let w ∈ (I n ) , we can choose some r > 0 such that
We claim that for any q ≥ r + 1 we have w q ∈ S · R rn·d . If we prove this claim, then it will follow that S[w] is a finitely generated S-module.
Let {F 1 , . . . , F c } be a minimal generating set of the ideal I n . For q = r + 1, since w r ∈ R rn·d we can write
where each h ij has degree deg(h ij ) = rn · d. Following this inductive process, we have that for each q ≥ r + 1 we can write
where deg(h β ) = rn · d for each multi-index β. This gives us the claim that w q ∈ S · R rn·d for each q ≥ r + 1.
From Proposition 3.12 we deduce that for single-graded birational maps with non saturated base ideal, the module I sat /I is generated by elements of degree ≥ d + 1. For multi-graded birational maps the previous condition must not be necessarily satisfied.
Example 3.14. Let F : P 1 × P 1 P 2 be the birational map given by
Here, the base ideal I = (x 1,0 x 2,0 , x 1,1 x 2,0 , x 1,1 x 2,1 ) is generated by forms of bi-degree (1, 1) and From now on, we focus on a dominant rational map of the form F :
We shall adapt our previous results to this case and obtain a general upper bound for the degree of F . More interestingly, we give a criterion for birationality when the bi-degrees of the f i 's are of the form d = (d 1 , d 2 ) and d 1 = 1. This result extends the work of [5] , where a criterion was given for the bi-degrees (1, 1) and (1, 2) . Also, in the case d = (d 1 , d 2 ) = (2, 2) we provide a general characterization for the birationality of F (see [5, Theorem 16] for a more specific result). Proposition 3.15. Let F :
Proof. From Theorem 3.9(iii) we have the inequality
By Proposition 3.11 and the fact that Z 0 R and Z 2 R(−3 · d), we obtain the isomorphisms H 1 N (Z 0 ) = 0 and
Thus, we get that
The exact sequences
and Proposition 3.11 yield the isomorphisms
Therefore, by combining these computations, we get the claimed upper bound. Proof. We get one implication from Proposition 3.12 and the other by specializing the data in the inequality of Proposition 3.15.
To illustrate this theorem, let F be as above and assume moreover that there exists a nonzero syzygy of I of bi-degree (0, 1). As in [5, Remark 10], we deduce that x 2,0 ( 1 r) . Therefore, the ideal I admits a Hilbert-Burch presentation of the form
Studying the two spectral sequences coming from the double complex F • ⊗ R C
• N , together with Proposition 3.11, it is then easy to see that [
Thus, Theorem 3.16 implies that F is birational, a fact that can be deduced more directly and that is the main ingredient to ensure birationality in [47] . But Theorem 3.16 provides actually a finer result. Indeed, suppose that the ideal I admits the following more general Hilbert-Burch presentation
where µ is a positive integer. Then, a similar computation shows that H
and from here we deduce that F cannot be a birational map if µ > 1. Proof. From (2) we have the short exact sequence
Using [5, Lemma 5] we deduce that H 1 N (R/I) d = 0. Therefore, we obtain
from the exact sequence above, and so the claimed result follows. 
(
ii) I is not locally a complete intersection at its minimal primes.
Proof. The degree formula of Theorem 3.3 applied in our setting gives and the later one is equivalent to the birationality of F .
deg(F ) = 8 − e(B).

Hence, we deduce that e(B) ≤ 7 and that F is birational if and only if e(B) = 7. We know that deg(B) ≤ e(B), and that deg(B) = e(B) if and only if
An explicit upper bound for the degree of a rational map defined over a projective space
In this subsection we consider the more specific case of single-graded dominant rational maps. The main result here is Theorem 3.22 where the upper bound for the degree of a rational map given in Theorem 3.9(iii), is expressed solely in terms of the Hilbert functions of R/I and I sat /I, instead of some local cohomology modules of Koszul cycles. We also show that this bound is sharp in some cases. We set the following notation. 
. [7, Section 3.6]).
The following lemma is equivalent to [8, Lemma 1] in our setting; we include a proof for the sake of completeness and the convenience of the reader. (ii) We only need to compute the local cohomology modules of Z p for 1 ≤ p < r. Let 2 ≤ ℓ < r. We denote by K >ℓ • the truncated Koszul complex
which is exact from the condition dim(R/I) ≤ 1. Let F •,• be the double complex given by
Hence computing with the first filtration we get the spectral sequence
, which at the first page is given by
From the graded local duality theorem (see e.g. [7, Theorem 3.6.19] ) and the self-duality of the Koszul complex, we have the following isomorphisms of complexes
where [r + 1] denotes homological shift degree. So the top row of the diagram above is given by the complex
For each q ≤ r, when we compute cohomology in the page r + 3 − q, we get the exact sequence
In the case of q = r + 1, we have the exact sequence
When ℓ = 1, we consider the truncated Koszul complex
that is not exact only at the module
• m now yields the spectral sequence
otherwise. Since the linear type condition has almost no geometrical meaning, we briefly restate the equality of Theorem 3.9(ii) in the locally complete intersection case. 
Thus again we have the exact sequence
From Lemma 3.20 we obtain that
for any 2 ≤ i ≤ r − 1. Finally, by substituting these computations in Theorem 3.9(iii), we obtain the required upper bound.
To end this subsection, we show that the above upper bound becomes sharp for dominant plane rational maps when the base ideal is of linear type and is defined by polynomials degree d ≤ 3. 
ii) If I is of linear type and is generated in degree
Proof. (i) It follows from Theorem 3.22.
(ii) From Theorem 3.9(ii), the linear type assumption implies deg(F ) = rank H 
Multi-graded Jacobian dual criterion of birationality
A rational map is birational if and only if its degree is equal to one, so the results we have previously developed provide birationality criteria. Nevertheless, because of its theoretical and practical importance, some more specific techniques have been developed to decide birationality, mostly for single-graded rational maps. In particular, it has been shown that birationality is controlled by a single numerical invariant that corresponds to the rank of a certain matrix called the Jacobian dual matrix (see [50] , [49] , [14, §2.3 and §2.4] and [5, Section 2.2]). In this section, we extend this theory to the multi-graded setting. In §4.1, the multigraded version of the Jacobian dual matrix is introduced and a general birationality criterion is proved (Theorem 4.4). As an illustration, a very simple birationality criterion is deduced for certain monomial multi-graded maps (Corollary 4.6). Then, in §4.2, we investigate how birationality can be detected by using only the syzygies of the base ideal I of a rational map, instead of the whole collection of equations of the Rees algebra of I (Proposition 4.8), which are required for the Jacobian dual matrix. Under the assumption that I is of linear type, we also obtain a syzygy-based birationality criterion (Theorem 4.9).
In this section we use the same notations and conventions of §2.1. If the dominant rational map
, . . . , g i,ri } ⊂ S of the same degree. For each i = 1, . . . , m, we set J i to be the homogeneous ideal generated by g i .
Jacobian dual matrices and the main criterion
We begin this section with the following preliminary lemma which is based on [ Proof. First we note that both algebras can be identified as a quotient of R ⊗ K S K[x,y] a1,...,am,b . The algebra R R (I) has a presentation given by
Let I = (I, a 1 
We denote by J = (J , b)/b the kernel of this map. For each i = 1, . . . , m, we can identify X i with Proj(K[g i ]) and as before we get
Since now we can regard R R (I) and R S (J 1 ⊕ · · · ⊕ J m ) as quotients of
a1,...,am,b , then it is enough to prove that J ⊂ (I, a 1 , . . . , a m ) and that I ⊂ (J , b).
Let F (y, x 1 , . . . , x m ) ∈ J be multi-homogeneous, then we have
and using the multi-homogeneity of F we get F (y, g 1 , . . . , g m ) = 0 ∈ S. From the canonical injection S K[f ] ֒→ R we make the substitution y i → f i , and we obtain
By the assumption of F being birational, there exist nonzero multi-homogeneous forms D 1 , . . . , D m in R, possibly of different multi-degrees, such that
Again, from the multi-homogeneity of F we get
and so
then by definition we get F ∈ (I, a 1 
Following [49, 14, 5] 
will be called the full Jacobian dual matrix.
The next proposition is based on [14, Proposition 2.15] . It shows that the ranks of the Jacobian dual matrices are sensitive to the dimensions of the source and the target. 
Proof. We begin with the first inequality. For each
By the definition of the Jacobian dual matrices we have that I 1 (x · ψ t ) ⊂ I, and we saw in the proof of Lemma 4.1 that b ⊂ I. Hence, we get a canonical surjective homomorphism Sym S (E) ։ R R (I) of S-algebras given by
Following [52] , we have that R S (E) = Sym S (E)/T where T represents the S-torsion submodule of Sym S (E). Let G ∈ T , there exists some s ∈ S \ 0 such that s · G = 0 ∈ Sym S (E). By using the isomorphisms
where s(f t) 0. Since R R (I) is an integral domain then it follows that α(G) = 0, and so we have a canonical surjective homomorphism
of S-algebras.
and using the equality dim(R) = dim(
Now, we turn to the proof of the second claimed inequality. We follow one of the steps in the proof of [5, Proposition 3] . Fix i = 1, . . . , m. We have that
, we define a rational map
. Using the field inclusion K ֒→ L we can check that any polynomial in the defining equations of the Rees algebra R R (I) is also contained in the defining equations of the Rees algebra R L[xi]/(ai) I . In particular, we have that the row space of 
In addition, if F is birational then its inverse is of the form
G : Y X 1 × · · · × X m ,
Proof. (i) ⇒ (ii). Let us suppose that F is birational. From Lemma 4.1 we get an isomorphism
So we obtain the equality (I, a 1 , . . . , a m ) = (J , b) that in particular gives us
for each i = 1, . . . , m. By reducing modulo b, the right hand side of (14) yields a presentation
of the symmetric algebra Sym S (g i ) of g i . On the other hand, from the definition of Jacobian dual matrices we have
. Let Syz S (g i ) be the matrix of syzygies of g i . By the two previous reductions of (14), we obtain
Since both matrices ψ t i ⊗ K[y] S and Syz S (g i ) have entries in S, the column space of Syz S (g i ) is equal to the one of ψ I, a 1 , . . . , a m )] (0,...,1,. ..,0, * ) , we get [(I, a 1 , . . . , a m )] (0,...,1,. ..,0, * ) . Making a substitution via the canonical homomorphism K[x, y] → R R (I), we automatically get
and the rank assumption, we have that the tuple
We have proven that G is the inverse of F .
(ii) ⇔ (iii). This part follows from the inequalities of (12) and the fact that rank
To illustrate this theorem, we provide two corollaries. The first one is a rigorous translation of birationality in terms of an isomorphism between the corresponding Rees algebras; this result is the multi-graded version of [49, Proposition 2.1]. The second is a specific birationality criterion dedicated to some particular monomial maps.
Corollary 4.5. The rational map
F : X = X 1 × · · · × X m Y
is birational with inverse G if and only if F is dominant, the image of G is X, and the identity map of K[x, y] induces a K-algebra isomorphism between the Rees algebra R R (I) and the multi-graded Rees algebra
Proof. One implication was proved in Lemma 4.1. Let us assume that F and G are dominant and the identity map of K[x, y] induces an isomorphism between R R (I) and R S (J 1 ⊕ · · · ⊕ J m ).
As in Proposition 4.
Identity (15) gives us a canonical isomorphism of S-algebras
, we get the following isomorphisms
which are induced by the identity map on K[x, y].
Performing the same computation of Proposition 4.3, now we get
Since F and G are dominant, we have dim(Y ) = dim( 
. In particular, we have an isomorphism between the symmetric algebras of J 1 ⊕· · ·⊕J m and J ′ 1 ⊕· · ·⊕J ′ m over S, which implies an equality between their syzygies. Therefore, the tuples defining G and G ′ are proportional and so they define the same rational map. Now, we focus on the case of a monomial multi-graded rational map F :
) is a vector of 2s entries, and x αi denotes the monomial
s,1 . In this setting, the presentation (4) of R(I) can be encoded by the following matrix: . e 2s α 0,1 α 1,1 . . . α s,1 .
where e 1 , e 2 , . . . e 2s are the first 2s unit vectors in Z 2s+1 . For any integer vector β ∈ Z 3s+1 , we denote by xy β the following monomial
The ideal of defining equations of R(I) is a toric ideal (see [55, Chapter 4] ). It is generated by the following binomials I = xy
The following corollary contains a very effective way of testing the birationality of F , which can be done for instance by using Hermite normal form algorithms. 
Proof. From Theorem 4.4 we only need to check that
By the description of (17), this inequality is equivalent to the solution of the systems of equations given in (18).
Linear syzygies and some consequences
The birationality criterion provided in Theorem 4.4 requires the computation of the equations of the Rees algebra of the base ideal of a rational map. In this subsection, we investigate how the syzygies of the base ideal can be used instead in order to deduce, or to characterize, the birationality of a multi-graded rational map. Proof. We choose a matrix ρ with entries in S such that y · ϕ 1 = x · ρ. Let E = Coker(ρ), then the previous equality gives us the isomorphism Sym R (Coker(ϕ 1 )) Sym S (E). We present the Rees algebras R R (Coker(ϕ 1 )) and R S (E) by
where T 1 represents the R-torsion of Sym R (Coker(ϕ 1 )) and T 2 is the S-torsion of Sym S (E), both lifted to K[x, y]. Since S is an integral domain and E has rank, then R S (E) is an integral domain and so (I 1 (x·ρ), T 2 ) is a prime ideal.
. We assume G(x, y) (I 1 (x · ρ), T 2 ), then it follows that F (x) ∈ T 2 due to the fact that (I 1 (x · ρ), T 2 ) is prime and the ideal I 1 (x · ρ) is generated by multi-homogeneous polynomials with positive degree on y. Thus, there exists a polynomial H(y) ∈ K[y] \ 0 such that H(y)F (x) ∈ I 1 (x · ρ). Since I 1 (x · ρ) is generated by syzygies of I, when we substitute y j → f j then we get H(f )F (x) = 0. From the fact that H(f ) 0 (note that here we have S K[y]), it follows the contradiction F (x) = 0.
Therefore, we have a surjective R-algebra map R R (Coker(ϕ 1 )) ։ R S (E), and so we get the inequality The above proposition gives a sufficient syzyzy-based property to ensure birationality. In the next result we prove that it becomes also a necessary condition under the assumption that the base ideal is of linear type. This effective birationality criterion is the multi-graded version of [14, Proposition 3.4] . 
To prove this theorem, we will need the following preliminary lemma on the torsion of symmetric algebras in the multi-graded setting. It is essentially an adaptation of [42] to the multi-graded case. As we are following the general setup of [52] , R R (I 1 ⊕ · · · ⊕ I n ) means Sym R (I 1 ⊕ · · · ⊕ I n ) modulo its R-torsion. 
In particular, if R is local with maximal ideal m and each I i is m-primary then we have
Proof. As part of the proof of this lemma we shall obtain that R R (I 1 ⊕ · · · ⊕ I n ) coincides with the usual multi-graded Rees algebra
By the assumption that each ideal I i has rank one then we have grade(I i ) ≥ 1, and from the Unmixedness Theorem (see e.g. 
On the other hand, the Rees algebra can be presented by
where I is the ideal generated by the multi-homogeneous polynomials F (T 1 , . . . , T n ) ∈ A such that  F (f 1 , . . . , f n ) = 0. Therefore, we want to analyze the canonical exact sequence
It is clear that the R-torsion submodule of Sym R (I 1 ⊕ · · · ⊕ I n ) is contained in Ker(α), and in particular, by the assumption on the ideals I i , the elements of Sym R (I 1 ⊕ · · ·⊕ I n ) annihilated by some power (I 1 . . . I n ) l are also contained in Ker(α). If we prove that any element in Ker(α) is contained in the R-torsion submodule of Sym R (I 1 ⊕ · · · ⊕ I n ) and is annihilated by some power (I 1 · · · I n ) l , then we are done because we get the following equality and isomorphism
By the assumption that all the f i,j are R-regular, the proof of the two previous assertions will follow from the next claim. Claim. Let F ∈ I. Then, for any element of the form f 1,j1 f 2,j2 · · · f n,jn (i.e. a generator of
In the inductive step, it is enough to prove that there exists integers α 1 ≥ 0, . . . , α n ≥ 0 such that
If d = 1 then F clearly satisfies the previous condition. So, we assume that d > 1 and by simply ordering the variables T i we may suppose that d 1 ≥ 1. We can write F in the following way
Then we define the following polynomial
which belong I 1 . We compute the polynomial
where each polynomial jn H k f 1,k , . . . , f 1,m1 , f 2 , . . . , f n belongs to I and has total degree smaller than d. Therefore, the proof of the claim follows by induction.
Proof of Theorem 4.9. (ii) ⇒ (i) Since I is of linear type then the polynomials of f are algebraically independent. Therefore, this implication follows from Proposition 4.8.
(i) ⇒ (ii) From the assumption of F being birational, let g 1 , . . . , g m be a set of representatives of the inverse map G : P r1+···+rm P r1 × · · · × P rm . Since I is of linear type, we have I = I 1 (y · ϕ) and so we obtain the following equality
Due to the isomorphism obtained in Lemma 4.1, the module (g 1 ) ⊕ · · · ⊕ (g m ) has the following presentation
We also also consider the module E = Coker(ϕ 1 ) with presentation
From the equality (19) we get an isomorphism Sym S (g 1 ) ⊕ · · · ⊕ (g m ) Sym R (E) induced by the identity map of K[x, y]. Then, we have the following
Let T be the S-torsion of Sym S (g 1 ) ⊕ · · · ⊕ (g m ) and λ be the isomorphism
If we prove that λ(T ) is contained in the R-torsion of Sym R (E), we will get the following epimorphims
Therefore, from Lemma 4.1 we get R S ((g 1 ) ⊕ · · · ⊕ (g m )) R R (E) R R (I) and so rank(E) = 1 which implies the statement. Thus we shall focus on the claim below: Claim: λ(T ) is contained in the R-torsion of Sym R (E). Proof of the claim. First, by applying Lemma 4.10 we get that there exists some l such that (
We map into Sym R (E) using the canonical map
where e i are the homogeneous generators of E given by its presentation. Summarizing, we have that
We have the canonical surjections
Also, we can make the identification
and from the birationality assumption we have that (
Hence, it follows that
is an integral domain, we get our claim φ 1 λ(T ) = 0.
Rational maps in the projective plane with saturated base ideal
In this section we focus on dominant rational maps F : P 2 P 2 whose base ideal I is saturated and has dimension 1. To emphasize our interest in these cases, we recall, for instance, that the base ideal of birational maps of degree d ≤ 4 must be saturated (see [24, Corollary 1.23 
]).
A straightforward application of the Auslander-Buchsbaum formula yields that the conditions of I being saturated and perfect are equivalent. Therefore, we will assume that I has a Hilbert-Burch presentation (see e.g. [15, Theorem 20.15] ). We adopt Notation 3.19 with r = 2, and also the following
) is saturated and dim(R/I) = 1. The presentation of I is given by
where I is generated by the maximal minors of ϕ, µ 1 + µ 2 = d and µ 1 ≤ µ 2 . The matrix of ϕ, which we just denote by ϕ, is
The main result of this section is Theorem 5.14 where we derive a very simple birationality criterion for rational maps F whose base ideal satisfy (20) with the additional assumption that µ 1 = 1. This result is based on a complete description of the equations of the Rees algebra of I in this setting, which is given in Theorem 5.12.
Before going further, we first notice that the degree of F under our assumptions is connected to the couple of integers (µ 1 , µ 2 ) defined in (20 Proof. The degree formula of Theorem 3.3 gives us deg(F ) = d 2 − e(B). We also know that deg(B) ≤ e(B) and deg(B) = e(B) if and only if I is locally a complete intersection at its minimal primes. Now, using the resolution (20) and a simple computation with Hilbert polynomials , we get deg(B) = P R/I (t) = t + 2 2
Therefore, we deduce that deg(F ) ≤ µ 1 µ 2 and deg(F ) = µ 1 µ 2 if and only if I is locally a complete intersection at its minimal primes.
Properties of saturated base ideals
Below, we gather three technical results on some properties of the base ideal I under our assumptions. We will need them in the sequel. 
Since dim(R) = 3, we finally get that I un coincides with I sat = I.
Using the present hypotheses we would like to better exploit the exact sequence
We recall that the symmetric algebra can be easily described with the presentation (20) of I, and its defining equations are given by
Hence, we have an isomorphism
We also have that {g 1 , g 2 } is a regular sequence in A (see [53, Corollary 2.2] ) and so the corresponding Koszul complex
is exact.
Lemma 5.4. Assume that dim(R/I) = 1, and I is saturated. Then, the torsion submodule K is described by the exact sequence
Computing with the second filtration we obtain the spectral sequence
On the other hand, by using the first filtration we get that Notation 5.8. Assume that dim(R/I) = 1 and I is saturated. Suppose that the presentation matrix in (20) is of the form
Here we have that g 1 = x 0 y 0 − x 1 y 1 and g 2 = p 0 y 0 + p 1 y 1 + p 2 y 2 .
We now give a version of Lemma 5.4 that uses the more amenable ideal (x 0 , x 1 ) as the support of the local cohomology modules.
Lemma 5.9. Using Notation 5.8, the following statements hold:
(ii) The torsion submodule K is determined by the following exact sequence
(iii) Via this identification, we have that K is generated by
where each w n is of the form From this isomorphism we get the claimed exact sequence.
(iii) First we note that H 
Using that g 1 = x 0 y 0 − x 1 y 1 does not depend on the variables x 2 and y 2 , then a set of generators of the kernel of this map is given by just considering elements inside the subring We can easily conclude that a set of generators of the kernel of (23) where m ≥ 0. Therefore, to conclude we only need to take into account the shifting of −d in the grading part corresponding with R, and intersect with the elements that are also anihilated by the other equation g 2 . Now, we describe the process of computing the so-called Sylvester forms that have been successfully used in several papers like [31, 11, 24] . 
Then, the (i + 1)-th Sylvester form is computed with the determinant
.
(b) Set Sylv (x0,x1) (ϕ) = Sylv (x0,x1) (ϕ) ∪ {F i+1 }. 
where F 1 is the first Sylvester form. Thus we have F 1 (g 1 , g 2 ), and since g 1 is an irreducible polynomial, we get that {g 1 , F 1 } is a regular sequence. From the fact that bideg(g 2 ) = (d − 1, 1), for any v ∈ A with deg x (v) ≤ d − 2 the exact sequence (24) gives the following equivalences v ∈ (g 1 , g 2 ) : (x 0 , x 1 ) ⇐⇒ v ∈ (g 1 , g 2 , F 1 ) ⇐⇒ v ∈ (g 1 , F 1 ) .
In other words, we obtain the isomorphisms 0 : Sym(I) (x 0 , x 1 )
Therefore, both conditions hold for i = 1. 
where F i is the i-th Sylvester form. By the same previous argument, it is clear that (g 1 , F i ) is a regular sequence. Using the exactness of (25) .
By assembling these isomorphisms we conclude that the condition (ii) 0 : Sym(I) (x 0 , x 1 )
also holds for the form F i . Therefore, we have that both conditions are satisfied for all the Sylvester forms.
The following theorem gives explicit generators for the presentation of R(I). It can be seen as a natural generalization of both [11, Theorem 2.3] and [24, Theorem 2.7(i)].
Theorem 5.12. Let Sylv (x0,x1) (ϕ) be the set of Sylvester forms computed in Algorithm 5.10. Then, the defining equations of R(I) are minimally generated by {g 1 , g 2 } ∪ Sylv (x0,x1) (ϕ).
In particular, it is minimally generated in the bi-degrees 
Since F m (x 0 , x 1 ) and g 1 ∈ (x 0 , x 1 ), we deduce that the term on the right is always equal to zero. From Lemma 5.9(iii), a set of generators for K is given by elements of the form We are now ready for providing our birationality criterion. We notice that from Proposition 5.2, we have that the rational map F is birational for d ≤ 2 under our assumptions. Therefore, we only need to consider the cases d ≥ 3. Before stating the main result we make the following point.
Remark 5.13. In the presentation matrix ϕ of (20) , if µ 1 = 1 and ht(I 1 (ϕ)) = 2 then the vector space spanned by the linear forms of the first column has dimension 2. Therefore, in this case we can make a linear change of coordinates and assume that ϕ is given as in Notation 5.8. 
