Binary primitive alternant codes  by Helgert, H.J.
INFORMATION AND CONTROL 27, 101-108 (1975) 
Binary Primitive Alternant Codes* 
H.  J. HELGERT 
Goddard Space Flight Center, NASA,  Greenbelt, Maryland 
In this note we investigate the properties of two classes of binary primitive 
alternant codes that are generalizations of the primitive BCH codes. For these 
codes we establish certain equivalence and invariance relations and obtain values 
of d and d*, the minimum distances of the prime and dual codes. 
1. INTRODUCTION AND SUMMARY 
Cons ider  a matr ix  of the general  fo rm 
- H i  - 
H~ 
Hs _ 
where for i : 1, 2 ..... s 
(1) 
H~ = 
Zl E2 Zn 
(X 1 - -  y i )  1 (X2 - -  y i )  1 (Xn - -  y i )  1 
Zl "~2 $n 
(Xl - y+)~ (x~ - y,)~ (x .  - y~)~ 
: : : 
(*, - y+)" (~2 - y+)r  (x+ - y+)r  
all entr ies in H i are e lements  of GF(2~),  the z i are nonzero,  the x i are distinct, 
and the Yi are d ist inct  and different f rom the x i . 
Under  the usual  i somorph ism between the e lements  of GF(2 ~) and  the set 
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of all binary m-tuples, H can be expanded into a matrix of n columns and 
srm rows with elements from GF(2). Let n - -  k be the number of rows which 
are linearly independent over GF(2). Then if n - -  k is less than n, H is the 
parity check matrix of a generally noncyclic linear (n, k) code of block length 
n, with k information symbols and n - -  k parity check symbols. Using some 
well-known results from the theory of alternants, it can easily be shown that 
the code's minimum distance d is at least sr -{- 1 (Helgert, 1972@ 
Since all the x i in (1) must be distinct and different from the distinct y i , it 
is clear that n cannot exceed 2"* - -  s. In keeping with the terminology for 
BCH codes we refer to the codes with z i = 1 and n = 2 ~ - -  s as primitive. 
Our objective in this note is to derive a number of properties of these 
primitive alternant codes. Among other results we show that the well-known 
invariance of the extended primitive BCH codes under affine permutation 
groups holds for other classes of primitive alternant codes as well. We also 
establish the equivalence of allcodes for s = 2 and from a computer evaluation 
obtain values of k, d and d*, the minimum distance of the dual codes for 
s=2ands=3.  
2. PRIMITIVE BCH CODES (S = 1) 
Let s = 1. Since (x~ - -y l )  -1 = (x~. - -y l )  -1 implies x i = xj., it follows 
that the first row of H 1 is composed of the 2 m-  1 nonzero elements of 
GF(2m), independently of the choice of Yl- Thus, all codes are equivalent 
and the elements in the first row of H 1 are the roots of z n - -  1 in GF(2~). 
Choosing Yl = 0, xi = ~1-i, where ~ is a primitive element of GF(2m), we 
obtain the class of primitive BCH codes. 
I t  is a well-known fact that the extended primitive BCH codes are invariant 
under the affine group of permutations 
x --+ ax  + b; a,  b ~ GF(2~), a va 0. 
An elementary proof of this statement which does not rely on the cyclic nature 
of the codes may be constructed along the following lines. 
The parity check matrix of the extended code is 
1 1 " "  1 
. 1 1 . . .  1 
He = Xl  - -  Y l  x~ - -  y~ 
1 1 1 
(x~ - y l )  ~ (x~ - y~)~ (xn - y~)~ 
xn  - -  Y:t 
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For a, b E GF(2m), a # 0, consider the transformation 
0--* b i 
i 
(Xj- --1YI) i --~ ( Xj a Yl +b)  i = 1,2,...,r; j = 1,2,..., n. 
Clearly, this is an affine transformation of H e that results in a matrix H e' 
obtained from H e by elementary row operations in GF(2m). Thus the row 
spaces of He and H e ' are the same. 
Furthermore, since the elements 
a 
- - - k b  
Xj  - -  Jl 
are distinct and different from b, the columns of He' must up to a permutation 
be identical to the columns of H e . This completes the proof. 
In the next section we use this technique to establish the invariance of a 
class of noncyclic odes under a subgroup of the affine group of permutations. 
3. THE CASE S = 2 
It is easy to see that the first rows in H 1 and H 2 consist of all elements of 
GF(2 m) except 0 and (y~ - -y l )  -1. Consequently, every element of the first 
row in H 1 must equal some element in the first row of H2, i.e., for every i, 
there exists some j such that 
(x i - -  yl) -1 = (xj - -  y2) -1. 
This equality can be rearranged to give 
(xi - y2)  -1  = (x j  - y l ) - *  
and implies that the columns of H can be permuted into the form 
Hequ= B- -  - " ?k  
Next, let us multiply each element in the hth rows of H 1 and H2 by 
W 2 - -  W I ] ' 
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where w 1 and w 2 are distinct, but otherwise arbitrary elements of GF(2~*). 
This results in a parity check matrix H '  which defines a code identical to the 
one defined by H. The first rows in H 1' and H 2' consist of all elements of 
GF(2 ~) except 0 and (w 2 - -  Wl) -1. They can, therefore, be written in the form 
(z i - -  wl) -1 and (zi - -  w2) -1, where the zi satisfy the same restrictions relative 
to w I and w 2 as the x~ relative to Yl and Y2 • I f  now the element (x i - -  y~)-~ in 
H is transformed into the element (zj - -  wl) -~ by the above multiplication, 
then a little algebra will show that the element (x~-  y2) -~ becomes 
(z i -  w~) -~. This shows that up to a column permutation the primitive 
codes with parameters Yl ,  Y2 and w 1 , w~ are identical. 
We summarize these results in Theorem 1. 
THEOREM 1. For s ~ 2, all primitive binary alternant codes are equivalent 
to each other and to the code defined by a parity check matrix of the form 
- - - - - - '  , [B ', 
Note that for the choice Yl ~ 0, Y2 = 1 the elements in the first rows of 
H i and H 2 are the nonzero powers of the primitive element c~ of GF(2 ~) and 
these are all the roots of g(z) = z ~ -4- z ~-1 q- z n-2 4- "'" q- z -]- 1. 
Consider next the extended code obtained by appending an overall parity 
check to all code words of (1). The corresponding parity check matrix is 
given by 
H,  ---- H1 0 ---- HI~ , 
where 1 is a row of 2 ~ - -  1 ones and 0 is a column of mr zeros. We want to 
show that there exists a set of column permutations which leave the extended 
code invariant. For this purpose we define a transformation on the elements 
of Ha which replaces each element (xi - -  yx )  -~ o f  g 1 by 
[ ] $5__  + £_71  xi - -  Yl 
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each element (x i -- y~)-k of H 2 by 
xi -- y~ Y2 -- Yl 
and the zero elements in H~, and H2, by [ (1 -  a) / (y~-  yl)] ~ and 
[ (1 -  a-1)/(y2--yl)] k, respectively, where a is any nonzero element of 
OF(am). 
Again we note that each transformation consists of elementary row opera- 
tions on H in GF(2 m) which leave the code invariant. It then remains to show 
that it produces a permutation of the columns of H~ First, the elements in 
the first rows of the transformed versions of H~ and H2~ are all distinct and 
not equal to (y~-  yl) -1. They are, therefore, the same elements as in HI~ 
and Hze. Second, a little algebra will show that if (x i -- yl) -1 is transformed 
into (x j -  yl) -1, then (x i - -y2) -1 goes into (x j -  y2) -1. This proves our 
contention. 
There are 2 m-  1 nonzero elements of GF(2 m) and hence that many 
different ransformations. Without difficulty we can show that they form an 
Abelian group which is a subgroup of the affine group of transformations. 
Now the respective choices 
( xi + Yl )(  xj + y2 ) xj + y2 xi + yl a = , a -- a -- 
xi + Y2 xj + Yl xj + Yl ' xi + Y2 
permute the ith column of H into thejth column of H, the last column of Ha 
into thejth column of H and the ith column of H into the last column of H~. 
Thus, the group is transitive and we have established Theorem 2. 
THEOREM 2. For s = 2, all extended primitive binary alternant codes are 
invariant under a transitive permutation group. 
It now follows that the primitive binary alternant codes for s z 2 have odd 
minimum weight, the sum of the minimum and maximum weights of the dual 
codes equals 2 m -- 1 and the weight spectra of the prime and dual codes 
satisfy the relations 
Ai=(  n+l - i  7 ) Ai-1 
for even i
,n ,  
106 H . j .  HELGERT 
where .d~ and B~ denote the number of code Words of weight i in the prime 
and dual codes, respectively. 
With the aid of a computer program we investigated all codes for s = 2 in 
the range 4 ~ m ~ 8. Table I below lists values of their parameters. Many of 
TABLE I 
Parameters of Primitive Binary Alternant Codes (s = 2) 
m r n k d d*  
4 2 14 6 5 4 
5 2 30 20 5 10 
4 30 10 9 5 
2 62 50 5 24 
4 62 38 9 <12 
6 6 62 26 13 <8 
8 62 20 17 <6 
10 62 14 21 <5 
2 126 112 5 53 
4 126 98 9 <37 
6 126 84 13 <28 
7 8 126 70 17 <22 
10 126 56 21 <17 
12 126 42 <27 <10 
18 126 28 37 <8 
2O 126 14 53 <5 
2 254 238 5 112 
4 254 222 9 <92 
6 254 206 13 <74 
8 154 190 17 <69 
10 254 174 <23 <64 
12 254 158 <29 <59 
14 254 142 <41 <51 
8 16 254 134 <43 <46 
18 254 126 <45 <43 
20 254 110 <53 <38 
22 254 94 <63 <35 
24 254 78 <69 <23 
26 254 62 <77 <20 
36 254 46 <87 <13 
42 254 30 <87 <8 
44 254 14 89 <4 
50 254 6 101 <2 
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these codes have minimum distance d as large as the best known for the given 
rate, but are slightly inferior in rate to the corresponding BCH codes. 
For m ~< 7 the actual minimum distance of all these codes coincides with 
the lower bound 2r + 1, except possibly for the case m = 7, r = 12 for which 
we obtained an upper bound of 27. Note the corresponding result of Kasami 
and Tokura (1969) for the (127, 43) primitive BCH code. 
4. PRIMITIVE SRIVASTAVA CODES (r : 2) 
For r = 2 the primitive codes defined by (1) are essentially equivalent to 
the class of codes studied by Srivastava. The pertinent parameters are 
n =2 ~-s ;  k~2 ~-ms;  d>~2s+ 1. 
TABLE II 
Parameters of Primitive Binary Alternant Codes (s = 3) 
Y= (1,~,~2) 
m r n k d d*  
4 2 13 2 7 2 
5 2 29 14 7 6 
2 61 43 7 16 
6 4 61 25 13 <8 
6 61 10 19 <2 
8 61 7 25 ~<2 
2 125 104 7 <42 
4 125 83 ~<14 <26 
7 6 125 62 <21 <21 
8 125 41 <29 <14 
10 125 21 <35 <6 
2 253 229 7 <96 
4 253 205 13 <81 
6 253 181 <26 <71 
8 253 157 <36 <63 
10 253 133 <45 <50 
8 12 253 109 ~<55 <40 
14 253 89 <64 <31 
16 253 85 <67 <29 
18 253 73 <67 <25 
20 253 49 <82 <15 
22 253 26 <~84 ~<7 
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Berlekamp (1968) developed efficient decoding algorithms which proved to be 
only slightly more complex than the BCH decoding schemes. Unfortunately, 
while many primitive Srivastava codes are comparable in performance to the 
BCH codes, an extensive computer search failed to uncover any which were 
clearly superior. Certain shortened primitive Srivastava codes, however, 
have been shown to have a larger minimum distance than any other known 
codes of the same rate (Helgert, 1972b). 
5. s=3 
For s = 3 the code's weight spectra for fixed values of r and m are generally 
a function of the particular choice of Y = (Yl, Y2, Ya). It is not difficult to 
show that the sets Y = (Yl, Y=, Ya), Y '  = (aYl,  aY2, aYa), and Y" = 
St 2 ~ Yl, Y2, y~Z) generate equivalent codes for all nonzero a z GF(2 ~) and 
l = 1, 2 , . ,  m -- 1 and thus, group the set of all codes into equivalence 
classes. For moderate values of m the number of such equivalence classes is 
small enough so that a complete numeration is possible. 
We carried out this enumeration for 4 ~< m ~ 8 on the computer. Table I I  
lists the results for the best codes found. Again, a number of these codes are 
as good as the best known, but slightly inferior in rate to the primitive BCH 
codes. 
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