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Esta tesis doctoral propone una te´cnica de computacio´n evolutiva de-
nominada Co-evolucio´n Ası´ncrona Situada (CeAS) y estudia su aplicacio´n
en la resolucio´n de un tipo particular de problemas de optimizacio´n den-
tro de la ingenierı´a caracterizados, fundamentalmente, por ser dina´micos
y descentralizados. Esta te´cnica surge como combinacio´n de las te´cni-
cas que propone el campo de los Sistemas Complejos para la generacio´n
y ana´lisis de sistemas dina´micos y de los procedimientos que estudia el
campo de la Inteligencia Artificial Distribuida para coordinar un grupo de
agentes hacia un objetivo comu´n.
Como es bien sabido, las te´cnicas de computacio´n evolutiva tienen su
base en las sencillas ideas de Darwin sobre seleccio´n natural en las es-
pecies, y originalmente fueron planteadas como te´cnicas avanzadas de
bu´squeda en espacios n-dimensionales que emplean una poblacio´n de
potenciales soluciones y explotan las altas capacidades de co´mputo per-
mitidas por los computadores. Su utilizacio´n en tareas reales no es nueva,
y ya desde principios de los an˜os 60 se empezaron a utilizar dichas te´cni-
cas para realizar tareas de optimizacio´n y aprendizaje automa´tico (Box y
Chanmugam, 1962; Friedman, 1959; Holland, 1962). Con el paso de los
an˜os se fueron desarrollando en profundidad y se demostro´ su capaci-
dad de solucionar problemas con alto nivel de ruido y discontinuidades
(De˜Jong, 1975). Fue a mediados de los 80 cuando su aplicacio´n ya se
habı´a extendido a diversas a´reas, desde problemas matema´ticos
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abstractos hasta problemas reales como el control de flujo en una lı´nea
de produccio´n, ana´lisis de patrones y otras muchas (Goldberg, 1989).
Hoy en dı´a, la computacio´n evolutiva es un campo ya maduro a nivel
cientı´fico y esta´ resolviendo problemas ‘de intere´s cotidiano’ en a´reas de
estudio tan diversas como la prediccio´n en el mercado de valores y la pla-
nificacio´n bursa´til, ingenierı´a industrial, disen˜o de componentes electro´ni-
cos, programacio´n de horarios en aeropuertos o lı´neas de montaje. Y esto
es ası´ porque, aunque el campo tenga ya ma´s de medio siglo de vida, el
incremento de las capacidades de ca´lculo de los ordenadores ha llevado
parejo el incremento de la potencia de este tipo de algoritmos.
Desde el punto de vista de la optimizacio´n, una de las principales ven-
tajas de las te´cnicas de la computacio´n evolutiva es que no presentan
unos requerimientos matema´ticos muy formales con respecto al proble-
ma que esta´n tratando, como por ejemplo, el ca´lculo de derivadas (o in-
crementos) de ningu´n orden tan comu´n en las te´cnicas de descenso de
gradiente. Las te´cnicas evolutivas son me´todos de orden cero, es decir,
todo lo que necesitan es la evaluacio´n de la funcio´n objetivo. Sin embar-
go, pueden utilizarse para resolver problemas no lineales definidos sobre
espacios de bu´squeda discretos, continuos o mixtos, con o sin restriccio-
nes.
Muchas de las actividades propias de las distintas ramas de la inge-
nierı´a integran problemas no estructurados de la vida real que son com-
plicados de modelar, debido a que requieren la incorporacio´n de factores
inusuales (desde variables estoca´sticas, factores de riesgo de accidentes,
variables de mercado, hasta otros completamente subjetivos, este´ticos por
ejemplo). Adema´s, gran parte de ellos son ejemplos tı´picos de problemas
NP-completos, tales como la programacio´n de tareas, horarios, TSP o la
ubicacio´n de instalaciones.
En estos casos, la computacio´n evolutiva se presenta como una opcio´n
muy prometedora y con muchas ventajas para obtener soluciones a es-
te tipo de problemas. El cara´cter poblacional de estas herramientas hace
que presente la capacidad de proporcionar muchas soluciones cercanas
al o´ptimo al final de cada ejecucio´n. Esto es de intere´s si, por ejemplo, el
criterio de seleccio´n no esta´ rigurosamente definido o si presenta algu´n
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tipo de ambigu¨edad, ya que permite elegir la mejor solucio´n a posteriori,
tras haber realizado ya la evolucio´n. Por otro lado, los algoritmos evoluti-
vos pueden llegar a un nivel de eficiencia realmente competitivo debido a
su relativa capacidad de hibridarse con heurı´sticas dependientes del do-
minio.
Todas estas caracterı´sticas de la computacio´n evolutiva ya se han dado
a conocer en el campo de la ingenierı´a industrial y son conocidas varias
aplicaciones exitosas (Goldberg, 1989; Powell y Skolnick, 1993; Surry y
otros, 1995). Sin embargo, tras un ana´lisis actualizado de los problemas
de optimizacio´n que aparecen en casos reales, circunscritos a diversas
ramas de la ingenierı´a, nos hemos encontrado con que hay una serie de
caracterı´sticas, a mayores de las que ya hemos comentado, que son co-
munes a muchos de ellos y que los hacen especialmente complejos para
las te´cnicas existentes actualmente, incluso para las evolutivas tradiciona-
les. El objetivo de esta tesis sera´ desarrollar y estudiar la aplicacio´n de
una nueva te´cnica evolutiva que permita tratar este tipo de problemas.
Las caracterı´sticas que definen los problemas tipo a los que nos en-
frentaremos son las siguientes:
Dinamismo: esta caracterı´stica es tı´pica de los problemas reales
que dependen del tiempo, ya que en la mayorı´a de ellos se producen
diversos cambios en tiempo real, que pueden afectar a las variables
del sistema, a la funcio´n objetivo, a las restricciones, etc. Algunos
de estos cambios son intrı´nsecos al problema y otros se derivan de
fallos de funcionamiento.
Descentralizacio´n: existe un gran nu´mero de problemas que, o bien
requieren que para su resolucio´n la tarea se lleve a cabo de forma
distribuida, o bien este enfoque proporciona una mejora significativa
en la utilidad de la solucio´n. Dentro del tratamiento de los proble-
mas que requieren una distribucio´n de la tarea, la resolucio´n de esta
puede ser descentralizada o centralizada. En el marco de esta tesis,
nos centraremos u´nicamente en problemas que requieran una reso-
lucio´n descentralizada, caracterı´stica que engloba a dos tı´picamente
relacionadas:
20
• Conocimiento parcial: en numerosos ejemplos de problemas
de ingenierı´a se posee u´nicamente conocimiento parcial de las
variables en juego, de forma que la optimizacio´n del objetivo no
se puede asegurar mediante una resolucio´n centralizada.
• Interacciones locales: por otro lado, tambie´n es comu´n que la
funcio´n objetivo que se pretende optimizar resulte de la combi-
nacio´n no trivial de interacciones locales, lo que implica que, de
nuevo, un enfoque centralizado no sea posible.
Hablaremos pues de la resolucio´n, no de cualquier tipo de problema de
optimizacio´n en ingenierı´a, sino de aquellos que sean dina´micos y des-
centralizados. Como veremos en el apartado dedicados a antecedentes,
tanto el dinamismo como la descentralizacio´n son caracterı´sticas que se
suelen ‘relajar’ en la definicio´n de los problemas, dada su alta complejidad.
En el marco de esta tesis, estas dos caracterı´sticas sera´n imprescindibles
y no pueden ser eliminadas.
La te´cnica de optimizacio´n que resuelva de forma distribuida proble-
mas dina´micos descentralizados, debera´ proporcionar:
Escalabilidad: definimos la escalabilidad como la capacidad para
una te´cnica de resolucio´n de un problema de proporcionar solucio-
nes va´lidas cuando se cambian algunas de las dimensiones del pro-
blema. El frecuente cambio en los recursos, necesidades, deman-
das, etce´tera en los problemas reales, hace que muchos problemas
requieran de una aproximacio´n escalable para proporcionar una so-
lucio´n satisfactoria.
Robustez: se define como la capacidad de un sistema para adap-
tarse a fallos, o ruido en partes del sistema, sin pe´rdida de funciona-
lidad. Ruido, fallos en componentes y dema´s problemas no previstos
son inherentes a los problemas reales.
Adaptabilidad: es la capacidad de un elemento para adaptarse a
cambios en el entorno que le rodea. En nuestro caso, en cierto mo-
do engloba a las dos caracterı´sticas anteriores de un modo ma´s
general y representa la capacidad de una herramienta para traba-
jar con problemas cambiantes, obteniendo soluciones para nuevas
situaciones a partir de las soluciones anteriores.
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En cuanto a los tipos de problemas que son susceptibles de ser trata-
dos con la te´cnica que se propone en esta tesis, a partir del estudio de la
literatura relacionada hemos destacado las siguientes categorı´as ba´sicas,
aunque no son las u´nicas posibles, que nos permitira´n definir ma´s ade-
lante los problemas que consideramos representativos para comprobar el
funcionamiento de la te´cnica:
Problemas de abastecimiento, VRP o variantes del mismo: este
problema consiste en lı´neas generales en obtener un conjunto de
rutas que permitan que un grupo de vehı´culos abastezcan a un gru-
po de clientes. Adicionalmente se define una base de suministro y
una matriz de distancias/coste/tiempo entre clientes y clientes/base.
El objetivo depende de las especificaciones de cada problema pero
generalmente sera´, o bien minimizar el coste del reparto o minimizar
los tiempos de espera o alguna funcio´n de utilidad definida sobre
estas dos. Existen mu´ltiples variantes del mismo an˜adiendo limita-
ciones o restricciones adicionales; ventanas de tiempo, capacidad
de los vehı´culos, etc. Este problema ha sido ampliamente tratado
mediante el uso de heurı´sticas y metaheurı´sticas en su definicio´n
cla´sica. Sin embargo, en sus aplicaciones reales este tipo de proble-
mas tienen mucha tendencia a variar sus restricciones o para´metros
mientras se esta´n llevando a cabo los repartos, fallos en vehı´culos,
corte de rutas, etce´tera, adicionalmente la generacio´n de demandas
es altamente fluctuante y en ningu´n caso un valor fijo y por tanto se
requiere un solucionador robusto.
Problemas de exploracio´n, mapeado o de vigilancia: estos pro-
blemas se definen mediante un entrono que posee serie de puntos o
a´reas que deben ser visitados por un observador, bien para mapear
el entorno o bien para detectar algu´n tipo de elemento o irregulari-
dad. El problema de vigilancia es un caso particular de esta tipologı´a
en el que se realiza una bu´squeda continua de irregularidades. La
funcio´n objetivo esta´ basada en el tiempo que necesita el algoritmo
para recorrer todos los puntos de control (o superficie de control en
el caso continuo). Este tipo de problemas tienen gran cantidad de
aplicaciones reales, tales como la bu´squeda de na´ufragos, la de-
teccio´n de focos de fuego en una zona forestal o la vigilancia de
recintos de seguridad. Variaciones en zonas de riesgo, numero de
observadores, fallos en observadores, fallos en sensores, etce´tera.
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Problemas de optimizacio´n con grafos: existen mu´ltiples proble-
mas de optimizacio´n combinatoria que han sido modelados median-
te grafos, el problema del viajante, el problema de la coloracio´n, el
problema del camino ma´s corto, etc, etce´tera. La mayorı´a de los pro-
blemas reales son modelables mediante el uso de grafos, por tanto
estos problemas inicialmente teo´ricos presentan una gran cantidad
de aplicaciones reales, obtencio´n de rutas o´ptimas, algoritmos de
reparto, problemas de planificacio´n, etce´tera
Problemas de ubicacio´n de instalaciones: dado un conjunto de
instalaciones, un conjunto de posibles emplazamientos y un con-
junto de clientes que deben ser servidos definimos varios objetivos:
¿Que´ instalaciones sirven a cada cliente para minimizar los costes
del transporte? ¿Do´nde situamos cada una de las instalaciones para
minimizar los costes de transporte?
Todos estos tipos de problemas esta´n sujetos a cambios en tiempo
real, todos son problemas de optimizacio´n combinatoria y su resolucio´n
en forma distribuida aporta ventajas intrı´nsecas en cuanto al cumplimien-
to de los requisitos de robustez, adaptabilidad y escalabilidad si estas so-
luciones se basan en interacciones locales, y por tanto, se resuelven de
forma descentralizada. Esta es la aproximacio´n que se plantea en esta
tesis.
La te´cnica que se desarrolla y analiza a lo largo de esta memoria se
ha denominado CeAS: Co-evolucio´n Ası´ncrona Situada. Esta denomina-
cio´n resume sus tres caracterı´sticas fundamentales a nivel algorı´tmico.
Por un lado, como hemos adelantado, el CeAS se inspira en los estudios
de Sistemas Complejos en cuanto al uso de un sistema dina´mico con in-
teracciones locales entre sus constituyentes. De un modo ma´s concreto,
la Vida Artificial, cuyo estudio se enmarca dentro de los Sistemas Comple-
jos, se basa en la simulacio´n de entornos en los que los individuos esta´n
sujetos a un proceso de coevolucio´n descentralizada y ası´ncrona.
Ası´, el CeAS pertenece a la categorı´a de algoritmos de coevolucio´n
debido a que permite una competencia entre individuos de una pobla-
cio´n para guiar el proceso de bu´squeda de soluciones. Adicionalmente, la
coevolucio´n implica que el proceso evolutivo es abierto (del ingle´s open-
ended), con lo cual no existe un criterio de parada basado en un nivel de
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utilidad absoluto, sino que se utiliza un nu´mero de iteraciones fijo o un
criterio basado en la estabilidad evolutiva de la poblacio´n.
Por otro lado, a diferencia de muchas de las aproximaciones tradiciona-
les bioinspiradas como es el caso de los algoritmos gene´ticos, estrategias
evolutivas, etc., en los que la seleccio´n de los individuos para la reproduc-
cio´n se lleva a cabo mediante una evaluacio´n y comparacio´n centralizada
en base a una funcio´n objetivo y cada cierto nu´mero de pasos de simu-
lacio´n preestablecido, en el CeAS la seleccio´n siempre se realizara´ de
forma local y supeditada a determinadas condiciones que ira´n asociadas
a la eficiencia en la tarea individual y que se generara´n, por tanto, de forma
ası´ncrona. En consecuencia, en el CeAS la evolucio´n es situada, es decir,
todas las interacciones entre los individuos de la poblacio´n son locales y
esta´n supeditadas a una serie de relaciones de proximidad o coincidencia
espacio-temporal, lo cual implica una descentralizacio´n intrı´nseca.
Sin embargo, y a pesar de las coincidencias expuestas, la principal di-
ferencia entre el CeAS y los algoritmos evolutivos open-ended existentes
en el campo de Vida Artificial, estriba en que estos no buscan la optimi-
zacio´n de una funcio´n objetivo, sino el estudio del sistema resultante una
vez que se alcanza el equilibrio. En el caso de una ejecucio´n mediante el
uso del CeAS, esta no se reduce a la simulacio´n de un sistema dina´mi-
co complejo sino que se orienta la evolucio´n hacia la bu´squeda de un
objetivo concreto. Esto implica realizar una serie de modificaciones en el
procedimiento de evolucio´n que permitan introducir estos objetivos, y pa-
ra esto nos vamos a servir de las te´cnicas que se han venido estudiando
en el campo de la Inteligencia Artificial Distribuida. Ma´s concretamente,
estudiaremos el establecimiento de unas funciones de utilidad privada y
global que guı´en la evolucio´n para distribuir el comportamiento objetivo de
la poblacio´n en una serie de comportamientos individuales.
El trabajo llevado a cabo en esta tesis ha seguido los siguientes pasos
metodolo´gicos:
En primer lugar se ha fijado con claridad el objetivo final de la presente
tesis doctoral y los subobjetivos que han llevado a su consecucio´n. Estos
objetivos aparecen en el capı´tulo 2 de la presente memoria.
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A continuacio´n se realiza una revisio´n general de los problemas de op-
timizacio´n en ingenierı´a y de las principales te´cnicas de resolucio´n que
se han venido aplicando. A partir de este estudio se establecen una serie
de caracterı´sticas reales que presentan grandes dificultades para estas
te´cnicas y que, tal y como comentamos anteriormente, definen un tipo de
problemas dina´micos descentralizados que sera´n el objetivo de resolucio´n
del CeAS. Como conclusio´n de este apartado, queda patente la necesi-
dad de aportar un nuevo enfoque en forma de te´cnica computacional para
resolver estos problemas. La primera parte del capı´tulo 3 de esta memo-
ria, titulado Antecedentes, se dedicara´ a este estudio.
Posteriormente, se analizan las principales aportaciones a la resolu-
cio´n de problemas intrı´nsecamente distribuidos en dos campos: el de la
Inteligencia Artificial Distribuida (o Sistemas Multiagente) y el de los Sis-
temas Complejos. De ambos ana´lisis se concluyen una serie de ideas de
partida para el planteamiento de esta nueva te´cnica. Ası´, se extraen, del
campo de los Sistemas Complejos, la generacio´n, control y ana´lisis de
simulaciones con mu´ltiples elementos e interacciones, y del campo de la
Inteligencia Artificial Distribuida, las ideas para la obtencio´n de un com-
portamiento coordinado que resuelva de forma distribuida la tarea que
establece el disen˜ador. Esta revisio´n se lleva a cabo en la segunda parte
del capı´tulo de Antecedentes, alcanza´ndose unas especificaciones ba´si-
cas de los requerimientos para la te´cnica que se aborda.
En el capı´tulo 4 se lleva a cabo el disen˜o ba´sico del CeAS, se genera
tambie´n una metodologı´a para la transformacio´n de un problema real en
un escenario evolucionable mediante el CeAS y para el establecimiento
de los mecanismos que nos servira´n para guiar la evolucio´n hacia el ob-
jetivo global predefinido. Finalmente, se establecen tambie´n unas pautas
de ana´lisis de la te´cnica durante el transcurso de la evolucio´n.
A partir de las caracterı´sticas del CeAS, y del ana´lisis de las opciones
existentes en la actualidad, se concluye la necesidad de desarrollar una
herramienta de simulacio´n computacional propia. Esta herramienta se de-
nomina WaspBed (World-Agent Simulation Platform for BEhavior Design)
y se presenta como un simulador sencillo, flexible y de fa´cil uso, que per-
mite modelar Sistemas Multiagente complejos en el marco de la evolucio´n
ası´ncrona situada de forma ra´pida, y analizar la dina´mica de este tipo de
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sistemas con gran nu´mero de elementos e interacciones. WaspBed ha
servido tambie´n para disen˜ar una serie de estructuras formales (plantillas
de configuracio´n) para la definicio´n y modelizacio´n de cualquier escenario
en el simulador, lo que permite establecer un procedimiento organizado
de planteamiento de un problema particular en CeAS. En el ape´ndice I se
puede encontrar una especificacio´n detallada del WaspBed en cuanto a
las clases que lo componen.
Una vez obtenida una versio´n probada del WaspBed, pasamos a es-
tudiar en detalle el comportamiento del CeAS mediante este simulador.
Para ello, primeramente se plantea un problema dina´mico descentraliza-
do de obtencio´n de la ruta o´ptima en un grafo de manera descentralizada.
En el capı´tulo 5 se muestran las especificaciones concretas del ejemplo
ası´ como los resultados ma´s destacados que se han obtenido. El princi-
pal es que el CeAS obtiene una solucio´n satisfactoria, proporcionando un
algoritmo de bu´squeda muy similar a otros muy comunes en la literatura,
pero con la propiedad an˜adida de la adaptabilidad mostrada por la te´cnica
antes cambios en el sistema, algo que no se puede obtener con la me-
taheurı´stica original. Una de las consecuencias de este primer estudio es
la necesidad de llevar a cabo un ana´lisis energe´tico del sistema, de cara
a poder fijar a priori las regiones de funcionamiento estable, estudio que
se realiza para este caso analizando sus implicaciones.
El siguiente problema que se plantea para analizar el CeAS es un pro-
blema de exploracio´n, en concreto de vigilancia, otro de los ejemplos tı´pi-
cos dina´micos descentralizados que hemos encontrado en la bibliografı´a.
El problema se aborda considerando todas las restricciones que implicarı´a
su aplicacio´n en un sistema robo´tico real de taman˜o fijo de manera que se
pueda tratar el estudio del CeAS como algoritmo de operacio´n en tiempo
real en entornos fı´sicos.
Este ejemplo permite realizar un estudio comparativo de esta te´cnica
frente a otras ya existentes y constatar la mejorı´a aportada por el CeAS.
Adema´s, tambie´n se ha comprobado el funcionamiento del CeAS en un
problema con taman˜o de poblacio´n fija, lo cual implica que el balance
energe´tico no es necesario y tambien que el algoritmo permite obtener
soluciones a problemas con restricciones propias de soluciones reales co-
mo es la existencia de una cantidad fija de vigilantes. Este ana´lisis se va a
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centrar, por tanto, en las funciones de utilidad privada y global que guı´an
la evolucio´n hacia la solucio´n deseada y en el estudio de los para´metros
relevantes para el control de la evolucio´n. Los detalles sobre este segundo
ejemplo de aplicacio´n se encuentran en el capı´tulo 6 de la memoria.
Finalmente, se utiliza el CeAS en un problema dina´mico descentra-
lizado que aglutina todas las caracterı´sticas que pretendemos tratar en
este tipo de problemas: el problema de la asignacio´n o´ptima de fletes de
buques en paralelo con la definicio´n de la flota ideal. Este problema per-
tenece a la categorı´a de problemas de abastecimiento y presenta una
aplicacio´n real directa en cuanto a que los criterios de utilidad se basan
en para´metros econo´micos. Se disen˜a para ello un escenario en el Wasp-
Bed que contempla una serie de puntos de suministro y de demanda de
mercancı´a y una flota de buques de taman˜o y configuracio´n variable. Los
resultados pueden ser consultados en el capı´tulo 7 de la memoria.
El capı´tulo 8 de la memoria presenta las principales conclusiones y
aportaciones que se pueden extraer de todo el trabajo realizado adema´s
de presentar las lı´neas que han quedado abiertas y que debera´n ser tra-
tadas en el futuro.
Cabe destacar que el desarrollo de esta tesis se enmarca en una se-
rie de proyectos del Grupo Integrado de Ingenierı´a de la Universidade da
Corun˜a relacionados con sistemas distribuidos y cooperativos y financia-
dos tanto por el MEC, el MICINN y la Xunta de Galicia cuya financiacio´n
queremos agradecer. Por otra parte, el trabajo realizado se ha llevado a
cabo en los laboratorios del Grupo Integrado de Ingenierı´a en Ferrol y




El principal objetivo de esta tesis doctoral es el siguiente:
Disen˜ar, implementar y estudiar en detalle las capacidades y limitacio-
nes de una nueva te´cnica de computacio´n evolutiva que denominaremos
Co-evolucio´n Ası´ncrona Situada (CeAS) y que surge como alternativa a
las te´cnicas de optimizacio´n existentes en un dominio de aplicacio´n con-
creto: los problemas de optimizacio´n dina´micos descentralizados que apa-
recen en los distintos campos de la ingenierı´a.
De cara a alcanzar el objetivo global, este se desglosa en una serie de
sub-objetivos que se exponen a continuacio´n:
Definir una te´cnica que permita la resolucio´n de problemas de in-
genierı´a que no son abordables por te´cnicas tradicionales y que se
caracterizan por su alto grado de dinamismo y por implicar la re-
solucio´n de una tarea de forma distribuida mediante una estructura
descentralizada. Se busca tambie´n que esta te´cnica presente las
caracterı´sticas de adaptabilidad y escalabilidad necesarias para ob-
tener soluciones efectivas a problemas reales.
El proceso de definicio´n se descompone en los siguientes puntos a
realizar:
• Definicio´n formal del funcionamiento del CeAS: generacio´n de
un escenario, estructura secuencial del algoritmo, procesos de
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evolucio´n y/o adaptacio´n, criterios de parada y cualquier otra
consideracio´n necesaria para la descripcio´n precisa del proce-
so.
• Definicio´n de nuevos operadores de seleccio´n y de cruce para
la reproduccio´n, teniendo en cuenta el cara´cter descentralizado
y poblacional de las soluciones requeridas.
• Definicio´n del procedimiento de utilizacio´n del CeAS: creacio´n
de una metodologı´a de disen˜o para llevar a cabo la transfor-
macio´n de un problema real a un escenario de evolucio´n va´lido
para el CeAS. Esto implica:
◦ Establecimiento de requisitos de modelado distribuido.
◦ Introduccio´n de las funciones de utilidad global e individual
para guiar el proceso de evolucio´n.
◦ Gestio´n energe´tica para el control de la evolucio´n.
◦ Definicio´n de los procesos de seleccio´n reproductiva y re-
emplazo de la poblacio´n.
• Definicio´n del procedimiento de ana´lisis: establecimiento de una
estrategia que permita extraer informacio´n a partir del compor-
tamiento del escenario.
◦ Estudio del proceso evolutivo.
◦ Extraccio´n de soluciones.
◦ Ana´lisis de robustez/sensibilidad de una configuracio´n.
Crear un software de apoyo para el uso del CeAS: con el objeto de
implementar la estructura planteada por el CeAS, debemos utilizar
una herramienta software que nos vaya a permitir las tareas de di-
sen˜o, ejecucio´n de los procesos de evolucio´n y ana´lisis de un modo
co´modo y flexible. Para ello es necesario:
• Definir las necesidades de un software de apoyo al uso del
CeAS: permitir y facilitar la definicio´n de los constituyentes de
un escenario, definicio´n de las interacciones, flexibilizar las mo-
dificaciones en el modelo inicial, capacidad de reutilizacio´n de
herramientas de configuracio´n y ana´lisis desarrolladas, etce´te-
ra.
• Implementar el software de apoyo: WaspBed.
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• Comprobar el funcionamiento del software de apoyo mediante
la implementacio´n de un escenario de prueba que cubra las
funcionalidades requeridas.
Comprobar que´ ventajas e inconvenientes plantea CeAS con res-
pecto a otras aplicaciones y definir ası´ el a´mbito de aplicacio´n: la de-
finicio´n de un nuevo concepto de te´cnica evolutiva ha de presentar
una serie de ventajas inherentes a su estructura. Estas capacidades
han de comprobarse y debemos estudiar si aportan una mejora res-
pecto a otras aproximaciones. Por otro lado, existira´n tambie´n una
serie de inconvenientes que acoten el alcance del CeAS que debe-
mos detectar y definir.
Estudiar la aplicabilidad de la te´cnica CeAS a varios problemas dis-
tribuidos y dina´micos representativos dentro de la ingenierı´a. Estu-
diar su capacidad frente a las caracterı´sticas que definen los pro-
blemas reales de ingenierı´a, segu´n se extrae del estudio de estos
problemas:
• Estudiar la aplicabilidad del CeAS a problemas de optimizacio´n
combinatoria.
• Estudiar la aplicabilidad en problemas que presenten restriccio-
nes, bien en el modelo del entorno o bien en la definicio´n de los
individuos de la poblacio´n.
• Estudiar la aplicabilidad en problemas definidos mediante va-
riables estoca´sticas.
• Estudiar la aplicabilidad en problemas que requieren de grupos





En este capı´tulo se lleva a cabo una revisio´n de los campos de conoci-
miento en los que se fundamenta esta tesis doctoral, fijando los aspectos
ma´s relevantes de los mismos en cuanto a sus principios ba´sicos y en
sus principales desarrollos hasta la fecha. El objetivo de esta revisio´n es,
por un lado, establecer claramente la necesidad de la te´cnica propuesta, y
por otro, justificar la idoneidad de las aproximaciones en las que se inspira.
El capı´tulo se ha estructurado en tres partes fundamentales. La pri-
mera, relacionada con las te´cnicas de optimizacio´n en ingenierı´a, con-
cluira´ con una definicio´n clara y concisa del tipo de problema marco al
que nos enfrentaremos en el resto de la tesis. La segunda parte revisa
la resolucio´n distribuida de problemas dina´micos en el campo de la Inte-
ligencia Artificial Distribuida y en el de los Sistemas Complejos. De este
apartado se extraera´n una serie de conceptos ba´sicos de cada campo que
se integrara´n en la te´cnica evolutiva propuesta. Finalmente, en la tercera
parte se lleva a cabo un resumen global de todo el capı´tulo que de´ paso
al desarrollo propiamente dicho.
3.1. Problemas de optimizacio´n en ingenierı´a
3.1.1. Introduccio´n
La optimizacio´n matema´tica se refiere a un proceso mediante el cual
se busca solucionar un problema que podemos definir de forma gene´rica
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como:
Hallar el ma´ximo (o mı´nimo) de una funcio´n
f(x), x ∈ ϕ ∈ Rn (3.1)
siendo n, el nu´mero de variables del problema y ϕ el subespacio definido
por el conjunto de restricciones.
Por otro lado, la Real Academia Espan˜ola define la ingenierı´a como:
Estudio y aplicacio´n, por especialistas, de las diversas ramas de la tec-
nologı´a.
Otras definiciones posibles del campo de la ingenierı´a son:
La ingenierı´a es la profesio´n que aplica conocimientos y experiencias
para que mediante disen˜os, modelos y te´cnicas se resuelvan problemas
que afectan a la humanidad.
La ingenierı´a es el arte de aplicar los conocimientos cientı´ficos a la
invencio´n, perfeccionamiento o utilizacio´n de la te´cnica en todas sus de-
terminaciones.
De las anteriores definiciones se puede derivar un concepto ma´s con-
creto de la ingenierı´a como aquel campo en el que el conocimiento de las
matema´ticas y de las ciencias naturales, obtenido mediante estudio, expe-
riencia y pra´ctica, se aplica para desarrollar estrategias o´ptimas de utilizar
los recursos disponibles en la naturaleza para beneficio de la humanidad.
Podemos entonces definir los problemas de optimizacio´n en ingenierı´a
como ‘la bu´squeda de la mejor solucio´n para un problema te´cnico definido
en el mundo natural’. El te´rmino mejor en esta definicio´n es dependien-
te del contexto en el que se enmarque dicho problema y de los objeti-
vos establecidos para cada caso particular. Esto podrı´a implicar tanto la
bu´squeda de una solucio´n que minimiza variables tales como los costes
o los riesgos, la resistencia al avance, etc., como la de otra que maximiza
los beneficios, la eficiencia, etc. De cualquier forma, la caracterı´stica fun-
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damental del tipo de problemas de optimizacio´n que se trata en el marco
de esta tesis es que provienen del mundo real, no siendo el objetivo de
este trabajo el tratar con funciones de optimizacio´n sinte´ticas. Estos pro-
blemas se caracterizan por su alta complejidad al depender de variables
estoca´sticas, parcialmente conocidas, continuas, etc., que corresponden
a funciones dina´micas, discontinuas, multimodales, etc. Es decir, resultan
un ‘banco de pruebas’ ideal para el desarrollo y la validacio´n de nuevas
te´cnicas de optimizacio´n, como es el caso que nos ocupa.
A nivel pra´ctico, resolver un problema de optimizacio´n en una aplica-
cio´n de ingenierı´a requiere de dos etapas fundamentales: primero, deter-
minar el modelo matema´tico que rige el problema, y segundo, realizar el
proceso de optimizacio´n de una variable objetivo utilizando algu´n tipo de
algoritmo. En el marco de esta tesis, vamos a trabajar sobre problemas
con modelos ya conocidos, y por tanto, nos centraremos en la segunda
etapa.
Basa´ndonos en los manuales cla´sicos de optimizacio´n en ingenierı´a,
encontramos la siguiente divisio´n en categorı´as (Nocedal y Wright, 1999;
Rao, 1996):
Minimizacio´n uni/multidimensional lineal sin restricciones: este tipo
de problemas pueden solucionarse fa´cilmente mediante te´cnicas cla´si-
cas de descenso de gradiente o incluso mediante una solucio´n analı´ti-
ca, que en estos casos, no suele ser difı´cil de obtener.
Programacio´n lineal con restricciones: muchos de los problemas reales
de optimizacio´n pueden ser expresados como problemas de progra-
macio´n lineal, y es debido a esto que se ha generado abundante
investigacio´n en algoritmos para su solucio´n.
Adicionalmente, muchos algoritmos para la resolucio´n de problemas
no lineales funcionan resolviendo sub-problemas acotados del pro-
blema principal planteados como problemas lineales. Por otro lado,
muchas ideas de la programacio´n lineal han inspirado conceptos pa-
ra la teorı´a de optimizacio´n en funciones no lineales y con restriccio-
nes, como es el caso de la dualidad, descomposicio´n, convexidad,
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etc. El me´todo ma´s conocido para resolver este tipo de problemas
es el me´todo simplex.
Minimizacio´n de funciones no lineales con restricciones: es en es-
ta categorı´a, que comprende a las dos anteriores, donde podrı´amos
encuadrar a la gran mayorı´a de los problemas de basados en mode-
los reales. Las ecuaciones que rigen los procesos reales, relaciones
entre variables y las funciones objetivo, presentan no linealidades si
se modelan con cierta fidelidad. Por otro lado, los problemas reales
suelen presentar un gran nu´mero de restricciones asociadas a: limi-
taciones en el rango de la mayorı´a de las variables (espacio, velo-
cidad, tiempos de procesado, entregas, etc.), no homogeneidad del
entorno (obsta´culos, discontinuidades, etc.) o restricciones asocia-
das a combinaciones de variables (distancias, limitaciones de recur-
sos, etc.). Estas restricciones deben ser consideradas a la hora de
modelar este tipo de problemas, pues en muchos casos modifican
completamente el tipo de soluciones factibles ası´ como los procesos
de bu´squeda de las mismas.
Programacio´n entera y mixta: otra categorı´a es aquella en la que
todas o parte de las variables que entran en juego en el proceso
de optimizacio´n son enteras. Este tipo de problemas puede llegar
a modelarse mediante funciones no lineales con restricciones, pero
existen me´todos de resolucio´n especı´ficos y constituyen un caso lo
suficientemente importante como para ser diferenciados.
Optimizacio´n multiobjetivo: es un tipo optimizacio´n en el cual no exis-
te una u´nica funcio´n objetivo que combine todos los sub-objetivos de
una aplicacio´n, y por tanto, se busca obtener lo que se denomina un
frente de soluciones no dominadas en lugar de un o´ptimo global.
Optimizacio´n basada en elementos finitos: es aquella optimizacio´n
que no se basa en un modelo matema´tico, sino en los resultados
obtenidos resolviendo un modelo fı´sico mediante la te´cnica de ele-
mentos finitos. Se utiliza principalmente en problemas de disen˜o de
estructuras o de piezas para minimizar los esfuerzos tensionales,
gradientes de temperatura, para mejorar resistencia, conductividad,
aislamiento, etc.
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Debemos mencionar que, adema´s de esta clasificacio´n tradicional que
ha sido ampliamente utilizada, podemos encontrar otras que utilizan cri-
terios diferentes. Por ejemplo, He y Wang (2007) propone una divisio´n de





La novedad principal de esta taxonomı´a reside en la utilizacio´n de dos
nuevos grandes grupos de problemas. Por una parte, la optimizacio´n mul-
tidisciplinar es aquella en la que intervienen restricciones o condiciones
en el modelo provenientes de diferentes disciplinas cientı´ficas para lle-
var a cabo un modelado ma´s real de un problema (variables econo´micas,
variables fı´sicas, variables sujetas a criterio subjetivo, variables de tenden-
cias de mercado, etc.).
En cuanto a la optimizacio´n probabilı´stica, es aquella en la que algu-
nas de sus variables no poseen valores fijos sino que responden a algu´n
tipo de distribucio´n de probabilidad. Esta u´ltima distincio´n nos parece real-
mente importante y a tener en cuenta en los procesos de optimizacio´n de
problemas reales. Existen muchos modelos que suponen una serie de va-
lores fijos para algunas variables, cuando estas nunca muestran valores
constantes, y el hecho de introducir variables estoca´sticas cambia sustan-
cialmente el problema en cuanto a inestabilidad, ı´ndices de riesgo, etc.
Tras haber introducido el tipo general de problemas que se consideran
como optimizacio´n en ingenierı´a, a lo largo del siguiente apartado tratare-
mos de acotar el tipo de problemas de ingenierı´a que se tratara´n en esta
tesis, centra´ndonos en aquellos que se engloban dentro del a´mbito de la
Investigacio´n Operativa.
3.1.2. Investigacio´n operativa
Relacionada con la optimizacio´n en ingenierı´a existe una rama interdis-
ciplinar de las matema´ticas aplicadas y de la ciencia formal que se deno-
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mina Investigacio´n Operativa. Esta utiliza me´todos matema´ticos, estudios
estadı´sticos y aproximaciones con heurı´sticas para obtener soluciones a
problemas complejos en sistemas organizados. Su objetivo principal es el
de la optimizacio´n en problemas reales, es decir, maximizar o minimizar
una funcio´n objetivo con referente real (maximizar beneficios, eficiencia de
una lı´nea de montaje, ancho de banda o minimizar riesgos, pe´rdidas, etc.).
La Investigacio´n Operativa se relaciona de forma muy cercana a la
ingenierı´a industrial, y en este campo se considera como una parte im-
portante de sus disciplinas. El objetivo, en u´ltimo te´rmino, de la aplicacio´n
de la Investigacio´n Operativa es apoyar en la ‘toma o´ptima de decisiones’
en los sistemas y en la planificacio´n de sus actividades.
El enfoque fundamental de la Investigacio´n Operativa posee muchas
coincidencias con las ideas que inspiran la te´cnica cuya aplicacio´n se va a
estudiar en esta tesis en problemas reales. A saber, en oposicio´n a apro-
ximaciones ma´s tradicionales, se busca incidir en el estudio de un grupo
de sub-sistemas que interaccionan entre sı´ buscando soluciones que be-
neficien al conjunto en global.
En definitiva, debido a las mu´ltiples similitudes en el campo de apli-
cacio´n y en la tipologı´a de soluciones perseguidas, entre la Investigacio´n
Operativa y la aproximacio´n que vamos a presentar en este trabajo, vamos
a centrar nuestro intere´s de forma ma´s detallada, no en las te´cnicas que
se utilizan para resolver problemas en esta disciplina, sino en los tipos de
aplicaciones que se tratan y los modelos que estudia la Investigacio´n Ope-
rativa para ası´ poder identificar las caracterı´sticas ma´s representativas de
los problemas que vamos a tratar en el marco de esta tesis doctoral. En
este sentido, los tipos de problemas que contempla la Investigacio´n Ope-
rativa y que nos resultan de intere´s son los siguientes (Taha, 2006; Bron-
son y Naadimuthu, 1997):
Problemas de optimizacio´n combinatoria: en ellos, el gran nu´me-
ro de combinaciones que se generan hace que enumerar todas las
posibilidades sea inabordable. El conjunto de posibles soluciones es
discreto o puede ser reducido a un conjunto discreto. El objetivo es
encontrar la mejor combinacio´n de opciones. Dentro de esta cate-
gorı´a podemos destacar los siguientes subproblemas:
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• El problema de la asignacio´n: en este problema se definen un
conjunto de agentes y un conjunto de tareas y un coste para
cada asignacio´n agente-tarea, se debe asignar a cada tarea un
agente de manera que se minimice el coste.
• Problema del transporte: dado un conjunto de puntos de pro-
duccio´n y un conjunto de puntos de demanda y unos costes
asociados al transporte entre cada par de puntos, se debe en-
contrar el plan de transporte que minimiza la suma de los cos-
tes.
• Problemas de teorı´a de grafos: en este campo se enmarcan to-
dos los problemas cuya modelizacio´n mediante un grafo resulta
de intere´s. Algunos problemas que se han podido resolver gra-
cias a la teorı´a de grafos han sido, por ejemplo, la sı´ntesis de
circuitos secuenciales (Abdelrazik, 1993), el modelado de los
trayectos de transporte pu´blico en las calles de una ciudad(Hay,
1993), etc.
Problemas de procesos en los que intervienen variables es-
toca´sticas: en estos problemas, las variables del modelo no poseen
valores fijos sino que han de ser modelados como distribuciones pro-
babilı´sticas. Son problemas parcialmente dina´micos ya que existen
variaciones dina´micas en las restricciones o en las variables que
definen las condiciones del problema, pero estas siguen una distri-
bucio´n probabilı´stica conocida. Ejemplos de este tipo de problemas
son los problemas de lı´neas de espera o los problemas de demanda
probabilı´stica.
Problemas de procesos en los que aparecen situaciones de con-
currencia: son aquellos en los que es preciso optimizar procesos
cuyas variables y/o restricciones provienen o esta´n afectadas por
diferentes a´mbitos que hay que considerar para tratar el problema
de forma completa. Por ejemplo, problemas de toma de decisiones
en los que se obtiene informacio´n a partir de sistemas expertos, re-
sultado de modelos de simulacio´n, variables econo´micas, etce´tera y
se ven restringidos o afectados por variables econo´micas, criterios
subjetivos, etc.
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Problemas modelados mediante sistemas dina´micos: son aque-
llos problemas que trabajan sobre modelos en los que la caracterı´sti-
ca ma´s relevante es la existencia de un nu´mero elevado de compo-
nentes y el gran nu´mero de interacciones que existen entre estos.
Esto implica que el nu´mero de estados diferentes y transiciones en-
tre estados es extremadamente elevado, y por tanto, son procesos
en los que los me´todos de ana´lisis no son pra´cticos y en los que
las simulaciones computacionales son la u´nica forma de abordar el
comportamiento del modelo.
Luss y Rosenwein (1997) citan algunas de las aplicaciones reales con-
cretas pertenecientes a distintos campos que se resuelven dentro de esta
disciplina de la Investigacio´n Operativa:
Disen˜o de las tablas de enrutamiento dependientes del tiempo para
cada uno de los conmutadores de la red con el objetivo de minimizar
el coste en redes de telecomunicaciones.
Planificacio´n de flotas ae´reas: asignacio´n del tipo de avio´n, tripula-
cio´n, tipo de tarifa, coste del billete, etc.
Disen˜o de una red de transporte de agua desde distintos puntos de
suministro a los lugares de demanda con restricciones ambientales,
polı´ticas, etc.
Planificacio´n de la salida de agua de los embalses en una red hidro-
ele´ctica para el mantenimiento de mu´ltiples plantas ele´ctricas.
Industria petrolera: definicio´n de los criterios de inversio´n en nuevas
instalaciones y exploracio´n y perforacio´n entre diferentes campos
petroleros.
Planificacio´n del suministro ele´ctrico para satisfacer las demandas
en los picos de consumo.
Prediccio´n de la localizacio´n y evolucio´n de incendios forestales.
Gestio´n y emplazamiento eficiente de recursos para combatir incen-
dios.
Localizacio´n de almacenes y plantas de fabricacio´n.
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Determinacio´n de polı´ticas de transporte en una red de distribucio´n.
Salud pu´blica: planificacio´n de las variaciones en las entradas de los
pacientes para mantener la ocupacio´n alta, etc. Deteccio´n y trata-
miento de enfermedades.
Servicios gubernamentales: planificacio´n de la infraestructura de ciu-
dades (construccio´n o expansio´n de carreteras, puentes, colegios,
etc). Disen˜o de sistemas de emergencia eficientes. Disen˜o de rutas
para tra´nsito masivo, autobuses escolares, ambulancias, etc.
Del ana´lisis de las categorizaciones anteriores, podemos concluir que
los problemas de ingenierı´a que se tratan en la Investigacio´n Operativa
presentan una serie de caracterı´sticas relevantes y diferenciadoras, que
se han destacado como dominantes en problemas reales (Michalewicz y
Schoenauer, 1996):
1. En cuanto al tipo de variables que intervienen en los modelos de
estos problemas, con frecuencia son variables continuas y discretas
simulta´neamente, es decir, son variables mixtas.
2. Gran parte de los para´metros que definen el problema no presen-
tan valores fijos, sino que esta´n representados por distribuciones
estoca´sticas.
3. Las variables poseen tambie´n cierto nivel de ruido inherente a la
captacio´n experimental de medidas para el modelado.
4. Tanto las funciones objetivo como las variables que intervienen esta´n
sujetas a restricciones, tı´picamente no lineales.
5. Las variables que conforman el modelo esta´n altamente interrelacio-
nadas.
6. Adema´s, este tipo de problemas suele estar sujeto a cambios en
tiempo real, es decir, se requieren te´cnicas con capacidad de adap-
tacio´n si se quiere alcanzar una solucio´n completa.
Estas caracterı´sticas, conjuntamente, producen problemas muy com-
plejos de optimizar, con mucha interdependencia entre comportamientos
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de los distintos elementos y que, en consecuencia, hacen que los me´todos
de ana´lisis a priori no sean pra´cticos y sea necesario el uso de simulacio-
nes computacionales para modelar los procesos (Schwabacher y Gelsey,
1998).
En conclusio´n, debemos decir en este punto que, en el marco de esta
tesis doctoral, nos centraremos en el estudio de gran parte de los proble-
mas que se resuelven en el campo de la Investigacio´n Operativa, y que se
caracterizan por su complejidad en cuanto al tipo de variables que se ma-
nejan, al gran nu´mero de elementos que interactu´an y al dinamismo del
sistema. Estas caracterı´sticas los hacen susceptibles de ser tratados me-
diante te´cnicas distribuidas de resolucio´n de problemas, como veremos
ma´s adelante.
Tras haber acotado un poco ma´s el tipo de problemas al que nos
enfrentamos, a continuacio´n realizaremos una revisio´n de las te´cnicas y
me´todos de optimizacio´n de mayor relevancia en el campo de la optimiza-
cio´n en ingenierı´a.
3.1.3. Me´todos de optimizacio´n
Los problemas de optimizacio´n comunes en ingenierı´a - y los proble-
mas concretos de la Investigacio´n Operativa ma´s au´n - han sido adop-
tados con frecuencia en la literatura especializada en me´todos de opti-
mizacio´n para mostrar la efectividad de los nuevos algoritmos. Dentro del
gran nu´mero de me´todos existentes para problemas de ingenierı´a, a conti-
nuacio´n realizaremos una revisio´n de las te´cnicas ma´s utilizadas, agrupa-
das en tres grandes categorı´as: me´todos analı´ticos, te´cnicas heurı´sticas
y te´cnicas metaheurı´sticas.
3.1.3.1. Me´todos analı´ticos
Previo al uso de te´cnicas de resolucio´n aproximada, heurı´sticas o me-
taheurı´sticas, debemos mencionar las te´cnicas cla´sicas de resolucio´n analı´ti-
ca de un problema de optimizacio´n. Estas se encuentran en el peldan˜o
ma´s alto en cuanto al nivel de informacio´n que se requiere del modelo de
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un proceso, y se sirven de te´cnicas de ana´lisis matema´tico para obtener
soluciones exactas a un determinado problema.
Estas te´cnicas de ana´lisis van desde la resolucio´n de sistemas de
ecuaciones lineales hasta la integracio´n de sistemas de ecuaciones no
lineales en derivadas parciales pasando por te´cnicas de estadı´stica infe-
rencial para programacio´n estoca´stica. Para su uso se requiere, por un
lado, la obtencio´n de todas las ecuaciones (o modelos probabilı´sticos)
que rigen un proceso, y por otro lado, que las te´cnicas de resolucio´n exis-
tentes permitan encontrar una solucio´n en un tiempo razonable al modelo
propuesto. Sin embargo, se ha visto que la aplicacio´n de este tipo de apro-
ximaciones a problemas con cierto grado de complejidad, varias ecuacio-
nes no lineales acopladas (nivel de interaccio´n elevado) o modelos con
restricciones, resulta enormemente difı´cil. La adaptacio´n de estas te´cni-
cas a cada problema particular(Gill, 1980; Kosloff y Kosloff, 1983; Magyari
y Keller, 2000), au´n encontrando el modo de hacerlo, implica una la reso-
lucio´n tremendamente costosa.
De todas formas, dentro de las te´cnicas analı´ticas cla´sicas de optimi-
zacio´n, podemos encontrar casos de e´xito en la solucio´n de los siguientes
problemas:
Problemas de optimizacio´n sin restricciones en donde el ca´lculo di-
ferencial es la herramienta utilizada para localizar los extremos de
una funcio´n.
Problemas lineales con restricciones lineales que se enmarcan den-
tro de lo que se conoce como programacio´n lineal y en la que en-
contramos te´cnicas como el me´todo simplex o el me´todo dual.
Problemas no lineales con restricciones no lineales que cumplan las
condiciones de Kuhn -Tucker (Kuhn y Tucker, 1951), para que la so-
lucio´n de la programacio´n no lineal sea o´ptima. Estas te´cnicas, aun-
que datan de 1939 esta´n todavı´a muy poco desarrolladas y, frecuen-
temente, fallan o no son suficientes para demostrar la existencia de
extremos alcanzables.
Problemas estoca´sticos, inspirados en su mayorı´a en problemas reales
en los cuales, a diferencia de los problemas deterministas, las varia-
bles que definen los modelos son distribuciones de probabilidad y
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se resuelven principalmente mediante te´cnicas de programacio´n es-
toca´stica. Los modelos ma´s extendidos de programacio´n estoca´sti-
ca resuelven el problema mediante el uso de programacio´n lineal en
dos fases(Birge, 1997).
En conclusio´n, las te´cnicas analı´ticas resultan muy limitadas para tra-
tar problemas reales y surge la necesidad del uso de otras herramientas
que no van a generar soluciones exactas, sino aproximadas, pero en un
tiempo razonable de ca´lculo. Estas son las te´cnicas heurı´sticas, que vere-
mos en el pro´ximo apartado.
3.1.3.2. Te´cnicas heurı´sticas
Aunque algunos tipos de problemas de optimizacio´n son relativamente
fa´ciles de resolver mediante me´todo exactos u obteniendo directamente
la solucio´n analı´tica, otros muchos, como es el caso de problemas reales
que nos ocupa, son muy complejos, y han requerido del desarrollo de
te´cnicas heurı´sticas como u´nica posibilidad para obtener soluciones va´li-
das en un tiempo de ca´lculo que permita su uso pra´ctico. Ası´, durante las
u´ltimas cuatro de´cadas, se han desarrollado un gran nu´mero de algorit-
mos de este tipo para resolver problemas de optimizacio´n.
La mayorı´a de los algoritmos desarrollados entran en la categorı´a de
las te´cnicas heurı´sticas, y esta´n basados en los algoritmos de programa-
cio´n nume´rica lineal o no lineal pertenecientes a las te´cnicas analı´ticas,
y por tanto, requieren todavı´a de una cantidad considerable de informa-
cio´n del problema. Frecuentemente, las te´cnicas heurı´sticas utilizan una
bu´squeda intentando mejorar la solucio´n en las cercanı´as de un punto ini-
cial. En estos me´todos, se busca tanto la rapidez de la bu´squeda como la
calidad de la solucio´n obtenida.
Segu´n Melia´n y otros (2003), en el campo de la Investigacio´n Operati-
va, una heurı´stica se define como: ‘. . . un procedimiento que proporciona
un alto grado de confianza para encontrar soluciones de alta calidad con
un coste computacional razonable, aunque no se garantice su optimalidad
o su factibilidad, e incluso, en algunos casos, no se llegue a establecer lo
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cerca que se esta´ de dicha situacio´n. Se usa el calificativo heurı´stico en
contraposicio´n a exacto . . . ’.
Como vemos, una heurı´stica o algoritmo heurı´stico, es aquel algoritmo
que es capaz de generar una solucio´n aceptable con un coste compu-
tacional razonable en problemas reales. Sin embargo, estos algoritmos no
nos garantizan ni un nivel de proximidad al o´ptimo global, ni tampoco un
coste computacional ma´ximo requerido para encontrar una solucio´n den-
tro de un determinado nivel de optimalidad.
Aunque en comparacio´n con te´cnicas analı´ticas, que requieren de un
modelo matema´tico fiel, las te´cnicas heurı´sticas no requieren de un estu-
dio tan profundo del modelo sobre el que se va a trabajar. Aunque sı´ es
cierto que para desarrollar el algoritmo heurı´stico, se requiere una gran
cantidad de conocimiento a priori y un desarrollo ad-hoc para cada tipo-
logı´a de problema. Para considerar que un problema esta´ bien definido,
debemos tener definidos los siguientes campos: todas las variables que
entran en juego, las distintas restricciones que debe cumplir la solucio´n al
problema y la funcio´n objetivo. A partir de esta definicio´n, se generara´ el
algoritmo que se va a utilizar basa´ndonos en alguna te´cnica ya conocida.
En general, se aplican aproximaciones heurı´sticas, frente a las solu-
ciones analı´ticas en el caso de que: no se conozcan todas las ecuaciones
que rigen el modelo con cierta precisio´n, no se conozca ningu´n me´todo
exacto para su resolucio´n, sı´ exista un me´todo exacto pero este sea muy
costoso computacionalmente o que el me´todo heurı´stico sea ma´s flexible,
es decir, que permita realizar variaciones en restricciones o para´metros
del modelo con facilidad.
El me´todo heurı´stico ma´s representativo y simple es el de la bu´squeda
exhaustiva que consiste en: dado un problema, analizar todas las posibles
soluciones y escoger la mejor. Por supuesto, este proceso sera´ factible
so´lo para aquellos problemas simples que tengan un nu´mero pequen˜o de
soluciones alternativas.
Aunque existe un gran nu´mero de heurı´sticas diferentes, pues se di-
sen˜an para cada problema especı´fico, citamos a continuacio´n los tipos
ma´s relevantes:
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Me´todos de Descomposicio´n: consiste en descomponer el problema
principal en varios sub-problemas de ma´s fa´cil resolucio´n.
Me´todos Inductivos: parten de la resolucio´n de un caso simple y
generalizan hasta el problema completo.
Me´todos de Reduccio´n: en este caso, se identifican propiedades que
comparten muchas de las soluciones al problema y se introducen
como restricciones para restringir el espacio de bu´squeda
Me´todos Constructivos: el problema se resuelve paso a paso bus-
cando el o´ptimo para cada iteracio´n.
Me´todos de Bu´squeda Local: estos procedimientos comienzan con
una solucio´n al problema y la van modificando ligeramente para ir
mejora´ndola.
Estos dos u´ltimos me´todos, constituyen la base de muchas de las
aproximaciones metaheurı´sticas que veremos en el siguiente apar-
tado.
Metodos de gradiente: una u´ltima categorı´a de heurı´sticas que cree-
mos tienen relevancia suficiente como para mencionar por separa-
do, pero que tambie´n podrı´amos incluir dentro de los me´todos de
bu´squeda local, son aquellas que se basan en el gradiente de la
funcio´n objetivo. Estos me´todos han sido enormemente utilizados
para la resolucio´n de problemas no lineales, y en muchos casos dan
una solucio´n muy cercana al o´ptimo en un tiempo muy reducido. En
general, los me´todos de gradiente para optimizacio´n presentan va-
rias limitaciones, requieren problemas formulados explı´citamente y
modelos poco costosos computacionalmente. Sin embargo, en in-
genierı´a, los problemas suelen conllevar una computacio´n excesiva,
como en los CFD2 , FEA3 u otros, y su cara´cter secuencial les lleva
a depender de una solucio´n inicial y a tener gran tendencia a dete-
nerse en mı´nimos locales.
2Problemas de fluido dina´mica computacional
3Ana´lisis de elementos finitos
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En definitiva, este tipo de aproximaciones heurı´sticas han demostrado
gran e´xito en su aplicacio´n a mu´ltiples problemas y han supuesto una al-
ternativa efectiva a las soluciones analı´ticas para problemas reales, pero
como cualquier te´cnica, presentan tambie´n sus limitaciones. Una de las
principales es que se requiere una gran cantidad de informacio´n sobre los
problemas a tratar, experiencia sobre otros casos anteriores o el conoci-
miento a priori de ciertas variables de los modelos. Es decir, presentan
cierto grado de dependencia con respecto al problema que se va a so-
lucionar. En el caso de que se requiera de para´metros que para algunos
casos son desconocidos, estas te´cnicas ya no resultan aplicables.
Presentan, adema´s, tendencia a detenerse en o´ptimos locales y son
altamente dependientes de la solucio´n inicial escogida. En el caso de
bu´squedas basadas en gradientes, cuando la funcio´n objetivo y/o las res-
tricciones no son derivables o presentan cambios muy bruscos, la aplica-
cio´n de estas te´cnicas puede resultar complicada e inestable.
En un intento de reducir de nuevo la dependencia de conocimiento
a priori sobre el problema o la adaptacio´n especı´fica de las te´cnicas a
cada escenario, surgen otras te´cnicas denominadas metaheurı´sticas que
muestran una mayor capacidad para superar estas limitaciones en proble-
mas de ingenierı´a (Corne y otros, 1999).
3.1.3.3. Te´cnicas metaheurı´sticas
Las heurı´sticas comentadas en el apartado anterior han resultado una
estrategia realmente u´til para obtener el o´ptimo global en modelos reales
simplificados, como se puede concluir de una revisio´n de la bibliografı´a.
Las limitaciones de este tipo de aproximaciones nume´ricas en los pro-
blemas sin idealizar han forzado a los investigadores a confiar en me-
taheurı´sticas para solucionar la mayorı´a de los problemas de optimizacio´n
en ingenierı´a.
La denominacio´n metaheurı´stica fue acun˜ada originalmente por Glover
(1986) y bajo este nombre se enmarcan todos los me´todos que, basa´ndo-
se en las heurı´sticas anteriores en mayor o menor medida, buscan obtener
un mayor rendimiento que el que ofrecen estas aplica´ndose, fundamen-
talmente, cuando las heurı´sticas convencionales no dan buen resultado.
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Desde entonces han aparecido muchas te´cnicas que se enmarcan dentro
de esta categorı´a.
La funcio´n que debe ser optimizada se denomina funcio´n objetivo y
con respecto a la metaheurı´stica funciona como una caja negra, es decir,
devuelve el valor de la funcio´n objetivo para una combinacio´n de variables
determinada, pero su funcionamiento interno no es conocido. La u´nica
informacio´n que se requiere en muchos casos, aunque depende de la
metaheurı´stica utilizada, esta´ relacionada con valores, como por ejemplo,
los rangos de las variables o medidas de proximidad para generar solucio-
nes cercanas. Las metaheurı´sticas proporcionan tambie´n el o´ptimo actual
en cada iteracio´n del proceso para permitir hacer un seguimiento del pro-
greso de la bu´squeda y detenerla cuando la relacio´n entre el tiempo de
procesado y el valor de calidad obtenido sea satisfactoria.
Los profesores Osman y Kelly (Osman y Kelly, 1996) dieron la siguien-
te definicio´n para los me´todos metaheurı´sticos:
‘Los procedimientos Metaheurı´sticos son una clase de me´todos apro-
ximados que esta´n disen˜ados para resolver problemas difı´ciles de optimi-
zacio´n combinatoria, en los que los heurı´sticos cla´sicos no son efectivos.
Los Metaheurı´sticos proporcionan un marco general para crear nuevos
algoritmos hı´bridos combinando diferentes conceptos derivados de la in-
teligencia artificial, la evolucio´n biolo´gica y los mecanismos estadı´sticos’
Una metaheurı´stica puede ser considerada como un marco algorı´tmi-
co general que puede ser aplicado a diferentes problemas de optimizacio´n
con relativamente pocas modificaciones para adaptarlos a cada problema
especı´fico (Blume y Easley, 2002). Por tanto, las metaheurı´sticas pode-
mos situarlas a un nivel superior a las heurı´sticas, pues en cierto modo,
se sirven de te´cnicas heurı´sticas, y de entre estas, principalmente de las
heurı´sticas constructivas y de bu´squeda local.
Podemos clasificar los distintos tipos de metaheurı´stica segu´n el tipo
de heurı´stica que usan como base. Ası´ distinguimos los siguientes:
Metaheurı´sticas constructivas: estas van incorporando elementos pa-
ra ir generando la solucio´n, un ejemplo muy representativo es el
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me´todo GRASP (Greedy Randomized Adaptative Search Procedu-
res) (Feo y Resende, 1995).
Metaheurı´sticas evolutivas: son me´todos poblacionales, es decir, la
bu´squeda se realiza en paralelo mediante una poblacio´n de heurı´sti-
cas. El procedimiento de bu´squeda puede resumirse en cuatro eta-
pas que se repiten secuencialmente: generar, seleccionar, combinar
y reemplazar un conjunto de soluciones. Ejemplos representativos
son los algoritmos gene´ticos (Holland, 1975) y la bu´squeda dispersa
(Glover, 1994).
Metaheurı´sticas de bu´squeda: se basan en procedimientos de bu´sque-
da local. Su objetivo es encontrar la solucio´n global y evitar los mı´ni-
mos locales. Para ello, se requiere de la definicio´n de una serie de
relaciones de vecindad sobre el espacio de bu´squeda. En general,
cada solucio´n posee ma´s de una solucio´n vecina y la seleccio´n de la
solucio´n siguiente se basa u´nicamente en informacio´n local respecto
a la solucio´n actual (por eso que se denomina bu´squeda local). Con
el objeto de evitar mı´nimos locales, que es el principal inconveniente
de estas te´cnicas, se utilizan tres soluciones:
• Reiniciar la bu´squeda desde otra solucio´n inicial.
• Modificar la estructura del espacio de bu´squeda.
• Permitir movimientos que empeoren la solucio´n actual para es-
capar de mı´nimos locales.
Ejemplos de estas metaheurı´sticas son la bu´squeda tabu´ (Glover,
1977) y el recocido simulado (Kirkpatrick y otros, 1983). Cabe co-
mentar que la seleccio´n de las medidas de vecindad en este tipo de
procedimientos es fundamental y por eso deben ser elegidas ade-
cuadamente.
Otra clasificacio´n para las te´cnicas metaheurı´sticas es aquella que di-
ferencia las que esta´n basadas en feno´menos naturales y las que no.
Segu´n esto, dentro del primer grupo podemos encontrar aquellas inspi-
radas en procesos evolutivos biolo´gicos (Fogel y otros, 1966; De˜Jong,
1975; Koza, 1990), los algoritmos gene´ticos que se basan en las teorı´as
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Darwinistas de seleccio´n natural (Holland, 1975; Goldberg, 1989), aque-
llas inspirados en comportamiento animal, como los algoritmos de colo-
nias de hormigas (Cole, 1991), o el recocido simulado (Kirkpatrick y otros,
1983), inspirado en el proceso termodina´mico del recocido de los so´lidos.
En el segundo grupo estarı´an aquellas metaheurı´sticas como la Bu´sque-
da Tabu´ (Glover, 1977) o la Bu´squeda Local Iterada (Stu¨tzle, 1998) que
no esta´n basadas en procesos naturales.
Desde los an˜os 70, muchas metaheurı´sticas, combinando reglas y
aleatoriedad, se han ido adaptando para mejorar los me´todos heurı´sticos
y resolver de manera concreta problemas de optimizacio´n en ingenierı´a.
A continuacio´n describiremos brevemente algunas de ellas:
Recocido simulado: es una generalizacio´n del me´todo de Montecar-
lo (Metropolis y otros, 1953) y esta´ basado en la manera en la cual
los lı´quidos se congelan o los metales se recristalizan en un proce-
so de recocido. En estos procesos, el material fundido inicialmente
a altas temperaturas y desordenado, se enfrı´a lentamente para que
el sistema en un determinado momento pase de nuevo a un estado
de equilibrio (lo que corresponderı´a a una solucio´n). A medida que
se enfrı´a, el sistema se va volviendo ma´s y ma´s ordenado. Si la tem-
peratura inicial es demasiado baja o si el enfriamiento es demasiado
ra´pido, el sistema puede templarse y pueden formarse defectos o
estados metaestables (que serı´a equivalente a detenerse en mı´ni-
mos locales). La conexio´n entre este algoritmo y la minimizacio´n
matema´tica fue sen˜alada en primer lugar por Pincus (1970) pero
fue Kirkpatrick quien desarrollo´ las bases de la aplicacio´n de este
feno´meno en forma de una te´cnica de optimizacio´n para problemas
principalmente combinatorios (Kirkpatrick y otros, 1983).
Bu´squeda tabu´: fue originalmente sugerida por Glover (1977), y es
ba´sicamente un descenso de gradiente con memoria. La memoria
retiene el nu´mero de estados visitados previamente para evitar vol-
ver a ellos en un plazo no deseado. Esta informacio´n se almacena en
una lista tabu´ y de ahı´ su nombre. La definicio´n de que´ es un estado
y la longitud de la lista son para´metros crı´ticos de disen˜o. Se usan
otros dos elementos, aspiracio´n y diversificacio´n, que se utilizan pa-
ra solucionar los casos en los que todos los vecinos esta´n en la lista
tabu´ y para an˜adir aleatoriedad a la bu´squeda respectivamente.
3. Antecedentes 49
Algoritmo gene´tico: es un algoritmo de bu´squeda basado en la se-
leccio´n natural y los mecanismos de la gene´tica de poblaciones. La
teorı´a fue propuesta por Holland (1975) y ma´s tarde desarrollada
entre otros por Goldberg (1989). Un gene´tico simple posee tres ope-
radores: seleccio´n, cruce y mutacio´n. La seleccio´n es el proceso de
supervivencia del elemento de mayor calidad. El cruce es el inter-
cambio de informacio´n gene´tica entre los padres para producir des-
cendientes. La principal caracterı´stica de los algoritmos gene´ticos
es la evaluacio´n simulta´nea de muchas soluciones, es decir, es una
metaheurı´stica poblacional. Esta caracterı´stica los diferencia de los
algoritmos nume´ricos u otras heurı´sticas, como el recocido simulado
o la bu´squeda tabu´, que evalu´an una sola solucio´n por cada paso.
Esto proporciona una ventaja en cuanto a ampliar el alcance de la
bu´squeda y evitar, en cierta medida, la convergencia prematura a
o´ptimos no globales.
Estrategias evolutivas: son similares a los algoritmos gene´ticos y
fueron desarrolladas para resolver problemas de optimizacio´n de
para´metros (Schwefel, 1977; Rechenberg, 1973). Las estrategias
evolutivas usan la mutacio´n como el operador dominante en lugar
de la recombinacio´n como en el caso de los algoritmos gene´ticos.
Programacio´n evolutiva: desarrollada inicialmente por Fogel y otros
(1966), es ba´sicamente una variacio´n de las estrategias evolutivas
en la que se modifica la representacio´n que se realiza de los in-
dividuos. El algoritmo utiliza seleccio´n mediante torneo aleatorio y
mutacio´n como operadores principales.
Programacio´n gene´tica: es una extensio´n de los algoritmos gene´ti-
cos, fue desarrollada por Koza (1990) y busca encontrar un progra-
ma que realice las tareas deseadas, y para ello evoluciona una po-
blacio´n de programas. Se han utilizado lenguajes como el LISP o el
Scheme para representar las soluciones en lugar de las cadenas de
nu´meros de un gene´tico convencional.
Optimizacio´n mediante enjambres de partı´culas: es un me´todo de
optimizacio´n inspirado en el comportamiento social de pa´jaros en
bandada o bancos de peces (Kennedy y Eberhart, 1995), pero que
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no usa evolucio´n, sino que se basa en una serie de reglas predefini-
das que guı´an al enjambre de partı´culas hacia la solucio´n.
Algoritmo HS: Lee y Geem (2005) desarrollaron una nueva metaheurı´sti-
ca basada en el concepto de armonı´a musical, y esta ha demostra-
do ser un algoritmo eficiente para obtener soluciones a problemas
de ingenierı´a. Este se basa en el proceso de bu´squeda de un esta-
do perfecto de armonı´a y utiliza bu´squeda estoca´stica aleatoria en
lugar de una bu´squeda mediante gradiente.
GRASP: fue introducido por Feo y Resende (1995) y es un me´to-
do multi-arranque en donde cada paso consiste en una fase de
construccio´n y otra de mejora. En la fase de construccio´n se apli-
ca una heurı´stica constructiva para obtener una solucio´n inicial y en
la segunda fase dicha solucio´n se mejora mediante un algoritmo de
bu´squeda local. Los algoritmos voraces y el me´todo del vecino ma´s
cercano son dos variantes del me´todo GRASP.
Como conclusio´n a este apartado diremos que las te´cnicas metaheurı´sti-
cas han venido proporcionando resultados muy satisfactorios en proble-
mas reales de ingenierı´a, aunque todavı´a resta mucho por hacer. Una de
las principales limitaciones que hemos encontrado a estas te´cnicas apare-
ce cuando tratamos de resolver problemas dina´micos o problemas cuyos
flujos de informacio´n y/o nivel de interacciones se reducen al a´mbito lo-
cal, encontra´ndose por tanto altamente descentralizados. A continuacio´n
trataremos esta limitacio´n de forma detallada.
3.1.4. Problemas de optimizacio´n dina´mica
Desde la aparicio´n de las te´cnicas heurı´sticas, y principalmente de las
metaheurı´sticas que surgieron ma´s tarde, el nu´mero y tipo de aplicacio-
nes reales resueltas satisfactoriamente es realmente elevado. En efecto,
las metaheurı´sticas han supuesto un nuevo enfoque ma´s pragma´tico y
generalista y que ha abierto las puertas tanto al tratamiento de problemas
que las soluciones analı´ticas no permitı´an, como al tratamiento de ciertos
problemas de una forma ma´s general que con las soluciones especı´ficas
propias de las te´cnicas analı´ticas.
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Sin embargo, y a pesar de que se han desarrollado te´cnicas para do-
minios claramente especı´ficos como la optimizacio´n multi-objetivo, optimi-
zacio´n sujeta a restricciones, etc., y del amplio uso en que se ha hecho
de estas te´cnicas en ingenierı´a, matema´ticas, inteligencia artificial, etc.,
podemos fa´cilmente concluir que todos ellos tienen un punto en comu´n:
el uso de una (o varias en optimizacio´n multiobjetivo) funcio´n objetivo que
no cambia durante el tiempo que dura la bu´squeda.
Con respecto a esto, consideramos que tambie´n son de intere´s los do-
minios de optimizacio´n en que, o bien la funcio´n objetivo o las variables
y restricciones del modelo incorporan algu´n tipo de ruido, o fluctu´an a lo
largo del tiempo. Estos problemas son denominados No Estacionarios o
Dina´micos, y el creciente intere´s que actualmente suscitan esta´ abriendo
las puertas a la investigacio´n en un nuevo dominio: DOP (Dynamic Op-
timization Problems, Branke (2001)). Podrı´amos definir un problema de
optimizacio´n dina´mica como aquel en el que se precisa encontrar una so-
lucio´n o´ptima para una funcio´n objetivo determinada cuando o bien esta
funcio´n o bien los para´metros que afectan al modelo varı´an con el tiempo.
Existen un gran nu´mero de aplicaciones del mundo real que pueden
modelarse como un problema DOP. Este es el caso de la red de sema´fo-
ros de una ciudad, la seleccio´n de rutas en una red de comunicacio´n o los
problemas con distribucio´n de demanda variable. Todos estos escenarios
son inherentemente dina´micos. Debemos tener en cuenta, por tanto, que
las te´cnicas que traten de optimizar un escenario dina´mico deben tener
esto en cuenta a la hora de hacer su bu´squeda del o´ptimo pues el espa-
cio de bu´squeda cambia a medida que pasa el tiempo.
La definicio´n ma´s ba´sica que podemos realizar para un problema de
optimizacio´n dina´mica es aquella en la que existen dos funciones objetivo
entre las que el sistema fluctu´a y el cambio se produce en un determi-
nado instante de tiempo, repitie´ndose perio´dicamente esta fluctuacio´n a
lo largo de todo el proceso. De forma ma´s general, esto podrı´a extender-
se a cambios graduales y no perio´dicos entre varias funciones objetivo y
distintas configuraciones de para´metros. Los problemas que representan
conceptualmente los lı´mites de los problemas dina´micos de optimizacio´n
son, en un extremo, los problemas estacionarios, en los cuales no existen
cambios en la funcio´n objetivo o las condiciones, y por otro lado, los pro-
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blemas definidos con funciones ruidosas, en los cuales en cada paso de
tiempo se presentan variaciones no perio´dicas en la funcio´n objetivo o en
las condiciones. Por tanto, la estrategia que proporcione una solucio´n sa-
tisfactoria para resolver estos problemas debe adaptarse intrı´nsecamente
a los cambios que se produzcan en el sistema.
Un cla´sico entre los problemas dina´micos es el de la mochila dina´mica
(Goldberg y Smith, 1987), que consiste ba´sicamente en el problema cla´si-
co de la mochila4 pero que, en este caso, vamos a modificar convirtie´ndo-
lo en dina´mico variando el valor de capacidad de la mochila cada cierto
periodo de tiempo. Este problema resulta un ejemplo muy representativo
para el marco de esta tesis por ser NP-Completo, dina´mico y por incor-
porar restricciones. Estas caracterı´sticas son muy usuales en problemas
reales de ingenierı´a.
Los problemas DOP se han venido tratando con distintas metaheurı´sti-
cas disen˜adas ‘ad-hoc’, pero las que mejores resultados han proporciona-
do en casos generales han sido las basadas en algoritmos evolutivos. Esto
es debido a la caracterı´stica fundamental del uso de una poblacio´n de so-
luciones que le permite tolerar el dinamismo de una forma ma´s eficiente al
poseer un conjunto de soluciones candidatas susceptibles de adaptarse
al cambio. En concreto, su utilizacio´n en DOP ha dado lugar a la aparicio´n
de varias estrategias, que se pueden englobar en tres generales:
Incorporacio´n de Memoria Histo´rica: en este caso, se permite al al-
goritmo evolutivo utilizar informacio´n relativa a soluciones encontra-
das en instantes anteriores. Se incorpora algu´n tipo de memoria que
puede utilizarse a nivel de algoritmo o bien a nivel de genotipo (Ng
y Wong, 1995). Esto es, puede utilizarse una memoria explı´cita, de
manera que se mantengan en la poblacio´n los individuos de ma-
yor calidad, o una memoria implı´cita utilizando genotipos n-ploides.
Otras aproximaciones han utilizado una combinacio´n de ambas, por
una lado una memoria implı´cita en la codificacio´n de los cromoso-
mas (mediante el uso de genes promotores) combinada con el uso
4El problema de la mochila consiste en seleccionar una serie de elementos, teniendo
en cuenta que cada elemento tiene un volumen determinado y una utilidad determinada,
de manera que no se exceda un valor lı´mite de capacidad y con el objetivo de maximizar
la suma de los valores de utilidad.
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de una memoria externa explı´cita, que ha proporcionado resultados
muy satisfactorios (Bellas y otros, 2008).
Conservacio´n de la Diversidad: con esta estrategia se busca mante-
ner un alto nivel de diversidad en la poblacio´n. Se considera como
una te´cnica preventiva para enfrentarse al proceso de cambio, ya
que continuamente mantiene una poblacio´n capaz de realizar una
bu´squeda con un nivel satisfactorio de exploracio´n. Existen muchas
te´cnicas que buscan esta diversidad por ser una caracterı´stica u´til
tambie´n en dominios no dina´micos. Algunos ejemplos son la selec-
cio´n disruptiva (Kuo y Hwang, 1997), o el uso de evolutivos con po-
blacio´n estructurada (Sarma y Jong, 1999), etc.
Reaccio´n Frente al Cambio: se programan acciones concretas en
un evolutivo esta´ndar para adaptar la bu´squeda a la nueva situacio´n
solamente cuando el cambio sucede. Por ejemplo, elevar la tasa de
mutacio´n tras la aparicio´n de un cambio. Estas te´cnicas requieren
del conocimiento previo o de la deteccio´n de los cambios, algo que
no es posible en multitud de problemas reales.
Estas estrategias buscan adaptar los algoritmos que tradicionalmen-
te se han utilizado para evolucionar sistemas esta´ticos a las variaciones
de un sistema dina´mico, aumentando la complejidad de la poblacio´n de
bu´squeda mediante el uso de memoria histo´rica, estudiando cuando se
producen los cambios e intentando contrarrestarlos o bien manteniendo a
la poblacio´n preparada para realizar una nueva exploracio´n - con la conse-
cuente pe´rdida de eficiencia en cada bu´squeda-. Esta serie de herramien-
tas ‘ad-hoc’ son dependientes del tipo de problema y del conocimiento
que se tenga del dinamismo en el sistema.
3.1.5. Conclusio´n
De este primer apartado debemos destacar que los problemas que se
enmarcan dentro del alcance de la Investigacio´n Operativa poseen una
serie de caracterı´sticas que los hacen especialmente complejos para ser
tratados con te´cnicas analı´ticas o heurı´sticas simples. Solo en el campo de
la optimizacio´n metaheurı´stica encontramos aproximaciones que han re-
suelto de forma satisfactoria este tipo de problemas, aunque en dominios
acotados. El principal problema es que el enfoque utilizado en la mayor
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parte de los casos no es general, ya que no parte de una premisa ba´sica
que caracteriza a los problemas reales de la Investigacio´n Operativa: el
gran nu´mero de interacciones entre las variables y su dinamismo. En este
sentido, u´nicamente dentro de la computacio´n evolutiva se encuentran al-
goritmos especı´ficos para tratar con problemas de optimizacio´n dina´mica.
Tras esta revisio´n, podemos acotar el alcance pra´ctico de esta tesis
doctoral, y de todos los problemas que se engloban en el campo de la
Investigacio´n Operativa, pasamos a establecer el tipo concreto a los que
nos referiremos en el resto de esta memoria. Son aquellos caracterizados
por dos propiedades:
Dinamismo: esta caracterı´stica es tı´pica de los problemas reales
que dependen del tiempo, ya que en la mayorı´a de ellos se producen
diversos cambios en tiempo real que pueden afectar a las variables
del sistema, a la funcio´n objetivo, a las restricciones, etc. Algunos
de estos cambios son intrı´nsecos al problema y otros se derivan de
fallos de funcionamiento.
Descentralizacio´n: existe un gran nu´mero de problemas que, o bien
requieren que para su resolucio´n la tarea se lleve a cabo de forma
distribuida, o bien este enfoque proporciona una mejora significativa
en la utilidad de la solucio´n. Dentro del tratamiento de los proble-
mas que requieren una distribucio´n de la tarea, la resolucio´n de esta
puede ser descentralizada o centralizada. En el marco de esta tesis,
nos centraremos u´nicamente en problemas que requieran una reso-
lucio´n descentralizada, caracterı´stica que engloba a dos tı´picamente
relacionadas:
• Conocimiento parcial: en numerosos ejemplos de problemas de
ingenierı´a se posee u´nicamente conocimiento parcial de las va-
riables en juego, de forma que la optimizacio´n del objetivo no
se puede asegurar mediante una resolucio´n centralizada.
• Interacciones locales: por otro lado, tambie´n es comu´n que la
funcio´n objetivo que se pretende optimizar resulte de la combi-
nacio´n no trivial de interacciones locales, lo que implica que, de
nuevo, un enfoque centralizado presente grandes dificultades
para proporcionar una solucio´n que contemple el estado global
del problema en cada instante de tiempo.
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Hablaremos pues de la resolucio´n, no de cualquier tipo de problema
de optimizacio´n en ingenierı´a, sino de aquellos que sean dina´micos y des-
centralizados. El siguiente apartado entra a revisar los principales desa-
rrollos en este a´mbito.
3.2. Resolucio´n de problemas dina´micos des-
centralizados
La aproximacio´n que planteamos en esta tesis para tratar los proble-
mas dina´micos descentralizados en ingenierı´a, toma su inspiracio´n de dos
campos que tienen como principio intrı´nseco la distribucio´n del co´mputo
entre sus elementos componentes y adema´s asumen el dinamismo del
sistema como caracterı´stica ba´sica: por una parte la Inteligencia Artificial
Distribuida (o Sistemas Multiagente), y por otra, los Sistemas Complejos.
Las aproximaciones que podemos encontrar en la Inteligencia Artificial
Distribuida se encuadran en lo que se conoce como me´todos de resolu-
cio´n ‘top-down’. En este a´mbito, se fijan los resultados o comportamientos
de alto nivel que se desean para solucionar el problema de forma distribui-
da y en consecuencia se disen˜an las estrategias de coordinacio´n, comuni-
cacio´n, etc., con objeto de lograr dicho resultado. Este tipo de me´todo de
adaptacio´n/aprendizaje ‘ad-hoc’ de las interacciones las hace, en cierta
medida, dependientes del disen˜ador. Por otro lado, tal y como se mencio-
na en Vlassis (2003), los Sistemas Multiagente que se utilizan dentro de
la Inteligencia Artificial Distribuida se caracterizan por trabajar inherente-
mente en sistemas dina´micos. Esto implica que cada uno de ellos opera
en un medio cambiante debido a la presencia de otros agentes, lo cual
hace que su comportamiento sea robusto frente a los cambios en compa-
racio´n con otras aproximaciones. La principal aportacio´n de este campo
a la resolucio´n de problemas dina´micos descentralizados proviene de los
numerosos estudios que se han llevado a cabo a la hora de establecer
funciones objetivo que posibiliten la coordinacio´n entre los agentes del
sistema.
Por otro lado, en el campo de los Sistemas Complejos, se han ve-
nido afrontando los problemas mediante aproximaciones ‘bottom-up’, en
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las que los investigadores parten de la definicio´n de los modelos ba´sicos
de interaccio´n entre los elementos que conforman un sistema complejo
y se centran en el estudio macrosco´pico de las diferentes dina´micas de
interaccio´n que se puedan producir. La mayorı´a de los trabajos buscan la
emergencia de un comportamiento estable (Antsaklis y otros, 1998) sin
fijar un objetivo de disen˜o concreto. La principal aportacio´n de este cam-
po a la resolucio´n de problemas dina´micos descentralizados proviene del
estudio de co´mo plantear sistemas con gran nu´mero de elementos que
interactu´an en cuanto a que´ para´metros son relevantes, que´ reglas de in-
teraccio´n, co´mo se controla la evolucio´n, etc.
Nuestra intencio´n en esta tesis es combinar las ventajas de ambas
aproximaciones, y partiendo de una especificacio´n clara del objetivo a lo-
grar mediante el establecimiento de funciones objetivo (top-down), definir
modelos y reglas de interaccio´n simples en sistemas multi-componente
(bottom-up) que lleven a la resolucio´n de una tarea dina´mica descen-
tralizada de forma adecuada, pero permitiendo que dicha solucio´n ideal
emerja de las interacciones entre los elementos. Este enfoque nos per-
mitira´ obtener sistemas que se coordinan y autoorganizan en configura-
ciones estables dentro de escenarios dina´micos, pero con la condicio´n
ba´sica de que deben resolver algu´n tipo de tarea concreta.
La aplicacio´n de las te´cnicas propias de la Inteligencia Artificial Dis-
tribuida a la resolucio´n de problemas de optimizacio´n en ingenierı´a ha
sido ampliamente tratada, y su aplicacio´n exitosa en casos reales es ca-
da vez mayor. El ana´lisis de los problemas dina´micos mediante te´cnicas
de Sistemas Complejos tambie´n se ha utilizado en diversos a´mbitos de
la ingenierı´a, aunque su rango de aplicacio´n real haya sido mucho ma´s
discreto. De todas formas, estos dos campos parecen alejados del tipo de
problemas de Investigacio´n Operativa que se han puesto como paradigma
de aplicacio´n en el apartado anterior por lo que, a continuacio´n, pasare-
mos a revisar los principales desarrollos llevados a cabo en cada uno de
ellos de cara a centrar nuestro enfoque.
3.2.1. Inteligencia Artificial Distribuida
En este apartado se realizara´ una revisio´n de las principales aporta-
ciones del campo de la Inteligencia Artificial Distribuida en el a´mbito de
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resolucio´n de problemas mediante una aproximacio´n multicomponente.
Es en este campo donde se encuentran las te´cnicas con mayor aplicabi-
lidad y donde mayor nu´mero de contribuciones a problemas reales han
surgido, incluyendo problemas de optimizacio´n en ingenierı´a. El objetivo
final de este apartado es mostrar los principales resultados obtenidos en
este campo a la hora de disen˜ar funciones de utilidad que conduzcan a la
obtencio´n de soluciones satisfactorias y distribuidas.
3.2.1.1. Inteligencia Artificial vs. Inteligencia Artificial Distribuida
La aproximacio´n moderna a la Inteligencia Artificial (IA) esta´ centrada
sobre el concepto de agente racional. La definicio´n ma´s simple y gene´rica
del concepto de agente es la proporcionada por Russell y Norvig (2003):
‘un agente es cualquier cosa que pueda percibir su entorno a trave´s de
sensores y que pueda actuar sobre ese entorno mediante actuadores’.
A partir de ella, se establece que un agente cuyo comportamiento
esta´ dirigido a optimizar una medida de eficiencia determinada se deno-
mina agente racional5. Esta definicio´n es tambie´n muy gene´rica y podrı´a
incluir agentes humanos (por ejemplo, con ojos como sensores y manos
como actuadores), agentes robo´ticos (por ejemplo, con ca´maras como
sensores y ruedas como actuadores) o agentes software que habitan en
entornos virtuales (por ejemplo, con un interfaz gra´fico como sensor y
actuador). En el marco de esta tesis, asumimos que el campo de la In-
teligencia Artificial se encarga del estudio de los principios de disen˜o de
agentes racionales.
Durante las u´ltimas cuatro de´cadas, el intere´s en las te´cnicas para
dotar de inteligencia a agentes, bien para el aprendizaje ma´quina o para
tareas de optimizacio´n - aprendizaje ma´quina no deja de ser una tarea de
optimizacio´n en la que el objetivo es reducir el valor de discrepancia con
un patro´n de comportamiento requerido -, se centro´ fundamentalmente en
aplicaciones de un solo agente. Los diferentes avances que se obtuvieron
en el campo se basaron en mejorar la eficiencia del aprendizaje o bien
5Agente racional: sistema computacional que habita en un entorno dina´mico comple-
jo, siente y actu´a de forma auto´noma en este entorno y de este modo lleva a cabo un
conjunto de objetivos o tareas para los que ha sido disen˜ado (Maes, 1990)
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mejorar la cantidad de conocimiento proporcionado, incrementarlo o sim-
plemente tratarlo de otro modo.
En menor medida, se han venido desarrollando sistemas en los que
se enfocan los problemas mediante conjuntos de agentes que se coor-
dinan de cara a resolver la tarea (Kraus y Plotkin, 2000; Zhong y otros,
2004). Esta coordinacio´n se suele lograr mediante cooperacio´n entre los
agentes, pero tambie´n es posible alcanzarla mediante competicio´n, como
veremos ma´s adelante. En los SMA, el control y la informacio´n esta´n con
frecuencia distribuidos entre los agentes, consiguiendo ası´ una serie de
ventajas tales como la distribucio´n del co´mputo, la sencillez de los ele-
mentos, la robustez y la tolerancia a fallos, que veremos en detalle ma´s
adelante.
Este tipo de sistemas formados por mu´ltiples agentes se estudian en
el campo de la Inteligencia Artificial Distribuida (en adelante IAD) que es
considerado como un subcampo de la IA dedicado al estudio de las te´cni-
cas y el conocimiento necesario para la coordinacio´n y distribucio´n del co-
nocimiento y las acciones en un entorno con mu´ltiples agentes racionales.
Del mismo modo que la IA se encarga del disen˜o de agentes raciona-
les, podemos ver la IAD como aquella disciplina que se encarga del disen˜o
de Sistemas Multiagente racionales, nomenclatura ma´s habitual en la ac-
tualidad para este campo, y sobre la cual basaremos el resto del apartado.
De hecho, el concepto de IAD ha quedado en desuso y se asocia con fre-
cuencia a los primeros sistemas inteligentes con distribucio´n de la tarea.
Ası´, en lo que resta de apartado nos referiremos de forma gene´rica a este
campo como Sistemas Multiagente.
3.2.1.2. Sistemas Multiagente. Conceptos generales
Dentro del marco de la tesis, un Sistema Multiagente (SMA), adema´s
de las caracterı´sticas convencionales que citaremos posteriormente, es
un sistema que explota la distribucio´n de una tarea en subtareas de un
modo centralizado o descentralizado, y cuya investigacio´n asociada se
ha focalizado en el estudio de las estrategias de coordinacio´n (Bowles y
Gintis, 2004; Wooldridge y Jennings, 1999), comunicacio´n (Kraus y otros,
1998; Deloach y otros, 2001), divisio´n de tareas, etc. Principalmente, en el
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campo de los SMA los procesos de adaptacio´n/aprendizaje son desarro-
llados e introducidos por el disen˜ador. Se definen, por ejemplo, protocolos
de negociacio´n, comunicacio´n o sistemas de subastas (Bernardine˜Dias
y otros, 2006; Preist y otros, 2001) para la asignacio´n de tareas.
Debemos aclarar en este punto que no estamos interesados en este
a´mbito del campo de los SMA. El disen˜o a priori de las estructuras de
coordinacio´n hace las aplicaciones menos robustas frente a variaciones
del entorno, ma´s especı´ficas para cada una de las aplicaciones y limita la
libertad para generar dina´micas de interaccio´n que supongan soluciones
realmente novedosas. En cambio sı´ estamos interesados en algunas otras
aproximaciones que utilizan te´cnicas como el aprendizaje por refuerzo o
la computacio´n evolutiva para obtener el comportamiento global deseado
a partir de los comportamientos individuales de forma no predefinida. Es
en estas aproximaciones donde se desarrolla la teorı´a de funciones de
utilidad, que sera´ clave en el desarrollo de esta tesis, como mecanismo
para fijar el objetivo global a lograr por el SMA a partir del cumplimiento
de objetivos individuales.
Las principales caracterı´sticas de un Sistema Multiagente son las si-
guientes (Weiss, 2000; Wooldridge, 2002):
1. Inteligencia: entendida como la capacidad de proporcionar solucio-
nes originales ante problemas no contemplados en su disen˜o. Son,
por tanto, sistemas adaptativos que de forma intrı´nseca pueden ser
aplicados en problemas dina´micos. Esta capacidad ha dado lugar
al uso de nomenclaturas ma´s especı´ficas tales como agentes racio-
nales o agentes cognitivos, para distinguir estos sistemas de otros
‘no inteligentes’. Los agentes inteligentes pueden actuar de forma
‘independiente’ au´n formando parte de un sistema colectivo.
2. Autonomı´a: un SMA posee continuidad temporal, es decir, persis-
te. Adema´s, posee sensores y actuadores propios que le dotan de
capacidad de respuesta individualizada.
3. Distribucio´n de la tarea: un SMA esta´ caracterizado por ser multi-
componente, y de ahı´ derivan sus principales ventajas e inconve-
nientes. La distribucio´n de la tarea a realizar implica otras dos carac-
terı´sticas ba´sicas:
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a) Coordinacio´n: los agentes deben coordinar su acciones de cara
a obtener una ventaja a la hora de realizar la tarea global, bien
porque esta no pueda ser resuelta de forma centralizada o bien
porque la resolucio´n distribuida sea ma´s eficiente. La coordina-
cio´n se suele alcanzar mediante cooperacio´n entre los agentes,
pero esto no es obligatorio.
b) Comunicacio´n: un SMA debe poseer algu´n tipo de comunica-
cio´n entre sus elementos para alcanzar la coordinacio´n ante-
rior.
Del ana´lisis de estas caracterı´sticas ya podemos extraer una serie de
ventajas inherentes a la estructura multiagente:
1. En primer lugar y debido al cara´cter distribuido, un incremento de la
velocidad y eficiencia.
2. En segundo lugar, debido a la computacio´n ası´ncrona y paralela,
robustez y fiabilidad, de modo que el sistema puede presentar una
degradacio´n gradual cuando uno o ma´s agentes desaparecen.
3. Escalabilidad, ya que es sencillo an˜adir nuevos agentes al sistema.
4. Coste de disen˜o, pues el coste de varios elementos sencillos es me-
nor que el de un elemento complejo que integre varias funcionalida-
des.
5. Su uso facilita el desarrollo y la reusabilidad, ya que es ma´s fa´cil
mantener y desarrollar un sistema modular que uno monolı´tico.
En cuanto al uso de estructuras SMA para el tratamiento de proble-
mas reales de ingenierı´a, Baker y otros (1997a) sostienen un punto de
vista que profundiza en esta ventajas, y afirman que existen una serie de
caracterı´sticas que han impulsado la aplicacio´n de los SMA a problemas
reales de ingenierı´a. Estas caracterı´sticas son: modularidad, descentra-
lizacio´n, capacidad de adaptacio´n, sistemas de´bilmente estructurados y
capacidad de representar dina´micas complejas. Si el problema a tratar
presenta necesidad de tratar con estas caracterı´sticas, una aproximacio´n
basada en SMA puede ser adecuada. Describiremos cada una de estas
ventajas con mayor detalle:
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Modularidad: los agentes son objetos proactivos, y comparten las
ventajas de los ya tan extendidos paradigmas basados en objetos,
es por tanto que los sistemas de agentes esta´n estructurados en
mo´dulos. Si la aplicacio´n puede ser particionada en un conjunto de
entidades, puede ser interesante la aproximacio´n multiagente.
Descentralizacio´n: muchos procesos industriales se pueden organi-
zar de un modo descentralizado. La tendencia en gestio´n empresa-
rial ha sido tambie´n hacia los modelos descentralizados, dividiendo
la empresa en elementos independientes con competencias bien de-
finidas.
Adaptabilidad: entendida aquı´ como la suma modularidad y descen-
tralizacio´n. Permite soportar frecuentes cambios dejando la mayorı´a
del sistema ajena a los cambios locales.
De´bilmente estructurado: el disen˜o de algunos sistemas llega a lo
que se denomina ‘para´lisis por ana´lisis’ debido a la necesidad de
conocer con exactitud la estructura final, que a veces no es posible
conocer hasta que se haya realizado ma´s parte del disen˜o. La arqui-
tectura de agentes permite al disen˜ador generar un sistema con las
clases que conforman una estructura determinada en lugar de tener
que generar la estructura en sı´. Esto aumenta la utilidad del siste-
ma resultante y reduce el coste de mantenimiento y reconfiguracio´n
adema´s de eliminar el problema que hemos planteado.
Complejidad: un sistema de agentes que interactu´an puede crear
una gran combinacio´n de comportamientos y soluciones, como re-
quieren las mu´ltiples y complejas soluciones que se necesitan en
aplicaciones industriales.
3.2.1.3. Tipos de SMA
De cara a proporcionar una visio´n actual y general del campo de los
SMA, el presente apartado se ha estructurado en base a los distintos tipos
de SMA que se han desarrollado en los u´ltimos an˜os. Esto permitira´ acotar
la gran cantidad de aportaciones en marcos ma´s concretos y ası´ llegar al
tipo de sistemas y aproximaciones que ma´s cercanas esta´n a los proble-
mas de ingenierı´a que nos competen. De esta forma, podemos clasificar
los SMA en base a:
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Tipo de entorno: el tipo de entorno en el que se desenvuelve un SMA
puede ser real o virtual. Los agentes que operan en el mundo real
poseen sensores y actuadores cuyo dominio es el entorno real, con
toda la dificultad que esto conlleva. Como se establece en Russell
y Norvig (2003), el entorno real es: dina´mico, no determinista, con-
tinuo, inaccesible y no episo´dico. Estas propiedades tomadas en su
definicio´n ma´s formal hacen que en un entorno real se muy complejo
abordar la resolucio´n de tareas mediante un SMA. Por este motivo,
todas ellas se suelen simplificar o ‘relajar’ de forma que se suele
trabajar con entornos esta´ticos, deterministas, discretos, accesibles
de forma parcial y episo´dicos. Las soluciones alcanzadas con estas
simplificaciones han resultado satisfactorias hasta el momento, co-
mo en el caso de aplicaciones a sistemas multi-robot (Mataric, 1997;
Thrun y otros, 2000; Rekleitis y otros, 2004), sobre todo centradas
en el estudio de estrategias de coordinacio´n simples.
Por otro lado, los SMA que habitan en mundos virtuales, formados
por los denominados agentes software, se han centrado ma´s en
el estudio de estrategias de cooperacio´n, competicio´n, negociacio´n,
etc. (Decker y Lesser, 1995; Gmytrasiewicz y Durfee, 2001), ya que
la sensorizacio´n y actuacio´n se presuponen ideales y no imponen
ningu´n lı´mite. Entre ambos tipos de SMA existen numerosas con-
tribuciones hı´bridas (Yamaguchi y otros, 1996; Gutierrez-Maldonado
y otros, 2008), donde el SMA se desarrolla en entornos reales si-
mulados (entornos virtuales ma´s realistas) con miras a su posterior
aplicacio´n en entornos reales. Este tipo de aproximaciones son ne-
cesarias de cara a optimizar la fase de aprendizaje, que de realizarse
ı´ntegramente en el entorno real puede resultar infructuosa.
Tipo de percepcio´n: puede ser individual o distribuida. Es decir, el
entorno es completa o parcialmente observable para cada uno de
los agentes del SMA. En este u´ltimo caso, cada uno de los agentes
no posee conocimiento de todo el entorno sino solo conocimiento
parcial. Obviamente, esto ha de ser tenido en cuenta a la hora de
tomar decisiones colectivas, de forma directa o indirecta. Pero al tra-
tar el sistema en su globalidad, la informacio´n colectiva que llega a
los sensores de los agentes individuales en un SMA esta´ distribui-
da, es decir, los agentes pueden observar datos que proceden de
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diferentes posiciones espaciales, temporales o incluso sema´nticas
(diferentes modos de comunicacio´n de cada agente). Esto implica
la posibilidad de utilizar estrategias para ‘fusionar’ estas fuentes de
informacio´n (percepciones de los agentes) y ası´ mejorar el cono-
cimiento colectivo con respecto al estado actual (Luo y Su, 2003;
Molina˜Lo´pez y otros, 2003).
Tipo de comunicacio´n: una de las propiedades fundamentales de un
SMA es la coordinacio´n, para la cual es necesario algu´n tipo de co-
municacio´n entre los agentes. El tema de la comunicacio´n es de gran
relevancia y las dificultades que surgen para conseguir una comuni-
cacio´n efectiva han sido ya tratadas en diversos trabajos (Ferber,
1999; Steels, 1998). En funcio´n del medio utilizado para la comu-
nicacio´n podemos distinguir dos tipos de estrategias comunicativas,
las directas, que requieren protocolos e incluso hardware dedica-
do, y las indirectas, que se realizan mediante modificaciones del en-
torno, tambie´n denominada comunicacio´n tipo stigmergy (Theraulaz
y Bonabeau, 1993). En general, en aquellos SMA en los que exis-
te comunicacio´n explı´cita, esta suele ser del tipo de comunicacio´n
directa, aunque podemos encontrar tambie´n algunas excepciones
principalmente dentro del campo de inteligencia de enjambre.
Composicio´n del equipo: distinguimos SMA homoge´neos frente a
SMA heteroge´neos (Anderson y otros, 2002). Un grupo de agentes
heteroge´neos puede serlo debido a diferencias intrı´nsecas al agen-
te, diferencias hardware, software o de disen˜o de sensores/actuadores.
Tambie´n se suelen considerar heteroge´neos a los SMA que, aunque
inicialmente presenten un mismo disen˜o a nivel hardware, tras el
paso del tiempo muestran comportamientos diferentes que pueden
afectar desde a la percepcio´n hasta a la toma de decisiones. Los
SMA homoge´neos suelen estar formados por un nu´mero elevado de
agentes que presentan estrategias de control simples, normalmente
basadas en reglas, y es la interaccio´n con otros agentes la que hace
que emerja una ‘inteligencia colectiva’ (Chades y otros, 2003).
Tipo de control: existen SMA con control centralizado, distribuido
y aproximaciones mixtas. A diferencia de los sistemas de un solo
agente, el control en un SMA, idealmente, deberı´a ser totalmen-
te distribuido (descentralizado). Esto implica que no hay un proce-
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so central que recopile informacio´n de cada agente y luego decida
que´ accio´n se debe realizar, lo que redunda en mayor robustez y to-
lerancia a fallos del SMA. La toma de decisiones para cada agente
recae, en gran medida, en el propio agente. En un grupo de agentes,
la toma de decisiones distribuida supone ciertas mejoras en veloci-
dad de co´mputo pero tambie´n presenta el inconveniente de que se
requiere del desarrollo de mecanismos de coordinacio´n. Esta coor-
dinacio´n debe garantizar que las decisiones de los agentes indivi-
duales resulten en una accio´n conjunta beneficiosa. Los SMA con
control totalmente distribuido se han utilizado, mayoritariamente, con
agentes homoge´neos y simples. Las aplicaciones pra´cticas en SMA
han motivado una relajacio´n en este planteamiento totalmente dis-
tribuido, ya que en muchas tareas reales con SMA heteroge´neos se
requiere de un cierto control centralizado que ‘gestione’ la coheren-
cia del sistema. De hecho, los SMA con mayor aplicacio´n pra´ctica
han optado por soluciones intermedias (Wang y de˜Silva, 2008).
Taman˜o del equipo: aunque pueda no parecer una caracterı´stica re-
levante, en la bibliografı´a del campo podemos ver multitud de ejem-
plos que reflejan que los SMA con menor nu´mero de elementos
suelen poseer estrategias de control centralizadas o mixtas, agen-
tes heteroge´neos y comunicacio´n explı´cita (Ishiwaka y otros, 2003;
Atanasova y otros, 2000). En cambio, los SMA con gran nu´mero de
agentes (enjambres), suelen tener estrategias de control totalmen-
te distribuidas y simples, adema´s de ser homoge´neos y no utilizar
comunicacio´n directa (que no es abordable en la pra´ctica). (Zhao y
otros, 2005).
Conocimiento: dentro de esta misma categorı´a podemos incluir tam-
bie´n otra clasificacio´n que diferencia dos tipos de grupos de agentes.
Agentes solipsistas o aislados y agentes sociales. Los primeros son
aquellos que no tienen conocimiento de la existencia del resto de
los agentes, y por tanto, sus decisiones esta´n guiadas por percep-
ciones del entorno u´nicamente. Estos agentes suelen presentarse
en los SMA bioinspirados en los que cada agente dispone de un
comportamiento muy simple y basado en interacciones locales (Ku-
be y Bonabeau, 2000; Chantemargue y Hirsbrunner, 1999). Por otro
lado, los agentes sociales son aquellos que sı´ detectan informacio´n
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proveniente de otros agentes y pueden por tanto presentar, o no,
comportamientos coordinados (Tomlin y otros, 1998; Takeda y otros,
2002). Un ana´lisis ma´s en profundidad de las capacidades de cada
uno de los sistemas fue realizado por Batalin y Sukhatme (2004).
3.2.1.4. SMA y la resolucio´n de problemas de ingenierı´a
Las principales aplicaciones de los SMA en la actualidad se centran
en agentes software, donde podemos encontrar aplicaciones exitosas en
subastas en Internet o comercio electro´nico (Noriega y Sierra, 1998; Sand-
holm, 1999). Muchas de estas aplicaciones originales de agentes softwa-
re, han sido probadas en agentes reales, mayoritariamente robots. Algu-
nos de los trabajos ma´s relevantes dentro de las aplicaciones de SMA a
robots han sido el de Langle y Worn (2001) para estudiar la interaccio´n
humano-robot en entornos parcialmente conocidos, o el problema de au-
tolocalizacio´n de grupos de robots mediante la sensorizacio´n de posicio´n
entre robots, datos de su propio movimiento y transmisio´n de datos entre
vecinos que fue estudiada por Roumeliotis y Bekey (2002). Zlot y otros
(2002) presentaron una aproximacio´n mediante multirobot para el mapeo
de zonas basada en balances econo´micos con respecto a la informacio´n
obtenida durante la exploracio´n. Encontramos tambie´n diversas aplicacio-
nes, muy populares en los u´ltimos an˜os, centradas en el futbol con robots,
donde los equipos de robots reales o simulados compiten uno contra otro
(Kitano y otros, 1997; Mota y Reis, 2008; Kuo y Hsieh, 2008). Esta aplica-
cio´n presenta unas caracterı´sticas muy apropiadas para poner a prueba
varias de las caracterı´sticas ba´sicas de aplicaciones reales: el entorno es
continuo y dina´mico, el comportamiento de los rivales es difı´cil de prede-
cir, existe ruido e incertidumbre en las sen˜ales de los sensores, etc.
En el a´mbito de la ingenierı´a, las arquitecturas multiagente han mostra-
do ser de intere´s en aplicaciones donde la toma de decisiones distribuida
es una ventaja. Stephanopoulos (1989) genero´ un sistema auto´nomo de
control de proceso, Brown (2002) estudio´ el disen˜o de plantas modelando
una red de operadores, propietarios, ingenierı´a, y constructores obtenien-
do soluciones ma´s robustas y flexibles. Julka y otros (2002) estudiaron la
gestio´n de cadenas de suministro para el caso de una refinerı´a.
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Burmeister y otros (1997) se centraron en la aplicacio´n de multiagentes
en sistemas de transporte y control de tra´fico (Lesser y Erman, 1980).
Algunas otras aplicaciones desarrolladas en SMA dentro del a´mbito de
la ingenierı´a se centran en proceso de disen˜o y manufactura de un produc-
to (Darr y otros, 1996), estructura de una unidad almacenamiento y pro-
cesado de productos (Baker y otros, 1997b), procesos de mantenimiento
industrial (Hu y Wellman, 1996; Gao y otros, 2009), fiabilidad de procesos
con altos coste de paradas para mantenimiento, como el molido de acero
o los problemas de redes de transporte (Ihara y Mori, 1984), control de
robots articulados para realizar trabajos en cascos de barcos (Overgaard
y otros, 1994), coordinacio´n de grupos de robots (Farinelli y otros, 2004),
distribucio´n de potencia en una red ele´ctrica Jennings (1995); Jennings y
otros (1992); Wittig (1992); Prac¸a y otros (2003), sistemas de planificacio´n
de produccio´n de piezas para Daewoo (Chung y Wu, 1997), etc.
Vemos pues, que el nu´mero de aplicaciones reales de los SMA es
abundante, tal y como habı´amos adelantado, y de hecho su popularidad
sigue en aumento. Una vez introducida una visio´n general del campo de
los SMA, de las caracterı´sticas que definen los distintos tipos que pode-
mos encontrar en la literatura y sus principales aplicaciones en ingenierı´a,
pasamos a comentar las principales estrategias que han sido desarrolla-
das con el objeto de obtener comportamientos coordinados que persigan
un determinado objetivo global.
3.2.1.5. Obtencio´n de comportamientos coordinados
En el campo de los SMA, los problemas se resuelven mediante agen-
tes que se coordinan directa o indirectamente. En estos sistemas, el con-
trol y la informacio´n esta´n con frecuencia distribuidos entre los agentes,
lo que reduce la complejidad de cada uno de los agentes y les permite
trabajar en paralelo. En contrapartida, cada agente posee limitaciones de
recursos (sensorizacio´n, actuacio´n) lo cual hace ma´s complicado resolver
individualmente los problemas, y por tanto, se requieren estrategias que
permitan resolverlos conjuntamente.
La investigacio´n en SMA se centra ba´sicamente en las interacciones
entre agentes y en la adaptacio´n de los agentes a nivel individual (Brads-
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haw, 1997; Goldman y otros, 1994; Boutilier, 1996a,b; Claus y Boutilier,
1998). Un SMA bien disen˜ado es aquel que realiza una tarea global a
trave´s de las acciones de sus agentes. Segu´n Jennings y otros (1998) los
pasos de disen˜o de un SMA son los siguientes:
Descomponer una tarea global en subtareas distribuidas de manera
que sean tratables por cada agente.
Establecer los canales de comunicacio´n y sensorizacio´n que propor-
cionen la informacio´n necesaria a cada agente para llevar a cabo su
tarea.
Coordinar los agentes de modo que cooperen de cara a la tarea
global, o al menos que no se generen conflictos para que puedan
conseguir llevar a cabo sus tareas individuales.
Como vemos, el concepto comu´n a los tres puntos anteriores es la
realizacio´n de la tarea, que es clave en el disen˜o de un SMA. Esta es la
razo´n principal por la que pasaremos a revisar las distintas aproximacio-
nes existentes en el campo, de cara a conocer con detalle los resultados
obtenidos por los investigadores en este sentido. Estas aproximaciones
se pueden englobar en tres grandes grupos: las que se basan en reglas y
modelos de coordinacio´n establecidos por el disen˜ador, las que se basan
en aprendizaje por refuerzo y las que se basan en te´cnicas evolutivas o
de disen˜o automa´tico.
Aproximaciones ‘ad-hoc’
La obtencio´n de soluciones a un problema distribuido que requiere
coordinacio´n entre los agentes es una tarea compleja. Por este motivo,
son muy numerosos los trabajos que se basan en sistemas de reglas o
modelos matema´ticos fijos, disen˜ados ‘a mano’ y donde el e´nfasis se cen-
tra en la creacio´n de protocolos de coordinacio´n eficientes. Ası´, es comu´n
encontrar aproximaciones en el campo de los SMA donde la mayor parte
del esfuerzo se concentra en la creacio´n de protocolos de coordinacio´n
a priori, negociaciones complejas, formacio´n de coaliciones, sistemas de
subastas o estrategias basadas en contratacio´n. Todas estas aproxima-
ciones, al igual que ocurrı´a con los trabajos originales de la IAD, requieren
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de un gran conocimiento del problema concreto, son difı´cilmente genera-
lizables, y adema´s, adolecen de falta de escalabilidad y robustez.
A pesar de estas limitaciones, debemos comentar 3 grandes lı´neas
de desarrollo en este sentido, donde los logros obtenidos a nivel pra´ctico
les confieren mucha relevancia a la hora de analizar todas las opciones
posibles de obtencio´n de comportamientos coordinados con un objetivo
global: los SMA basados en modelos econo´micos, en teorı´a de juegos y
en modelos bioinspirados.
Modelos econo´micos: tal y como apunta Clark (1998), gran parte del
campo de la economı´a teo´rica se ocupa de maximizar un conjunto
de utilidades sometidas a ciertas restricciones tanto en los agentes
individuales como en sus interacciones. Esta idea es la que ha ser-
vido a los investigadores del campo de los SMA para aprovechar
los modelos econo´micos a la hora de obtener comportamientos que
maximizan un beneficio global en base a elementos distribuidos.
Las principales aportaciones en este a´mbito se dan en el campo
de la Economı´a Computacional, que a su vez se basa en la Ley del
Equilibrio General (J. y Debreu, 1954) y en el Disen˜o de Mecanismos
(Dash y otros, 2003) para gestionar los componentes de un sistema
computacional distribuido. En esta aproximacio´n se trabaja utilizan-
do un mercado computacional que guı´a la interacciones entre los
agentes. Este mercado se define como una estructura que permite
a los componentes del sistema intercambiar informacio´n sobre el va-
lor de los recursos, establecer estados de equilibrio e intercambiar
dichos recursos. Este tipo de sistemas han sido usado para investi-
gar economı´as reales o sistemas biolo´gicos (Kephart y otros, 1998;
Blume y Easley, 2002; Borkar y otros, 1998a,b), y tambie´n se han
utilizado para el disen˜o de sistemas computacionales distribuidos
(Buyya y otros, 2002; Ferguson y otros, 1988; Wellman, 1995).
Un ejemplo de mercado computacional utilizado para un problema
real de gestio´n global de recursos distribuidos, fue desarrollado por
Huberman y Clearwater (1995), que creo´ un sistema de subastas pa-
ra controlar la temperatura de un edificio. Otras aplicaciones reales
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han sido llevadas a cabo en la gestio´n de la memoria en sistemas
operativos (Harty y Cheriton, 1996), ubicacio´n de circuitos virtuales
(Ferguson y otros, 1989), extraccio´n de ciclos de CPU en una red
de ordenadores (Ellison, 1975; Waldspurger y otros, 1992) o en la
prediccio´n de opciones de futuro en mercados financieros (Potters
y otros, 1998). Debemos destacar la aplicacio´n llevada a cabo por
Baum utilizando un mercado computacional para coordinar un gran
nu´mero de agentes a resolver una variante del problema de los blo-
ques (Baum, 1996; Baum y Durdanovic, 1999), adema´s de un gran
nu´mero de aproximaciones para la resolucio´n de problemas de pro-
gramacio´n y ubicacio´n distribuida de recursos (Wellman, 1993, 1994;
Semret y Lazar, 1998; Kurose y Simha, 1989).
En resumen, vemos que los modelos econo´micos han servido de
base a un gran nu´mero de aplicaciones distribuidas, pero en todas
ellas la coordinacio´n de los agentes presenta una gran dependencia
de un sistema de comunicacio´n central y de un mecanismo de con-
trol centralizado. Por ejemplo, el sistema investigado por Baum para
el problema de los bloques, no solo requiere de un control centraliza-
do del mercado, sino que adema´s requiere del control centralizado
de otros para´metros externos al mercado y de gran influencia en el
resultado final. En este sentido, Tucker y Berman (1996) expusieron
sus dudas respecto al funcionamiento pra´ctico de estos sistemas y
pusieron de relieve la gran cantidad de trabajo especı´fico que se re-
quiere aplicarlos a cada caso concreto.
Por otro lado, y ya ma´s centrado en el enfoque que queremos seguir
en esta tesis, debemos destacar que el concepto ba´sico que sopor-
ta los mercados computacionales de existencia de un valor (dinero)
que hay que maximizar de forma global, sı´ es generalizable e in-
teresante, y como veremos ma´s adelante, ha servido de inspiracio´n
para el disen˜ar el modelo energe´tico de uno de los experimentos
que hemos llevado a cabo.
Teorı´a de juegos: la teorı´a de juegos es una rama de las matema´ti-
cas que esta´ relacionada con las versiones formales de juegos, des-
de el ajedrez o el po´ker hasta el dilema del prisionero.
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En su versio´n ma´s sencilla, un juego puede ser descrito de la si-
guiente manera: tenemos dos o ma´s agentes, tambie´n llamados ju-
gadores, y cada uno de los cuales tiene un conjunto de posibles
acciones que pueden tomar. En el caso de juegos finitos este con-
junto de acciones es finito. Adicionalmente, cada agente posee una
funcio´n de utilidad, denominada ‘matriz de recompensas’, que define
una relacio´n entre las acciones de cada agente y el valor de utilidad
que se le asigna a cada una de ellas.
Los agentes seleccionan sus acciones en secuencia, es decir, una
detra´s de otra y se denomina el ‘conjunto de informacio´n’ a lo que
cada agente sabe en relacio´n a las acciones que fueron seleccio-
nadas por los agentes anteriores. En lo que se denomina un juego
multi-etapa, una vez que todos los agentes han actuado, se envı´a
a cada uno de ellos la informacio´n correspondiente respecto a las
acciones del resto y con esta informacio´n ellos deciden su pro´xima
accio´n. Despue´s de realizar sus acciones, los agentes reciben su re-
compensa, es decir, ven aumentado su valor de utilidad en funcio´n
del la matriz de recompensas previamente definida.
Se define la estrategia de un agente como el criterio que sigue pa-
ra seleccionar una accio´n determinada en funcio´n de la informacio´n
que posee. Se denomina una estrategia pura si esta selecciona una
accio´n concreta o estrategia mixta si se elige la accio´n siguiendo
una determinada distribucio´n de probabilidad. La solucio´n de un jue-
go, tambie´n denominado estado de equilibrio, es aquel conjunto de
estrategias en las cuales todos los agentes se comportan de manera
que su estrategia optimiza su funcio´n de utilidad para unas determi-
nadas condiciones.
Un concepto ba´sico, aunque no siempre se considere como tal, tras
la teorı´a de juegos es que la solucio´n al problema se alcanza me-
diante una interaccio´n competitiva entre los agentes, es decir, a la
hora de plantear una tarea objetivo en un SMA mediante la teorı´a
de juegos, se debe realizar una labor cuidadosa de planteamiento
formal del objetivo, de tal forma que la competicio´n entre los
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agentes conduzca a una mejora global en la realizacio´n de la tarea.
Este planteamiento no siempre es posible.
En contrapartida existe la teorı´a de juegos cooperativa, donde los
agentes pueden llegar a acuerdos entre ellos, y por tanto, coordinar
sus tareas con un enfoque cooperativo (realmente no es cooperati-
vo, sino que se basa en equilibrios de tipo econo´mico). Esto permite
a los agentes evitar quedarse ‘atascados’ en situaciones de equili-
brio de Nash (Nash, 1950), es decir, situaciones en las que todos se
beneficiarı´an si todos cambian su estrategia y ninguno la traiciona.
Esto implica una forma de coaliciones entre los agentes participan-
tes.
En resumen, el intere´s fundamental a la hora de aplicar la teorı´a de
juegos en SMA reside en los estados de equilibrio que se logran, ya
que de poder ser alcanzados con generalidad, serı´an de gran intere´s
en multitud de tareas (Parsons y Wooldridge, 2002; Tuyls y Nowe´,
2005; Dash, 2005). Pero el principal inconveniente que presentan es
que establecer una matriz de recompensas que contemple todos los
casos posibles en problemas reales es muy complejo, o incluso in-
abordable. Por otro lado, como hemos comentado anteriormente, la
mayor parte de los juegos estudiados requieren conocimiento cen-
tralizado, normalmente de las matrices de recompensa de los otros
jugadores, y con frecuencia, de la estrategia de cada uno de ellos.
Por u´ltimo, el tener que plantear la coordinacio´n de los agentes a
partir de juegos suele entrar en conflicto con la filosofı´a de la mayor
parte de los trabajos en el campo de SMA, que buscan dicha coor-
dinacio´n a trave´s de la cooperacio´n, pero no de la competicio´n.
Au´n ası´, este es un campo con gran potencial, y actualmente son nu-
merosos investigadores los que aplican aproximaciones basadas en
aprendizaje por refuerzo o computacio´n evolutiva para automatizar
el disen˜o de SMA basados en teorı´a de juegos.
Modelos bioinspirados: de entre la multitud de aproximaciones exis-
tentes para la obtencio´n de comportamientos coordinados en SMA
que tienen una inspiracio´n biolo´gica, debemos destacar aquellas
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que que utilizan modelos basados en las colonias de insectos so-
ciales, y que se engloban en el campo de la Swarm Intelligence o
Inteligencia de Enjambre introducido inicialmente por Beni y Wang
(1989).
En este tipo de sistemas, el comportamiento coordinado puede lle-
gar a resolver problemas muy complejos, tales como la bu´squeda
de la ruta o´ptima, utilizando agentes muy simples. Este comporta-
miento surge a partir de una serie de reglas de interaccio´n tambie´n
simples, que son las que se han observado en los insectos reales
Perez-Uribe y otros (2003), Tarapore y otros (2006). La coordinacio´n
se alcanza mediante un sistema de comunicacio´n indirecta que mo-
difica el entorno y que, como ya hemos comentado, se denomina
stigmergy. En el caso ma´s tı´pico, el de las colonias de hormigas,
esta comunicacio´n se lleva a cabo mediante un rastro de feromonas
que es dejado por las hormigas y que se refuerza con el paso del
tiempo (Dorigo y otros, 1996).
El comportamiento coordinado que aparece en estos sistemas no es
inferible a partir de la combinacio´n simple de las capacidades de los
agentes independientes. Cuando esto ocurre se habla de emergen-
cia del comportamiento (volveremos a este concepto ma´s adelante),
y puede implicar que el a´mbito de aplicacio´n de estas aproximacio-
nes sea limitado, ya el disen˜ador no tiene control ni conocimiento
sobre co´mo se ha resuelto la tarea objetivo, algo que en muchas
aplicaciones reales no es va´lido.
Como conclusio´n, diremos que el concepto de estrategia de coordi-
nacio´n compleja a base de interacciones simples que es la base de
la inteligencia de enjambre, sı´ es interesante para la te´cnica plantea-
da en esta tesis.
Como hemos visto, las aproximaciones a la obtencio´n de comporta-
mientos coordinados basadas en disen˜os ‘ad-hoc’ ma´s interesantes en
el marco de esta tesis, se basan en la utilizacio´n de modelos sociales,
econo´micos o biolo´gicos. Aunque han resuelto numerosos problemas dis-
tribuidos de forma satisfactoria, para nuestro planteamiento simplemente
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proporcionan ideas generales, como el uso de una medida global de bene-
ficio que guı´e el proceso de optimizacio´n o el uso de reglas de interaccio´n
simples a nivel de agente, pero no son va´lidas como paradigma de desa-
rrollo por su falta de generalidad y escalabilidad.
Aproximaciones basadas en aprendizaje por refuerzo
Tal y como acabamos de ver, uno de los principales problemas aso-
ciados al uso de te´cnicas ‘ad-hoc’ para la obtencio´n de comportamientos
coordinados en SMA es la realizacio´n de un modelado especı´fico para
cada problema o configuracio´n concreta. El planteamiento contrario para
llevar a cabo esta tarea de disen˜o o configuracio´n, se centra en que este
proceso se realice de forma automa´tica y de acuerdo a una serie de obje-
tivos predefinidos.
El aprendizaje por refuerzo es un estrategia de adaptacio´n para agen-
tes perteneciente al campo del aprendizaje ma´quina consistente en pro-
porcionar una recompensa o un castigo asociado a una accio´n concreta
en funcio´n de si esa accio´n esta´ alineada en mayor o menor medida en
la direccio´n del comportamiento objetivo. Con esto se pretende que cada
uno de los agentes adapte su comportamiento de modo que maximice la
recompensa conseguida a largo plazo.
Debido a que en el aprendizaje por refuerzo no se requiere de un mo-
delo explı´cito del entorno ni tampoco tener algu´n tipo de conocimiento
que nos proporcione el mapeado de los conjunto entradas-salidas o´pti-
mas para cada controlador en oposicio´n a las estrategias de aprendizaje
supervisado, este tipo de proceso de adaptacio´n se convierte en una he-
rramienta muy adecuada para la adaptacio´n de un SMA cuando no se
disponga de demasiada informacio´n sobre el entorno o sobre los otros
agentes, o cuando la complejidad del problema impida el conocimiento de
dicha informacio´n.
Las estrategias centradas en aprendizaje para un agente simple se
han centrado en mejorar la eficiencia del aprendizaje o el conocimiento
proporcionado, o simplemente tratando la informacio´n de otro modo (Sa-
mejima y Omori, 1999; Wang y Usher, 2005). Por otro lado, dentro del
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aprendizaje por refuerzo en SMA como conjunto, diferenciamos entre dos
tipos de estrategias en funcio´n del nivel de interrelacio´n entre agentes:
Aquel que se lleva a cabo en sistemas de agentes solipsistas: en
este caso, cada uno de los agentes se considera aislado, y por tan-
to, no tienen en cuenta en su estrategia ni detectan mediante sus
sensores la existencia de otros agentes. Las aproximaciones solip-
sistas han sido aplicadas a multitud de problemas (Crites y Barto,
1996; Guenther y otros, 1997) pero, sin embargo, ninguna de estas
permite un escalado eficiente. A medida que el nu´mero de agen-
tes aumenta, los efectos de las acciones de otros agentes crean un
ruido en las asociaciones de refuerzo que dificulta enormemente el
aprendizaje.
El que se produce dentro de SMA sociales: en este caso los agen-
tes reciben informacio´n del colectivo, y por tanto, las asociaciones
de recompensa que estos generen estara´n influidas en mayor o me-
nor medida por las acciones de otros agentes. Por otro lado, encon-
tramos tambie´n un gran nu´mero de trabajos con sistemas sociales
(Claus y Boutilier, 1998; Fudenberg y Levine, 1993; Hu y Wellman,
1996), en los cuales se utilizan conceptos de teorı´a de juegos que
dan lugar a comportamientos globales estables. En general, esta
aproximacio´n requiere de bastante trabajo de disen˜o a priori para
evitar fluctuaciones no deseadas.
Enmarcado en el ana´lisis de aprendizaje por refuerzo para SMA, Wol-
pert y Tumer (2000) desarrollaron una serie de ideas con respecto al con-
trol de sistemas de inteligencia colectiva que son realmente interesantes
para la obtencio´n de comportamientos coordinados. Segu´n Wolpert: ‘Uno
de los descubrimientos de la u´ltima de´cada y que abre un gran a´rea de
investigacio´n es el percatarse de co´mo de u´til puede resultar se capaces
de controlar sistemas distribuidos descentralizados y hacerlo adaptativa-
mente, con el mı´nimo conocimiento de el comportamiento dina´mico a bajo
nivel del sistema’.
Estos autores desarrollaron el sistema de inteligencia colectiva COIN
(COllective INtelligence), que es un SMA descentralizado en cuanto a la
coordinacio´n o comunicacio´n y con una funcio´n de utilidad global que defi-
ne las dina´micas de interaccio´n objetivo. La principal contribucio´n de este
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trabajo es la de estudiar una estrategia para tratar el modo de generar un
comportamiento determinado en un SMA descentralizado a trave´s de sus
funciones de utilidad.
La base del trabajo de Wolpert y Tumer (2000) es la de haber disen˜ado
un procedimiento para extraer una funcio´n de utilidad individual para ca-
da agente que posea dos caracterı´sticas principales. El incremento en la
utilidad individual de cada agente debe implicar un aumento en la utilidad
global. El mayor o menor cumplimiento de esta regla se ha denominado el
nivel de factorizacio´n de la utilidad individual y la capacidad de aprendiza-
je que representa el efecto de las acciones del resto de los agentes en la
calidad de un agente. Si este efecto es muy grande el aprendizaje presen-
ta mucho ruido y se hace ma´s complicado, si este efecto es reducido cada
agente ve reflejado en su valor de calidad solamente las consecuencias
de sus acciones y esto repercute en una aprendizaje ma´s directo.
De las aproximaciones basadas en aprendizaje por refuerzo debemos
destacar el enfoque ma´s general que proponen al estar basadas en un
aprendizaje no supervisado, de modo que las estrategias de cooperacio´n
se adaptan de forma automa´tica en base al problema. Adema´s, las fun-
ciones de utilidad planteadas en este a´mbito dentro del sistema COIN
resultan muy adecuadas al planteamiento que se persigue en esta tesis
por y sera´n especialmente relevantes en la te´cnica presentada.
Evolucio´n
La opcio´n para coordinar un SMA que analizaremos se basa en la evo-
lucio´n natural. El concepto de evolucio´n presenta diferentes implicaciones
en las diferentes disciplinas (Biologı´a, Inteligencia Artificial, Informa´tica,
Ciencias Sociales, etc.), pero en todas ellas, el papel central lo juega la
existencia de una poblacio´n de individuos, que sufren un proceso de se-
leccio´n y posterior reproduccio´n dando lugar a nuevas generaciones de
individuos que son combinacio´n de los anteriores.
En el caso de la computacio´n evolutiva, la evolucio´n representa un mo-
delo simplificado de la evolucio´n natural. En las aproximaciones ma´s tra-
dicionales, -algoritmos gene´ticos, estrategias evolutivas o programacio´n
evolutiva-, los individuos no juegan un papel activo en el proceso. Ba´si-
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camente, funcionan como un almace´n pasivo de un conjunto de carac-
terı´sticas y el proceso evolutivo no es distribuido, sino que es controlado
globalmente de manera externa a la poblacio´n. En este tipo de sistemas,
a medida que cada generacio´n es evaluada en funcio´n de unas medidas
de calidad que sera´n especificadas por el disen˜ador, se creara´ una nueva
generacio´n .
Sin embargo, en el caso de un SMA, el objetivo no siempre es evolucio-
nar un conjunto de para´metros que codifican una solucio´n a un problema
determinado dentro de un contexto concreto, de modo que esa solucio´n
optimice algu´n criterio, sino que lo que se persigue es evolucionar toda
una poblacio´n de manera que esta genere un comportamiento que, ahora
sı´, optimice algu´n criterio establecido (Zhong y otros, 2004; McPartland y
otros, 2005; Nolfi, 2005; Marocco y Nolfi, 2007). Esto supone que el pa-
radigma de la evolucio´n tradicional no puede hacer frente a este tipo de
problemas a menos que, o bien la poblacio´n sea homoge´nea, y por tanto,
podamos convertir el problema en un evolutivo tradicional en el cual toda
la poblacio´n del SMA representa a un solo individuo cuyo co´digo gene´tico
es el de todos y cada uno de los agentes, o bien la poblacio´n es hete-
roge´nea y cada individuo del evolutivo representa a toda una poblacio´n,
algo que no es computacionalmente viable.
Con el objetivo de estudiar el modo en el que se podrı´a utilizar la evo-
lucio´n para resolver este tipo de problemas, Agogino y Tumer (2008) clasi-
ficaron el modo de evolucionar un SMA en funcio´n de su grado de hetero-
geneidad. En esta clasificacio´n se consideran a todos los agentes fı´sica-
mente iguales y el criterio para establecer que dos agentes son distintos
se basa en si su controlador es el mismo o es distinto. Se tienen 3 tipos
de evolucio´n posible:
Full-System Policy: representa la primera opcio´n que hemos co-
mentado, donde se utiliza un SMA formado por agentes ide´nticos y
una poblacio´n de individuos homoge´neos que representan diferen-
tes versiones de un programa de control. Para evaluarlos, cada uno
de estos programas de control se replica en todos los agentes, es
decir, la estrategia de toma de decisiones es la misma para todos.
El curso de la evolucio´n se guı´a por una medida preestablecida de
la calidad de la poblacio´n, no siendo necesaria la creacio´n de una
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medida de calidad individual (a nivel de agente) pues se evalu´an las
poblaciones en conjunto.
• Ventajas: el espacio de bu´squeda es ma´s reducido en una po-
blacio´n homoge´nea y el entorno es menos ruidoso, pues todos
los individuos tienen en el mismo comportamiento durante toda
la simulacio´n. Por tanto, el espacio de bu´squeda es ma´s simple.
• Desventajas: las soluciones potenciales son mucho ma´s sim-
ples, no puede existir una descomposicio´n de la tarea en dife-
rentes sub-tareas. El tiempo de evaluacio´n de cada individuo
es alto pues hay que simular a toda la poblacio´n durante un
nu´mero de pasos suficiente como para obtener una medida sig-
nificativa de calidad. Si se precisa generar comportamientos di-
ferenciados para llevar a cabo la tarea (empujar y tirar de un
objeto, por ejemplo) se necesitan comportamientos ma´s com-
plejos que sean capaces de autoasignarse tareas en funcio´n
del estado del entorno y del resto de los agentes.
Shared Population: esta es una estrategia mixta en la cual una
u´nica poblacio´n de controladores homoge´neos es compartida por
todos los agentes del SMA, y al inicio de cada simulacio´n-evaluacio´n
cada agente elige un controlador. Los individuos del evolutivo son los
distintos controladores, que son evaluados en funcio´n de su calidad
tras la simulacio´n, y ası´ se genera una nueva poblacio´n.
• Ventajas: evitamos el problema de tener controladores que ten-
gan que generar todo el espacio de acciones, y esto puede ayu-
dar a generar comportamientos ma´s complejos. La evaluacio´n
se realiza para un conjunto de controladores y no de mane-
ra global para toda la poblacio´n, aunque se utilice una medi-
da de calidad global. Esto permite evaluar combinaciones he-
teroge´neas de controladores, y en principio, genera soluciones
heteroge´neas.
• Desventajas: el uso de una u´nica poblacio´n de controladores
hace que estos tengan que servir a cualquiera de los compo-
nentes del sistema, y la poblacio´n puede tender con facilidad a
una falta de diversidad que no servirı´a para comportamientos
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que no fuesen relativamente sencillos. Adema´s, esta aproxima-
cio´n resulta altamente dependiente del nu´mero de controlado-
res que se evolucionen con respecto al nu´mero de agentes. El
proceso de seleccio´n es muy dependiente de las elecciones de
los agentes, y por tanto, el nivel de exploracio´n es muy bajo.
Individual population: cada agente del SMA tiene su propio con-
trolador o poblacio´n de controladores. Es decir, ahora tenemos una
poblacio´n heteroge´nea debido a que cada controlador es distinto al
resto. En este sentido, encontramos dos aproximaciones: cada com-
ponente se evalu´a con la misma funcio´n de´ calidad global o cada
componente se evalu´a con una funcio´n de calidad individual es-
pecı´fica. En la primera aproximacio´n, todos los componentes reci-
ben la misma recompensa, que corresponde al comportamiento del
conjunto de agentes, y por tanto, la evolucio´n de cada componente
esta´ guiada por la calidad del resto, con lo que no es posible realizar
un mecanismo de seleccio´n que de preferencias a unos individuos
frente a otros. En la segunda aproximacio´n, que es el que ocupa la
investigacio´n de los trabajos en sistemas como COIN, y represen-
ta el paradigma que vamos a utilizar en esta tesis, cada individuo,
y por tanto, cada controlador, poseen una valoracio´n individual que
permite realizar una seleccio´n natural, y en consecuencia, una me-
jora continua en la poblacio´n de agentes. El problema que surge, y
que es equivalente al de las aplicaciones en aprendizaje con refuer-
zo, es el de definir una funcio´n de calidad individual adecuada. Esta
funcio´n de calidad debe conseguir que se produzca una valoracio´n
adecuada de cada individuo y guiar la evolucio´n hacia una poblacio´n
con una mejor calidad global.
• Ventajas: La poblacio´n es intrı´nsecamente heteroge´nea, esto
permite llevar a cabo tareas que requieran de comportamientos
heteroge´neos, adema´s de aquellas que requieran de compor-
tamientos homoge´neos. La evaluacio´n es individual por lo que
es posible una evaluacio´n descentralizada. Mediante la evalua-
cio´n individual se puede controlar adema´s de la direccio´n de la
evolucio´n la tendencia a crear especies dentro de la poblacio´n.
• Desventajas: el proceso de generacio´n de las funciones de uti-
lidad individual a partir de la utilidad global puede resultar com-
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plicado en algunos casos. El proceso evolutivo es ma´s comple-
jo y por tanto requiere de ma´s tiempo de ana´lisis para extraer
informacio´n a partir del mismo.
En resumen, debemos destacar que el uso de evolucio´n en SMA con-
tinu´a la idea presentada con el aprendizaje por refuerzo en cuanto a la
automatizacio´n en la obtencio´n de los comportamientos coordinados, y
que es una idea central en esta tesis. Por otro lado, los principales desa-
rrollos en este campo utilizan las funciones de utilidad privada y global
que ya comentamos en el apartado anterior y que, de nuevo, muestran su
idoneidad en sistemas automa´ticos.
3.2.1.6. Funciones de utilidad
Debemos destacar con respecto a las te´cnicas que hemos comenta-
do para la obtencio´n de comportamientos coordinados, que los trabajos
que ma´s importantes sera´n para su integracio´n en el funcionamiento en el
CeAS son aquellos desarrollados por Wolpert y Tumer (2000) en los que
se estudia la generacio´n de las funciones de utilidad privada a partir de la
utilidad global de un modelo. En ellos se especifican dos caracterı´sticas
que deben poseer las funciones de utilidad privada, estas son la factori-
zacio´n y la alineacio´n.
Se define la factorizacio´n (Fgi) de una funcio´n de utilidad privada (gi)











siendo z′ el estado que so´lo difiere de z en el estado de la componente i
y u[x] como la funcio´n de paso unidad que es igual a 1 cuando x > 0.
Esto representa el nivel de alineacio´n que existe entre esa utilidad pri-
vada y la utilidad global, es decir, que el aumento o disminucio´n de la
utilidad privada aumente o disminuya la utilidad global.
Se define la sensibilidad λi,gi de una funcio´n de utilidad privada para un
estado z como la variacio´n en el valor de la utilidad privada de un agente
provocada por las acciones de ese agente con respecto a la variacio´n en
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el valor de utilidad privada de ese agente debido a las acciones de otros
agentes, esto es:
λi,gi = Ez′
[ |gi(z)− gi(z − zi + z′i)|
|gi(z)− gi(z′ − z′i + zi)|
]
(3.3)
siendo Ez′ el valor promedio tomado sobre z′ y (z − zi + z′i) el estado del
escenario cuando los efectos provocados por el agente i en el estado z
han sido substituidos por los efectos del agente i en el estado z′.
Finalmente, con el objeto de maximizar esas dos medidas, los autores
proponen una medida de utilidad privada denominada utilidad diferencial
de la forma:
Di = G(z)−G(z−i + ci) (3.4)
siendo Di el nivel de calidad global actual y G(z−i + ci) el nivel de calidad
global eliminando los efectos de las acciones del agente i.
Esta formulacio´n ba´sica sera´ utilizada en el marco de la te´cnica que
presentamos en esta tesis, como veremos posteriormente en los casos
pra´cticos de aplicacio´n.
3.2.1.7. Conclusiones
Como conclusio´n a este apartado centrado en la Inteligencia Artificial
Distribuı´da, diremos que son mu´ltiples los avances alcanzados a la hora
de disen˜ar sistemas basados en agentes que se coordinan para resolver
aplicaciones dina´micas descentralizadas. Las te´cnicas utilizadas en pro-
blemas reales han sido muchas y muy variadas, consecuencia de que en
este tipo de sistemas el disen˜o es ‘top-down’, es decir, el e´nfasis del desa-
rrollo recae precisamente en la creacio´n de estrategias que favorezcan la
coordinacio´n, las comunicaciones, el control distribuido, etc., de manera
que el sistema se dirija a la consecucio´n del objetivo global.
Sin embargo, debemos destacar que la mayorı´a de las estrategias
desarrolladas en aplicaciones reales de ingenierı´a para SMA, han sido
disen˜adas de manera especı´fica para cada problema o tipo de problema.
Esto supone una pe´rdida en generalidad y adaptabilidad, ya que cada
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SMA esta´ desarrollado para un funcionamiento dentro de un rango relati-
vamente reducido. Tal y como hemos adelantado, nuestro objetivo funda-
mental va a ser el planteamiento de una te´cnica computacional que per-
mita obtener de forma automa´tica las estrategias de interaccio´n en que
definen el comportamiento global del sistema de modo que este compor-
tamiento se ajuste a unos objetivos de disen˜o, con la premisa ba´sica de
que la te´cnica sea independiente del problema.
Del estudio de las aproximaciones utilizadas en el campo de los SMA
no extraemos un me´todo general para afrontar la resolucio´n de problemas
dina´micos descentralizados, sino una metodologı´a para el planteamiento
de las funciones objetivo que lleve al cumplimiento del objetivo global me-
diante el cumplimiento de los objetivos individuales de cada agente. Esta
metodologı´a se basa en la teorı´a de las funciones de utilidad privada y
global, cuya aplicacio´n concreta y resultados sera´n estudiados en detalle
en la parte de desarrollo de esta tesis.
3.2.2. Sistemas Complejos
3.2.2.1. Introduccio´n
Tras revisar las principales contribuciones dentro del campo de la In-
teligencia Artificial Distribuida a la hora de obtener soluciones distribuidas
guiadas por un objetivo a problemas dina´micos descentralizados, en este
apartado pasamos a estudiar con detalle una disciplina que, en muchos
a´mbitos cientı´ficos, ha introducido una serie de nuevos enfoques a la hora
de analizar los feno´menos de interaccio´n no lineal en a´mbitos como los
biolo´gicos, econo´micos, demogra´ficos, etce´tera. Estos estudios se enmar-
can dentro de lo que se ha dado en llamar la ciencia de la complejidad o
los Sistemas Complejos (SC).
Este campo proviene de dos fuentes, por un lado del estudio de las
propiedades de los sistemas dina´micos no lineales, y por otro, del estudio
de las implicaciones a gran escala de las interacciones locales a trave´s de
la meca´nica estadı´stica de las condiciones de criticalidad de un feno´meno.
Ambas fuentes confluyen en la idea ba´sica de que la simulacio´n
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computacional de estos feno´menos complejos nos permite obtener infor-
macio´n sobre los mismos que de otra forma serı´a inaccesible (Goldspink,
2002).
Los SC, hasta hace pocos an˜os, no constituı´an una disciplina acade´mi-
ca, ni existı´an los departamentos de ciencias en ninguna universidad. Sin
embargo, sı´ podemos encontrar, desde hace algu´n tiempo, algunos ins-
titutos de investigacio´n y organizaciones profesionales dedicados a este
campo. El ma´s relevante es el instituto de Santa Fe (SFI), que fue funda-
do en 1984 en su mayorı´a por cientı´ficos del laboratorio nacional de Los
Alamos y cuyo objetivo ha sido desarrollar la ciencia de los SC como un
a´rea de investigacio´n independiente e interdisciplinar. En el SFI8 se han
llevado a cabo, desde entonces, investigaciones en inmunologı´a, anticaos,
vida artificial y optimizacio´n gene´tica enmarcadas en el campo de los SC.
Otros ejemplos son el centro para SC de Illinois9, que ha realizado in-
vestigaciones principalmente con aplicaciones de auto´matas celulares, y
la Sociedad para el Teorı´a del Caos en Psicologı´a - que estudia la mente
como un sistema complejo auto-organizado -, que es otra de las organi-
zaciones que centran su investigacio´n en esta disciplina.
A lo largo de este capı´tulo vamos a dar una visio´n general del campo
de los Sistemas Complejos, una descripcio´n de este tipo de sistemas y un
estudio de sus caracterı´sticas ma´s relevantes. El objetivo es extraer una
serie de conclusiones que nos permitan utilizar los conceptos que funda-
mentan esta disciplina para la obtencio´n automa´tica de comportamientos
coordinados en Sistemas Multiagente que resuelvan problemas dina´micos
descentralizados, objetivo ba´sicos que estamos tratando.
3.2.2.2. Descripcio´n de los Sistemas Complejos
Hasta la fecha, no existe una definicio´n exacta y consensuada sobre lo
que es un sistema complejo o sobre la complejidad. Pero sı´ podemos dar
algunas caracterı´sticas elementales sobre co´mo se define comu´nmente




En lı´neas generales, los SC son aquellos sistemas formados por un
gran nu´mero de componentes individuales similares que interactu´an en-
tre sı´, y que como resultado de estas interacciones locales, modifican sus
estados internos y provocan un comportamiento colectivo emergente, es
decir, el comportamiento resultante del sistema no puede ser inferido me-
diante el comportamiento individual de cada componente sino que surge
como resultado de las interacciones entre estos, y no esta´ provocado por
la existencia de un controlador central. En consecuencia, es muy difı´cil
predecir la evolucio´n futura del sistema, dado que la gran cantidad de
interacciones y de elementos hacen muy difı´cil el estudio preciso de la
dina´mica del sistema tras un determinado intervalo de tiempo. Estos sis-
temas pueden ser individual y estructuralmente simples, pero esto no im-
pide que puedan mostrar comportamientos complejos y dina´micos.
Ejemplos reales en los que vemos este tipo de comportamiento com-
plejo son los cardu´menes, las manadas o los enjambres de insectos, que
poseen un comportamiento conjunto claramente diferenciado a su com-
portamiento individual. Del mismo modo, una neurona por sı´ misma no
puede realizar ninguna funcio´n realmente u´til, y sin embargo, millones de
neuronas interconectadas conforman un cerebro. Tambie´n son ejemplos
tı´picos de SC los sistemas de ecologı´as sociales, basados en el compor-
tamiento de las sociedades a nivel macrosco´pico. En cuanto a ejemplos
concretos llevados a cabo en simulacio´n computacional, probablemente el
sistema ma´s ilustrativo de lo que es un SC, por conocido y simple, y que
muestra propiedades emergentes como resultado de reglas de interac-
cio´n simple, es el Juego de la Vida inventado por John Conway (Gardner,
1970).
Pasamos ahora a describir ma´s en profundidad las principales propie-
dades que caracterizan este tipo de sistemas y que son de intere´s para
su ana´lisis y estudio en el marco de esta tesis.
Modelos
Tal y como mencionamos anteriormente, para resolver un problema
de optimizacio´n, en primer lugar necesitaremos un modelo que represen-
te las variables y sus interrelaciones, restricciones y funcio´n objetivo del
problema real. Del mismo modo, para estudiar el comportamiento de un
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sistema complejo, en primer lugar, necesitamos crear el modelo que defi-
ne los elementos que intervienen en el mismo ası´ como las interrelaciones
entre estos elementos. Un modelo es una representacio´n matema´tica sim-
plificada de un sistema. En el sistema real hay ciertas caracterı´sticas que
son importantes, pero no todas deben ser incluidas en el modelo, sino
so´lo aquellas relevantes y que juegan un papel esencial en el feno´meno
sobre el que se centra el problema a tratar. Si adema´s queremos utilizar
la simulacio´n computacional para representar el modelo y llevar a cabo
su optimizacio´n, necesitaremos una descripcio´n mucho ma´s exhaustiva:
‘mientras que una buena simulacio´n deberı´a incluir tantos detalles como
sea posible, un buen modelo incluira´ los mı´nimos detalles que sea posible’
(Boccara, 2003).
Emergencia
La aparicio´n de la emergencia o de feno´menos emergentes se detec-
ta tras el estudio de ciertas propiedades espacio-temporales que surgen
esponta´neamente a partir de interacciones entre los elementos de un sis-
tema y que no son reducibles a las propiedades de sus constituyentes.
Estas dina´micas, que aparecen en los SC, producen que, donde antes
habı´a un espacio desordenado y homoge´neo, ahora se crean ciertas es-
tructuras y orden, y esto se produce de manera esponta´nea debido a que,
inicialmente, el sistema no se encuentra en un punto de equilibrio estable
lo que provoca variaciones en su estado. Este tipo de estructuras y or-
den se representa en los Sistemas Complejos mediante propiedades que
aparecen en escalas de tiempo y longitud mayores a las de las interac-
ciones que las generan. Estas propiedades emergentes se han detectado
y empezado a estudiar en diversos a´mbitos cientı´ficos: la fı´sica, biologı´a,
economı´a, sociologı´a, etc.
Histo´ricamente, el concepto filoso´fico de emergencia es muy antiguo.
Empezo´ a estudiarse en profundidad a finales del siglo XIX, pero incluso
antes ya se conocen ana´lisis diversos relacionados. En su significado ma´s
abstracto, el emergentismo sostenı´a que los feno´menos que se daban en
la materia no podı´an reducirse a las propiedades de sus componentes
fundamentales, lo que estaba en oposicio´n al reduccionismo, que
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sostenı´a que todo proceso podı´a reducirse a la suma de los efectos de los
componentes del mismo.
En el campo de la Vida Artificial, que trataremos con detalle ma´s ade-
lante, se han estudiado numerosos ejemplos para ilustrar feno´menos emer-
gentes, como los algoritmos de hormigas para encontrar rutas en grafos
(Chen y otros, 2007; Yanovski y otros, 2001), las simulaciones de banda-
das de pa´jaros de Reynolds (1987) o los auto´matas celulares (Wolfram,
1984), entre otros.
Desde un punto de vista computacional, suele interpretarse el concep-
to de comportamiento emergente como aquel que no es generado por el
comportamiento de las partes constituyentes de un sistema, sin embar-
go, este enfoque no es totalmente correcto. El comportamiento colectivo
esta´, sin duda, contenido completamente en el comportamiento individual
de sus constituyentes, si estos se estudian en el contexto en el que se
desenvuelven. Lo que ocurre es que este comportamiento colectivo no es
fa´cilmente entendible a partir del comportamiento de sus partes.
Podemos distinguir entre emergencia local, aquella donde el compor-
tamiento emergente aparece en una pequen˜a parte del sistema y la emer-
gencia global, donde el comportamiento colectivo se refiere a todo el sis-
tema. Un ejemplo sencillo para entender la diferencia se da en termo-
dina´mica: el sistema ma´s sencillo para analizar es un gas. Dos propieda-
des emergentes del gas son la presio´n y la temperatura. Las partı´culas
individuales se describen mediante sus valores de posicio´n y velocidad.
La presio´n y la temperatura surgen solo cuando hablamos de grupos de
partı´culas como combinacio´n de la posicio´n y la velocidad individual de
estas. Y aunque estas dos propiedades son emergentes, su alcance es
muy limitado, serı´an propiedades emergentes locales. Si toma´semos una
muestra de ese gas y los separa´semos del resto, au´n ası´ podrı´amos medir
los mismos valores de presio´n y temperatura. En cambio, en una propie-
dad emergente global, si elimina´semos una parte del sistema, el compor-
tamiento serı´a distinto. Esto serı´a un comportamiento emergente global.
En sociologı´a, la emergencia de estructuras ordenadas fue estudiada
por Haken (Haken, 1986). Este investigador comprobo´ que, al finalizar un
evento popular, por ejemplo un mitin polı´tico, una vez que todos los asis-
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tentes dejan de estar concentrados en un punto, comienzan a interactuar
de manera local y pueden encontrarse, en un momento dado, grupos gran-
des de personas junto con grupos pequen˜os e individuos aislados. Lo que
Haken encontro´ fueron ciertas relaciones entre la frecuencia de aparicio´n
de cada uno de los grupos de personas y el taman˜o de estos grupos, de
acuerdo a lo que se denomina una ley de potencias y que luego veremos
que esta´ presente en muchos otros feno´menos, como por ejemplo, en el
comportamiento de las termitas (O’Toole y otros, 1999).
Dentro de los insectos sociales, otro ejemplo de intere´s es el com-
portamiento de las hormigas, cuyos individuos adquieren un comporta-
miento cao´tico cuando esta´n aisladas y un comportamiento sincronizado
y ordenado cuando esta´n llevando a cabo interacciones sociales (Cole,
1991). Este proceso, llamado facilitacio´n social, produce un orden emer-
gente donde no lo habı´a anteriormente. De hecho, se ha estudiado que
las colonias de hormigas poseen un comportamiento que oscila con una
frecuencia fija entre un estado de reposo y un estado de gran actividad.
Estabilidad
En la mayorı´a de los SC nos encontramos con sistemas inestables, es
decir, se mantienen en un punto de equilibrio muy sensible a variaciones.
Por tanto, cualquier modificacio´n puede afectar al comportamiento de todo
el sistema. De hecho, la mayorı´a de estos sistemas se caracterizan por la
intermitencia entre estados de orden y desorden.
Esta es una propiedad muy relevante que se debe tener muy en cuenta
cuando se desarrolla una simulacio´n de SC para la obtencio´n de una es-
tructura estable que permita solucionar algu´n tipo de problema. La ventaja
de esta serie de fluctuaciones es que permiten adaptarse con facilidad a
nuevas situaciones y no converger a una solucio´n fija, y por otro lado, la
desventaja es que debemos extraer las soluciones antes de que el sis-
tema fluctu´e y pase al estado inestable o desordenado, y encuentre una
solucio´n que puede no ser la esperada.
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Complejidad
Otro concepto fundamental en la teorı´a de los SC es la medida cuan-
titativa de co´mo de complejo es un sistema. Existen tantas definiciones
de complejidad como campos en los que esta se estudia. En cierto mo-
do, el sentido comu´n parece indicarnos que´ es lo que se entiende por un
sistema complejo, pero a la hora de formalizarlo o definirlo surgen diferen-
cias entre unas y otras aproximaciones. En la Teorı´a de la Informacio´n, la
complejidad de un sistema es la cantidad de informacio´n que se requiere
para describirlo y depende tambie´n del nivel de detalle requerido para es-
ta descripcio´n. En un sistema fı´sico, donde especificamos las posiciones y
el momento lineal de cada partı´cula, esta complejidad puede tomarse co-
mo proporcional a la entropı´a del sistema. En el a´mbito de la algoritmia, la
complejidad utilizada es la complejidad de Kolmogorov (Solomonoff, 1960;
Kolmogorov, 1965), que dice que el nivel de complejidad de un sistema es
equivalente al taman˜o del mı´nimo algoritmo que pueda codificar una se-
cuencia que describa al sistema. En definitiva, no se ha propuesto todavı´a
una medida de complejidad consistente, sino una serie de ellas, adaptada
cada una a los diferentes a´mbitos en los que se estudia.
Dinamismo
Cualquier sistema complejo es un sistema dina´mico en la medida en
la que este esta´ cambiando, evolucionando o adapta´ndose. Un sistema
dina´mico se define como un sistema que presenta cambios en su estado
a lo largo del tiempo. Este comportamiento variable queda determinado
por los elementos y sus relaciones y por los lı´mites del sistema. Con esto
se pueden elaborar los modelos para intentar representar la estructura de
este sistema. Dentro del concepto de sistema dina´mico, podemos incluir
los siguientes elementos:
Un espacio de fases, donde cada elemento representa un posible
estado del sistema.
El tiempo, que puede ser discreto o continuo.
Una ley de evolucio´n, que es la que determina el estado en un ins-
tante t, a partir de los estados de los instantes previos.
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El nombre, sistema dina´mico, proviene por extensio´n a partir del nom-
bre de las ecuaciones que gobiernan el movimiento de un sistema de
partı´culas. Hoy dı´a se usa como un sino´nimo de un sistema de ecuacio-
nes no lineal. En funcio´n de si el tiempo variable pudiese ser considerado
contı´nuo o discreto , las ecuaciones constituira´n un conjuntos de ecuacio-
nes diferenciales o ecuaciones de diferencias finitas.
Sistemas cao´ticos
Otra de las caracterı´sticas que podemos encontrar en un sistema com-
plejo y que se estudian en profundidad en este campo es el caos. Tradicio-
nalmente, los cientı´ficos realizaban la clasificacio´n de sus sistemas segu´n
lo predecibles o no que estos pueden ser. Esto es, los sistemas podı´an
ser determinı´sticos o probabilı´sticos, en funcio´n de si seguı´an reglas fijas
o si seguı´an algu´n tipo de reglas estadı´sticas. Pero esta clasificacio´n se
demostro´ no adecuada con el descubrimiento de determinados sistemas
dina´micos que siguen reglas deterministas pero que poseen un comporta-
miento muy complejo. Es decir, las reglas de interaccio´n local son simples,
pero el comportamiento global, es inesperado y no predecible. Se les de-
nomino´ sistemas cao´ticos.
Otra de las peculiaridades de un sistema cao´tico es su alta depen-
dencia sobre las condiciones iniciales. Una pequen˜a variacio´n en dichas
condiciones, puede generar un comportamiento muy diferente au´n con
condiciones externas muy similares, y es por esto que es muy difı´cil ge-
nerar predicciones para estos sistemas. Un ejemplo natural de este tipo
de sistemas son las condiciones clima´ticas de una zona. Au´n cuando es
posible medir con muy elevada precisio´n las variables que intervienen en
los procesos meteorolo´gicos (temperatura, presio´n, humedad, etce´tera),
es muy difı´cil predecir el estado de estas variables mas alla´ de un cierto
tiempo. Otros ejemplos de sistemas cao´ticos son los fluidos en re´gimen
turbulento, el mercado de valores, la propagacio´n de enfermedades, las
arritmias del corazo´n, la red neuronal del cerebro, etce´tera.
Bioinspiracio´n
La mayorı´a de los sistemas que nos rodean, son complejos. Y esto ha
sido lo que ha inspirado la investigacio´n que trata de descubrir que´ tipo
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de estructuras subyacen bajo el orden de tan diversos feno´menos en la
naturaleza.
En la naturaleza podemos encontrar numerosos SC, desde determi-
nadas reacciones quı´micas, hasta procesos sociales y culturales. Se ha
visto que existe una tendencia natural a mostrar estructuras compues-
tas de elementos sencillos que interactu´an y que se van organizando en
distintos niveles de complejidad, por tanto los SC que estudiamos no son
casos especiales, o disposiciones concretas de grupos de elementos, sino
que predominan en la estructura espacio-temporal de todo lo que nos ro-
dea y es por eso que podemos encontrar manifestaciones de ellos en la
mayorı´a de los feno´menos observables. Por otra parte, y como ya hemos
dicho, esta gran cantidad de feno´menos no representa una gran cantidad
de comportamientos dina´micos, sino que existen propiedades comunes
con independencia de los detalles concretos de cada contexto. Esto hace
que podamos estudiar, identificar e incluso simular este tipo de comporta-
mientos colectivos emergentes y extraer conclusiones de los mismos que
pueden ser extrapoladas a diferentes a´mbitos.
Interaccio´n con el entorno
Cualquier sistema se encuentra situado en un entorno y este puede,
en mayor o menor medida, afectar a la dina´mica del mismo. En relacio´n
con la interaccio´n con el entorno, podemos realizar una clasificacio´n de
los diferentes sistemas. Se denominan sistemas cerrados a aquellos que
apenas se ven afectados por las condiciones externas, es decir son poco
permeables. Por otro lado, los sistemas muy permeables, es decir, que se
ven altamente afectados por las condiciones del entorno, se denominan
sistemas abiertos. Entre uno y otro extremo se pueden encontrar, por su-
puesto, casos intermedios.
Los sistemas que nos resultan de ma´s intere´s en esta tesis son los
sistemas abiertos, pues pueden ser alterados o modificados mediante ac-
ciones externas, y a su vez, estos producen efectos en el entorno en el
que se desenvuelven. Dentro de los sistemas abiertos encontramos los
sistemas adaptativos, que son los que reaccionan y se adaptan al en-
torno, y los no adaptativos, que son aquellos que reaccionan pasivamente
al entorno. Dentro de esta nueva clasificacio´n, los sistemas en los que nos
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centraremos son los sistemas adaptativos, por su capacidad para cambiar
y adaptarse al medio en el que se encuentran, y es esta capacidad de
adaptacio´n a la que intentaremos sacar provecho para generar estados
estables.
Control
El control de un SC es uno de los temas ma´s tratados y ma´s relevantes
dentro de este campo. Tras el estudio de las caracterı´sticas y estructura
de estos feno´menos, surge de inmediato el intere´s en ser capaces de pro-
ducir que las dina´micas de un sistema tiendan hacia uno u otro estado o
comportamiento, en funcio´n de algu´n objetivo o intere´s particular.
Esto posee adema´s un doble intere´s, por un lado el de modificar las
dina´micas de comportamiento de un sistema real. Es fa´cil hacerse una
idea de la utilidad de modificar comportamientos econo´micos, sociales o
incluso feno´menos fı´sicos como los meteorolo´gicos actuando en determi-
nadas propiedades del sistema o mediante la variacio´n de las condiciones
del entorno. Y por otro lado, el de poder generar SC adaptativos mediante
simulacio´n para estudiar sus propiedades, predecir sus variaciones ante
determinadas modificaciones y extrapolarlas a los sistemas reales. Tam-
bie´n para generar comportamientos que, aunque no este´n basados en
comportamientos reales concretos, sı´ exhiban propiedades que nos pue-
dan ser de intere´s (puntos de equilibrio o soluciones estables a determi-
nados problemas).
Segu´n Zundong y otros (2008), para controlar un sistema se requie-
ren tres ingredientes: un modelo del sistema, unas dina´micas objetivo y
unos requerimientos de control. El modelo se utiliza para obtener una pre-
diccio´n del estado del sistema experimental. Luego, esta prediccio´n se
compara con las dina´micas objetivo, y finalmente, se calcula la accio´n de
control necesaria. Una eleccio´n tı´pica para los requerimientos de control
es la imposicio´n de que la diferencia entre el estado predicho y las dina´mi-
cas objetivo sean nula o lo ma´s baja posible.
Tras haber revisado las principales propiedades de los SC, podemos
concluir que en este campo se estudian ciertas caracterı´sticas que nos re-
sultan ba´sicas en el tipo de problemas que queremos tratar en esta tesis:
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existencia de una gran nu´mero de elementos e interacciones entre ellos
en el modelo que define un problema, dinamismo intrı´nseco de todos los
sistemas y alta complejidad. Es decir, el campo de los SC considera co-
mo propiedades ba´sicas de los problemas que trata, aquellas que hemos
detectado como las ma´s caracterı´sticas de los problemas reales que que-
remos tratar en esta tesis, y que tı´picamente se ‘relajan’ en otros campos,
por ejemplo, en la Inteligencia Artificial Distribuida.
Por este motivo, hemos decidido analizar con detenimiento los desa-
rrollos llevados a cabo en este campo centrados directamente en la reso-
lucio´n de problemas, dejando de lado aquellos de cara´cter ma´s teo´rico-
analı´tico. Ası´, en lo que resta de apartado nos vamos a centrar en un
subcampo de los SC, la Vida Artificial.
3.2.2.3. La Vida Artificial como un sistema complejo
Uno de los campos que se enmarcan dentro de las ciencias de la com-
plejidad es la Vida Artificial (VA). En efecto, la vida constituye uno de los
ejemplos ma´s evidentes de estructuras muy complejas que se generan
como combinacio´n de estructuras ma´s simples. Se trata pues, de una
propiedad emergente de la interaccio´n entre un conjunto de elementos y
de la dina´mica propia del sistema, y cuyo nivel de organizacio´n se situ´a al
borde del caos (Langton, 1997).
La VA intenta generar este tipo de interacciones entre elementos si-
mulados relativamente simples y con un control local descentralizado y no
programado. Simplemente se dota a los comportamientos individuales de
un conjunto de reglas sencillas y se dejan evolucionar.
Nuestro intere´s en la VA reside en que, dentro de este campo, se estu-
dian los SC abiertos adaptativos que ya hemos comentado, mediante los
cuales se pueden producir una serie de cambios en las interacciones en-
tre elementos con el objeto de que el sistema se adapte y busque nuevos
comportamientos estables capaces de realizar tareas que el comporta-
miento individual no serı´a capaz de realizar.
Adema´s, es en la Vida Artificial donde podemos encontrar SC con evo-
lucio´n natural, es decir, donde los elementos que constituyen el sistema
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complejo interaccionan mediante las reglas ba´sicas de la evolucio´n de las
especies. Al ser este enfoque evolutivo una de las bases de la te´cnica
computacional que se plantea en esta tesis, el campo de la Vida Artificial
requiere de un tratamiento ma´s detallado.
Introduccio´n
Podrı´amos situar el origen de la VA a finales de los an˜os sesenta,
cuando Conway creo´ su ‘Juego de la Vida’ (Gardner, 1970), publicado por
primera vez en el nu´mero de octubre de 1970 de la revista Scientific Ame-
rican. Este consistı´a en un auto´mata celular7 en el que las celdas podı´an
tener dos estados, vivo o muerto, y que tenı´a un conjunto sencillo de re-
glas de interaccio´n local. Este entorno simple consiguio´ captar la atencio´n
de los investigadores de la e´poca, e incluso hoy en dı´a es utilizado para
mostrar feno´menos de emergencia y variaciones del nivel de complejidad
en un sistema dina´mico discreto sencillo. Esto es debido a la sorprenden-
te multitud y variedad de comportamientos combinados que aparecen en
el Juego de la vida mediante el uso de unas reglas de interaccio´n simples.
Sin embargo, el nacimiento del te´rmino Vida Artificial y el inicio del
estudio del mismo se situ´a realmente ma´s tarde, en 1987, cuando Lang-
ton reunio´ a ma´s de 160 expertos de diversas disciplinas y tuvo lugar la
primera conferencia sobre VA en el laboratorio de Los Alamos, en nuevo
Mexico. Segu´n Langton, la Vida Artificial es: ‘el estudio de los sistemas
desarrollados por el hombre que muestran comportamientos caracterı´sti-
cos de sistemas vivos naturales’.
Por otro lado, segu´n la revista Artificial Life: ‘la VA investiga los aspec-
tos cientı´ficos, ingenieriles, filoso´ficos y sociales de nuestra habilidad tec-
nolo´gica para sintetizar, partiendo de cero, comportamientos similares a
la vida en ordenadores, ma´quinas, mole´culas u otros medios alternativos.
Como aspectos principales de estudio en esta disciplina se encuentran la
jerarquı´a de la organizacio´n biolo´gica, incluyendo estudios sobre el origen
de la vida, auto-ensamblaje, crecimiento y desarrollo, dina´mica ecolo´gica
7Un auto´mata celular es un modelo discreto cuyo estudio pertenece principalmente al
campo de las matema´ticas y de teorı´a de la computacio´n, y que consiste en una malla
regular de celdas cada una de las cuales posee un numero finito de estados que varı´an
en funcio´n de una serie de reglas que implican a un nu´mero finito de celdas vecinas.
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y evolucionista, comportamiento de robots y animales, organizacio´n social
y evolucio´n cultural’ Artificial Life Journal (2009).
Si buscamos ma´s definiciones formales del campo de la VA, encontra-
remos varias tendencias, pero de todas ellas se puede extraer un cierto
consenso conceptual. A continuacio´n mostraremos las principales, dife-
renciadas en base a la propiedad central que se considera en cada una
de ellas:
Magnenat y Thalmann utilizan un enfoque amplio y computacional: ‘La
VA hace referencia a todas las te´cnicas que intentan recrear organismos
vivos y criaturas mediante un ordenador’ (Thalman y Thalmann, 1994).
Maynard Smith basa la existencia de la vida en la capacidad de evo-
lucio´n: ‘La vida deberı´a ser definida por la posesio´n de esas propiedades
que se necesitan para asegurar la evolucio´n por seleccio´n natural’ (Smith,
1982).
Adami y Brown (1994b) da una definicio´n para la vida basada en pro-
piedades termodina´micas: ‘La vida es una propiedad de un conjunto de
unidades que comparten informacio´n codificada en un sustrato fı´sico y
que, en presencia de ruido, se maneja para mantener su entropı´a signifi-
cativamente ma´s baja que la entropı´a ma´xima del conjunto, en escalas de
tiempo que exceden la escala temporal natural de decaimiento del subs-
trato (portador de informacio´n) en muchos o´rdenes de magnitud’.
Segu´n Farmer y Belin (1992), para poder considerar que un proceso
entra dentro de lo que se denomina VA debe presentar las siguientes ca-
racterı´sticas: sus elementos deben realizar almacenamiento de informa-
cio´n o auto-representacio´n, interacciones funcionales con el entorno y/o
otros elementos, interdependencia de sus partes (no divisibilidad), esta-
bilidad ante perturbaciones del entorno, capacidad para evolucionar, cre-
cimiento o expansio´n, auto-reproduccio´n y debe considerarse la VA como
un patro´n en el espacio-tiempo ma´s que como un objeto material concreto.
Finalmente, aunque es difı´cil que vayamos a encontrar una definicio´n
concisa que acote el alcance de lo que inscribimos dentro de VA, sı´ podrı´amos
decir con cierta seguridad que la VA representa una aproximacio´n desde
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el punto de vista de la sı´ntesis al estudio de sistemas dina´micos bioins-
pirados. Es en el marco de la sı´ntesis donde la VA puede proporcionar
una utilidad pra´ctica dentro del a´mbito de la ingenierı´a. Tal y como escri-
bio´ Langton (1997) en el pro´logo a su libro, ‘la naturaleza ha descubierto
soluciones ingeniosas a muchos problemas complejos de ingenierı´a, pro-
blemas que nosotros no hemos sido capaces de resolver mediante nues-
tros me´todos de ingenierı´a tradicionales [. . . ]. Podemos tomar prestado el
primer me´todo de ingenierı´a que la naturaleza uso´ para alcanzar esas in-
geniosas soluciones: la evolucio´n. Mediante la sı´ntesis de los mecanismos
que subyacen en el proceso evolutivo en ordenadores y en otros medios
no-biolo´gicos, podemos descubrir soluciones a problemas de ingenierı´a
que se han resistido durante mucho tiempo a nuestras aproximaciones
tradicionales’.
Tendencias dentro de la Vida Artificial
La VA distingue dos tendencias principales: la VA de´bil y la VA fuerte.
Estas dos posiciones responden en origen a diferentes enfoques fi-
loso´ficos y esta´n relacionados con las dos interpretaciones que podemos
atribuir al te´rmino artificial. Consideramos artificial todo aquello no real o
falso pero tambie´n aquello hecho por la mano del hombre.
La VA de´bil propone que la VA sirve para aprender y recrear modelos
sinte´ticos de procesos relacionados con organismos vivos en ordenado-
res u otros medios artificiales, pero no defiende que estos modelos sean
una forma de vida por sı´ mismos, es decir, es un modelo no real que imita
a otro real. En estos trabajos el objetivo es que, mediante la recreacio´n
de modelos naturales concretos como la evolucio´n por ejemplo, podemos,
por un lado, mejorar nuestro conocimiento sobre estos procesos y su re-
levancia en el mundo biolo´gico, y adicionalmente, de un modo ma´s pra´cti-
co, podemos usar estos procesos para inspirar algoritmos de bu´squeda
u optimizacio´n. La mayorı´a de los trabajos que incluimos en VA en la ac-
tualidad se inscriben dentro de esta tendencia, que tambie´n se denomina
la tendencia soft, pues el trabajo principal se basa en simulaciones por
ordenador de procesos bioinspirados. Algunos de los trabajos enmarca-
dos en esta tendencia ma´s representativos han sido los llevados a cabo
en el estudio de los comportamientos de insectos sociales para generar
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algoritmos de bu´squeda (Dorigo y otros, 1996; Eberhart y Shi, 2001).
La VA fuerte, por otro lado, defiende que las recreaciones de VA que
poseen una serie de caracterı´sticas inherentes a la vida son en sı´ mismas
muestras de comportamientos vivos reales, independientes de la materia
en la que se desarrollen. Se denomina tambie´n la tendencia hard, pues el
trabajo se ha materializado tradicionalmente en simulaciones con robots,
aunque a mayores ha surgido tambie´n una amplia variedad de investiga-
cio´n que podrı´amos incluir tambie´n en este subcampo, incluyendo a los
sistemas autoorganizados, evolucio´n open-ended, modelos de autopoie-
sis y hardware evolutivo entre otros. Sin embargo, es minoritario el trabajo
publicado en VA que adopta de forma explı´cita la tendencia fuerte. Dos de
los investigadores ma´s representativos de esta tendencia son Langton y
Ray que proclaman la vida como independiente del contexto en el que se
desarrolla.
Bedau (2003) situ´a tambie´n los trabajos que buscan sintetizar siste-
mas vivos por medio de substancias bioquı´micas dentro de una tercera
tendencia denominada VA hu´meda, pero nosotros no consideraremos es-
te nivel de detalle en esta tesis.
Aunque nuestra investigacio´n se centra en obtener un algoritmo de op-
timizacio´n, su inspiracio´n recae en los trabajos inscritos en la tendencia
fuerte. Sin lugar a dudas, nuestro objetivo no son las consideraciones res-
pecto al concepto de la vida, pero el tipo de evolucio´n que consideramos
de intere´s para extraer caracterı´sticas y estructuras que poseen los sis-
temas vivos reales de cara a obtener soluciones a problemas reales son
aquellas sobre las que han trabajado investigadores como Tom Ray o Ch-
ristopher G. Langton, las cuales se enmarcan en esta tendencia.
De un modo ma´s concreto, las simulaciones de VA muestran un tipo
de evolucio´n particular que difiere de otras aproximaciones bioinspiradas.
Estas simulaciones han sido desarrolladas originalmente en un intento de
modelar con fidelidad el proceso de la evolucio´n guiada por la seleccio´n
natural, para estudiar y aprender sobre el proceso real, o simplemente con
el objetivo de generar una forma de Vida Artificial tal y como se postula
en el marco de esta tendencia. Por el contrario, otras te´cnicas evolutivas,
como los algoritmos gene´ticos o la evolucio´n diferencial por ejemplo, han
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sido desarrolladas con un objetivo pra´ctico claro, el de servir de algorit-
mos de bu´squeda o optimizacio´n. Nuestro punto aquı´ es que considera-
mos que las evoluciones en VA presentan una serie de ventajas respecto
a otros evolutivos que son las que pretendemos explotar.
En el siguiente apartado estudiaremos con detalle el tipo de evolucio´n
abierta que se utiliza en los sistemas de Vida Artificial, y que es una de
las bases conceptuales de la te´cnica presentada en esta tesis.
Evoluciones open-ended
A partir de la evolucio´n en entornos de VA y sus caracterı´sticas se
acun˜a el te´rmino evoluciones open-ended (Ruiz-Mirazo y otros, 2004; Bian-
co y Nolfi, 2004), para referirse a aquellas evoluciones en las cuales sus
componentes continu´an evolucionando de forma permanente, sin dete-
nerse al alcanzar algu´n tipo de o´ptimo o posicio´n estable. Se asocia este
proceso evolutivo a un aumento gradual de la complejidad de los indivi-
duos dentro de un entorno.
Tal y como hemos visto, la mayorı´a de los sistemas evolutivos artifi-
ciales se han disen˜ado para ser herramientas de optimizacio´n, donde la
evolucio´n esta´ guiada por una funcio´n de calidad orientada a un criterio
determinado. Los individuos van hacia picos de calidad predefinidos y nor-
malmente esta´ticos, y cuando los alcanzan, la poblacio´n se acumula en
esas zonas realizando una explotacio´n a nivel ma´s fino de las mismas.
Destacamos dos procesos evolutivos que se enmarcan dentro de lo
que denominamos evolucio´n open-ended, y que en oposicio´n a otro tipo
de evolutivos, presentan un comportamiento menos predeterminado. En
primer lugar esta´n los procesos co-evolutivos, en los que de una u otra
forma el e´xito de los miembros de una poblacio´n depende de otra pobla-
cio´n co-evolucionada. Dada su relevancia para el sistema que se plantea
en esta tesis, en el siguiente subapartado entraremos ma´s en profundidad
en lo que denominamos co-evolucio´n.
El segundo tipo de modelos evolutivos (Conrad y Pattee, 1970; Pa-
ckard, 1989; Ray, 1991; Adami y Brown, 1994b; Holland, 1995), han ido
ma´s alla´ en la idea de funciones de calidad extrı´nsecas, modelando la
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evolucio´n hacia algu´n tipo de meta de alto nivel. En estos sistemas, los
individuos compiten por uno o ma´s recursos limitados que necesitan pa-
ra sobrevivir y propagarse, y por tanto, incluyen tambie´n procesos co-
evolutivos. El hecho de que los recursos sean limitados induce una se-
leccio´n natural intrı´nseca. Este tipo de sistemas representan ma´s a una
evolucio´n open-ended, porque ellos no evolucionan hacia ninguna meta
predefinida, sino que esta´n siendo seleccionados por su habilidad para
conseguir recursos, y esta habilidad es medida en comparacio´n a otros
individuos de la poblacio´n. Por tanto, la calidad de un individuo cambia a
medida que nuevos individuos nacen o mueren. Este escenario es equi-
valente al presentado por Van˜Valen (1973) con su hipo´tesis de la reina
roja para cambios evolutivos indefinidos en sistemas biolo´gicos.
Para promocionar la evolucio´n open-ended en aras de explotar sus ca-
pacidades potenciales, algunos miembros de la comunidad de VA han en-
fatizado la importancia de estudiar sistemas en los que los individuos son
parte de un entorno en el que viven otros individuos (Ray, 1991; Arthur,
1994; Bedau, 1998)). Pero, sin embargo, no han aparecido muchas con-
sideraciones teo´ricas que guı´en el disen˜o de los sistemas comentados,
co´mo construirlos o co´mo permitir que interactu´en los elementos (Taylor,
2001).
La co-evolucio´n
Un proceso co-evolutivo es aquel en el incremento en la calidad tie-
ne su origen en que una poblacio´n cambia sus caracterı´sticas para in-
tentar obtener ciertas ventajas con respecto a otra poblacio´n con la que
esta´ compitiendo. Una vez que esto ocurre, la segunda poblacio´n reaccio-
na buscando una mejora para poder disponer de una cantidad de recursos
suficiente como para sobrevivir. Como resultado, un incremento en la ca-
lidad de una poblacio´n lleva a un decremento de la calidad de la otra, y
por tanto, ninguna de las poblaciones consigue ser, en relacio´n a los com-
petidores, mejor con el paso del tiempo. Sin embargo, ambas poblaciones
han evolucionado con respecto al entorno.
La primera referencia de la que tenemos conocimiento con respecto a
efectos de evolucionar poblaciones que compiten entre ellas es el trabajo
del bio´logo evolucionista Van˜Valen (1973), y se basa en lo que se da a
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conocer como el ‘Efecto de la reina roja’ dentro de la investigacio´n en evo-
lutivos, y que tiene su inspiracio´n en un fragmento de un libro de Dodgson
y Lewis (1871).
En el mundo real, esta competencia se encuentra en muchos orga-
nismos vivos que compiten entre sı´, como depredadores y presas, anfi-
triones y para´sitos y otros organismos que compiten por recursos limita-
dos. El ejemplo ma´s estudiado y ma´s fa´cilmente entendible es el de la
co-evolucio´n entre depredadores y presas, donde el u´nico modo en el que
los depredadores pueden compensar una mejora de las presas -por ejem-
plo, conejos que corren ma´s ra´pido- es incrementando su eficiencia - por
ejemplo, zorros corriendo ma´s ra´pido-. De este modo, con el paso de las
generaciones, cada una de las poblaciones va siendo ma´s eficiente a la
hora de huir o perseguir a la otra poblacio´n, logrando al cabo de las gene-
raciones una mejora absoluta - corren ma´s ra´pido- pero no una relativa.
Otro ejemplo ilustrativo de co-evolucio´n competitiva entre miembros de
la misma especie que nos lleva a un descenso en la calidad absoluta es el
siguiente: las agrupaciones de a´rboles en un bosque tienden a competir
por la cantidad de luz solar que reciben. El modo de obtener una mejora
relativa al resto de los individuos, y por tanto obtener ma´s cantidad de luz,
consiste en crecer un poco ma´s alto que el resto de la poblacio´n. Sin em-
bargo, esto fuerza al resto de los a´rboles a crecer tambie´n para conseguir
la cantidad de luz que necesitaban para subsistir. El proceso se repite y
los a´rboles son cada vez ma´s altos, pero la cantidad de luz que reciben
sigue siendo la misma. Como consecuencia, su balance real tras la evo-
lucio´n es negativo. Necesitan ma´s recursos porque son ma´s altos, pero la
cantidad de luz que reciben sigue siendo la misma, es decir, la poblacio´n
en sı´ es ma´s ineficiente.
Consideraciones relativas a este feno´meno son fundamentales en la
aplicacio´n de evoluciones open-ended como te´cnicas de optimizacio´n,
pues la optimizacio´n aplicada a nivel individual puede no llevar a un opti-
mo a nivel global.
En cuanto al uso de la co-evolucio´n en simulaciones de VA debemos
decir que a principios de los 90, la co-evolucio´n se presentaba como un
campo atractivo para la investigacio´n. Las ventajas que se destacaban
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eran que, por un lado, proporcionaba un me´todo para evitar el estanca-
miento de la bu´squeda en ma´ximos locales, y por otro, que conseguı´a
mejores soluciones que evolutivos cla´sicos debido a las dina´micas y res-
tricciones cambiantes del entorno.
Las primeras investigaciones sobre co-evolucio´n fueron llevadas a ca-
bo por Ray (1991) con el desarrollo del simulador Tierra, Sims (1994) que
simulo´ lo que e´l denominaba criaturas virtuales y que evolucionaron juga-
dores del tres en raya.
Hillis (1990) co-evoluciono´ una poblacio´n algoritmos que pretendı´an
mejorar la eficiencia de la ordenacio´n, frente a una poblacio´n de listas
para ordenar cuyo objetivo era evitar ser ordenadas. Los algoritmos ob-
tenidos de este modo fueron de hecho mejores y ma´s ra´pidos que los
obtenidos utilizando un conjunto fijo de casos.
En 1999, Floreano y otros (1998) desarrollaron una aproximacio´n ma´s
enfocada hacia la robo´tica auto´noma. Llevaron a cabo un experimento
donde la calidad de cada individuo se probaba en un robot real que com-
petı´a con otro en un modelo realista de simulacio´n. La evolucio´n del con-
trol de generacio´n en generacio´n sı´ era llevada a cabo en simulacio´n y
ellos pudieron comprobar que en su evolucio´n se reproducı´a el efecto de
la Reina Roja.
Ma´s tarde, Urzelai y Floreano (2001) llevaron a cabo un segundo ex-
perimento para estudiar co´mo evolucionaba la adaptatividad. Los trabajos
de Floreano y Nolfi han supuesto, por tanto, un paso importante hacia la
explicacio´n de las dina´micas de la co-evolucio´n aunque au´n hoy dı´a que-
dan algunos cabos sueltos.
Aunque nuestra aproximacio´n podrı´a enmarcarse ma´s en la lı´nea de
evoluciones open-ended de ecosistemas artificiales, esta comprende a
procesos co-evolutivos implı´citos, y por tanto, la mayorı´a de las conside-
raciones relativas a la co-evolucio´n son relevantes para nuestro trabajo.
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3.2.2.4. Evolucio´n ası´ncrona y situada
Otra caracterı´stica que encontramos implı´cita en las evoluciones de Vi-
da Artificial es aquella que implica que el proceso evolutivo se realiza de
forma situada, es decir, que las interacciones que conducen al proceso
de reproduccio´n esta´n supeditadas a, entre otras muchas posibles condi-
ciones adicionales, coincidencia espacial entre los agentes involucrados.
Esto supone que cada agente esta´ asociado a su situacio´n espacial, lo
que condiciona sus interrelaciones con otros agentes.
Adicionalmente, los procesos de reproduccio´n van a estar supeditados
al cumplimiento de una serie de requisitos tanto de proximidad espacial
como de criterios de seleccio´n impuestos por cada especie para llevarse
a cabo. Esto provoca que la poblacio´n evolucione de forma ası´ncrona a
diferencia de los algoritmos de evolucio´n tradicionales.
Con respecto a estas dos caracterı´sticas, podemos encontrar algunos
trabajos que las incorporan en procesos evolutivos. Fundamentalmente
encontramos aplicaciones de evoluciones situadas dentro del campo de
la robo´tica evolutiva, en donde esto permite realizar evoluciones en robots
reales para evitar el proceso de transferencia de resultados de simula-
cio´n al entorno real (Usui y Arita, 2003)(Chapelle y otros, 2002). Tambie´n
encontramos trabajos que se enmarcan dentro de lo que se ha dado en
llamar la embodied evolution, en los que los agentes son situados y la
evolucio´n es ası´ncrona e inspirada en la vida artificial, las principales con-
tribuciones han sido realizadas por Watson y otros (2002, 1999); Ficici
y otros (1999). Por su relevancia respecto al tema central de esta tesis,
volveremos a comentar estos trabajos ma´s adelante.
3.2.2.5. Conclusiones
En este apartado hemos realizado una revisio´n del campo de los Sis-
temas Complejos para llegar, desde un punto de partida ma´s general, al
ana´lisis de este tipo de sistemas en el campo de la Vida Artificial. En este
a´mbito, la mayorı´a de las aplicaciones que se utilizan para resolver tareas
de forma distribuida se pueden incluir dentro de la Vida Artificial de´bil, es
decir, son algoritmos bioinspirados. Dentro de las simulaciones de Vida
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Artificial fuerte existen muy pocas aproximaciones con aplicacio´n pra´ctica.
La principal aportacio´n que extraemos de este apartado para el desa-
rrollo de esta tesis se puede resumir en el concepto de sistema complejo
con evolucio´n open-ended. Este tipo de sistema esta´ formado por un gran
nu´mero de elementos simples que interaccionan mediante reglas simples
y cuya co-evolucio´n se rige por las reglas naturales de seleccio´n, cruce
y mutacio´n. Dichos sistemas son perpetuos, y muestran las propiedades
tı´picas de los sistemas dina´micos complejos, tales como comportamientos
cao´ticos, inestabilidades en las soluciones, etc., que siguen ciertos patro-
nes a nivel macrosco´pico. El enfoque ‘bottom-up’ que ha seguido en este
campo es muy interesante para el planteamiento de una nueva te´cnica
que permita resolver problemas de optimizacio´n en ingenierı´a, ya que po-
sibilita estudiar dina´micas de comportamiento de sistemas muy complejos
mediante una definicio´n muy simple de los elementos que lo componen,
y con la potencia de bu´squeda de un algoritmo evolutivo, en este caso,
open-ended.
Como ya comentamos con anterioridad, en este campo de los Sis-
temas Complejos se asumen de base las caracterı´sticas de dinamismo,
gran nu´mero de interacciones y complejidad intrı´nseca que en otros cam-
pos tienden a evitarse o a ser tratadas por separado. Precisamente este
enfoque es el que ha llevado a que la mayor parte de los trabajos desarro-
llados no contemplen la evolucio´n de los SC desde la perspectiva del obje-
tivo a lograr, sino simplemente desde la analı´tica. Debemos destacar, por
tanto, la notable diferencia entre las teorı´as y trabajos que fundamentan
este apartado y el anterior, dedicado a la Inteligencia Artificial Distribuida.
3.2.3. Integracio´n de conceptos ba´sicos
Las principales conclusiones extraı´das del ana´lisis de los campos de
la Inteligencia Artificial Distribuida y de los Sistemas Complejos respecto
a su utilizacio´n en la te´cnica que se presenta en esta tesis son, fundamen-
talmente dos:
1. La idoneidad de las evoluciones de tipo open-ended que se utilizan
dentro de los Sistemas Complejos de Vida Artificial de cara a obte-
ner soluciones distribuidas a problemas dina´micos descentralizados.
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En estas, cada individuo de la poblacio´n representa el sistema de
control de cada agente del SMA, de modo que son poblaciones he-
teroge´neas de individuos que co-evolucionan. Este tipo de sistemas
de evolucio´n resultan una analogı´a directa del proceso evolutivo na-
tural.
Las distintas te´cnicas de ana´lisis que se utilizan dentro del campo
de los Sistemas Complejos basadas en las dina´micas de poblacio-
nes son herramientas muy interesantes para estudiar el comporta-
miento macrosco´pico del SMA resultante, de modo que los estados
de equilibrio que se alcancen puedan ser controlados mediante una
modificacio´n parame´trica.
2. La potencialidad de la teorı´a de funciones de utilidad privada y glo-
bal propia de los SMA que utilizan te´cnicas automa´ticas de obten-
cio´n de comportamientos coordinados, ba´sicamente aprendizaje por
refuerzo y te´cnicas de computacio´n evolutiva. Esta teorı´a ha propor-
cionado resultados muy satisfactorios a la hora de obtener SMA que
maximicen una funcio´n objetivo global mediante la maximizacio´n de
funciones objetivo privadas de cada agente.
Por tanto, la te´cnica propuesta sera´ ba´sicamente una te´cnica evolutiva
de tipo open-ended donde los agentes que conforman la poblacio´n son
evaluados mediante funciones de utilidad privada que deben conducir a la
maximizacio´n de una utilidad global.
Este enfoque es totalmente original en los te´rminos planteados, aun-
que sı´ existen aproximaciones en la bibliografı´a que siguen una lı´nea si-
milar y que pasamos a revisar en el siguiente apartado.
3.2.3.1. Trabajos previos
Desde el comienzo de su desarrollo en los an˜os 90, podemos encon-
trar aplicaciones de la Vida Artificial (VA) en un gran nu´mero de campos
ma´s alla´ del campo biolo´gico original. Ya en el an˜o 1991, Taylor (Taylor,
1991) daba algunas ideas de aplicaciones apropiadas para la VA y ma´s
tarde Bonabeau y Theraulaz (1991) proponı´a el disen˜o de algoritmos co-
mo una de las aplicaciones de esta disciplina ma´s alla´ del simple intere´s
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de simular la vida tal y como podrı´a haber sido.
En este sentido, podemos citar algunos resultados prometedores y de
intere´s en los primeros an˜os del nacimiento de la VA. A saber, Hillis (1990)
utilizo´ co-evolucio´n para crear una poblacio´n algoritmos de ordenacio´n,
Colorni y otros (1991) propuso un optimizador combinatorio basado en
el comportamiento de seguimiento de rutas de hormigas para resolver
el problema del viajante, Theraulaz y otros (1990) propuso la teorı´a de
swarm intelligence estudiando comportamientos de enjambre para su apli-
cacio´n en problemas de optimizacio´n, entre otros.
Adema´s de esas aplicaciones iniciales, posteriormente hemos visto
aplicaciones para campos como: la robo´tica auto´noma, donde se bus-
ca obtener formas de comportamiento y organizacio´n para los robots ba-
sados en comportamientos naturales (Harvey, 1997), los gra´ficos por or-
denador, donde encontramos varias aplicaciones (Terzopoulos, 1999), y
tambie´n, aunque ya no con un nivel de aplicacio´n no tan inmediato, se
encuentran aplicaciones para modelar sistemas naturales (Prusinkiewicz,
2004; Tu y Terzopoulos, 1994).
En cuanto a las aplicaciones para tratar problemas reales de ingenierı´a
tal y como planteamos en esta tesis, hemos encontrado varias aproxima-
ciones inspiradas en algoritmos de VA para la optimizacio´n de funciones
que luego han sido aplicados a problemas reales de ingenierı´a. Guo y
Kong (2004); Satoh y otros (1999); Yang y Lee (2000); fei Yu y wei Wang
(2006) proponen varios algoritmos de bu´squeda de soluciones, denomi-
nados algoritmos de colonizacio´n emergente, para la optimizacio´n de fun-
ciones no convexas y para la optimizacio´n de problemas dependientes del
tiempo inspirados en las dina´micas que se obtienen en una simulacio´n de
VA.
A partir de este tipo de algoritmos, Yang y otros (2001) desarrollaron
un procedimiento para la optimizacio´n paralela y para aplicaciones de di-
sen˜o. En su trabajo, Yang obtuvo resultados prometedores al aplicar lo
que han denominado algoritmos de colonizacio´n emergente para el di-
sen˜o de cojinetes. Ma´s tarde, Ahn y otros (2003) utilizaron un hı´brido de
un algoritmo de VA y una bu´squeda tabu´ en el disen˜o de alojamientos de
motores. Tambie´n Yang y Lee (2004) combino´ la evolucio´n basada en un
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algoritmo de colonizacio´n de VA y un algoritmo gene´tico para un proceso
de optimizacio´n.
Si bien estos algoritmos se inspiran en las dina´micas de generacio´n
de nuevos individuos, reproduccio´n y colonizacio´n que se han estudiado
en las simulaciones de VA, no representan en realidad ma´s que un nuevo
algoritmo bioinspirado, al igual que el PSO (Kennedy y Eberhart, 1995)o
el ACO(Dorigo y otros, 1996). En ellos, se generan una serie de interac-
ciones locales que se basan en un comportamiento natural y se utilizan
en un algoritmo de bu´squeda. Estas aproximaciones requieren de una
evaluacio´n centralizada que guı´e dicho proceso de bu´squeda, y las in-
teracciones entre individuos esta´n prefijadas, no el proceso de bu´squeda
concreto de cada problema, pero sı´ las reglas de interaccio´n que guiara´n
ese proceso.
Ya en una lı´nea que se inspira ma´s en las simulaciones de la tenden-
cia fuerte de la VA encontramos otros trabajos. Una de las lı´neas que ma´s
relevancia poseen dentro del marco de esta tesis es aquella que ha explo-
tado lo que ha dado en llamarse Embodied Evolution y ha sido presentada
en los trabajos de Ficici y otros (1999); Watson y otros (1999, 2002).
La idea tras la Embodied Evolution es la de una gran poblacio´n de
robots que se reproducen entre sı´ y evolucionan en su entorno. Esta apro-
ximacio´n fue primeramente descrita por Husbands y otros (1992) y busca
una situacio´n ideal en la cual una poblacio´n de robots evoluciona libre y
auto´nomamente, y por tanto, ofrece muchas posibilidades para la robo´ti-
ca evolutiva. El desarrollo de este objetivo se ha dado en llamar Embo-
died Evolution (EE) y es un intermedio entre robo´tica evolutiva y robo´ti-
ca colectiva. Constituye un entorno ideal para estudiar la emergencia de
comportamientos de grupo y explorar mecanismos que, adaptativamen-
te, descubren la descomposicio´n de problemas. La reproduccio´n debe ser
ası´ncrona y descentralizada, y para poder ser implementada en los robots
Ficici y otros (1999); Watson y otros (1999, 2002) desarrollaron un nuevo
procedimiento de intercambio gene´tico denominado PGTA.
Tal y como explican en su trabajo, la principal inspiracio´n para el desa-
rrollo de la EE son, en gran medida, los experimentos de Vida Artificial.
En la evolucio´n natural, los mecanismos adaptativos son completamente
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descentralizados y distribuidos, la evaluacio´n es implı´cita y la reproduc-
cio´n se lleva a cabo auto´nomamente por los agentes de la poblacio´n, a
diferencia de la evolucio´n artificial en la cual la reproduccio´n la lleva a ca-
bo una autoridad central.
Por otro lado, la aplicacio´n de la robo´tica distribuida a ciertos proble-
mas es fa´cil si en estos la descomposicio´n del problema es conocida y las
subpartes del mismo son claramente separables e independientes. Sin
embargo, las estructuras de la mayorı´a de los problemas reales no son
ni conocidas a priori ni compuestas de subpartes fa´cilmente separables.
Es por esto que la mayor parte del trabajo en robo´tica colectiva se cen-
tra en problemas muy especı´ficos. De este modo, la EE se plantea como
un me´todo intrı´nsecamente basado en poblaciones que se adaptan en un
entorno de tareas.
Recientemente, Wischmann y otros (2007) realizo´ un estudio de la EE
destacando que para este tipo de evoluciones open-ended, demostrar que
el sistema tiende a alcanzar un buen nivel de complejidad es todavı´a un
reto y que muchos investigadores sen˜alan que los experimentos en los
que se ha probado esta aproximacio´n son todavı´a muy simples. En la
misma lı´nea que los trabajos de Ficici, encontramos los trabajos de Usui
y Arita (2003); Chapelle y otros (2002); Konidaris y Hayes (2005) que es-
tudian la EE, y que definen lo que es una evolucio´n situada como aquella
en la que los individuos son entidades auto´nomas que evolucionan dentro
de un entorno fı´sico o simulado.
Otra de las aplicaciones que debemos destacar, ya fuera de la EE, fue
presentada por Berry y Vamplew (2003) y en ella se introduce una nue-
va aproximacio´n a la optimizacio´n multiobjetivo basada en principios de
VA. Esta aproximacio´n no es u´nica y tambie´n fue estudiada por Socha y
Kisiel-Dorohinicki (2002) y Laumanns y otros (1998). El algoritmo se ba-
sa en una distribucio´n de un nu´mero de recursos distintos equivalente al
nu´mero de objetivos existente. Se utilizan reglas similares a un sistema
de VA tı´pico y una reproduccio´n asociada a una distribucio´n equilibrada
de optimalidad en cada recurso. Los resultados son altamente promete-
dores pues mejoran al me´todo NSGA e igualan al NSGA-II.
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Por u´ltimo, encontramos una aplicacio´n para el disen˜o emergente en
arquitectura (O’Reilly y otros, 2000), que si bien no pertenece al campo de
la optimizacio´n, sı´ trata con problemas reales y con una serie de restriccio-
nes que respetar. En e´l se sen˜ala la idoneidad de muchos de los concep-
tos de las simulaciones de VA para la resolucio´n de estos problemas que
engloban un gran nu´mero de elementos fuertemente interrelacionados.
Para llevar a cabo esta aplicacio´n, en primer lugar, los autores identifican
y cuantifican cada uno de los factores y elementos que caracterizan a ca-
da escenario, ası´ como las interrelaciones entre ellos, y a continuacio´n
el sistema se deja evolucionar y se estudian las soluciones que surgen a
partir de las interrelaciones definidas.
En conclusio´n, como hemos visto, existen diversas te´cnicas que explo-
tan principios basados en las evoluciones de los sistemas complejos de
Vida Artificial. Por un lado, ma´s centrados en la tendencia de´bil, encon-
tramos algoritmos bioinspirados en comportamientos de insectos sociales
como el PSO y el ACO, otros inspirados en los procesos evolutivos natura-
les como los algoritmos gene´ticos, y otros en las dina´micas de poblacio´n
y en la colonizacio´n emergente denominados simplemente algoritmos de
VA. Por otro lado, encontramos escasos algoritmos que se inspiran en la
tendencia fuerte de la VA. El ma´s destacado en el caso de la Embodied
Evolution, perteneciente campo de la robo´tica, y que simula la evolucio´n
ası´ncrona y situada de un modo natural. Aunque esta aproximacio´n resul-
ta muy prometedora, desde su aparicio´n han sido pocos los trabajos que
han explotado este campo y todos han estado limitados al campo de la
robo´tica, nunca a otros campos de la ingenierı´a.
3.3. Conclusio´n
El presente capı´tulo de Antecedentes se ha estructurado en tres par-
tes fundamentales. La primera de ellas se ha dedicado al ana´lisis de los
problemas de optimizacio´n en ingenierı´a, y dentro de estos, los que per-
tenecen al campo de la Investigacio´n Operativa. Este tipo de problemas
resultan muy comunes en ingenierı´a y presentan una serie de caracterı´sti-
cas que los hacen especialmente complejos. De entre todas ellas, desta-
camos el conocimiento parcial de las variables, el gran nu´mero de inter-
acciones entre los elementos y el dinamismo del problema. Hemos englo-
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bado estas 3 caracterı´sticas en 2, que definen el tipo de problemas que
se tratara´n a lo largo de la tesis: sera´n problemas dina´micos descentra-
lizados. En la actualidad, no existe ninguna te´cnica de optimizacio´n que
permita resolver este tipo problemas de ingenierı´a de forma general, por
lo que el planteamiento de una nueva es un tema relevante a nivel inves-
tigador, que afronta una necesidad de tipo cientı´fico-te´cnico.
La segunda parte del capı´tulo se ha centrado en la revisio´n de los cam-
pos de la Inteligencia Artificial Distribuida y de los Sistemas Complejos, de
cara a encontrar un enfoque original para la te´cnica objetivo. Del primero
se ha extraı´do la teorı´a de funciones de utilidad privada y global como
fundamento para guiar la te´cnica computacional hacia un objetivo de di-
sen˜o. Del segundo se ha obtenido el paradigma ba´sico de planteamiento
y resolucio´n de los problemas dina´micos descentralizados, la evolucio´n
open-ended que se ha venido utilizando en el campo de la Vida Artificial
aplicada.
La combinacio´n de evoluciones open-ended con funciones de utilidad
es la base de la te´cnica computacional que se pretende desarrollar en esta
tesis. Su disen˜o, implementacio´n y estudio se llevara´ a cabo con el objeti-
vo de resolver problemas dina´micos descentralizados en ingenierı´a. Este
planteamiento resulta original y novedoso en el campo de la optimizacio´n
computacional, y su correcto funcionamiento resultarı´a muy relevante en
distintas a´reas de la ingenierı´a.
La te´cnica propuesta se ha denominado Co-Evolucio´n Ası´ncrona Si-







En este apartado vamos a describir en detalle la te´cnica de optimiza-
cio´n computacional Co-Evolucio´n Ası´ncrona Situada (CeAS) propuesta en
esta tesis, su esquema de funcionamiento y los para´metros ba´sicos que la
definen. Tal y como hemos mencionado anteriormente, la principal apor-
tacio´n de esta te´cnica es que afronta la resolucio´n de problemas dina´mi-
cos descentralizados mediante un sistema de evolucio´n open-ended tı´pi-
co de los Sistemas Complejos de Vida Artificial, que se ha combinado con
te´cnicas de asignacio´n de utilidad propias del campo de los Sistemas Mul-
tiagente. Estas te´cnicas proporcionan la capacidad de guiar la evolucio´n
hacia un objetivo concreto adema´s de permitir soluciones que explotan la
cooperacio´n de los agentes.
4.1.1. Origen del algoritmo
En el campo de los Sistemas Complejos (SC), se utilizan modelos en
los cuales un conjunto de elementos simples generan comportamientos
colectivos mediante interacciones locales. Los comportamientos colecti-
vos generados mediante este tipo de estructuras presentan una serie de
caracterı´sticas inherentes que trataremos de explotar para resolver ciertos
109
110 4.1. Especificaciones ba´sicas
tipos de problemas. Estas son la escalabilidad, la capacidad para encon-
trar nuevos estados de equilibrio ante cambios en el entorno (adaptativi-
dad), y la distribucio´n y descentralizacio´n en la gestio´n de sus componen-
tes.
El enfoque bottom-up que destacamos como caracterı´stico de los SC
hace referencia al nivel en el que se realiza el disen˜o del escenario, es de-
cir, el trabajo de disen˜o se realiza en la definicio´n de las interacciones de
bajo nivel y el estudio o ana´lisis se realiza en los comportamientos de alto
nivel que surgen a posteriori. En concreto, dentro de los SC, e inspirado
en la seleccio´n y evolucio´n natural, la tendencia fuerte del campo de la Vi-
da Artificial ha estudiado la evolucio´n de modelos de mu´ltiples elementos
de interaccio´n local, sus dina´micas colectivas, interrelaciones entre espe-
cies, balances energe´ticos, coevolucio´n, etce´tera. Ejemplos de estos son
los trabajos de Ray (1991); Adami y Brown (1994b) entre otros.
El algoritmo CeAS se inspira en los estudios de SC en cuanto al uso de
evolucio´n open-ended, un tipo de coevolucio´n descentralizada y ası´ncrona
de poblaciones que esta´ presente en las simulaciones de Vida Artificial.
A diferencia de muchas de las aproximaciones tradicionales bioinspira-
das, como es el caso de los algoritmos gene´ticos, estrategias evolutivas
y otras, en los que la seleccio´n de los individuos para la reproduccio´n
se lleva a cabo mediante una evaluacio´n y comparacio´n centralizada en
base a una funcio´n objetivo y tras un nu´mero fijo de pasos de simula-
cio´n, en el CeAS la evolucio´n es situada y ası´ncrona. Esto implica que
todas las interacciones entre los individuos de la poblacio´n son locales y
esta´n supeditadas a una serie de relaciones de proximidad o coinciden-
cia espacio-temporal, lo cual conlleva una descentralizacio´n intrı´nseca. El
CeAS pertenece a la categorı´a de algoritmos de coevolucio´n debido a
que se establece una competencia y comparacio´n local entre individuos
de una poblacio´n, y no en base a una funcio´n global preestablecida. El
CeAS toma tambie´n del campo de los SC la inspiracio´n para el uso de la
energı´a, o una variable equivalente, para guiar y controlar las dina´micas
de poblacio´n y la direccio´n de la evolucio´n mediante la asociacio´n entre la
realizacio´n de ciertas tareas y la recompensa energe´tica. Este concepto
energe´tico es similar al que aparece en los Sistemas Multiagente basados
en modelos econo´micos, aunque en estos se habla de ‘dinero’.
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A pesar del intere´s de este tipo de coevolucio´n ası´ncrona situada y su
potencial para generar comportamientos complejos, adaptables y escala-
bles que resultan ido´neos para tratar problemas reales, nos encontramos
con el inconveniente de que en los desarrollos teo´ricos del campo de los
SC no se persigue la optimizacio´n de ningu´n tipo de objetivo o funcio´n de
utilidad. Como hemos venido destacando a lo largo de los capı´tulos ante-
riores, la aproximacio´n bottom-up implica un gran trabajo de disen˜o a nivel
de interacciones locales y no un disen˜o de algu´n tipo de comportamien-
to global deseable. Es por esto que vamos a combinar estas te´cnicas de
coevolucio´n ası´ncrona situada con los desarrollos obtenidos en el campo
de los Sistemas Multiagente (SMA), en los que se han venido estudian-
do mu´ltiples herramientas para obtener el comportamiento deseado en
un grupo de agentes. Ası´, en el campo de los SMA, los protocolos para
negociacio´n, comunicacio´n, establecimiento de funciones de utilidad indi-
viduales, etce´tera, que se han desarrollado y configurado para un sinfı´n
de aplicaciones resueltas mediante una estructura multiagente, nos ser-
vira´n de inspiracio´n a la hora de plantear los problemas en el CeAS. Las
asociaciones entre los elementos de control, supervivencia y reproduc-
cio´n se definira´n de manera que la evolucio´n automa´tica, que es la base
del CeAS, este´ dirigida hacia el comportamiento deseado.
El flujo de ejecucio´n del CeAS, a diferencia de otras te´cnicas de compu-
tacio´n evolutiva, viene definido por la evolucio´n de las interacciones entre
elementos del entorno. La generacio´n de eventos de reproduccio´n, apari-
cio´n de nuevos individuos y eliminacio´n de otros esta´ supeditada a cierto
tipo de interacciones entre los agentes que se producen durante la simu-
lacio´n del sistema. En la estructura del CeAS encontramos dos partes que
corresponden a las dos aproximaciones que estudiamos como base: por
un lado, el motor de la evolucio´n que esta´ basado en las interacciones en-
tre elementos, y por otro lado, los procedimientos que guı´an la evolucio´n
hacia un objetivo, actuando en una serie de puntos concretos que repre-
sentan la equivalencia entre energı´a y utilidad y los criterios de evaluacio´n
y seleccio´n reproductiva.
4.1.2. Elementos y funcionamiento ba´sico del CeAS
A continuacio´n vamos a definir los elementos que forman parte del
CeAS y el modo de funcionamiento del mismo. En primer lugar debemos
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definir formalmente que´ significa que el CeAS sea una te´cnica que se en-
marca dentro de la categorı´a de evolucio´nopen-ended. Primeramente, no
existe un valor de calidad prefijado o un estado objetivo que definan un
criterio de parada para la evolucio´n, sino que se produce una coevolucio´n
de forma indefinida realizando mejoras relativas dentro de la poblacio´n.
Adicionalmente, los procesos propios del evolutivo, creacio´n y eliminacio´n
de individuos, se realizara´n en paralelo con la evolucio´n del escenario
creado para representar el problema planteado y estara´n supeditados al
cumplimiento de ciertas condiciones en este escenario. A diferencia de
un evolutivo tradicional, en el cual se fijan estos procesos (evaluacio´n,
seleccio´n, cruce, etce´tera), se realizan secuencialmente y se aplican por
igual a toda la poblacio´n, CeAS requiere de un proceso de evolucio´n del
escenario para llevar en paralelo el proceso de evolucio´n de la poblacio´n
de individuos. Es por eso que, dentro de la definicio´n de los elementos
y procesos del evolutivo, es necesario incluir procesos de evolucio´n del
escenario asociados inevitablemente a la evolucio´n de la poblacio´n que
en el caso de un evolutivo tradicional pertenecerı´an a la evaluacio´n del
individuo y serı´an independientes de la definicio´n general del algoritmo.
Finalmente, esto provocara´ que la definicio´n y formalizacio´n de este algo-
ritmo sea ma´s compleja.
La figura 4.1 muestra una representacio´n de la estructura y el funcio-
namiento ba´sico del CeAS. Para poder describirlo con detalle, debemos
previamente definir una terminologı´a formal para los elementos ba´sicos
del mismo. En base a esta terminologı´a, se realizara´ tambie´n la descrip-
cio´n del CeAS en la implementacio´n de los ejemplos propuestos en los
siguientes capı´tulos:
Elementos: sera´n cada uno de los constituyentes del escenario in-
dividuales e independientes.
• Individuos: sera´n todos aquellos elementos que posean para´me-
tros evolucionables.
• Entorno: denominamos entorno a todos aquellos elementos
que no posean elementos evolucionables.
Escenario: es el conjunto de elementos y reglas de interaccio´n que
define un modelo determinado.
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Eventos de interaccio´n: sera´n todas aquellas reglas que rijan las
interacciones entre los elementos y el entorno.
Poblacio´n: esta´ representada por cada uno de los grupos de indi-
viduos del mismo tipo presentes en el escenario y cuyos miembros
se combinan segu´n ciertas normas para generar descendientes del
mismo tipo. Dentro de un evolutivo tradicional solo existe una pobla-
cio´n de individuos, sin embargo en CeAS puede haber ma´s de una
poblacio´n en evolucio´n.
Los principales procesos involucrados en la ejecucio´n del CeAS son
los siguientes:
Evolucio´n del escenario: se define como el proceso mediante el
cual los estados de los elementos del escenario van modifica´ndose
de acuerdo a las reglas de interaccio´n. Este proceso es indepen-
diente de la evolucio´n de la poblacio´n, y por tanto, se produce la
evolucio´n del escenario aunque no exista evolucio´n de la poblacio´n.
Dentro de esta evolucio´n, definimos una serie de situaciones que
requieren ser tratadas independientemente y que enlazan con el re-
emplazo de la poblacio´n:
• Flujo de energı´a: representa las diferentes reglas que rigen las
variaciones de energı´a entre los individuos y el entorno, y entre
el entorno y el exterior.
• Seleccio´n reproductiva: representa el proceso mediante el
cual se realiza la seleccio´n de determinados individuos para
participar en el proceso reproductivo. Tal y como veremos, para
cada ejemplo debemos definir este proceso de seleccio´n, aun-
que en algunos casos concretos, como veremos en los ejem-
plos desarrollados, es posible la definicio´n de un procedimiento
general para realizar la seleccio´n cuando se cumplen ciertas
condiciones.
Evolucio´n de la poblacio´n: se define como el proceso mediante el
cual una poblacio´n cambia el nu´mero y/o las caracterı´sticas de sus
componentes. Requiere de la evolucio´n del escenario para llevar ca-
bo varios procesos que lo componen. Este proceso esta´ constituido
por los siguientes elementos:
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• Codificacio´n de la poblacio´n: es el proceso de definicio´n de
los para´metros evolutivos que poseera´n los individuos de ma-
nera que estos puedan representar un conjunto de comporta-
mientos que comprendan el comportamiento objetivo que se
desea generar.
• Funcio´n objetivo: es la encargada de guiar la seleccio´n repro-
ductiva a trave´s de dos mecanismos. Por un lado, define las
condiciones de entrada en la seleccio´n reproductiva, y por otro
lado, de manera ma´s indirecta, define la asociacio´n energı´a-
utilidad para premiar energe´ticamente comportamientos que van
a favor de la funcio´n objetivo. Posteriormente, la determinacio´n
de los individuos base de entre aquellos incluidos en la selec-
cio´n reproductiva, se hara´ en funcio´n de los valores de energı´a
de cada individuo y de algu´n otro criterio de utilidad no incluido
en la asociacio´n con la energı´a.
• Proceso reproductivo: es el proceso en el cual a partir de
unos individuos base se realiza un proceso de combinacio´n
gene´tica en el cual se genera otro individuo y se introduce en
el escenario.
◦ Individuos base: dos individuos elegidos de entre aquellos
incluidos en la seleccio´n reproductiva que sera´n los que
intervengan en el proceso reproductivo.
◦ Cruce bipolar: consiste en un proceso de combinacio´n de
los para´metros evolutivos de los individuos base, desarro-
llado especı´ficamente para el CeAS, y que se describe ma´s
adelante en el apartado de disen˜o. Su caracterı´stica princi-
pal es que permite mantener grupos diferenciados de ele-
mentos con distintos para´metros y distintas capacidades,
en oposicio´n a los me´todos de cruce habituales que tien-
den a homogeneizar la poblacio´n.
• Eliminacio´n de individuos: representa las condiciones que se
deben producir para la eliminacio´n de un individuo del escena-
rio.
• Criterio de parada: como comentamos en la introduccio´n a es-
te capı´tulo, el criterio de parada que puede utilizarse aquı´ es el
detener la evolucio´n tras un nu´mero fijo de pasos de tiempo,
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pues implı´citamente el uso de coevolucio´n implica que no pue-
den existir otros criterios de parada.
Figura 4.1: Esquema ba´sico de funcionamiento del CeAS.
En la figura 4.1 se muestra una representacio´n del proceso de evolu-
cio´n que propone el CeAS. Tal y como se muestra en la figura, el proceso
posee dos partes diferenciadas y esta´n representadas por los bloques de
la izquierda y de la derecha. Estas partes corresponden a las dos aproxi-
maciones que confluyen en el disen˜o del algoritmo, por un lado la evolu-
cio´n de un sistema complejo mediante la definicio´n de una serie de reglas
de interaccio´n de bajo nivel (bloque de la izquierda), y por otro lado, la
evolucio´n de la poblacio´n de individuos de acuerdo a una serie de objeti-
vos definidos por el disen˜ador e introducidos en el evolutivo a trave´s del
proceso de seleccio´n y evaluacio´n reproductiva (bloque de la derecha). El
proceso que se lleva a cabo en el bloque de la izquierda para evolucionar
el sistema dina´mico generado por los elementos y sus interacciones se
ejecuta en los siguientes pasos:
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1. En primer lugar, se genera una poblacio´n de individuos cuyos para´me-
tros se crean aleatoriamente dentro de la definicio´n establecida en
la codificacio´n de los individuos.
2. A continuacio´n, se inicializan el resto de elementos del escenario y
se inicia el bucle de evolucio´n del mismo. En este bucle se llevan
a cabo las acciones definidas en los eventos de interaccio´n. Exis-
ten tambie´n ciertas interacciones y estados del sistema que estara´n
controlados por el bloque de evolucio´n de la poblacio´n, y mediante
esta conexio´n entre los dos bloques se conseguira´ guiar a la pobla-
cio´n hacia el objetivo predefinido. Podemos resumir esta interaccio´n
entre bloques en los siguientes puntos:
a) En primer lugar, determinadas acciones definidas por la fun-
cio´n o comportamiento objetivo llevan asociada una recompen-
sa energe´tica y otras una penalizacio´n. La definicio´n de esta
asociacio´n cuantitativa y cualitativamente la lleva a cabo el blo-
que de gestio´n del reemplazo de la poblacio´n, y se concreta
en la variacio´n del valor de energı´a asociado a cada individuo
durante la evolucio´n.
b) En segundo lugar, el proceso de seleccio´n reproductiva seguira´ cri-
terios basados en los establecidos a partir de la funcio´n objetivo
en el bloque de reemplazo de la poblacio´n. Segu´n estos crite-
rios, un individuo entrara´ dentro de la seleccio´n reproductiva
cuando sus para´metros cumplan ciertas condiciones. Una vez
que se ha realizado esta seleccio´n, los individuos entran un tor-
neo dentro del cual se seleccionara´n dos individuos base. El
valor de utilidad por el que se rige el torneo sera´, por norma ge-
neral, el valor de energı´a, aunque tambie´n puede incluir algu´n
otro tipo de restriccio´n o criterio de evaluacio´n que no haya sido
incluido en la asignacio´n de energı´a.
c) Finalmente, en tercer lugar, existen una serie de criterios, defini-
dos tambie´n por el bloque de evolucio´n de la poblacio´n con res-
pecto a las condiciones para la eliminacio´n de un individuo. Pri-
meramente, siempre tenemos la condicio´n de eliminacio´n aso-
ciada a que un individuo agota sus reservas de energı´a que nos
asegura que el balance de energı´a sea consistente. A mayo-
res de esta, estara´n otras condiciones como el tiempo de vida
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ma´ximo y algunas otras definidas con el objeto de guiar a la
poblacio´n de un modo u otro.
El bloque de la derecha en la figura 4.1 corresponde al establecimien-
to de los criterios que regulara´n los cambios en las poblaciones y esta´n
inspirados en las te´cnicas desarrolladas dentro de la Inteligencia Artificial
Distribuida para guiar a un Sistema Multiagente hacia un comportamiento
con un objetivo. Posee tres elementos principales que se interconectan
con la evolucio´n del escenario:
1. La codificacio´n de la poblacio´n: como hemos comentado, definira´ los
comportamientos que pueden generar los individuos, y por tanto, el
espacio de bu´squeda sobre el que trabajara´ el evolutivo que guı´a el
reemplazo de la poblacio´n. Sobre esta codificacio´n se generara´ alea-
toriamente el valor de cada uno de los para´metros de cada individuo
y esto constituira´ la poblacio´n inicial.
2. A partir de la funcio´n o comportamiento objetivo definido para ca-
da escenario, se definen los criterios de seleccio´n reproductiva y de
asignacio´n de energı´a dentro de la evolucio´n del escenario. La defi-
nicio´n de estos criterios es fundamental dentro de la aplicacio´n del
CeAS a un problema dado, pues estos guiara´n, en primer lugar, la
evolucio´n en el proceso de reemplazo de la poblacio´n, y como con-
secuencia, la dina´mica de comportamientos que se generara´n en
el escenario. Estos criterios definira´n tambie´n el modo en el que se
alinea la utilidad global del escenario con las utilidades privadas de
cada individuo. Este estudio debe llevarse a cabo particularmente
para cada escenario, aunque hemos encontrado en la bibliografı´a
ciertas consideraciones generales como se comenta en el apartado
de comportamientos coordinados.
3. Una vez que se han seleccionado los individuos base, se utiliza un
tipo particular de cruce para la combinacio´n gene´tica que se deno-
mina cruce bipolar y cuyo objetivo es el de mantener poblaciones
estables en las que existan varios tipos de individuos diferenciados.
Esto provoca que se reduzca la tendencia de los cruces tradicionales
a converger hacia poblaciones homoge´neas.
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4.1.3. Consideraciones de disen˜o para el planteamiento
de un problema en el CeAS
A continuacio´n expondremos una serie de puntos que hemos conside-
rado indispensables para llevar a cabo la transformacio´n entre la definicio´n
real de un problema (tarea requerida, definicio´n del entorno, restricciones
aplicables, funcio´n objetivo) y la definicio´n del escenario de simulacio´n y
de los individuos evolucionables, teniendo en cuenta que, tanto la tarea
como el proceso de evolucio´n, deben realizarse de manera distribuida y
descentralizada para garantizar la adaptabilidad, escalabilidad y robustez
de las soluciones generadas.
Definicio´n de los individuos
El primer paso que debemos llevar a cabo en la tarea de disen˜o, es
el de definir cua´les sera´n los individuos que estara´n sujetos a evo-
lucio´n dentro del escenario. Estos individuos deben ser capaces de
llevar a cabo la tarea que se desea ejecutar de forma distribuida y
deben comprender con sus potenciales comportamientos el abanico
de soluciones que queremos abarcar.
En este apartado se definira´n tambie´n todas aquellas acciones que
se realicen de forma individual y cuyos efectos no afecten de forma
directa a otros individuos o al entorno, como por ejemplo, las senso-
rizaciones o actualizaciones de estados internos. Los eventos que
definan las interacciones colectivas y las interacciones con el en-
torno se definira´n en el siguiente apartado.
Se definira´ tambie´n el sistema de control utilizado, su funcionamien-
to, sus para´metros de configuracio´n, el proceso de entrenamiento o
adaptacio´n de este sistema de control y las acciones asociadas a e´l.
Finalmente, se definira´n cua´les sera´n los para´metros de los agentes
que constituira´n el co´digo gene´tico de los individuos a los que re-
presentan. Es decir, cua´les sera´n los para´metros evolucionables de
entre todos los para´metros que poseen los individuos.
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Modelado distribuido y descentralizado
La primera tarea dentro del proceso de generacio´n de un escena-
rio susceptible de ser evolucionado mediante el CeAS consiste en
transformar el problema que queremos resolver en un problema dis-
tribuido, es decir, que el comportamiento, tarea, bu´squeda, etce´tera
que se este´ intentando generar de acuerdo a unos objetivos, sea
divisible en elementos ma´s sencillos, que permitan afrontar dicho
problema de forma descentralizada. Este es de forma que las inter-
acciones, alcance de actuacio´n o entrada de informacio´n es local y
parcial. El CeAS podrı´a, al igual que cualquier otro algoritmo evo-
lutivo, utilizarse para un problema centralizado, pero sin embargo,
y a diferencia de la mayorı´a de los evolutivos, el CeAS debido a
su cara´cter local (situado) puede ser tambie´n aplicado a problema
descentralizados, y de hecho, es en este tipo de problemas donde
cobra mayor relevancia y en los que nos interesa su aplicacio´n. Si
buscamos caracterı´sticas como la robustez o escalabilidad, un mo-
delo descentralizado es un requisito indispensable. Para garantizar
la resolucio´n distribuida y descentralizada debemos garantizar que
estos dos requisitos se cumplen en los siguientes 4 niveles:
• Informacio´n de entorno
Es preciso definir los procedimientos de entrada de la infor-
macio´n proveniente del entorno y que consideremos relevan-
te para resolver el problema de forma descentralizada: sistema
de sensorizacio´n exclusivamente local e informacio´n completa-
mente distribuida.
• Informacio´n de grupo
Procedimientos de obtencio´n de informacio´n de otros individuos
de la poblacio´n: protocolos de comunicacio´n local implı´cita o
explı´cita.
• Actuacio´n sobre el entorno
Definicio´n de las tareas que pueden llevar a cabo los elemen-
tos de la poblacio´n para que estas puedan generar el comporta-
miento conjunto deseado, y paralelamente, las actuaciones que
el entorno puede tener sobre los elementos de cada poblacio´n:
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definicio´n de eventos de interaccio´n entre individuos y entorno
con un rango de alcance limitado.
• Actuacio´n en el grupo
Definicio´n de las tareas que se pueden llevar a cabo de manera
que modifiquen el estado de otros miembros del grupo y que
puedan ser relevantes para la resolucio´n de la tarea total: in-
teracciones entre individuos de alcance limitado para tareas de
colaboracio´n, competicio´n y reproduccio´n.
Estudio de la utilidad privada y utilidad global
En este apartado se estudiara´ la asignacio´n de recompensas de ma-
nera que el comportamiento individual de los vigilantes conduzca
hacia el objetivo global propuesto por el disen˜ador. Esto, como ya
hemos visto en el estudio de los antecedentes, para algunas aplica-
ciones no es una tarea trivial, y tal y como estudiaron ciertos autores
(Agogino y Tumer, 2008; Wolpert y Tumer, 2000), la utilidad individual
debe cumplir una serie de condiciones para que guı´e al sistema ha-
cia una mejora de la utilidad global. Por un lado, la mejora en la
utilidad privada de un agente debe conllevar una mejora en la utili-
dad global, y por otro lado, la variacio´n en la utilidad privada de un
agente debe estar afectada en la medida de lo posible u´nicamente
por acciones propias de ese agente para permitir la creacio´n correc-
ta de asociaciones entre acciones y valores de utilidad por parte de
cada agente. Adicionalmente, la asociacio´n de estos valores de utili-
dad con ventajas evolutivas se realizara´ ma´s adelante mediante los
mecanismos de gestio´n energe´tica, seleccio´n reproductiva y evalua-
cio´n. Deberemos tener en cuenta, a la hora de definir estos valores
de utilidad, que esas asociaciones deben realizarse de forma des-
centralizada, mediante las interacciones locales que se producen en
la evolucio´n del escenario, y que por tanto, alguna de las medidas
de utilidad podrı´an no ser va´lidas.
Gestio´n energe´tica
Del estudio de las simulaciones de Vida Artificial, dina´micas de po-
blacio´n y los Sistemas Complejos extraemos la idoneidad del uso de
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una variable energe´tica para establecer control sobre las dina´micas
que se generan en el sistema y para guiar la evolucio´n, de modo
que esta energı´a represente una medida implı´cita de calidad. Taylor
(2001); Bianco y Nolfi (2004) en sus estudios sobre evolucio´n open-
ended establecen tambie´n que en este tipo de evoluciones se hace
necesario el uso de la energı´a en lugar de una funcio´n de calidad de
alto nivel.
A mayores, CeAS propone una gestio´n energe´tica no inspirada en
algu´n feno´meno natural o decidida arbitrariamente, sino disen˜ada de
manera que se premie el comportamiento de la poblacio´n que opti-
mice una variable de calidad de alto nivel.
Estos flujos de energı´a representan una herramienta indispensable
para controlar las dina´micas de poblacio´n, asociar la eficiencia con
la reproduccio´n, con la supervivencia, etce´tera. En el CeAS, el flujo
de energı´a sera´ tambie´n la vı´a que utilicemos para dirigir la evolu-
cio´n del escenario de la manera deseada. Es ası´ un apartado fun-
damental en la definicio´n de las interrelaciones entre elementos de
la poblacio´n y el entorno que, aunque podrı´amos incluirlos en los
dos u´ltimos apartados del modelado, requieren de un tratamiento di-
ferenciado. Distinguimos los siguientes niveles en los que se debe
concretar esta gestio´n energe´tica:
• Entrada de energı´a: la entrada de energı´a al entorno va a de-
finir, por un lado, una dina´mica poblacional. En el extremo in-
ferior de la cadena energe´tica, el entorno como generador de
energı´a sera´ la base que rija las variaciones en las densidades
de poblacio´n de cada especie. En funcio´n de si esta entrada de
energı´a depende de para´metros del entorno, de variables exter-
nas definidas por el disen˜ador o de una combinacio´n de ambos,
definira´ las fluctuaciones y el punto -o los puntos- de equilibrio
factibles en el modelo. Por otro lado, estas mismas dina´micas
regira´n la presio´n selectiva, y por tanto, el curso de la evolucio´n
de cada una de las poblaciones.
• Salida de energı´a: esta salida de energı´a, que es por supuesto
necesaria para poder alcanzar una estabilidad, puede realizar-
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se, en parte, por el propio entorno (caducidad de la energı´a
o estados de disipacio´n de energı´a) o tambie´n a trave´s de los
propios miembros de cada poblacio´n, que poseera´n un ritmo de
consumo energe´tico.
• Intercambio energe´tico: dentro de los flujos de energı´a esta´ el
intercambio de energı´a entre los agentes, que en muchos ca-
sos puede ser interesante en feno´menos de cooperacio´n, en la
reproduccio´n, etce´tera y debe ser tambie´n definido en la carac-
terizacio´n del escenario
• Asociacio´n energı´a-utilidad: por u´ltimo, y realmente de gran in-
tere´s, es la asociacio´n que vayamos a realizar entre la energı´a
y el nivel de utilidad. De cara a generar todos los flujos de en-
trada de energı´a a cada uno de los individuos, debemos tener
en cuenta que esta debe ir asociada de algu´n modo a la efi-
ciencia en la realizacio´n de alguna tarea o en la consecucio´n
de algu´n objetivo. Es aquı´ donde entran las consideraciones
top-down de los Sistemas Multiagente de cara a establecer pro-
tocolos de transmisio´n de energı´a, consumo energe´tico, coefi-
cientes de obtencio´n de energı´a/eficiencia, estudio de la utilidad
individual, etce´tera y que van a servir, como veremos en los si-
guientes apartados, para establecer los criterios de evaluacio´n
y seleccio´n para la reproduccio´n.
Seleccio´n reproductiva
Tras haber definido el me´todo de evaluacio´n, es necesario definir el
criterio de seleccio´n para la generacio´n de nuevos individuos. Esto,
al igual que todos los elementos anteriores, debe hacerse de manera
descentralizada, y es por eso que utilizaremos un tipo de seleccio´n
equivalente a un torneo tradicional, pues es la u´nica estrategia de
seleccio´n que permite ser realizada de forma descentralizada.
• Proceso de seleccio´n: un torneo esta´ndar en un evolutivo tra-
dicional consiste en seleccionar aleatoriamente un nu´mero de
individuos de entre toda la poblacio´n existente. Es esta parte
centralizada la que debemos redisen˜ar para que sea sustitui-
da mediante una seleccio´n ası´ncrona y descentralizada. Para
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ello, en CeAS el torneo siempre se realizara´ de forma local y
supeditado a determinadas condiciones que ira´n asociadas a
la eficiencia en la tarea individual y que se generara´n de forma
ası´ncrona.
• Asociacio´n seleccio´n/nivel de utilidad: permitir a un individuo
acceder a la seleccio´n reproductiva es otro modo, junto con la
evaluacio´n, de conducir a la poblacio´n hacia uno u otro tipo de
comportamiento. Por tanto, las condiciones de entrada pueden
asociarse, o bien al mismo criterio de evaluacio´n, o bien a algu´n
otro criterio que an˜ada otro nivel de seleccio´n. De todos modos,
sea cual sea el criterio de seleccio´n, al igual que en el resto de
eventos, este debe estar basado en interacciones locales entre
los individuos.
• Parametrizacio´n de la seleccio´n reproductiva: una vez definidos
los criterios de seleccio´n, se definira´ el criterio para la realiza-
cio´n del torneo en funcio´n del criterio tradicional de taman˜o de
ventana, es decir, cuando se alcance un taman˜o de ventana re-
querido se realiza el torneo. Tambie´n sera´ posible la utilizacio´n
de un criterio basado en otro para´metro como el tiempo trans-
currido desde el inicio del torneo, o algu´n otro que en el caso
de este torneo ası´ncrono sı´ pueda ser de aplicacio´n.
Evaluacio´n
Con respecto a la evolucio´n de la poblacio´n, debemos estudiar co´mo
se realiza la evaluacio´n de cada uno de los individuos de cara a ele-
gir aquellos que participara´n en la seleccio´n reproductiva y la gene-
racio´n de nuevos individuos.
• Estudio de los criterios de evaluacio´n/asignacio´n de utilidad: en
una primera aproximacio´n, el criterio para la evaluacio´n de un
individuo con respecto a los criterios de seleccio´n para ser es-
cogido como individuo base, estara´ ligado directamente a su ni-
vel de energı´a. Sin embargo, esta relacio´n no tiene porque ser
totalmente directa, e incluso puede depender de ma´s para´me-
tros. Si bien es cierto que podrı´amos variar la asignacio´n de
energı´a para incluir los valores de estos para´metros tambie´n
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relevantes, puede, en algunos casos, ser de intere´s establecer
una diferenciacio´n entre la energı´a y otros para´metros que afec-
ten tambie´n a la evaluacio´n. Por ejemplo, aunque el tiempo de
vida de un individuo podrı´a ser de intere´s para la evaluacio´n,
y por tanto, podrı´amos incluirlo de algu´n modo en el nivel de
energı´a, es posible que nos interese diferenciar el tiempo de
vida de un individuo y su nivel de utilidad para procesos que di-
ferencien estos dos indicadores. Adicionalmente, podemos uti-
lizar no so´lo el nivel de energı´a actual sino el nivel de energı´a
histo´rico, el ma´ximo o mı´nimo de un perı´odo, etc.
• Estabilidad de la utilidad: previo al ana´lisis de la estabilidad de
la evaluacio´n de un individuo, debemos definir si nos interesa
o no dicha estabilidad, o si nos interesa en unas situaciones
y no en otras. Si bien el nivel de estabilidad de la utilidad nos
genera una evaluacio´n ma´s precisa, tambie´n un cierto nivel de
inestabilidad puede mejorar el comportamiento exploratorio del
algoritmo de una forma que no se podrı´a llevar a cabo con algu-
nas otras estrategias convencionales utilizadas para mejorar la
exploracio´n. Un nivel de utilidad inestable, generara´ valores de
utilidad instanta´neos, y en muchos casos diferentes al valor de
utilidad promedio, debido a fluctuaciones en el entorno de simu-
lacio´n, a modelos con entrada de energı´a puntual y perio´dica,
etce´tera. Sin embargo, esos valores son valores reales, se han
generado en unas condiciones determinadas que se han pro-
ducido en un momento dado, y por lo tanto, esa variabilidad no
es arbitraria o completamente aleatoria como ocurre al intro-
ducir una probabilidad de cruce o una ventana de torneo ma´s
reducida, lo cual puede ser de intere´s y tenido en cuenta por el
disen˜ador.
Combinacio´n gene´tica
Con respecto al cruce, una vez seleccionados los individuos parti-
cipantes, este no difiere del cruce tradicional en cuando a estructu-
ra, sin embargo, sı´ debemos considerar que, a diferencia de otros
evolutivos en los que el objetivo es obtener una poblacio´n tal que
su mejor individuo tenga el mayor nivel de utilidad posible, en este
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caso se busca una configuracio´n de poblacio´n lo ma´s eficiente posi-
ble, es decir, el evolutivo busca una poblacio´n ido´nea y no un indivi-
duo o´ptimo. Los cruces habituales tienden a generar una poblacio´n
que, a medida que avanza la evolucio´n, es ma´s homoge´nea. Si bien
muchas de las soluciones a modelos de problemas descentraliza-
dos podrı´an estar formadas por poblaciones homoge´neas, debemos
contemplar la posibilidad de que una poblacio´n heteroge´nea pueda
generar un resultado ma´s eficiente que una homoge´nea. Para ello,
se ha disen˜ado un operador de cruce diferente denominado cruce
bipolar que permite la existencia de varias especies diferenciadas.
• Nivel de explotacio´n: de igual modo, el nivel de explotacio´n in-
dicara´ la capacidad para afinar una solucio´n basa´ndonos en
la solucio´n o´ptima actual. El cruce que planteamos en el si-
guiente sub-apartado permite un ajuste de la relacio´n entre es-
tos dos niveles modificando la funcio´n de probabilidad utilizada
para generar nuevos genes. Adicionalmente, la disminucio´n de
variabilidad gene´tica hace que, a medida que la poblacio´n va
convergiendo, la explotacio´n va imponie´ndose con respecto al
de exploracio´n.
• Nivel de exploracio´n: como en cualquier otro evolutivo, diferen-
ciamos un nivel de exploracio´n que nos va a indicar la tendencia
a buscar nuevas soluciones independientemente de las zonas
con un mayor nivel de utilidad asociado actuales, y que en el
caso del cruce que vamos a utilizar, vendra´ dado por la pro-
babilidad de cruce y la desviacio´n esta´ndar de la funcio´n de
probabilidad aplicada para generar un nuevo gen a partir de los
genes de los padres.
• Creacio´n de especies: Como hemos dicho, se permitira´ la exis-
tencia de especies diferenciadas mediante un nuevo tipo de cru-
ce que pasamos a explicar a continuacio´n y que hemos deno-
minado cruce bipolar.
El cruce es un cruce de nu´meros reales, que se realiza gen a gen.
Sea Fp = [F1, F2, . . . Fn] el cromosoma del primer padre.
Sea Sp = [S1, S2, . . . Sn] el cromosoma del segundo padre.
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Sea Nc = [N1, N2, . . . Nn] el nuevo cromosoma.
La idea que inspira la creacio´n de este nuevo cruce es la de permitir
obtener poblaciones no homoge´neas tras el proceso de evolucio´n.
Debido a que los operadores de cruce utilizados en los algoritmos
evolutivos tradicionales, una vez que se pierde la diversidad inicial,
tienden hacia una poblacio´n homoge´nea, vamos a crear un cruce
que permite que las especies no tiendan a un co´digo gene´tico inter-
medio.
Para ello, la idea fundamental consiste sencillamente en que, en pri-
mer lugar, se selecciona un cromosoma base, Fp o Sp, con la misma
probabilidad para ambos y el nuevo individuo sera´, con una alta pro-
babilidad, una variacio´n de este. Si no selecciona´semos un cromo-
soma base, la probabilidad de obtener un nuevo individuo similar a
alguno de los padres serı´a muy baja y se reduce exponencialmente
con el nu´mero de genes.
A continuacio´n, para cada uno de los genes obtenemos una desvia-
cio´nDi =| Fi−Si |. El valor para cada nuevo gen se genera utilizando
una funcio´n de densidad de probabilidad de tipo gaussiano centrada
en cada uno de los genes del cromosoma base y con una anchura
basada en la desviacio´n (Di) (ver figura 4.2).
La funcio´n presenta una forma similar a una campana gaussiana
(ysg) y en efecto las diferencias con una funcio´n gaussiana (yg) son
menores a 0.01 (
∑ | yg − ysg |) si ajustamos las dos curvas pe-
ro sin embargo esta expresio´n sı´ es integrable a diferencia de una
gaussiana esta´ndar y por eso nos resulta ma´s eficiente en te´rminos
computacionales.
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Figura 4.2: Funcio´n de tipo gaussiano que representa la densidad de probabili-
dad normalizada para el ca´lculo de los genes del nuevo cromosoma a partir del
cromosoma base.





siendo para cada gen X = Ni−Fi
Dev
Para generar los nuevos valores usamos la funcio´n de distribucio´n





En esta distribucio´n de probabilidad, el 90 % de los valores se situ´an
dentro del intervalo [Fi− 3 ·Dev, Fi + 3 ·Dev] Usando Di/2 = 3 ·Dev
estoy situando el 90 % de los valores de los nuevos genes dentro del
intervalo [Fi −Di/2, Fi +Di/2].
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Figura 4.3: Funcio´n de distribucio´n obtenida mediante la integracio´n de la funcio´n
de densidad de probabilidad para la generacio´n aleatoria de los nuevos genes.
Este valor de Dev se elige de un modo arbitrario. La idea es man-
tener la gran mayorı´a de los valores nuevos dentro del intervalo
[Fi − Di/2, Fi + Di/2], y despue´s de hacer varias pruebas con dife-
rentes valores en las simulaciones iniciales, tomamos esa amplitud
(Dev = Di/6) para la campana tipo Gaussiano.
Con la finalidad de obtener la distribucio´n de probabilidad deseada















Introduciendo un valor aleatorio para Ncd dentro del intervalo [0, 1] y
substituye´ndolo en la u´ltima ecuacio´n, obtendremos el valor desea-
do de X, que corresponde a Ni.








con Ncd = Random[0, 1].
Por tanto, la funcio´n de densidad de probabilidad resultante, tenien-
do en cuenta ambos padres, presenta la forma que se representa en
la figura 4.4.
Debemos tener en cuenta tambie´n que esta representacio´n es para
cada uno de los genes, y que una vez que el elemento base esta´ se-
leccionado, todos los puntos se generara´n en torno a los genes de
dicho elemento base.
Figura 4.4: Densidad de probabilidad relativa al valor de los genes base. En este
caso F1 = 0, S1 = 6 pero la forma es siempre la misma.
La mutacio´n sigue tambie´n una funcio´n gaussiana pero no es depen-
diente de Di y es lo que aporta variabilidad a la evolucio´n cuando la
poblacio´n ha convergido. La probabilidad de mutar cada gen es 0.05
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y la desviacio´n es siempre 0.05.
If (rand[0, 1] <Pmutacion)
(Xmutated - Fi)/DesviacionMutacion = log(Ncd/1-Ncd);
Cuando la poblacio´n ha convergido a una poblacio´n homoge´nea, o
a varias poblaciones homoge´neas, Di tiende a ser cercano a cero y
pra´cticamente no hay cambios en el co´digo gene´tico en las nuevas
generaciones. Solo esta mutacio´n podrı´a permitir ligeras variaciones
que conducirı´an a un ‘ajuste fino’ en la solucio´n.
Reemplazo
Finalmente, dentro de los para´metros de disen˜o de la evolucio´n, te-
nemos aquellos que nos van a dar una idea del tiempo de reemplazo
medio de una generacio´n de individuos y que nos permitira´n contro-
lar, principalmente, la estabilidad y adaptabilidad de una poblacio´n.
Un tiempo de reemplazo grande permitira´ que una poblacio´n explo-
te a fondo una configuracio´n determinada de elementos y afine su
comportamiento para optimizarlo. Por otro lado, una variacio´n en las
condiciones del entorno sera´ ma´s difı´cil de superar, pues la pobla-
cio´n tardara´ ma´s en renovarse y en generar una nueva configuracio´n
de elementos que se adapten a la nueva situacio´n. Por el contrario,
una poblacio´n con un tiempo de reemplazo pequen˜o sera´ ma´s ines-
table y convergera´ con mayor dificultad hacia una configuracio´n de
poblacio´n fija. Sin embargo, se adaptara´ con ma´s facilidad a cam-
bios en el entorno que exijan cambios en la configuracio´n.
A nivel de disen˜o distinguimos dos para´metros que afectan al tiempo
de reemplazo:
• Periodo de permanencia: es el tiempo medio de supervivencia
de un individuo. Esta´ relacionado con el tiempo de vida ma´ximo,
con la cantidad de energı´a disponible por agente y con la varia-
bilidad de energı´a disponible, es decir, con el cara´cter fluctuante
de la energı´a disponible. Un modelo en que se generen fluctua-
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ciones locales grandes en relacio´n al nivel medio de energı´a
por agente, provocara´ la eliminacio´n frecuente de individuos.
• Elitismo: representa la tendencia del operador de cruce a man-
tener a individuos con un nivel de eficiencia alto. Esto hace que
un mismo individuo, au´n a pesar de haber sido eliminado, trans-
mita una copia exacta de su co´digo gene´tico, y por tanto, siga
presente en el entorno. Es decir, alarga el tiempo de vida de
aquellos individuos con gran nivel de eficiencia, y por tanto, au-
menta el tiempo de reemplazo.
4.1.4. Consideraciones sobre el ana´lisis de un problema
en el CeAS
Finalmente, y para concluir la descripcio´n del CeAS, a continuacio´n se
presenta una metodologı´a ba´sica de ana´lisis del sistema, cuyo objetivo es
simplificar la extraccio´n y el estudio de resultados durante la ejecucio´n del
evolutivo. Tal y como podemos imaginar, y ma´s adelante comprobaremos,
teniendo en cuenta los para´metros definidos para todos los elementos
que constituyen el escenario, los procesos que rigen los flujos de energı´a,
los para´metros propios de la evolucio´n de la poblacio´n, seleccio´n repro-
ductiva, cruce bipolar, etce´tera, cualquier implementacio´n de un problema,
ha de tratar con una serie de valores y rangos para un gran nu´mero de
para´metros que afectan de una forma importante al proceso evolutivo tan-
to del escenario como de la poblacio´n.
Por tanto, este ana´lisis se va a basar principalmente en el estableci-
miento de un conjunto de para´metros de alto nivel que aglutinen a todo el
conjunto de para´metros que son relevantes para el transcurso de la evolu-
cio´n, representen una serie de medidores significativos y suficientes para
la caracterizacio´n de dicha evolucio´n y sean generalizables para cualquier
escenario. Este ana´lisis no solo servira´ para estudiar el comportamiento
de una evolucio´n determinada, sino que tambie´n servira´ para configurar
los para´metros de disen˜o del escenario para generar dina´micas que nos
sean de intere´s para guiar la ejecucio´n: regular la convergencia de la po-
blacio´n hacia una situacio´n estable, regular la diversidad de la poblacio´n,
regular el taman˜o de la poblacio´n, etce´tera. Adicionalmente, el uso de un
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conjunto fijo de para´metros de ana´lisis nos permitira´ extrapolar resultados
y te´cnicas de control a otros casos de estudio.
Hemos denominado a los para´metros de bajo nivel para´metros de con-
figuracio´n, y a los para´metros de alto nivel, para´metros de ana´lisis. Como
se podra´ observar, estos para´metros de ana´lisis se identifican con mu-
chos de los para´metros expuestos en el apartado de especificaciones del
CeAS, y como hemos mencionado, a diferencia de los para´metros de con-
figuracio´n, sera´n los mismos para cualquiera de los ejemplos generados.
Por u´ltimo, asociado a cada uno de los para´metros de ana´lisis, debemos
definir forma de medir cuantitativamente el valor de cada uno de ellos.
En la figura 4.5, se muestra un esquema de la transformacio´n pa-
rame´trica. Este esquema representa el estudio parame´trico que debere-
mos hacer para cada uno de los escenarios propuestos de cara a estudiar
y ordenar las interrelaciones entre los para´metros de configuracio´n de ca-
da escenario y los para´metros de ana´lisis gene´ricos. Son los siguientes:
Taman˜o de la seleccio´n reproductiva: define el nu´mero de individuos
que son seleccionados para participar en la evaluacio´n y elegir a los
individuos base. Es equivalente al taman˜o de torneo en un cruce
tradicional, y por tanto, un nu´mero de elementos alto incrementa la
explotacio´n y disminuye la exploracio´n en el proceso de bu´squeda
asociado a la evolucio´n de la poblacio´n, y viceversa para taman˜o de
seleccio´n bajo. En el caso de que este taman˜o sea fijo, su medicio´n
es directa. Si el taman˜o esta´ supeditado a un tiempo ma´ximo de
seleccio´n o algu´n otro tipo de condicio´n se generara´ empı´ricamente
un valor promedio.
Tiempo de evaluacio´n: mide el tiempo medio de evolucio´n de es-
cenario que cada individuo ha estado interactuando con el entorno
cuando este es evaluado. Representa el nivel de precisio´n a la hora
de asignar un nivel de utilidad a un individuo: cuanto mayor sea el
tiempo de evaluacio´n, el valor promedio de utilidad es ma´s represen-
tativo del comportamiento del individuo. Debido a que la seleccio´n es
ası´ncrona, este para´metro tendra´ un medidor obtenido siempre de
forma empı´rica.
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Variabilidad del nivel de utilidad: indica la variabilidad a la hora de
asignar un nivel de utilidad a un individuo, es decir, la sensibilidad de
la medida escogida para evaluar el nivel de utilidad frente a variacio-
nes del entorno. Para medir el nivel de variabilidad, se obtendra´ algu-
na medida de desviacio´n asociada a los valores de utilidad de todos
los individuos de la poblacio´n a lo largo del tiempo de ejecucio´n.
Presio´n de explotacio´n y exploracio´n en la evolucio´n de la poblacio´n:
indica la tendencia que tiene el operador de combinacio´n gene´tica
a converger hacia la solucio´n o´ptima actual o a explorar zonas sub-
o´ptimas. Debido a que la combinacio´n gene´tica se realizara´ en el
CeAS siempre mediante el cruce bipolar, estos dos para´metros se
generara´n siempre del mismo modo y a partir de la probabilidad de
cruce, probabilidad de mutacio´n y las desviaciones esta´ndar de las
funciones de probabilidad del cruce y mutacio´n.
Tiempo de reemplazo medio: finalmente, y como ya expusimos en
el apartado de disen˜o, representa el tiempo medio para reempla-
zar una poblacio´n de individuos. Este nivel de reemplazo se obtiene
tambie´n de forma empı´rica durante la evolucio´n del escenario, con-
tabilizando al nu´mero de eliminaciones y generaciones de nuevos
individuos.
Una vez que hayamos definido nuestro escenario, si vamos a llevar
a cabo este ana´lisis, lo primero que debemos hacer es la creacio´n de las
asociaciones entre los para´metros anteriores y definir el efecto de la modi-
ficacio´n de los para´metros de configuracio´n en los para´metros de ana´lisis.
En la mayorı´a de los escenarios no vamos a poder definir de forma exacta
el efecto de una variacio´n en un para´metro de ana´lisis en un para´metro
de configuracio´n, pero sı´ si siguen una relacio´n directa o inversa. Esto
sera´ suficiente para modificar en la direccio´n adecuada hasta alcanzar el
valor deseado. El resultado final, tal y como veremos en los tres ejem-
plos propuestos en esta tesis, sera´ una tabla que refleje todas estas rela-
ciones, de modo que cuando queramos influir sobre algu´n para´metro de
ana´lisis, podamos extraer de la tabla que´ para´metros debemos modificar
y de que´ manera.
El planteamiento y ana´lisis de los problemas que se resuelven me-
diante el CeAS requiere del desarrollo de una herramienta de simulacio´n
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Figura 4.5: Esquema de la transformacio´n parame´trica.
que le de soporte. Esta herramienta se ha denominada WaspBed (World-
Agent Simulation Platform for BEhavior Design) y sera´ presentada en de-
talle en el apartado siguiente.
4.2. WaspBed
4.2.1. Introduccio´n
Para llevar a cabo el estudio y ana´lisis de la evolucio´n e interacciones
de los componentes del modelo que define un problema real dina´mico y
descentralizado, es imprescindible el uso de simulaciones computaciona-
les. Estas nos permiten realizar previsiones de la evolucio´n de los mode-
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los reales y comprobar el efecto de las variaciones que realicemos sobre
distintos elementos o para´metros relevantes en el modelo en un tiempo
razonable.
En nuestro caso, el uso de la simulacio´n del escenario que represente
el sistema dina´mico en el que transcurre nuestra evolucio´n es imprescin-
dible dada la estructura que plantea el CeAS. La evolucio´n de la poblacio´n
esta´ ligada y es controlada mediante la evolucio´n del escenario, es decir
la simulacio´n de las distintas interacciones previamente definidas para ob-
tener los diferentes estados que atraviesa el sistema.
Para la realizacio´n de una simulacio´n por ordenador, por un lado, se
requiere un modelo, y por otro lado, debemos buscar unas herramientas
que nos permitan introducir los para´metros de todos los componentes del
mismo y modelar sus interacciones. En cuanto a esto, contemplamos dos
opciones, o bien utilizar un lenguaje de bajo nivel para llevar a cabo esta
codificacio´n (programacio´n directa en algu´n tipo de lenguaje, java, c++,
etce´tera) o bien utilizar alguna herramienta orientada hacia la simulacio´n
que nos permita utilizar un lenguaje de ma´s alto nivel, y por tanto, nos
facilite la implementacio´n.
En el primer caso, se requiere generar una nueva aplicacio´n para cada
modelo que vayamos a estudiar. Se deduce con facilidad que esto pre-
senta varios inconvenientes. En primer lugar, cada aplicacio´n parte desde
cero y eso aumenta considerablemente el esfuerzo que requiere estudiar
un modelo, y por tanto, el tiempo necesario para generarlo. Por otro lado,
en la mayorı´a de los modelados, tal y como hemos venido comprobando
a lo largo del desarrollo de esta tesis, es frecuente que se planteen varia-
ciones o adaptaciones al modelo a medida que se va analizando el mismo
o realizando pruebas parciales de los distintos mo´dulos. Muchas de estas
variaciones no contempladas requieren de modificaciones y subterfugios
costosos y poco eficientes sobre la aplicacio´n inicial. Adicionalmente, es
frecuente que tras haber realizado la aplicacio´n y los ana´lisis sobre la si-
mulacio´n, surja el intere´s en probar ciertas variaciones, introducir nuevos
elementos u otro tipo de interacciones, por lo tanto es deseable que ha-
ya cierta flexibilidad y facilidad para realizar variaciones en la aplicacio´n.
Debemos destacar, sin embargo, que en el caso de que el modelo sea
fijo y completamente definido desde el inicio, una aplicacio´n desarrollada
136 4.2. WaspBed
u´nicamente para un modelo, sera´ siempre ma´s ra´pida y eficiente, es decir,
requerira´ menos coste computacional.
En el segundo caso, la implementacio´n del modelo utiliza alguna herra-
mienta de desarrollo de simulaciones ya existente, o bien se implementa
una. La ventaja de utilizar un entorno de simulacio´n es ba´sicamente la
facilidad y flexibilidad para generar un modelo nuevo o para realizar mo-
dificaciones del mismo. Adicionalmente, muchas de las herramientas de
ana´lisis, representaciones de datos, extraccio´n de estadı´sticas, etce´tera,
son utilizadas en la mayorı´a de las simulaciones, y realmente resulta ren-
table implementarlas una sola vez.
En cuanto al uso de un entorno de simulacio´n propio o uno ya existen-
te, esta eleccio´n va a depender de si tenemos necesidades especı´ficas
que no encontramos en los simuladores disponibles y del nivel de con-
trol que requerimos de nuestras simulaciones. En el caso de un simulador
propio, realizaremos un disen˜o del mismo siempre orientado a nuestras
necesidades. En el caso de utilizar un simulador ya desarrollado, adapta-
remos nuestras necesidades al simulador disponible.
Tras haber estudiado los simuladores existentes, en nuestro caso he-
mos decidido desarrollar uno propio, pues no hemos encontrado uno que
se adapte completamente a nuestras necesidades ni que nos permita la
suficiente libertad para crear modelos y herramientas. Hay que tener en
cuenta que el algoritmo CeAS tiene unas caracterı´sticas muy particula-
res que engloban requerimientos de diversas a´reas, y adema´s, el tipo de
problemas a los que sera´ aplicado esta´ muy acotado. Esto hace que los
simuladores generales que existen en la actualidad se alejen de nuestros
requerimientos.
Por otro lado, el estudio de un algoritmo como CeAS requiere el cono-
cimiento detallado de todos los para´metros que entran en juego ası´ como
su manipulacio´n efectiva, resultando la implementacio´n de un entorno de
simulacio´n propio una parte importante de dicho estudio.
Por ello, se ha desarrollado un interfaz de simulacio´n denominado
WaspBed (World-Agent Simulation Platform for Behavior Design) cuyos
objetivos principales han sido:
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Permitir un proceso de definicio´n de la simulacio´n sencillo y flexible.
Facilitar la realizacio´n de modificaciones en el entorno, en los ele-
mentos que constituyen el entorno, sus interacciones, y en las res-
tricciones del mismo.
Permitir un control completo y libertad para an˜adir nuevos compo-
nentes, reglas, interacciones y sistemas de control.
Basado en la arquitectura de gestio´n de la simulacio´n de estos entor-
nos se busca tambie´n establecer un formalismo a la hora de implementar
los modelos, tanto para acelerar el proceso de configuracio´n como para
poder estudiar formalizar el ana´lisis de las distintas simulaciones.
Adicionalmente, se han incorporado a la aplicacio´n ciertas herramien-
tas de ana´lisis gene´ricas y configurables que facilitan la supervisio´n de los
distintos para´metros que caracterizan la situacio´n de cada entorno.
4.2.2. Algunos antecedentes
A continuacio´n vamos a llevar a cabo una revisio´n de los principales
simuladores para entornos dina´micos que hemos encontrado de cara a
determinar la idoneidad de implementar nuestro propio simulador o utili-
zar uno de los ya existentes.
Pocos an˜os despue´s de la acun˜acio´n del te´rmino Vida Artificial y del
comienzo de los estudios con respecto a este campo con la conferen-
cia organizada por Langton y celebrada en los Alamos en 1987 (Langton,
1997), surgio´ uno de los simuladores ma´s conocidos y que fue denomi-
nado Tierra. Este fue inicialmente desarrollado por el bio´logo Ray (1992)
y consiste en una simulacio´n de un sistema que imitaba en gran medida
los procesos evolutivos. En e´l, cada organismo es un programa con ca-
pacidad de autorreproducirse, encontra´ndose todos ellos en un recinto de
memoria limitada. Cuando un programa encuentra una zona de memoria
libre, copia su propio co´digo e intenta ası´ expandir los recursos de los que
dispone para ejecutarse. Se obtuvieron resultados muy interesantes en
cuanto a las estrategias de los co´digos para perpetuarse.
138 4.2. WaspBed
Tras la creacio´n de Tierra surgieron varios simuladores que explota-
ban la misma idea de agentes que tenı´an asignada una zona de memoria
y que competı´an entre ellos para expandir y perpetuar su co´digo gene´tico.
El simulador denominado Avida fue desarrollado por Ofrı´a, Adami y Brown
en 1993 en Caltech (Adami y Brown, 1994a). Estaba inspirado en el prece-
dente de Tierra, aunque se diferenciaba en que, en Tierra, los programas
compiten por recursos en las zonas de memoria, sin embargo, en Avida
cada programa posee su zona de memoria asignada a la que no pueden
acceder otros. Ma´s adelante, Pargellis y Yurke (2000) crea el entorno de
simulacio´n Amoeba basado en la evolucio´n de las mole´culas de la so-
pa primigenia que dio lugar a los seres vivos actuales. Cada uno de los
organismos artificiales ocupa una zona de memoria, posee una serie de
instrucciones que ejecuta e intenta reproducirse. El simulador esta´ inspi-
rado tambie´n en su predecesor Tierra, pero la diferencia con este es que,
en Tierra, el disen˜ador genera los agentes ad-hoc y en Amoeba estos
emergen a partir de una serie de instrucciones aleatorias en una repre-
sentacio´n de esa combinacio´n de mole´culas inicial del referente biolo´gico.
Cosmos (Taylor, 1997) es un entorno disen˜ado para estudiar la evolu-
cio´n entre entidades auto-replicantes que compiten por los recursos, que
en este caso tambie´n esta´n representados por espacio de memoria en
la CPU, pero utilizan un enfoque distinto en cuanto al uso compartido de
memoria y tiempo de proceso que el utilizado por el simulador Tierra.
Polyworld es un programa desarrollado por Yaeger (1993) para evolu-
cionar Vida Artificial a trave´s de seleccio´n natural y de algoritmos evolu-
tivos. Los elementos que intervienen en la simulacio´n son entidades que
poseen forma trapezoidal y buscan comida, reproducirse y cazar. Traba-
jan con poblaciones de varios cientos de agentes que poseen un sistema
de control basado en una red neuronal y en un proceso de aprendizaje
Hebbiano. El co´digo gene´tico de cada uno de ellos determina, adema´s de
los pesos de la red neuronal, el taman˜o, velocidad, color y algunos otros
para´metros funcionales y morfolo´gicos. En la misma lı´nea encontramos
otros muchos simuladores. como por ejemplo Darwinbots, que es un soft-
ware de co´digo abierto desarrollado por Comis (2003) y que genera un
entorno virtual en el cual los agentes interactu´an, pelean y finalmente se
reproducen y evolucionan. Tambie´n Biotope (Symeonidis y otros, 2005)
permite simular un entorno formado por una malla bidimensional que de-
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limita el escenario y en la que se pueden definir una serie de agentes con
unas acciones determinadas para desplazarse e interactuar.
A pesar de la existencia de estos simuladores, que han dado muy bue-
nos resultados, y de otros muchos que no entraremos a detallar, el tipo de
entorno que necesitamos para la implementacio´n del CeAS y su aplica-
cio´n a diversos problemas reales difieren en gran medida del planteamien-
to de estos simuladores. Tanto los simuladores basados en la idea origi-
nal de Tierra como los que permiten generar un entorno de Vida Artificial,
esta´n orientados a lo que hemos denominado la aproximacio´n ‘bottom-up’
y esta´n limitados a un a´mbito muy concreto de simulacio´n de un ecosis-
tema virtual. El uso de estos simuladores para implementar los diferentes
escenarios que representan problemas reales presentarı´a grandes incom-
patibilidades a la hora de adaptar las reglas de interaccio´n de los elemen-
tos que define un escenario real a un escenario de simulacio´n concreto y
predefinido como el que utilizan.
Ma´s en la lı´nea del tipo de simulador que requiere la implementacio´n
del CeAS podemos encontrar, ya en el an˜o 1989, un entorno desarrolla-
do por Durfee y que se enmarca dentro de la disciplina de resolucio´n de
problemas distribuida, y que surge en su momento para estudiar compor-
tamientos coordinados. El entorno se denomina MICE (Durfee y Montgo-
mery, 1989) y permite la simulacio´n de agentes sobre una malla bidimen-
sional en la estos interactu´an. Surge para acelerar el proceso de imple-
mentacio´n de los distintos ‘testbeds’ que se realizaban en aquel tiempo
para las tareas de coordinacio´n, y permite cambiar las reglas e interaccio-
nes que afectan al grupo de agentes. El lenguaje en el que se programa
es el LISP, y aunque poseı´a un disen˜o muy flexible y ra´pido para generar
nuevos escenarios, no soporta una estructura de agentes, y por tanto, ca-
da agente esta representado por una funcio´n del programa. Pronto esto
creo una limitacio´n para que se extendiese su uso.
Ma´s recientemente encontramos varios simuladores que presentan ca-
racterı´sticas de gran intere´s para nuestras necesidades. Destacamos dos
de ellos, en primer lugar, el entorno Breve fue presentado en 2002 por
Jon Klein (Klein, 2002) como un entorno 3D para la simulacio´n de siste-
mas descentralizados y vida artificial, y continu´a en desarrollo. Permite la
implementacio´n de agentes auto´nomos, y para su programacio´n se utiliza
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un lenguaje que ellos han desarrollado especı´ficamente denominado ‘Ste-
ve’ o bien el lenguaje Python. El entorno de simulacio´n esta´ enfocado a
la simulacio´n fı´sica de agentes en un entorno 3D. Es, en cierto modo, una
combinacio´n entre un simulador dina´mico no completamente preciso pero
sı´ lo suficiente para generar condiciones equivalentes a las reales, y un
entorno multiagente que permite definir comportamientos a los elementos
del entorno.
Netlogo (Sallez y otros, 2004) es otro simulador con la misma filosofı´a
de Breve, basado en Java y que permite la generacio´n de Applets. La
primera limitacio´n que encontramos es el lenguaje interno de NetLogo,
el cual hay que utilizar para para desarrollar modelos basados en agen-
tes. Aunque esta´ basado en Java, el lenguaje de modelado es Logo, que
esta´ orientado a procedimientos, lo cual es totalmente diferente a para-
digma actual de orientacio´n a objetos que nos interesa. Por otro lado,
no posee co´digo abierto. Dispone de una gran cantidad de comandos y
elementos para la creacio´n de interfaces gra´ficas que no hacen sino com-
plicar la generacio´n de modelos que en muchos casos son muy simples.
Finalmente, dentro de la literatura de simuladores para sistemas mul-
tiagente, encontramos conjuntos de librerı´as de Java como las de Mason
(Luke y otros, 2005) que implementan un conjunto de herramientas de
gran utilidad para la generacio´n de entornos de simulacio´n como los que
presentan Breve o NetLogo.
En resumen, diremos que a lo largo de los u´ltimos 20 an˜os han surgido
un gran nu´mero de aplicaciones y simuladores para estudiar la evolucio´n
de sistemas dina´micos. En los primeros an˜os, estos estaban principal-
mente orientados a estudios de sı´ntesis de organismos vivientes, y por
tanto, eran simuladores concebidos especı´ficamente para determinados
tipos de evolucio´n. Ma´s adelante, encontramos entornos que presentan
una mayor libertad de actuacio´n al disen˜ador para generar una gran va-
riedad de simulaciones, como son Breve o NetLogo. Sin embargo, en-
contramos ciertos problemas como solucio´n definitiva para implementar
el CeAS: Breve proporciona gran libertad a la hora de generar interaccio-
nes y tipos de elementos, sin embargo, esta´ fuertemente orientado a la
simulacio´n dina´mica de agentes fı´sicos y a la representacio´n 3D, lo cual
podrı´a suponer una merma en la velocidad a la hora de generar simula-
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ciones que no requieran un entorno tridimensional o interacciones fı´sicas
(simulaciones de colas de espera, redes ele´ctricas, etce´tera). Por otro la-
do, el lenguaje y sintaxis propias para definir elementos e interacciones
suponen otra desventaja. NetLogo posee tambie´n un lenguaje propio no
orientado a objetos y aunque esta´ entrando con fuerza en el campo de los
Sistemas Multiagente au´n no es de co´digo abierto.
Por lo tanto, como ya se ha indicado, en este trabajo hemos decidido
desarrollar una plataforma particular que hemos denominado WaspBed y
que pasamos a presentar en detalle.
4.2.3. Estudio de requisitos
Basa´ndonos en los objetivos que hemos comentado anteriormente,
definimos las siguientes caracterı´sticas que vamos a perseguir en la crea-
cio´n del WaspBed.
Sencillez en la implementacio´n de modelos: Waspbed ha sido di-
sen˜ado originalmente para estudiar procesos de adaptacio´n y apren-
dizaje, ana´lisis de dina´micas de poblacio´n, coevolucio´n competitiva
y comportamientos emergentes en entornos dina´micos. Tal y como
hemos visto, las definiciones ba´sicas, en la mayorı´a de los entornos
que vamos a estudiar, esta´n basadas o pueden ser adaptadas a una
misma estructura. Esto nos va a permitir la creacio´n de una plantilla
va´lida para las diferentes configuraciones de cualquier entorno. De
este modo guiaremos y simplificaremos el proceso de definicio´n de
las simulaciones basa´ndonos en la estructura que esta´ representada
con esta plantilla.
Versatilidad: uno de los objetivos de desarrollar nuestro entorno es el
de comprobar los efectos producidos tras realizar determinadas mo-
dificaciones en el mismo: cambios en para´metros de configuracio´n,
variacio´n del nu´mero de elementos de cada tipo, eliminar o an˜adir un
grupo de elementos con nuevas funcionalidades durante el proceso
de simulacio´n, variaciones en las interacciones entre componentes
o en las restricciones del entorno. Por otro lado, los mismos algorit-
mos de aprendizaje o estrategias de evolucio´n, pueden ser probadas
en problemas que van desde los auto´matas celulares a problemas
142 4.2. WaspBed
reales de ingenierı´a. Debido a esto, minimizar el coste de implemen-
tar cualquier cambio es una prioridad en el disen˜o de la aplicacio´n.
Alto nivel de control sobre las simulaciones: la implementacio´n de un
entorno de simulacio´n propio, permite que podamos enfocar la arqui-
tectura del mismo a las necesidades que consideremos ma´s relevan-
tes. A pesar de la existencia de otras aproximaciones en el campo de
la simulacio´n de entornos dina´micos, estos estara´n siempre o bien
adaptados en mayor o menor medida a un modelo especı´fico con
una tipologı´a de interacciones, o bien restringido al modo en que los
autores definen, ejecutan y gestionan la simulacio´n. Para obtener
la libertad que necesitamos en cuanto a introducir cualquier com-
ponente, reglas, interacciones o sistemas de control es inevitable el
desarrollo de nuestro propio interfaz de simulacio´n. Por tanto, vamos
a necesitar de un tipo de arquitectura que nos permita realizar modi-
ficaciones a bajo nivel cuando sea necesario, aunque hayamos im-
plementado un lenguaje de ma´s alto nivel, con acciones compuestas
pre-implementadas.
Reutilizacio´n de herramientas: el objetivo u´ltimo de cualquier proce-
so que queramos simular sera´ sin lugar a duda la parte que corres-
ponde al ana´lisis de las simulaciones llevadas a cabo. Con mucha
frecuencia, en este tipo de Sistemas Complejos con multitud de in-
teracciones, no es obvio el modo en el que extraer cierta informacio´n
sobre lo que esta´ sucediendo. Es por ello que otro de los objetivos
es poder visualizar de forma sencilla diversos para´metros del mode-
lo ası´ como el desarrollo de un conjunto de herramientas para llevar
a cabo la extraccio´n de determinada informacio´n relevante de un
modo fa´cilmente interpretable. La mayorı´a de los entornos dina´mi-
cos simulados requerira´n de las mismas o similares herramientas
de ana´lisis, y es por eso que es interesante desarrollar un conjunto
de herramientas de fa´cil uso y no dependientes del modelo para su
posterior reutilizacio´n, y por tanto, mejora de la eficiencia en el ana´li-
sis de modelos. Para permitir esto, debemos realizar un conjunto
de herramientas que sean completamente configurables y permitan
utilizar como para´metros de entrada los de cualquier tipo de compo-
nente de un modelo.
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Reduccio´n del coste computacional de la simulacio´n: muchos de los
problemas que vamos a tratar, requieren de tiempos de ca´lculo ele-
vados para obtener la siguiente iteracio´n del modelo. Adicionalmen-
te, en el caso de modelos con gran cantidad de componentes, el
nu´mero de interacciones entre ellos resulta muy elevado. Sin ningu´n
tipo de me´todo de reduccio´n, para un evento sencillo como el con-
sistente en localizar al elemento ma´s cercano, el nu´mero de opera-
ciones crece con el cuadrado del nu´mero de elementos. Localizar
un grupo de M elementos que minimicen una medida determinada
(distancia entre ellos, diferencia de energı´as, etce´tera) requerirı´a de
un nu´mero de operaciones proporcional a NxM . Nuestra aplicacio´n
debe permitir de algu´n modo la paralelizacio´n de los distintos pro-
cesos de ca´lculo para, si fuese necesario, posibilitar la simulacio´n
distribuida en varios procesadores.
4.2.4. Disen˜o
El disen˜o que se presenta a continuacio´n esta´ basado en una idea prin-
cipal: ‘cualquier comportamiento complejo estara´ asociado a un entorno,
a un conjunto de elementos que interactu´an y a una serie de reglas que
rigen estas interacciones’. Esto implica que, para caracterizar cualquier
modelo basamos nuestra representacio´n en tres elementos principales:
El entorno, es el medio en el que se llevan a cabo las interacciones
entre elementos y entre los elementos y el propio entorno. En un pri-
mer nivel, el entorno representa el subespacio de dimensio´n N, en el
que las variables que intervienen en el modelo toman valores y que
es comu´n para todos los elementos. Esto se define implı´citamente
cuando modelamos los elementos del entorno, sus para´metros y los
distintos rangos o restricciones en las que pueden tomar valores. En
un segundo nivel, el entorno son todos aquellos elementos que no
poseen ninguna variable que puedan modificar mediante acciones
propias. Es decir, aquellos componentes que aunque no realizan ac-
ciones, sı´ intervienen en las acciones individuales o interacciones
del resto de los elementos.
Los agentes, son los elementos susceptibles de realizar modifica-
ciones en sus para´metros por ellos mismos, bien mediante el uso de
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un sistema de control que realiza ciertas acciones o bien mediante
una o un conjunto de reglas de interaccio´n fijas asociadas de las
cuales son responsables. Es decir,los agentes son aquellos elemen-
tos que son capaces de actualizar sus propios para´metros. Una vez
definidos los agentes y el entorno, se han caracterizado de un modo
ma´s formal los tipos de para´metros que intervienen en su definicio´n
como veremos ma´s adelante.
Las interacciones, representan cualquier modificacio´n en las varia-
bles de los agentes o del entorno. El cambio de cualquier elemento
del entorno se representa necesariamente mediante la variacio´n de
alguna de las variables del modelo. Estas variaciones las vamos a
agrupar en lo que se denominara´n interacciones, o a nivel de la ar-
quitectura del Waspbed, eventos. Dentro de los eventos diferencia-
mos, con respecto al origen de la interaccio´n, tres tipos.
• Acciones: son aquellas variaciones que se producen en las
variables de uno o ma´s elementos del entorno debido a una
decisio´n del sistema de control de algu´n elemento. Ejemplos
de esto podrı´an ser los desplazamientos de un agente en el
entorno, la liberacio´n de feromonas, etce´tera.
• Reacciones: son aquellas variaciones que se producen como
consecuencia de una regla del entorno, es decir, no son resulta-
do de una decisio´n particular, sino de una caracterı´stica del mo-
delo. Ejemplos podrı´an ser el aumento de la edad de un agente
con el paso del tiempo, el descenso del nivel de energı´a de un
elemento cuando se situ´a en una zona determinada, el cambio
de la posicio´n de un elemento cuando cae bajo la fuerza de la
gravedad, etce´tera.
• Percepciones: son aquellas acciones que modifican variables
que denominamos sensores y cuya aplicacio´n esta´ limitada a
servir de para´metros de entrada al sistema de control de un
agente. Percibir implica lanzar todas las acciones de percep-
cio´n existentes y llenar la memoria sensorial. Estas variables
que denominamos sensores son siempre una combinacio´n de
otras variables, variables internas de un elemento (propiocep-
cio´n) o variables externas (exterocepcio´n). Podrı´amos incluirlas
dentro de las reacciones, pero debido a que modifican unos
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para´metros especı´ficos y so´lo afectan al sistema de control de
los elementos consideramos adecuado clasificarlas separada-
mente.
Figura 4.6: Esquema de disen˜o de la aplicacio´n Waspbed.
Basa´ndonos en la estructura que acabamos de presentar, la aplicacio´n
estara´ compuesta en lı´neas generales por los siguientes mo´dulos, que se
muestran en la figura 4.6.
1. Centralita: este mo´dulo es el responsable de gestionar toda la apli-
cacio´n. El acceso a los archivos de configuracio´n, la inicializacio´n y
la conexio´n de todos los mo´dulos, control de entradas externas, co-
nexio´n con el interfaz gra´fico, creacio´n y eliminacio´n de elementos,
llamadas a los eventos y generacio´n de las estructura de hilos en la
que corren los procesos de la simulacio´n.
2. Elementos: representan cualquier componente del entorno que con-
tenga un conjunto de para´metros de caracterizacio´n. Cada uno de
estos elementos pertenece a una categorı´a denominada Tipo de
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Elemento. Las variables que contiene cada elemento son de tres
clases diferentes. Variables que son comunes a todos los Elemen-
tos del mismo Tipo de Elemento, son los Para´metros descriptivos
de tipo. Aquellas variables asociadas a una instancia concreta de un
Elemento son los Para´metros Descriptivos de Elemento, y finalmen-
te aquellas variables que pueden ser modificadas durante la simula-
cio´n mediante eventos se denominan Para´metros de Estado. Dentro
del grupo de elementos, llamaremos elementos agentes a aquellos
elementos que poseen para´metros de estado, y llamaremos elemen-
tos agentes inteligentes a aquellos que adema´s son capaces de
realizar acciones. Es decir, poseen un sistema de control. Adicio-
nalmente, los Elementos llevan asociados un grupo de para´metros
no funcionales, estos no esta´n definidos en el modelo ni tienen nin-
guna influencia en las interacciones entre ellos, son los para´metros
gra´ficos y son, al igual que los sensores, combinaciones de otros
para´metros. Sirven para definir la representacio´n que se va a hacer
de los elementos en el entorno y esta´n formados por una etique-
ta que indica el tipo de representacio´n y un vector de valores que
indican los para´metros que configuran esa representacio´n.
3. Eventos: estos esta´n asociados a un Tipo de Elemento y producen
variaciones en los para´metros de estado de los elementos a los que
afectan. La centralita se encarga de ejecutar los eventos asociados a
cada Elemento cuando sea su turno. Dentro de cada Evento distin-
guimos tres componentes principales. Los para´metros de llamada,
son aplicables solamente a las acciones y son aquellos para´metros
de entrada que recibe el evento del sistema de control para modifi-
car sus efectos. La asignacio´n de elementos, es la parte del evento
encargada de localizar o asignar los elementos que intervendra´n en
el evento y, por tanto, cuyos para´metros vamos a leer o modificar.
Por u´ltimo, la ejecucio´n es la parte en la que se realizan las opera-
ciones necesarias y finalmente se definen y ejecutan los cambios en
los para´metros correspondientes.
4. Plantillas de configuracio´n: estas son un conjunto de archivos xml
que definen el entorno. Poseen una estructura prefijada para definir,
para cada elemento, cada uno de los para´metros que los constitu-
yen. Existen tres tipos de plantillas:
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Los creadores, que contienen la informacio´n de cua´ntos ele-
mentos de cada tipo se van a generar y los valores particulares
de cada uno de los para´metros descriptivos de elemento y de
los para´metros de estado necesarios en la inicializacio´n.
Las definiciones de tipo, en las cuales se definen los nombres y
rangos de cada uno de los para´metros (para´metros de tipo, de
elemento y de estado) y se definen los valores de inicializacio´n
por defecto.
La tabla de compatibilidades, en la que se definen las asocia-
ciones entre cada elemento y los eventos.
5. Interfaz gra´fico: este se encarga de leer los para´metros gra´ficos de
todos los agentes de la simulacio´n y representarlos en el panel de
simulacio´n.
6. Estructura de hilos de proceso: esta estructura de hilos va a estar
gestionada por la centralita y vamos a distinguir tres tipos de hilos
principales:
El hilo de la centralita, que es hilo del programa principal y eje-
cuta las tareas asignadas a la centralita que ya hemos comen-
tado: inicializacio´n, comprobacio´n de la existencia de elemen-
tos o eventos nuevos, gestio´n de entradas externas (entradas a
trave´s de menu´s, botones del panel, barras de deslizamiento o
cuadros de texto del panel de simulacio´n), etc.
Los hilos de los elementos, cada uno de estos hilos tiene asig-
nados uno o ma´s elementos, su funcio´n consiste en ejecutar
secuencialmente para cada uno de sus elementos asignados
todos los eventos compatibles con ese elemento.
Por u´ltimo, el hilo del interfaz gra´fico se encarga de ejecutar la
actualizacio´n del panel de simulacio´n de acuerdo a los valores
actuales de cada uno de los para´metros gra´ficos de cada uno
de los elementos.
A continuacio´n, entraremos ma´s en detalle para justificar co´mo vamos
a satisfacer cada uno de los requisitos de la aplicacio´n que expusimos en
el apartado anterior con el disen˜o presentado.
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Procedimiento detallado
De cara a facilitar el proceso de implementacio´n, se ha disen˜ado la
aplicacio´n de tal manera que la definicio´n del modelo simulado se co-
rresponde a un conjunto de objetos de dos tipos dentro de la estructura
del Waspbed: elementos o eventos. Esto simplifica las consideraciones a
la hora de modelar un problema o entorno. Adicionalmente, los elemen-
tos poseen una plantilla que guı´a al disen˜ador en el proceso de confi-
guracio´n de cada uno de ellos. El disen˜ador debe decidir en primer lu-
gar que´ para´metros de cada tipo va a poseer cada tipo de elemento. Los
para´metros en Waspbed son siempre un par (nombre, vector de valores)
y cada uno de los valores posee un rango de funcionamiento en el que
este para´metro puede tomar valores y un rango de inicializacio´n en el que
se generan aleatoriamente los valores iniciales.
El disen˜ador debe decidir, a continuacio´n, los rangos de cada para´me-
tro. En el caso de los para´metros de estado, el rango de cada para´me-
tro funciona como una restriccio´n, cuando un evento intenta asignar a
un para´metro un valor fuera de su rango, este para´metro mantiene su
valor anterior. En el caso de un para´metro descriptivo de elemento, la
variacio´n se produce cuando se genera un nuevo elemento durante una
simulacio´n y los nuevos para´metros se definen en la propia simulacio´n
(procesos de reproduccio´n, etce´tera), en el caso de los para´metros des-
criptivos del tipo de elemento estos no requieren de un rango. Por u´ltimo
el disen˜ador puede establecer que los para´metros tomen valores conti-
nuos, o discretos, establecimiento el paso de cada para´metro de modo
que los para´metros so´lo pueden tomar valores que sean mu´ltiplos del pa-
so (nuevo valor = k ∗ paso).
Posteriormente, el disen˜ador debe generar los eventos, para ello Wasp-
bed dispone de una clase Evento de la que heredan todos los nuevos
eventos que se vayan a crear. Esta clase evento representa tambie´n una
plantilla a la que deben adaptarse los disen˜adores para crear estas in-
teracciones. Los para´metros que reciben todos los Eventos por defecto
son: una referencia al Elemento que los ha llamado, el valor del tiempo
en el instante en el que fueron llamados y un vector de para´metros de
entrada. Adicionalmente, existe una clase esta´tica denominada Gestor de
Eventos que es la que se encarga de devolver una lista con todos los ele-
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mentos de un tipo determinado que este´n activos en ese momento. Con
estos para´metros de entrada y el acceso al Gestor de Eventos, podemos
configurar cualquier interaccio´n entre elementos. En la primera parte del
evento, el disen˜ador debe implementar la fase de asignacio´n de elemen-
tos en la que se seleccionan los elementos que cumplan unas condiciones
especı´ficas para formar parte de la interaccio´n. En la segunda fase se rea-
lizan las operaciones necesarias para generar el conjunto de variaciones
que se van a llevar a cabo en ciertos elementos de los seleccionados y se
ejecutan esas modificaciones.
Para definir los agentes inteligentes, es decir, los agentes con su siste-
ma de control, el disen˜ador debe programar el funcionamiento y actualiza-
cio´n de este sistema de control. Los sistemas de control se implementara´n
en un evento de una clase especial denominados EvTool (Eventos He-
rramienta) y se llamara´n desde una reaccio´n denominada generalmente
Decidir (ejemplos de sistemas de control son una red neuronal, un siste-
ma de reglas, etce´tera). Decidir implica, por lo tanto, ejecutar el algoritmo
del decisor para realizar una accio´n con unos para´metros de entrada de-
terminados. El sistema de control modifica tambie´n un tipo especial de
para´metros de estado que se incluyen en lo que se denomina memoria
interna y a los que so´lo el sistema de control accede para modificar o pa-
ra leer. Estos para´metros representan informacio´n histo´rica que puede ser
relevante para decisiones futuras. A nivel de implementacio´n no difieren
de otros para´metros de estado, pero a nivel conceptual sı´ representan una
categorı´a distinta, y por tanto, a la hora de disen˜ar es de utilidad su dife-
renciacio´n para guiar el proceso de definicio´n de cada agente inteligente.
En el caso de que el sistema de control sea muy sencillo (p. ej. una fun-
cio´n de ponderacio´n con una serie de coeficientes para elegir entre varias
opciones), el sistema de control podra´ ir incluido en la accio´n de Decidir
para rebajar el coste de la llamada a otro evento.
En cuanto a flexibilizar las modificaciones en las simulaciones imple-
mentadas, el Waspbed permite: realizar cambios en los agentes modifi-
cando rangos de para´metros, an˜adiendo nuevos para´metros o eliminando
otros cambiando los archivos de configuracio´n XML, an˜adir nuevas aso-
ciaciones entre eventos y elementos o eliminar algunas de la existentes
modificando el archivo XML de la tabla de compatibilidad. Es posible tam-
bie´n an˜adir elementos nuevos durante la simulacio´n sin tener que dete-
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nerla, introduciendo un nuevo archivo creador si son elementos de un tipo
ya especificado, o un archivo de definicio´n de tipo junto a un archivo crea-
dor en las carpetas correspondientes. Del mismo modo, si generamos a
partir de una nueva clase de Evento un archivo precompilado c˙lass y lo
situamos en la carpeta de eventos, este pasara´ a estar disponible para
los elementos de la simulacio´n. Por lo tanto, Waspbed permite tanto una
modificacio´n flexible de cualquier simulacio´n ya disen˜ada como el an˜adir
elementos, eventos o asociaciones entre ellos en tiempo de ejecucio´n.
Con respecto a tener control total y libertad para generar y representar
cualquier tipo de modelo, esto es una consecuencia casi directa de haber
implementado el entorno de simulacio´n, puesto que cualquier necesidad
que implique algu´n cambio estructural podrı´a realizarse, con mayor o me-
nor facilidad, pero ma´s directamente que usando una aplicacio´n externa.
A mayores, tal y como se ha definido esta arquitectura, es posible combi-
nar la definicio´n del entorno a bajo nivel, en cuanto a definir o modificar
los eventos generados, paso a paso, con un lenguaje de ma´s alto nivel
haciendo uso de herramientas ya desarrolladas.
Las herramientas son un caso particular de los eventos, estas heredan
de la clase EvTool y se llaman desde los Eventos. El sistema de control
es, a nivel de arquitectura del Waspbed, una EvTool y se llama desde una
reaccio´n denominada Decidir. El evento de eliminar un elemento, el even-
to para generar un nuevo elemento, el evento de reproduccio´n, el evento
de localizar un elemento cercano (para una distancia definida como la
norma de una variable configurable), el evento que calcula la distancia en
un entorno toroidal. . . son ejemplos de algunos de los EvTool a los que se
puede acceder desde cualquier evento. Y que por tanto son reutilizables
entre distintas simulaciones.
En cuanto a las herramientas de ana´lisis, estas esta´n integradas en
Waspbed mediante lo que se llaman ‘agentes de monitorizacio´n’. Estos
agentes so´lo realizan percepciones, es decir que no afectan a ningu´n
para´metro que no sea suyo, se limitan a leer los para´metros de otros
elementos y generar valores nuevos para sus para´metros sensoriales co-
mo combinacio´n de aquellos. A partir de los para´metros gra´ficos de cada
agente de monitorizacio´n, se representan en el panel de simulacio´n estas
variables de monitorizacio´n que pueden incluir desde medias, desviacio-
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nes, medidas locales, hasta operadores ma´s complejos como medidores
de la variabilidad de una poblacio´n, etce´tera.
Para conseguir la paralelizacio´n, Waspbed ejecuta una estructura de
hilos que permite que la carga de co´mputo de toda la simulacio´n este´ dis-
tribuida entre estos hilos. La centralita que gestiona toda la aplicacio´n,
incluso la estructura de hilos de los elementos y del interfaz gra´fico, se
ejecuta en un hilo independiente. El hilo de la centralita no posee mucha
carga de trabajo pero debe ser independiente para no estar supeditado al
transcurso de los eventos de la simulacio´n, y por tanto, no ser bloqueado
por estos. El hilo del interfaz gra´fico se encarga de leer el estado actual del
entorno y representarlo. Waspbed permite modificar la velocidad de los hi-
los del interfaz gra´fico y de los hilos de ejecucio´n para ası´ conseguir una
visualizacio´n con mayor o menor velocidad de refresco, y por tanto mayor
o menor prioridad al ca´lculo de la simulacio´n, gracias a esta capacidad
no necesitamos ejecutar la simulacio´n sin interfaz gra´fico para acelerarla,
basta configurar un tiempo de refresco de la visualizacio´n lo suficiente-
mente bajo como para que el tiempo de ca´lculo perdido en el proceso sea
despreciable frente al tiempo de ca´lculo de los hilos de ejecucio´n.
Los elementos se distribuyen en hilos de ejecucio´n y debido a que ca-
da elemento tiene asociados una serie de eventos toda la carga de trabajo
que implica resolver la fı´sica/reglas del mundo se reparte entre los agen-
tes. Es importante para el disen˜ador distribuir de forma equilibrada las
asignaciones de las reacciones entre todos los elementos si se busca una
buena paralelizacio´n. Cada uno de los hilos de ejecucio´n de los elemen-
tos se encarga de ejecutar de forma sucesiva las Percepciones, Acciones
y Reacciones de cada uno de los elementos que tiene asociados. Estos
hilos se pueden distribuir de forma sencilla en varias CPU para disminuir
el tiempo de simulacio´n.
4.2.5. Implementacio´n
La implementacio´n del sistema Waspbed se ha realizado en JAVA. La
decisio´n de utilizar este lenguaje se ha basado en principalmente en los
siguientes motivos: en primer lugar, el lenguaje JAVA permite un uso multi-
plataforma de nuestra aplicacio´n, lo cual es realmente interesante de cara
a lanzar las simulaciones en clusters de procesadores independientemen-
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Figura 4.7: Diagrama de clases de la aplicacio´n Waspbed.
te del sistema operativo sin tener que recompilar la aplicacio´n. Tambie´n
nos permite la integracio´n del simulador con otros interfaces, como por
ejemplo un simulador dina´mico comercial, dispositivos externos (ca´mara´s,
sensores de luz, etce´tera) independientemente de la plataforma utilizada.
Otro de los motivos es que JAVA es un lenguaje basado en objetos, lo
cual permite traducir, de forma casi directa, el modelo de mundo que que-
remos simular al modelo de mundo utilizado en la aplicacio´n. Por u´ltimo,
de cara a un uso en un navegador web de la aplicacio´n, JAVA permite
la generacio´n de applets los cuales esta´n incorporados en los principales
navegadores actuales.
El diagrama de clases de la aplicacio´n Waspbed se muestra en la fi-
gura 4.7. La descripcio´n detallada del funcionamiento de cada una de las
clases puede consultarse en el ape´ndice I.
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Figura 4.8: Plantilla de creacio´n de una simulacio´n.
4.2.6. Comprobacio´n de funcionamiento ba´sico
Para llevar a cabo la comprobacio´n de que el WaspBed funciona co-
rrectamente segu´n el disen˜o e implementacio´n anteriores, se ha creado
un escenario simple compuesto por dos tipos de elementos. Un primer
elemento que denominaremos boid, por estar inspirados en los famosos
boids de Reynolds (Reynolds, 1987), y que van a desplazarse por el es-
cenario, y un segundo elemento que sera´ el entorno y que generara´ un
campo de aceleraciones al que estara´n sometidos los boids. La plantilla
de definicio´n para este escenario puede verse en la figura 4.8.
El objetivo de esta prueba es comprobar el funcionamiento correcto
de los distintos mo´dulos del WaspBed. Para ello este escenario, aunque
simple, comprendera´ todas las funcionalidades del mismo en cuanto a la
inicializacio´n de varios tipos de elementos, generacio´n de acciones que
involucren a elementos de distintos tipos, estudio de la representacio´n
gra´fica y sus capacidades de configuracio´n, etce´tera.
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Los elementos que denominamos boids, estara´n sujetos a la accio´n
de tres componentes que guiara´n su movimiento. Esto se hara´ de cara a
representar las tres componentes que intervienen en un sistema complejo
(Cotsaftis, 2006) y que son la componente individual, la externa y la colec-
tiva. Estas tres componentes esta´n representadas por la implementacio´n
en la accio´n avanzar de tres fuerzas que afectan a los boids. Una primera
fuerza es la debida a un campo de aceleraciones externo que es genera-
do por el elemento entorno y que varı´a con el tiempo. Este campo tiene la
forma que podemos ver en las figuras 4.9 y 4.10.
Figura 4.9: Campo de aceleraciones generado por la componente externa en el
estado 1 (p = 1).
La segunda componente es debida a un conjunto de reglas de inter-
accio´n local entre los distintos boids, y sigue la misma estructura que las
reglas de los boids de Reynolds (1987). Estas reglas se basan en la ve-
locidad y posicio´n de los vecinos de cada uno de los boids y generan un
comportamiento de movimiento en bandada.
Concretamente, las reglas son las siguientes y esta´n representadas en
la figura 4.11:
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Figura 4.10: Campo de aceleraciones generado por la componente externa en el
estado 2 (p = 2,8).
Una fuerza de atraccio´n que dirige al boid hacia el centroide de la
posicio´n de los vecinos haciendo que la bandada se agrupe.
Una fuerza que tiende a igualar la velocidad a la de los vecinos de
manera que la bandada se mueva uniformemente.
Una fuerza de separacio´n que impide que los boids se acerquen
demasiado.
Y por u´ltimo, cada uno de los boids posee un comportamiento indi-
vidual que hace que siga una trayectoria variable con el tiempo y que
es diferente para cada boid. Esta serı´a la componente individual del mo-
















donde los coeficientes Ai, Bi, Pi y Qi se generan aleatoriamente para ca-
da uno de los individuos cuando se crean en la inicializacio´n.
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Figura 4.11: Representacio´n de las reglas de atraccio´n, velocidad y separacio´n
de los boids.
Estas tres componentes, fuerza externa, fuerza colectiva y fuerza in-
dividual, representan respectivamente comportamientos ordenados, com-
plejos y cao´ticos. El comportamiento resultante que poseera´n los boids
sera´ una combinacio´n de estos tres y estara´ dado por los coeficientes de
orden, caos y complejidad que posee cada uno de ellos.
El otro elemento denominado entorno es el encargado de generar el
campo de aceleraciones y producir variaciones en e´l a lo largo del tiem-
po. Ba´sicamente, este campo de aceleraciones posee dos puntos atrac-
tores que definen una orbita estable. Esta o´rbita (P ) la constituye el lugar
geome´trico de los puntos que cumplen que el producto de las distancias
a estos dos puntos es constante.
x ∈ P ⇔ d(x, P1) · d(x, P2) = K (4.6)
donde el valor de la constante K es el para´metro que el entorno hace va-
riar con el tiempo mediante la reaccio´n Variacio´n del campo.
Para llevar a cabo la representacio´n, se generaron unos polı´gonos cu-
ya posicio´n y orientacio´n es la posicio´n y orientacio´n de cada boid. Adicio-
nalmente, se probo´ la representacio´n del mo´dulo de la velocidad de cada
boid mediante el color con el que se representan. Obteniendo ası´ una vi-
sualizacio´n de este para´metro. Se probaron diversas configuraciones ini-
cializando una poblacio´n de 300 boids con diferentes valores de los coefi-
cientes de las componentes del movimiento.
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En la figura 4.12 vemos algunas capturas de la simulacio´n obtenida,
donde se representan distintos estados de los boids. La imagen a mues-
tra la situacio´n inicial con una dispersio´n aleatoria de posiciones y velo-
cidades para los boids, la b muestra el estado resultante de combinar las
componentes externa e individual, es decir, los boids tienen tendencia a
seguir la direccio´n marcada por el campo de fuerzas externo pero poseen
otra componente de comportamiento individual independiente que genera
en el comportamiento colectivo cierto desorden, en la captura c y d po-
demos apreciar el comportamiento determinado solo por la componente
externa en dos instantes que corresponden a los valores del para´metro
p = 1,0 y p = 2,8, como se comprueba todos los elementos siguen la
tendencia marcada por las lineas de campo. La captura e muestra una
combinacio´n de componente externa, y colectiva lo cual se traduce en un
comportamiento de agrupacio´n generado por las reglas de los boids mien-
tras se sigue la trayectoria de la fuerza externa y por u´ltimo en f vemos
el estado resultante con so´lo componente colectiva que es equivalente al
movimiento en bandada definido por las reglas de lo boids. Este ejemplo
nos sirve para comprobar mediante el uso de estos comportamientos ya
conocidos que la reglas de interaccio´n en estos tres niveles predefinidos
esta´n siendo interpretadas correctamente.
Comprobamos tambie´n, que todos los mo´dulos funcionan correcta-
mente, la representacio´n gra´fica, la creacio´n de elementos y eventos, los
archivos de inicializacio´n, configuracio´n y definicio´n se leen e interpretan
de forma correcta, y por tanto, este ejemplo nos sirve para probar el fun-
cionamiento ba´sico de la aplicacio´n.
En los siguientes capı´tulos se llevara´ a cabo un estudio detallado del
CeAS en 3 problemas dina´micos descentralizados de ingenierı´a. En estos
escenarios, creados para estudiar el CeAS, se realizara´ tambie´n el testeo
de algunas otras funcionalidades del WaspBed que puedan surgir al im-
plementar un sistema de control en los agentes y crear escenarios ma´s
complejos y con mayor nu´mero de interrelaciones.
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Figura 4.12: Representacio´n de boids en distintos estados durante la simulacio´n.
a: Situacio´n inicial; b: Combinacio´n de componente externa e individual; c: So´lo
componente de fuerza externa p = 1,0; d: So´lo componente de fuerza externa
p = 2,8; e: Combinacio´n de componente externa y colectiva; f: So´lo componente
colectiva, comportamiento de bandada obtenido mediante las reglas de los boids
de Reynolds.
Capı´tulo 5
Estudio del CeAS en un
problema de ruta o´ptima
5.1. Introduccio´n y Objetivos
El primer problema dina´mico descentralizado que vamos a utilizar pa-
ra estudiar las capacidades del CeAS, y que nos servira´ tambie´n para
profundizar en el uso de la herramienta de simulacio´n WaspBed, sera´ el
problema de encontrar una ruta o´ptima, uno de los problemas prototipo
en el campo de la Investigacio´n Operativa. El objetivo es encontrar la me-
jor ruta posible en un una red de rutas interconectadas. Dependiendo del
caso concreto, se establecen distintos valores para las variables que se
deseen maximizar. El caso ma´s tı´pico de problema de ruta o´ptima es en-
contrar encontrar el camino ma´s corto entre dos puntos de grafo. En estos
casos, la magnitud a minimizar es la distancia entre esos dos puntos, pero
se podrı´an utilizar otras como el tiempo, la longitud de los tramos, etc.
Utilizaremos el CeAS con el objetivo de encontrar un algoritmo gene´ri-
co para la bu´squeda de rutas o´ptimas, es decir, la tarea objetivo final
sera´ la de desarrollar un algoritmo capaz de llevar a cabo el proceso de
bu´squeda no para un grafo concreto, sino para cualquier grafo con una
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serie de caracterı´sticas dimensionales y de complejidad dentro de un ran-
go que hemos utilizado para acotar el alcance del problema.
Este problema que vamos a estudiar en primer lugar cubre varios ob-
jetivos dentro del marco de esta tesis. Principalmente, con respecto al
algoritmo CeAS, estudiaremos los problemas y consideraciones necesa-
rias para la parametrizacio´n y disen˜o de un escenario de simulacio´n real
a partir de un problema modelo. Se validara´ la metodologı´a de disen˜o
presentada en el apartado 4 para la adaptacio´n de un problema dina´mi-
co descentralizado al dominio del CeAS, y de este proceso extraeremos
las conclusiones que encontremos pertinentes para mejorar la transfor-
macio´n, el proceso de disen˜o y la configuracio´n del algoritmo.
Por otro lado, se comprobara´ la capacidad del CeAS para evolucionar
una poblacio´n de agentes de modo que su comportamiento constituya una
solucio´n para la realizacio´n de una tarea o la optimizacio´n de una varia-
ble objetivo, en este caso, la resolucio´n descentralizada de un problema
de bu´squeda en un espacio definido por un grafo. Es decir, debemos com-
probar que realmente el algoritmo permite que una evolucio´n abierta como
la que se plantea este´ guiada hacia un objetivo de disen˜o.
Finalmente, servira´ para testear el funcionamiento del entorno de si-
mulacio´n WaspBed en cuanto a la implementacio´n del procedimiento de
evolucio´n de una poblacio´n planteado en CeAS. La generacio´n y elimina-
cio´n de nuevos elementos en tiempo real en la simulacio´n, los agentes de
monitorizacio´n y la extraccio´n de datos de ana´lisis a partir de la evolucio´n
de la poblacio´n y del escenario, son los principales puntos a analizar.
El problema de encontrar una ruta o´ptima se puede definir como: dado
un grafo formado por un conjunto de nodos y por un conjunto de aristas
que interconectan algunos de esos nodos y que tienen asignado un valor
(peso, longitud, etce´tera), y fijados un nodo origen y un nodo destino, en-
contrar el camino entre el origen y el destino de tal manera que la suma
de los pesos de cada una de las aristas que forman dicho camino sea
la mı´nima de todas las combinaciones de aristas que unen el origen y el
destino.
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Formalmente, dado un conjunto de ve´rtices V y un conjunto de aristas
A sea:
- g : A → R una funcio´n que relaciona a cada una de las aristas con
un valor real.
- M el conjunto de todas las combinaciones de aristas que unen dos
nodos fijos del conjunto de aristas A (el nodo origen y el nodo des-
tino).





El problema que hemos descrito se plantea como un problema con
una u´nica tarea objetivo no distribuida. Esta tarea de optimizacio´n pue-
de ser llevada a cabo por un u´nico agente con algu´n tipo de heurı´stica
constructiva o algoritmo de exploracio´n. Por otro lado, de acuerdo a lo que
hemos expuesto en el apartado 1, el tipo de problemas que entran dentro
del alcance de la te´cnica que exponemos en esta tesis es aquel en el que
las interacciones entre elementos constituyentes y los flujos de informa-
cio´n son parciales y locales, y por tanto, descentralizados. En este sen-
tido, podemos encontrar en la literatura numerosas aproximaciones para
la resolucio´n distribuida de este problema mediante el uso de poblaciones
de agentes de exploracio´n con capacidades limitadas de sensorizacio´n y
de comunicacio´n inspiradas en comportamientos de colonias de hormi-
gas (Stu¨tzle y Hoos, 2000; Schoonderwoerd y otros, 1996; Costa y Hertz,
1997). Una de las ma´s relevantes la constituye el algoritmo ACO (Ant Co-
lony Optimization).
El algoritmo ACO fue definido por primera vez por Dorigo y otros (1996)
y en e´l se indica que la tendencia de una hormiga para seleccionar un


















)β si j ∈ allowedk
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En ella intervienen los 3 para´metros siguientes: τ que indica la con-
centracio´n de feromonas, η que representa la inversa de la longitud de
una arista y allowedk que representa la lista de todas las aristas excep-
tuando aquellas consideradas tabu´ por haber sido visitadas en un plazo
menor a los k pasos anteriores.
Basa´ndonos en el modelo que plantean estos trabajos hemos decidi-
do generar un escenario para evolucionar una poblacio´n de agentes de
manera que e´sta constituya un algoritmo de bu´squeda de ruta o´ptima en
grafos consiguiendo, de esta manera, transformar el problema inicial en
un problema distribuido para el que generaremos una solucio´n basada en
un algoritmo no centralizado.
En cuanto al proceso que vamos a llevar a cabo para la definicio´n e im-
plementacio´n de este problema en CeAS, y de acuerdo a la metodologı´a
establecida en el capitulo anterior, este se compondra´ de:
1. La definicio´n del entorno, los agentes y sus interacciones para que
los comportamientos que se puedan generar en el escenario supon-
gan soluciones al problema buscado.
2. La definicio´n de la funcio´n de utilidad individual que utilizaremos pa-
ra evaluar a cada agente teniendo en cuenta la utilidad global que
define el problema para todo el conjunto.
3. La definicio´n del modo en que la evolucio´n de la poblacio´n se diri-
ge hacia comportamientos que optimizan nuestra funcio´n objetivo,
basa´ndose en la utilidad individual propuesta y mediante la defini-
cio´n de las condiciones que regulan:
a) El proceso de seleccio´n y evaluacio´n para la generacio´n de nue-
vos individuos basados en individuos existentes.
b) La asociacio´n entre la tarea objetivo y tanto la utilidad asociada
a ese individuo como su supervivencia en el entorno (tiempo de
vida).
4. Asegurar que aunque el sistema posea un punto de equilibrio sobre
la solucio´n deseada, no existan zonas (o que sean poco frecuentes)
que hagan divergir la dina´mica del sistema (extinciones), y que si el
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sistema se dirige hacia la solucio´n, lo haga de forma estable, y por
tanto, no fluctu´e en torno a esa solucio´n (control de la evolucio´n y
dina´micas de poblacio´n).
En los siguientes apartados explicaremos, primero de un modo ma´s
exhaustivo, co´mo ha sido el proceso de disen˜o del escenario para este
ejemplo siguiendo la estructura propuesta por la metodologı´a del CeAS.
A continuacio´n se expondra´ co´mo se ha realizado la implementacio´n en
el WaspBed mediante el uso de las plantillas de parametrizacio´n y de
definicio´n de los elementos del escenario y de sus interacciones. Poste-
riormente se mostrara´n los resultados obtenidos para distintas configura-
ciones del escenario, y finalmente, se expondra´n una serie de considera-
ciones con respecto al ana´lisis energe´tico que han surgido tras el estudio
en profundidad de esta aplicacio´n concreta pero que sera´n extrapolables
a muchas otras, y que por tanto, pasara´n a formar parte de la metodologı´a
del CeAS.
5.2. Configuracio´n experimental
El escenario que nos planteamos consiste en un mundo de grafos
con poblaciones de agentes que los recorren y que se ven beneficiados
energe´ticamente por el hecho de alcanzar un punto objetivo y volver al
origen (que son los dos puntos que definen el principio y el final de la
ruta cuya longitud queremos minimizar). Este mundo de grafos va mo-
difica´ndose con el tiempo ofreciendo distintos escenarios de grafos a la
poblacio´n, con el objeto de que no se especialicen en un tipo de grafo
concreto y que el sistema de control distribuido resultante pueda tomarse
como un algoritmo distribuido para la resolucio´n del problema. De hecho,
postulamos la hipo´tesis de que los sistemas de control de los agentes
individuales deberı´an tender a ser iguales, constituyendo un conjunto de
agentes homoge´neos, dado que no parece haber, en principio, ninguna
razo´n que lleve a diferenciar especies, esto es, a hacer unos individuos
diferentes a otros.
En este apartado se describen todos los elementos que van a constituir
el escenario de esta primera aplicacio´n y cua´les son sus interacciones. En
este caso, estos elementos se reducen a los agentes de bu´squeda y a los
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grafos, y sus interacciones sera´n aquellas que permitan el desplazamien-
to de los agentes a trave´s de los grafos, la comunicacio´n entre agentes y
la sensorizacio´n.
Definicio´n de los individuos
Con respecto a la definicio´n de los individuos vamos a describir funda-
mentalmente los sensores que poseen, las acciones que pueden ejecutar,
las caracterı´sticas del sistema de control y los para´metros evolucionables
que forman su genotipo.
De la descomposicio´n que hemos hecho de la tarea de exploracio´n
de un grafo en una tarea distribuida en agentes independientes y hete-
roge´neos, extraemos que la transformacio´n ma´s directa es la de asignar
un individuo a cada uno de los agentes de exploracio´n. Funcionalmen-
te, estos agentes sera´n homoge´neos, pero la estrategia que los guı´a a
trave´s de los grafos y que esta´ representada por su sistema de control,
sera´ propia de cada uno de los agentes, e inicialmente generada de for-
ma aleatoria.
Cada uno de los agentes debe poseer sensores que proporcionen
informacio´n relativa al entorno, informacio´n relativa a los otros agentes,
informacio´n interna y algu´n tipo de sistema de comunicacio´n para com-
partir informacio´n con otros agentes. Esto nos permitira´ que los compor-
tamientos puedan poseer las tres componentes que generan la interac-
cio´n dina´mica presente en un sistema complejo (Cotsaftis, 2006): el com-
portamiento individual, que es generado por para´metros propios de cada
agente bien intrı´nsecos o bien adquiridos durante la simulacio´n, el com-
portamiento colectivo generado por la influencia mutua entre agentes y el
comportamiento externo generado por para´metros propios del entorno en
el que se encuentran los agentes en cada momento.
Concretando, los sensores que se proporcionan a cada uno de los
agentes son los siguientes:
1. Sensor de agentes, que proporciona el nu´mero de agentes que
esta´n viajando cada una de las posibles futuras aristas.
5. Estudio del CeAS en un problema de ruta o´ptima 165
2. Sensor del rastro de feromonas, que obtiene el valor del para´me-
tro del nivel de feromonas para cada arista.
3. Sensor de longitud, que nos indica el coeficiente de longitud o cos-
to asociado a cada arista.
4. Sensor de proximidad temporal, que indica cuanto tiempo hace
que un agente paso´ por u´ltima vez por cada una de las posibles
futuras aristas.
Para este u´ltimo sensor, los agentes poseen una memoria de itinerario
asociada que almacena su itinerario mediante una reaccio´n. Esta reac-
cio´n tiene como objeto actualizar la memoria del itinerario, y cada vez que
un agente abandona una arista, esta arista se an˜ade a la memoria.
Debido a que la solucio´n perseguida se representa como una ruta a
trave´s de las aristas de los grafos, los movimientos de los agentes se res-
tringen a desplazarse de ve´rtice a ve´rtice a trave´s de las aristas. Cada vez
que alcanzan un ve´rtice, deciden cual sera´ la pro´xima arista a trave´s de
la que van a desplazarse. En el intervalo de tiempo durante el cual esta´n
recorriendo una arista no se les permite llevar a cabo ninguna accio´n que
no sea la de avanzar en direccio´n a su ve´rtice destino, y sus reacciones
(acciones no generadas por el sistema de control) son las asociadas al
consumo energe´tico por unidad de tiempo y el incremento del marcador
de tiempo de vida que ma´s adelante explicaremos.
Para desplazarse por el entorno se implementa el evento que se de-
nomina avanzar: cada agente avanza una distancia a lo largo de la arista
en la que se encuentra situado. Esta distancia es el resultado de multipli-
car un valor fijo y comu´n para todos los agentes denominado paso avance
por la inversa del coeficiente de taman˜o aparente del grafo en el que se
encuentra. El paso avance lo define el disen˜ador y es una medida de la
velocidad de referencia que poseen los agentes. El coeficiente de taman˜o
aparente es para´metro que se introduce para modificar la densidad de re-
cursos de los grafos y ası´ realizar un control de la entrada de recursos en
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Para tomar la decisio´n de cua´l sera´ el pro´ximo destino una vez que
un agente alcanza un ve´rtice, el sistema de control se va a basar en una
serie de valores que obtendra´ de sus sensores. La sensorizacio´n de los
agentes debe permitir una riqueza de comportamientos que comprenda
estrategias como las de las colonias de hormigas reales en las que se
basan los algoritmos tipo ACO, para poder utilizarlas como referencia y/o
comparacio´n, y tambie´n debe permitir generar otras estrategias alternati-
vas igualmente eficientes o necesarias en caso de que se realicen cam-
bios en la configuracio´n del entorno que supongan el uso de diferentes
comportamientos.
Los agentes poseen un sistema de control sencillo que incorpora dos
funciones: se encarga de generar una funcio´n de evaluacio´n para las aris-
tas basada en los valores que se obtienen de los sensores, y devuelve
el valor de la tasa de feromonas que se depositan al cruzar una arista.
Los para´metros que configuran el sistema de control son un conjunto de
pesos que se asignan a cada uno de los valores de los sensores y que
indican el valor y el sentido de la contribucio´n de los valores de los sen-
sores a la evaluacio´n de cada arista. Se ha elegido esta codificacio´n para
el comportamiento por dos motivos: en primer lugar esta´ basado en los
algoritmos de optimizacio´n por colonias de hormigas en los que se inspira
esta aplicacio´n, y en segundo lugar, permite una extraccio´n sencilla del
comportamiento de la poblacio´n con un simple ana´lisis de los valores de
estos para´metros, lo cual sera´ importante a la hora de estudiar los resul-
tados.
Para la ejecucio´n del sistema del control se ha implementado la si-
guiente accio´n:
Decidir arista: esta accio´n se activa cuando un agente alcanza un no-
do, este ha de decidir la pro´xima arista. Para ello el sistema de control
evalu´a cada una de las posibles opciones y selecciona la ma´s valorada.
El sistema de control es sencillo y por eso esta´ incorporado en la accio´n
de decidir y no en una EvTool (ver el ape´ndice anexo I) separada. La eva-
luacio´n se realiza mediante la siguiente expresio´n:
Vi = C
f
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Siendo los valores correspondientes a los sensores de nivel de feromonas
(Fi), sensor del nu´mero de agentes en cada arista(sı´mbolo), sensor de la
longitud de cada arista (Li), y por u´ltimo, el sensor de memoria (Mi) que
indica el tiempo que ha pasado desde que ese agente cruzo´ esa arista.




i , C li y Cmi son los coeficientes propios de cada agente que ponderan
la influencia de cada uno de los te´rminos de los sensores en la valoracio´n
global y toman valores en el intervalo [−5, 5]. La arista que obtenga una
valoracio´n ma´s alta sera´ la que seleccione el agente para continuar su ru-
ta. Estos cuatro coeficientes son heredables, y por tanto, intervienen en el
proceso de cruce. La arista que obtenga una valoracio´n ma´s alta sera´ la
que seleccione el agente para continuar su ruta. Cada combinacio´n de
estos coeficientes determina un comportamiento nuevo, y por tanto, un
agente distinto. Los para´metros evolucionables, es decir, el genotipo de
los individuos, esta´ formado por estos 4 coeficientes junto a 1 coeficiente
de produccio´n de feromonas.
En resumen, la tarea ba´sica que deben realizar los individuos sera´ la
de explorar los grafos para alcanzar los puntos de destino y dejar un rastro
de feromonas cuando hayan encontrado una ruta que lleva dicho destino.
La forma concreta de realizar esta tarea estara´ definida por los 5 para´me-
tros evolucionables de los agentes. Una vez que la evolucio´n llevada a
cabo mediante el CeAS ha alcanzado una situacio´n estable, a partir del
nu´mero de agentes y de las estructuras de control obtenidas para cada
uno de ellos, sera´ posible extraer el algoritmo resultante de la misma for-
ma que el caso de los algoritmos basados en colonias de hormigas, en
los cuales, tras estudiar el comportamiento de estos insectos sociales, se
extraen una serie de reglas y para´metros para configurar el algoritmo bio-
insipirado.
Este algoritmo obtenido por el CeAS va a representar una solucio´n dis-
tribuida, pues esta´ repartido entre un grupo de agentes, descentralizada,
pues no existe ningu´n elemento de central para el control, comunicacio´n
o acceso a informacio´n, y estable frente a ligeras variaciones en las con-
diciones del entorno o en el nu´mero de agentes, pues durante el proceso
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de evolucio´n estas condiciones han ido variando y la solucio´n representa
un punto de estabilidad frente a estos cambios.
Modelado distribuido y descentralizado
En cuanto a la definicio´n del entorno, teniendo en cuenta que el obje-
tivo es generar un grupo de agentes que recorran diferentes grafos y que
busquen la ruta o´ptima para cualquiera de ellos, e´ste estara´ formado por
un conjunto de grafos generados aleatoriamente y que ira´n cambiando ca-
da cierto tiempo. Con esto aportamos generalidad a la solucio´n encontra-
da, es decir, evitamos que surjan un grupo de agentes que sean capaces
de resolver un grupo concreto de grafos debido a alguna particularidad o
alguna caracterı´stica comu´n a todos ellos, pero que estos mismos en otro
nuevo grafo no sean eficientes.
Los grafos esta´n compuestos por dos componentes ba´sicos claramen-
te diferenciados: los nodos y las aristas que unen ciertos nodos. De entre
estos u´ltimos, existen dos especiales que son el nodo origen y el nodo
destino, que deben estar claramente identificados. En los nodos se guar-
da una lista de las aristas con las que se conecta.
Con respecto a las aristas, cada una de ellas conecta dos nodos y
posee tres valores asociados:
1. Un valor fijo de longitud o coste asociado (tiempo, energı´a, etce´tera)
a recorrer esa arista.
2. Un para´metro de estado que representa el nu´mero de agentes que
esta´n situados en un momento dado sobre una arista.
3. Un para´metro de estado que puede ser modificado por los agentes
que atraviesan una arista y que permite cierto nivel de comunicacio´n
ası´ncrona a trave´s del entorno. Este para´metro se inspira en el modo
de comunicacio´n de los insectos sociales, denominado stigmergy,
mediante el uso de rastros de feromonas. En nuestro planteamiento
lo denominaremos nivel de feromonas.
Cada uno de los grafos tiene asociado un valor de energı´a y un tiempo
de funcionamiento. Cuando el nivel de energı´a llega a cero, e´ste es subs-
tituido por un nuevo grafo generado aleatoriamente. Esto ocurre tambie´n
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cuando el tiempo de funcionamiento alcanza un valor lı´mite, aunque el
grafo no haya agotado toda su energı´a.
Dependiente del nivel de energı´a, cada uno de los grafos posee un
valor de taman˜o aparente. Este valor es un coeficiente que modifica los
valores de longitud de cada arista haciendo que el tiempo empleado en
recorrerlos aumente o disminuya. Comentaremos ma´s en profundidad es-
te aspecto en el apartado de gestio´n energe´tica.
Figura 5.1: Escenario para la bu´squeda del camino ma´s corto en un grafo. Los
agentes esta´n representandos por cı´rculos cuyo color y taman˜o indica su co´digo
gene´tico y edad respectivamente. Los 6 grafos se dibujan como un conjunto de
lı´neas que en la posicio´las aristas y por un cı´rculo negro que representa el nodo
destino y cuyo taman˜o es proporcional al nivel de energı´a de cada grafo.
En la simulacio´n en el WaspBed se generan seis grafos interconecta-
dos compuestos por 12 nodos y 25 aristas. Estos grafos se generan de
forma aleatoria y todos comparten el mismo nodo origen. El entorno en ca-
da instante, por tanto, esta´ compuesto por seis grafos. En la figura 5.1 se
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muestra una captura del entorno. Cada uno de los agentes se representa
mediante un cı´rculo cuyo color representa sus para´metros evolucionables
y su a´rea el tiempo de vida, ası´ los individuos ma´s exitosos, adema´s de
ser muy numerosos, son aquellos que alcanzan la edad ma´xima, lo que
hace que la superficie ocupada por un color sea una representacio´n de lo
exitoso de ese co´digo gene´tico.
Los grafos no poseen sistema de control, y por tanto, solo poseen reac-
ciones. E´stas corresponden a la actualizacio´n continua de los grafos a los
que se han de enfrentar los agentes de exploracio´n, a la modificacio´n de
la densidad de recursos para hacer consistente la gestio´n energe´tica que
nos permite controlar la poblacio´n y a la disminucio´n del nivel de fero-
monas en cada arista para evitar una convergencia prematura hacia las
primeras rutas encontradas, es decir, para reducir la explotacio´n del algo-
ritmo de bu´squeda de rutas y por consiguiente aumentar la exploracio´n.
Por consiguiente, los eventos asociados a los grafos son:
Regeneracio´n: evento que se ejecuta asociado a un grafo cuando e´ste
agota sus recursos o su tiempo de simulacio´n. En ese momento es subs-
tituido por un nuevo grafo generado de forma aleatoria pero con el mismo
nu´mero de aristas y de nodos que el que desaparece. Ma´s concretamen-
te, cuando un grafo agota sus recursos, pasa a un estado desactivado en
el cual todos los agentes se dirigen hacia el nodo origen para desalojar
ese grafo y situarse en otro. Durante el tiempo que dura este desalojo
del grafo no se permite la entrada a agentes de exploracio´n, pero el nivel
de energı´a sigue aumentando. Esto es necesario para hacer consistentes
los balances de energı´a, y una vez que ya no hay agentes en el grafo, se
genera el grafo nuevo manteniendo el valor de energı´a del grafo anterior,
con lo que no hay ninguna variacio´n de energı´a a mayores de la tasa de
entrada establecida.
Actualizacio´n del taman˜o aparente: este evento tiene como objeto lle-
var a cabo la regulacio´n energe´tica del sistema mediante el ajuste de la
densidad aparente de recursos en el entorno de exploracio´n, es decir,
el taman˜o aparente del grafo se modifica con respecto a la cantidad de
energı´a disponible. Basa´ndonos en una superficie inicial del entorno, es-
te ajuste se realiza de manera que, cuando baja la cantidad de energı´a,
baja tambie´n la densidad de energı´a, y por tanto, aumenta el recorrido
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medio entre diferentes fuentes de energı´a. Este ajuste y otros relativos a
los balances de energı´a se tratara´n en detalle en el apartado 5.5, pero
en definitiva, el taman˜o aparente se modificara´ de manera inversamente
proporcional a la cantidad de energı´a en el grafo.
Por u´ltimo, existe una reaccio´n encargada de reducir el nivel de fero-
monas en las aristas:
Evaporacio´n de feromonas: tanto en los sistemas reales, como en los
entornos virtuales bioinsipirados en comportamientos de hormiga, un pro-
ceso fundamental es la evaporacio´n de feromonas en las rutas realizadas
para evitar saturar las primeras rutas encontradas por los agentes y au-
mentar la exploracio´n en el algoritmo de bu´squeda.
Siguiendo la metodologı´a expuesta en el apartado 4, a continuacio´n
vamos a tratar los cuatro niveles de interaccio´n entre elementos del es-
cenario para asegurarnos de que se realizan cumpliendo las restricciones
impuestas para una resolucio´n distribuida y descentralizada y para expli-
car en detalle co´mo se han implementado.
Informacio´n de entorno: el flujo de informacio´n entre los agentes
de exploracio´n y el entorno se realiza mediante la reaccio´n percibir:
Percibir: se encarga de actualizar los valores de los cuatro senso-
res del agente, cuando este alcanza un nodo. La informacio´n que
requieren los sensores se extrae de para´metros del grafo y de la
memoria de itinerario.
La informacio´n de entorno utilizada se obtiene mediante la extrac-
cio´n del nivel de feromonas y de la longitud para cada una de las
aristas. Esta informacio´n es completamente local y distribuida en ca-
da uno de los nodos. Un agente no tiene acceso a la informacio´n de
todo el grafo, sino que so´lo tiene acceso a la informacio´n disponible
en el nodo en el que se encuentra.
Informacio´n de grupo: la actualizacio´n del sensor de nu´mero de
individuos en una arista es el u´nico flujo de informacio´n directo en-
tre agentes. Representa un modo de conocer cierta informacio´n del
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resto de la poblacio´n, pero en este caso, tambie´n de forma parcial
y local. Debemos resaltar el hecho de que el tipo de comunicacio´n
‘stigmergy’, aunque permite obtener informacio´n del grupo, se rea-
liza a trave´s del entorno y es por eso que la hemos incluido en el
apartado anterior.
Actuacio´n sobre el entorno: Los agentes poseen asociados dos
eventos que modifican para´metros del entorno, uno es la accio´n de
liberacio´n de feromonas que constituye una de las acciones de los
individuos:
Liberar feromonas: la accio´n de liberar feromonas se realiza solo en
el camino de regreso desde el destino hasta el origen, y el siste-
ma de control decide la cantidad de feromonas que produce cada
agente en funcio´n de un para´metro evolucionable propio de cada
elemento.
El otro evento es la llegada al nodo de destino, en el cual los agentes
reciben un valor de energı´a prefijado, y por consiguiente, el grafo ve
reducida su energı´a.
Actuacio´n en el grupo: la u´nica interaccio´n que existe entre miem-
bros de la poblacio´n es la de reproduccio´n. Esta se explicara´ en el
apartado de seleccio´n reproductiva.
Estudio de la utilidad privada y utilidad global
En primer lugar debemos establecer con claridad cua´l es la utilidad
global de nuestro sistema. En un problema de bu´squeda del camino ma´s
corto esta´ claro que el objetivo es que la ruta propuesta por el solucio-
nador del problema tenga un valor de distancia asociado lo menor po-
sible. En un problema de generacio´n de un comportamiento colectivo de
bu´squeda del camino ma´s corto en un determinado tipo de grafos como el
que nos ocupa, el objetivo es que la distancia de la ruta o´ptima proporcio-
nada para cada grafo sea la menor posible en cada paso de tiempo, pero
esto nos conduce a un problema multiobjetivo o al establecimiento de una
funcio´n de utilidad para generar una solucio´n de compromiso. De forma
ma´s clara, los objetivos lı´mite que plantea el escenario son la obtencio´n
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de forma ra´pida de una solucio´n de calidad media o bien poblaciones que
obtengan soluciones de mayor calidad ma´s tarde.
En el escenario propuesto, los agentes substraen una cantidad fija (ei)
al valor de energı´a de un grafo cuando alcanzan el destino: cuanto ma´s
ra´pido realizan la ruta ma´s veces extraen energı´a al grafo, y por tanto,
menor sera´ su nivel de energı´a. En definitiva, la medida de utilidad global
que se extrae de este planteamiento se obtendrı´a a partir del sumatorio





El objetivo sera´ reducir este nivel de energı´a, pues reducir este valor
implica que los grafos se esta´n recorriendo de la manera ma´s eficiente. Si
tenemos en cuenta el ana´lisis de utilidad privada explicado en el capı´tulo
del CeAS, para calcular la utilidad diferencial que allı´ se propone debemos
definir un segundo te´rmino. Recordemos que representaba el valor de
utilidad del entorno si eliminamos los efectos un agente concreto. Para
nuestro caso, si un agente alcanza un punto de destino, mejora el valor
de utilidad en el valor de recompensa energe´tica predefinido (re) y si no lo
alcanza esta valor no se modifica. Por lo tanto, la utilidad diferencial sera´:
G(z−i + ci) =

∑
g ei − re : entrega∑





0 : no entrega (5.7)
Con respecto al debate planteado anteriormente, esta solucio´n implica
que se esta´ generando una funcio´n de utilidad que finalmente tendera´ a
generar una poblacio´n con una solucio´n de compromiso entre velocidad
y optimalidad. El resultado de esta solucio´n de compromiso estara´ deter-
minado por ciertos para´metros con los que hemos definido el entorno y
que van determinar co´mo se asignan las recompensas. Los para´metros
que son de relevancia son, principalmente, el tiempo medio de vida de un
grafo y la cantidad de energı´a que puede almacenar un agente. Si el grafo
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tiene un tiempo de duracio´n grande, esto permitira´ a las estrategias que
generan valores pro´ximos al o´ptimo imponerse durante un gran intervalo
de tiempo, orientando la evolucio´n hacia ese tipo de comportamientos. Si
el valor de energı´a de los agentes posee un nivel de variabilidad muy alto,
las situaciones transitorias en las que se explora un grafo pueden extinguir
los agentes con comportamientos lentos en obtener soluciones, pues en
esta etapa reciben pocas recompensas.
Gestio´n energe´tica
En este escenario, la energı´a se utilizara´ para controlar las dina´micas
de poblacio´n, el taman˜o de la poblacio´n resultante y la supervivencia de
cada individuo, y por tanto, la probabilidad de entrar en la seleccio´n repro-
ductiva.
Los agentes poseen un nivel de energı´a y otro de tiempo de simula-
cio´n. Cuando se quedan sin energı´a o alcanzan su tiempo ma´ximo de
simulacio´n son eliminados. Para llevar a cabo el estudio y el control de
la estabilidad del sistema, se introduce en el entorno un control de la su-
pervivencia de los agentes mediante la existencia de un nivel de energı´a
instanta´neo en cada agente. Esta gestio´n de la energı´a, que ma´s adelante
describiremos en detalle, nos permitira´ realizar un ana´lisis de las dina´mi-
cas que se producen durante la simulacio´n por medio de los balances de
energı´a a nivel de entorno y de poblacio´n, y sobre estos ana´lisis gene-
rar la combinacio´n de para´metros de consumo y la tasa de entrada de
energı´a que nos interesan para llevar a la poblacio´n al punto de equilibrio
deseado. A continuacio´n estudiamos los cuatro puntos que especifica la
metodologı´a del CeAS con respecto a la gestio´n energe´tica:
Entrada de energı´a: a medida que avanza la simulacio´n, la energı´a
entra en el sistema con una tasa especificada por el disen˜ador. Esta
energı´a estara´ disponible para cualquier agente, pero la u´nica ma-
nera que tienen de recibirla es mediante las recompensas asignadas
a la realizacio´n la tarea con e´xito.
Salida de energı´a: el nivel de energı´a decrece a medida que pasa
el tiempo y tambie´n cuando se realiza la reproduccio´n, pues se les
transmite parte de esta energı´a a los descendientes.
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Intercambio energe´tico: el intercambio energe´tico entre agentes se
produce so´lo durante la reproduccio´n. Cuando se produce la gene-
racio´n de un nuevo individuo, este reemplaza a uno de los existentes
y se le suministra un valor de energı´a que es la mitad del promedio
del valor de energı´a de los dos individuos base.
Asociacio´n energı´a-utilidad: tal y como comentamos, un agente
recibe una recompensa por haber finalizado la tarea de bu´squeda,
por tanto, cuanto mayor sea su velocidad para resolver la tarea, ma-
yor tasa de energı´a obtendra´.
En este escenario utilizaremos los flujos de energı´a en el entorno pa-
ra controlar la supervivencia y la reproduccio´n de los individuos, medir el
nivel de utilidad de cada uno de ellos, y generar un entorno que aumente
de forma gradual su nivel de dificultad para permitir una evolucio´n ma´s
dirigida y menos aleatoria.
Debido a la entrada y salida de energı´a en cada grafo, pueden ocurrir
dos cosas: que la energı´a que le substraen los agentes sea superior a la
que se introduce de forma constante en el grafo durante el tiempo sufi-
ciente como para que se agote la energı´a de un grafo y sea substituido, o
que el balance sea positivo, y por tanto, la energı´a crezca gradualmente
en el grafo.
Con este procedimiento de substitucio´n conseguimos evitar que las
soluciones sean particulares para uno o varios grafos, y adema´s se evita
que la poblacio´n converja precipitadamente cuando la tarea es sencilla -y
por tanto la frecuencia de reproduccio´n es ma´s alta- pues cuanto ma´s fa´cil
es resolver un grafo, antes agota su energı´a y antes es substituido.
Finalmente, en el caso de que el nivel de energı´a sea bajo, aparece un
incremento considerable del componente estoca´stico en la asignacio´n de
recompensa a individuos eficientes. Esto ocurre debido a que la cantidad
de energı´a que se obtiene al realizar un trayecto es constante, y cuando el
nivel de energı´a es bajo, muchos de los agentes que realizan el trayecto
hacia el destino no obtienen recompensa, pues esta se agota antes de
que lleguen. Aunque existe un sesgo que aumenta la probabilidad de que
los individuos ineficientes sean los que se queden sin recompensa (este
176 5.2. Configuracio´n experimental
es proporcional a la relacio´n entre las longitudes de las distintas rutas es-
cogidas por los agentes, las diferencias son bajas y a medida que avanza
la evolucio´n disminuyen), en muchos de los casos, esto no ocurre porque
hayan escogido el camino menos eficiente, si no porque han entrado en
el grafo en el momento inadecuado.
Con el objeto de paliar este efecto se ha establecido una relacio´n entre
la energı´a disponible en el entorno y el taman˜o aparente del mismo. A me-
dida que disminuye la energı´a aumenta el taman˜o aparente. Esto genera
dos efectos que son de intere´s. En primer lugar, a medida que el nivel de
energı´a disminuye, el tiempo necesario para alcanzar el destino aumenta.
Esto complica la tarea y hace que el balance de energı´a para cada agente
sea menor al conseguir alcanzar el objetivo, es decir, aumentan las dife-
rencias entre la longitud de las trayectorias utilizadas por cada agente y
se acentu´a ma´s el sesgo hacia los ma´s eficientes y por tanto se reduce la
aleatoriedad.
Para cada agente, el instante de llegada al destino viene determinado
por la siguiente ecuacio´n.




El instante de entrada al grafo Tentrada al grafo es una variable aleatoria
sobre la que no tenemos control y la longitud de la trayectoria escogida
es inversamente proporcional a la eficiencia de cada agente. Al aumentar
el valor del coeficiente de taman˜o aparente kaparente damos ma´s valor a
la eficiencia que a la aleatoriedad del instante de entrada, y por tanto, la
energı´a puede crecer ma´s evitando la desaparicio´n del grafo. En u´ltimo
caso, los agentes que llegara´n a un nodo destino sin energı´a sera´n, con
mayor probabilidad, aquellos con eficiencia menor.
Cuando un grafo posee una configuracio´n de nodos y aristas compli-
cada o bien la poblacio´n no es demasiado eficiente, la tendencia es a que
la energı´a en ese grafo crezca indefinidamente. El segundo efecto deriva-
do del aumento del taman˜o aparente es que conseguimos que en el caso
de que la energı´a aumente, la distancia promedio necesaria para alcan-
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zar el destino disminuya, y por tanto, aumente la frecuencia con la que los
agentes lo alcanzan evitando que diverja el valor de energı´a del grafo.
Seleccio´n reproductiva
Para asociar el objetivo del escenario a la evolucio´n de la poblacio´n
de agentes, la llegada al punto de destino estara´ asociada al evento de
reproduccio´n, y a su vez estara´ asociada tambie´n, para premiar la velo-
cidad, a un incremento en el tiempo de vida de los agentes. Por lo tanto,
cuanto ma´s ra´pido se realice la ruta, ma´s veces se podra´ llevar a cabo la
reproduccio´n, y en consecuencia, las caracterı´sticas de ese individuo se
transmitira´n un mayor nu´mero de nuevos individuos. Esto provoca que las
caracterı´sticas que mejoran la eficiencia tendra´n una mayor probabilidad
para perpetuarse entre la poblacio´n.
A continuacio´n definimos cada uno de los siguientes apartados dentro
de la seleccio´n reproductiva:
Proceso de seleccio´n: cuando un agente alcanza el destino, reco-
rre las aristas que ha seguido en su trayectoria en sentido inverso
hasta alcanzar de nuevo el nodo origen. Al llegar a la arista que con-
duce al nodo origen, el agente puede reproducirse con otro agente
que se encuentre en la misma situacio´n. El agente comprueba to-
dos los agentes que se encuentran en esa u´ltima arista y seleccio-
na aleatoriamente uno de ellos para reproducirse. El tipo de cruce
que se utiliza es el cruce bipolar descrito en el apartado 4.1 y los
para´metros que entran en el cruce son los para´metros del sistema
de control, los coeficientes de ponderacio´n de la evaluacio´n de las
aristas y el coeficiente de liberacio´n de feromonas. El cruce genera
un nuevo agente que se situ´a en el punto origen.
Asociacio´n seleccio´n/nivel de utilidad: no existe una asociacio´n
directa entre la seleccio´n y el nivel de utilidad, pero sı´ indirecta, ya
que la seleccio´n se produce al llevar a cabo la tarea objetivo. El nivel
de utilidad permite a los agentes vivir ma´s tiempo, y por tanto, tener
ma´s probabilidades de entrar en la seleccio´n.
Parametrizacio´n de la seleccio´n reproductiva: el u´nico para´metro
que interviene en el proceso de seleccio´n y que permitirı´a regular-
lo es la longitud de la arista que llega al origen, pero esta longitud
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se genera aleatoriamente para cada grafo, con lo cual no podemos
modificar este proceso de seleccio´n de ningu´n modo.
Evaluacio´n
No existe evaluacio´n dentro de la seleccio´n, los individuos base se
eligen aleatoriamente.
Combinacio´n gene´tica
Tal y como hemos explicado en el capı´tulo 4, se utilizara´ el cruce bi-
polar con los para´metros de ajuste por defecto. El nivel de exploracio´n y
de explotacio´n vendra´n definidos por estos para´metros que representan la
mayor o menor amplitud de las funciones de probabilidad que generan los
nuevos genes a partir de los genes de los individuos base. Los para´me-
tros que son evolucionables en cada agente de este modelo sera´n los
coeficientes del sistema de control y la tasa de produccio´n de feromonas.
Sera´n, por tanto, los que se transmitan al nuevo individuo generado.
Reemplazo
En este escenario, el reemplazo viene determinado por el tiempo de
vida ma´ximo de un agente. La distribucio´n de energı´a es variable como
ya hemos visto, y por tanto, en determinadas situaciones de escasez de
recursos, el nivel de reemplazo sera´ ma´s alto, y en otras situaciones en
las que la densidad de recursos por agente sea ma´s alta, el reemplazo
sera´ menor.
A continuacio´n vamos a explicar co´mo se ha realizado la implementa-
cio´n del escenario propuesto en el simulador WaspBed.
5.3. Planteamiento en el WaspBed
En este apartado expondremos, siguiendo la estructura definida por el
WaspBed, el modelo que se ha creado para simular este experimento (ver
figura 5.2). En primer lugar se definen los tipos de elementos a partir de
los archivos XML. Las tablas mostradas en las figuras 5.3 y 5.4 muestran
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la definicio´n de los elementos Agente de Exploracio´n y Grafo.
A continuacio´n se definen los archivos XML de creacio´n. En el caso
de los agentes solo indican la poblacio´n inicial y en el caso de los grafos,
generan los 6 grafos teniendo en cuenta que todos comparten el nodo ori-
gen y que cada uno posee una zona asignada en la que puede situar sus
nodos, como se puede ver en la figura 5.5 correspondiente a un paso de
la simulacio´n.
Figura 5.2: Diagrama de clases del escenario.
Posteriormente definimos los los eventos que creara´n las interaccio-
nes entre estos elementos. Para cada uno de los elementos, crearemos
las acciones, reacciones y percepciones y las asociaciones entre estos
vendra´n detalladas en la tabla de compatibilidad (figura 5.6).
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La tabla de la figura 5.7 muestra una descripcio´n breve de cada uno
de los eventos generados.
Figura 5.3: Definicio´n del tipo de elemento Agente de Exploracio´n.
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Figura 5.4: Definicio´n del tipo de elemento Grafo.
Figura 5.5: Simulacio´n del escenario en WaspBed.
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Figura 5.6: Archivo XML de la tabla de compatibilidades.
Figura 5.7: Lista de eventos del escenario de bu´squeda del camino ma´s corto en
un grafo.
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5.4. Resultados
Una vez que se ha generado el escenario de simulacio´n y se han de-
finido los procedimientos de evolucio´n del CeAS y del escenario, se deja
evolucionar el sistema hasta que la poblacio´n haya convergido a una con-
figuracio´n estable que solucione el problema de forma satisfactoria. En
este momento se extraen los para´metros de toda la poblacio´n y se estu-
dia cua´les son las pautas que guı´an el comportamiento generado.
En un primer experimento vamos a utilizar la configuracio´n base ex-
puesta en el apartado anterior. A continuacio´n compararemos los resulta-
dos con los que se esperan de un algoritmo de colonia de hormigas.
Posteriormente realizaremos otras pruebas variando algunos de los
para´metros de configuracio´n del escenario con el fin de comprobar la ca-
pacidad del modelo disen˜ado, del software de simulacio´n y del CeAS para
generar nuevas soluciones a otros problemas.
5.4.1. Configuracio´n ba´sica
En primer lugar, la evolucio´n utiliza las reglas que hemos descrito para
el escenario y que se explicaron en el apartado de configuracio´n experi-
mental. Los para´metros de inicializacio´n se muestran en las tablas de los
creadores de elementos (ver figura 5.8). Se permite al escenario evolucio-
nar hasta que se alcanza una poblacio´n estable que resuelve el problema,
es decir, hasta que no se producen variaciones significativas en la configu-
racio´n de la poblacio´n. Esto ocurre en dos o tres minutos de ejecucio´n en
tiempo real que corresponden en este caso a 11.000 pasos de evolucio´n.
La representacio´n en el WaspBed se ha hecho de tal manera que durante
la ejecucio´n de la evolucio´n podemos ver la configuracio´n gene´tica de la
poblacio´n, como se muestra en la figura 5.9.
En dicha figura podemos ver, a la izquierda, la distribucio´n gene´tica
de la poblacio´n para una de las evoluciones tras los primeros 300 pasos.
Podemos ver que la distribucio´n de los para´metros ya no es la distribucio´n
aleatoria homoge´nea inicial, si no que aquellos individuos con un valor
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del para´metros de memoria negativo han desaparecido con lo que supo-
nemos que esos agentes resultaban altamente ineficientes, ma´s adelante
estudiaremos el motivo. Se muestra tambie´n a la derecha de la figura
la configuracio´n de la poblacio´n a los 11.000 pasos, en los que vemos
que la poblacio´n ha convergido hacia una composicio´n relativamente ho-
moge´nea.
Para el experimento llevado a cabo con la configuracio´n base, los
para´metros gene´ticos de la poblacio´n una vez alcanzada la estabilidad
se muestran en la figura 5.10.
Figura 5.8: Creadores de la configuracio´n base para los tipos de elemento: Agen-
te de Exploracio´n y Grafo.
Tal y como se muestra en la figura 5.10, los para´metros ma´s relevantes
son el coeficiente de memoria y el coeficiente de concentracio´n de feromo-
nas. Este resultado representa una poblacio´n que selecciona, en primer
lugar, de entre las aristas disponibles, aquellas que esta´n ma´s atra´s en la
memoria de itinerario. Es decir, aquellas por las que hace ma´s tiempo que
ha pasado o aquellas por las que no ha pasado antes.
Este resultado es muy similar a la estrategia utilizada en el algoritmo
bioinspirado ACO que utiliza una lista tabu´ de un taman˜o prefijado.
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Figura 5.9: Representacio´n gene´tica de la poblacio´n. Izquierda: tras 300 pasos.
Derecha: tras 10.000 pasos.
Figura 5.10: Para´metros de la poblacion resultante utilizando las reglas origina-
les.
En segundo lugar, el agente selecciona aquellos nodos con mayor va-
lor de densidad de feromonas, pues tal y como ocurre en el comporta-
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miento de los insectos reales, y tal y como contempla el ACO tambie´n, las
rutas con mayor rastro de feromonas han sido visitadas con ma´s frecuen-
cia, y eso da una idea de que estas rutas son ma´s eficientes para alcanzar
el nodo destino.
En tercer lugar, la densidad de agentes obtiene un valor pequen˜o y ne-
gativo, lo que resulta tambie´n de intere´s para nuestro caso ya que explica
el comportamiento que poseen los agentes cuando inician su bu´squeda
frente a un grupo de grafos o aristas que todavı´a no han sido explora-
das(tal y como ocurre en la inicializacio´n): se reparten equitativamente
entre los distintos grafos o aristas nuevas. Ası´, el primer agente elige un
camino al azar, el siguiente hace lo mismo pero descarta el camino del
primer agente, el tercero descarta las opciones de los dos anteriores y
ası´ sucesivamente obteniendo un comportamiento de exploracio´n en el
caso de que exista informacio´n temporal o rastros de rutas anteriores.
El coeficiente de distancia tiene un valor pro´ximo a cero lo que indica
que no es relevante a la hora de decidir la ruta. Debemos indicar que,
en realidad, este para´metro no ofrece informacio´n de intere´s a la toma
de decisiones, pues la ruta o´ptima en cada uno de los grafos generados
aleatoriamente no posee ningu´n sesgo hacia aristas cortas o largas. Una
arista larga puede guiar directamente hacia las proximidades del destino,
pero tambie´n puede llevar a una zona muy alejada. En cualquier caso, un
punto pro´ximo al destino puede no tener una combinacio´n de aristas para
alcanzarlo, y viceversa para un punto alejado.
Por u´ltimo, en cuanto a la tasa de produccio´n de feromonas, esta pre-
senta un valor positivo y pro´ximo a 1, lo que nos indica que los agentes
esta´n haciendo uso de su capacidad para dejar rastros en su camino de
vuelta al origen.
La realizacio´n de este primer experimento ha servido para compro-
bar el funcionamiento general del CeAS para evolucionar una poblacio´n
con un objetivo prefijado en un entorno concreto. Tambie´n ha permitido
comprobar el funcionamiento del WaspBed en cuanto al uso de las he-
rramientas que llevan a cabo la evolucio´n de la poblacio´n, la gestio´n del
sistema de control y de los eventos asociados a estos sistemas de control,
y finalmente, nos ha permitido poner a prueba la metodologı´a de transfor-
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macio´n que propone el CeAS. Los resultados han sido completamente
satisfactorios.
5.4.2. Variacio´n del escenario
A continuacio´n se va a estudiar la capacidad del CeAS para generar
nuevas soluciones ante variaciones en la configuracio´n base de disen˜o del
escenario en cuanto a las caracterı´sticas de los agentes y del entorno. Es-
ta es una de las principales propiedades de la te´cnica desarrollada a nivel
pra´ctico, ya que permite de forma sencilla estudiar el comportamiento del
sistema ante cambios en para´metros ba´sicos. Esta es una caracterı´stica
muy relevante en problemas reales de ingenierı´a ya que permite analizar
que´ estado estable alcanza un sistema complejo ante modificaciones en
sus para´metros de disen˜o, lo cual repercute en un refinamiento de dicho
disen˜o al comprobar el ‘peso’ real de estos para´metros.
5.4.2.1. Cambios en las capacidades de los agentes
Inicialmente, se ha planteado una nueva situacio´n en la cual los agen-
tes no tengan la capacidad de liberar rastros de feromonas. La figura 5.11
muestra los creadores para este experimento de los elementos Agente de
Exploracio´n y Grafo.
Figura 5.11: Tabla del creador del Agente de Exploracio´n y Grafo.
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Los para´metros de evaluacio´n una vez que la poblacio´n converge a un
estado estable, gene´ticamente hablando, se muestran en la figura 5.12.
Al no permitir rastros de feromonas, hemos forzado a que no pueda
existir el modo de comunicacio´n que se muestra en los sistemas reales, la
comunicacio´n a trave´s del entorno o stigmergy. Tal y como puede extraer-
se de la gra´fica 5.12 de coeficientes de la poblacio´n, el comportamiento
obtenido en este caso se guı´a por la memoria del itinerario y por la den-
sidad de agentes. El comportamiento que se observa en la simulacio´n es
similar al obtenido en el caso anterior, aunque su eficiencia global es ma´s
baja, principalmente en grafos complejos, debido a que los agentes han
perdido la capacidad de exploracio´n inicial que les permitı´a el valor nega-
tivo del coeficiente de densidad de agentes en la configuracio´n anterior.
Lo que ocurre en este caso, es que se ha sustituido una comunicacio´n
explı´cita a trave´s del entorno por una comunicacio´n implı´cita unidireccio-
nal y menos persistente que indica que´ camino esta´ siendo ma´s utilizado
en un instante determinado.
Figura 5.12: Para´metros resultantes para una poblacio´n sin liberacio´n de feromo-
nas.
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Los restantes coeficientes no son relevantes, el coeficiente de feromo-
nas no aporta valor a la evaluacio´n y es por eso que fluctu´a dentro de la
poblacio´n, y el valor de longitud de los ejes vuelve a tener un valor pe-
quen˜o y que no es significativo.
Como vemos, desde un punto de vista pra´ctico, este nuevo algoritmo
no mejora al anterior, pero lo que es relevante aquı´ es que con el CeAS
hemos sido capaces de comprobar de forma muy sencilla la gran impor-
tancia que tiene la comunicacio´n en este problema.
5.4.2.2. Cambios en la configuracio´n del entorno
En este caso se ha complicado ligeramente el problema disminuyendo
significativamente el tiempo de vida ma´ximo. Es decir,ahora los grafos
no tienen tiempo a quedarse sin energı´a, pues son desactivados antes.
Se permite, de nuevo, el uso del rastro de feromonas que hemos visto
que resulta muy relevante. El creador es el mismo que el utilizado en la
configuracio´n base, y simplemente se modifica un para´metro descriptivo
de tipo de los elementos grafo (figura 5.13).
Figura 5.13: Variacio´n en la definicio´n del tipo de elemento grafo para el tercer
experimento.
Tal y como ya hemos comentado, el algoritmo de bu´squeda resultan-
te dependera´ de factores como el tiempo medio de duracio´n de un grafo
para generar poblaciones ma´s ra´pidas y menos eficientes, o por el con-
trario ma´s cercanas al o´ptimo pero ma´s lentas. Es decir, poblaciones que
busquen una solucio´n de eficiencia media en un tiempo de exploracio´n
corto o bien aquellas que busquen una solucio´n ma´s eficiente y por tan-
to empleen ma´s tiempo en ello o bien una solucio´n de compromiso entre
ambos extremos. Hemos buscado, en este experimento, variar la confi-
guracio´n del entorno de manera que la poblacio´n resultante modifique su
configuracio´n final.
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La primera consecuencia de esta modificacio´n es que, en este caso, se
reduce enormemente el tiempo de explotacio´n de un grafo tras encontrar
los caminos o´ptimos. Ası´, ba´sicamente, los agentes esta´n la mayorı´a del
tiempo explorando nuevos grafos y buscando soluciones con la mayor ve-
locidad posible. Los coeficientes obtenidos se muestran en la figura 5.14,
y el comportamiento obtenido es similar al de la primera configuracio´n,
con una diferencia.
Figura 5.14: Poblacio´n resultante tras reducir el tiempo ma´ximo de vida de los
grafos.
En este caso, el valor del coeficiente de feromonas es dos veces mayor
para un mismo nivel de produccio´n de feromonas y un valor de coeficiente
de memoria similar. Esto implica que se otorga mayor importancia relati-
va al nivel de feromonas de las rutas posibles. Entendemos que esto es
debido a dos motivos: en primer lugar, que los grafos se desactiven antes
implica que no hay tiempo para dejar un rastro con una concentracio´n de
feromonas alta, y por tanto, debemos compensarlo dando el mismo valor
a rastros ma´s de´biles. En segundo lugar, en cuanto alguno de los agen-
tes resuelve el grafo y regresa liberando feromonas, los otros agentes
dan prioridad a seguir esta ruta au´n cuando pueda no ser la ruta o´ptima,
pues no hay tiempo para hacer una bu´squeda ma´s exhaustiva. El resto
de para´metros tienen un valor similar al de la primera configuracio´n, y por
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tanto, su explicacio´n es la misma que dio en el apartado anterior.
Se representa en la figura 5.15 el escenario en WaspBed utilizado en
todos estos experimentos, y concretamente, esta figura muestra el resul-
tado de evolucio´n de este u´ltimo experimento, desde los primeros pasos
de la evolucio´n (imagen superior) a los u´ltimos pasos cuando la poblacio´n
ya ha convergido (imagen inferior). Esta figura sirve para ilustrar que un
resultado u´nicamente visual no es suficiente en este tipo de problemas
con gran nu´mero de agentes, pero au´n ası´ la representacio´n basada en
colores utilizada sirve de primera indicacio´n sobre el comportamiento glo-
bal del sistema.
En la parte derecha de la ventana de simulacio´n, se muestra una re-
presentacio´n de los cuatro coeficientes de la poblacio´n completa. Tal y
como dijimos en al inicio de este apartado se observa en todas las con-
figuraciones que hemos probado que, tras pocos pasos de simulacio´n,
son eliminados aquellos agentes que tienen un coeficiente de memoria
negativo, el motivo es que los agentes que presentan esa configuracio´n
poseen un comportamiento que tiende a elegir aristas sobre las que ya
ha pasado, y por tanto, realizan trayectorias cı´clicas lo cual representa un
comportamiento extremadamente ineficiente.
Como conclusio´n de este primer escenario de aplicacio´n diremos, pri-
meramente, que hemos comprobado que el procedimiento definido por
CeAS ha conseguido guiar la evolucio´n de la poblacio´n hacia un com-
portamiento que permite optimizar una funcio´n objetivo definida por el di-
sen˜ador. Hemos visto tambie´n que el uso del CeAS y del WaspBed aporta
gran flexibilidad a la hora de realizar cambios en el disen˜o de un escenario.
Esto nos da muchas posibilidades de cara a estudiar co´mo estas variacio-
nes afectan al nuevo comportamiento generado, que´ nuevas estrategias
se siguen para optimizar la misma funcio´n y si las capacidades de los
agentes son adecuadas para obtener una poblacio´n eficiente.
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Figura 5.15: Simulacio´n en los primeros pasos de evolucio´n del u´ltimo escena-
rio(a) y tras alcanzar la estabilidad (b).
Hemos comprobado tambie´n que, en muchas de las simulaciones, la
poblacio´n se extingue con cierta facilidad, o se alcanzan taman˜os de po-
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blacio´n muy elevados lo cual aumenta considerablemente el tiempo de
ejecucio´n, llegando incluso a colapsar la aplicacio´n. Esto es debido a las
dina´micas de poblacio´n que se crean en torno a los equilibrios energe´ti-
cos que se establecen en el escenario. Si las condiciones iniciales esta´n
muy alejadas de los puntos de equilibrio, si las dina´micas que se gene-
ran son muy oscilantes, o simplemente, si el punto de equilibrio esta´ fuera
del rango definido para la aplicacio´n, el sistema se convierte en inestable.
Adicionalmente, hemos visto que el proceso de aprendizaje esta´ muy in-
fluido por estas dina´micas pues repercuten en para´metros tan relevantes
como la presio´n selectiva, -fuertes oscilaciones en la relacio´n del nu´mero
de agentes frente a la energı´a disponible provocan perı´odos con una pre-
sio´n selectiva muy fuerte y otros casi nula-, el taman˜o de la poblacio´n, el
tiempo medio de evaluacio´n, etce´tera.
Con el objeto de dar un primer paso de cara a estudiar estas dina´micas
de poblacio´n en el CeAS y ası´ permitir mejorar el proceso de configura-
cio´n, disen˜o y control del escenario y del proceso evolutivo de la poblacio´n,
se ha realizado un ana´lisis formal de los balances energe´ticos creados en
este primer modelo. Ası´, se ha formulado un modelo matema´tico sinte´ti-
co a partir de estos balances de energı´as que nos permite generar las
dina´micas de poblacio´n previstas para unas condiciones concretas prefi-
jadas.
5.5. Ana´lisis energe´tico
5.5.1. Ana´lisis general de los balances de energı´a en un
sistema abierto
El ana´lisis de poblaciones que vamos a realizar basado en los niveles
de energı´a esta´ inspirado en los modelos de Lotka-Volterra o en los mode-
los que siguen las Ecuaciones de Crecimiento Logı´stico1. Lo primero que
hemos de tener en cuenta para realizar un ana´lisis de flujos de energı´a
equivalente a estos modelos, es asegurarnos de que las tasas de creci-
miento para las distintas especies del escenario esta´n relacionadas con
la densidad de individuos de otras especies. En muchos de los modelos
1Modelos que describen las dina´micas de un sistema biolo´gico y basa´ndose en las
densidades de las diferentes especies o recursos que intervienen.
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de simulacio´n que vamos a usar necesitaremos adaptar las interacciones
entre especies para que se cumpla esta condicio´n:
∆ρespecies n = ϕ(ρespecies n, ρespecies i, ρespecies j, . . .) (5.9)
En efecto, en un modelo real, como en el caso de un modelo sim-
ple de depredador-presa, la probabilidad de que una presa encuentre una
fuente de recursos, esta´ relacionada directamente con la densidad de pre-
sas (recursos) y, consecuentemente, cuando los recursos decrecen, esta
densidad tambie´n decrece, y por tanto, el tiempo medio necesario para
encontrar recursos se ve incrementado.
A continuacio´n se definen los balances que controlara´n los flujos de
energı´a del sistema y el nu´mero de individuos de cada especie. El pri-
mer balance de energı´a esta´ relacionado con la energı´a disponible en el
entorno en cada paso de tiempo mediante las siguientes ecuaciones:





El disen˜ador define una tasa de entrada de energı´a (Rentrada) en el
entorno y una tasa de salida (Rsalida) de recursos. Por otro lado, la tasa
de consumo (Rconsumo) de recursos debida a los individuos de todas las
especies puede modelarse en funcio´n de tres para´metros, el nu´mero de
individuos de una especie (Nind), el tiempo medio (Tpromedio) para alcanzar
un recurso y el consumo unitario (Cunit) cuando se alcanza un recurso a





A partir de la ecuacio´n de energı´a del entorno, en un estado de equi-
librio, la variacio´n de energı´a debe tener valor cero. Esto nos proporciona
la primera ecuacio´n de equilibrio y relaciona todas las variables en juego.
Por tanto:
∆Eenergia = 0 (5.13)
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Rentrada = Rconsumo +Rsalida (5.14)
El siguiente balance que vamos a hacer se establece para la energı´a
de los individuos de todas las especies.
∆Eipoblacion = R
i
consumo −N iindCperdidas − Litareas (5.15)
siendo N iind el nu´mero de individuos de una especie i, Cperdidas represen-
ta la perdida de energı´a inherente de cada agente por unidad de tiempo,
Riconsumo representa el consumo de energı´a de una especie, pero en este
caso representa una entrada de energı´a y finalmente Litareas representa
las pe´rdidas de energı´a extra que esta´n asociadas al desarrollo de una
tarea concreta como reproducirse, moverse, etc.
De nuevo, en el estado de equilibrio, la variacio´n de energı´a debe ser
cero, por tanto:






A partir de estas ecuaciones gene´ricas, que son las que usaremos
para analizar cualquier entorno en el que utilicemos los flujos de energı´a
para controlar y parametrizar la poblacio´n, se puede realizar la particula-
rizacio´n para cada modelo concreto con lo que obtenemos las relaciones
generales entre los para´metros del estado estable.
En la pro´xima seccio´n se presentan los detalles de la implementacio´n
de estos balances particularizados para el modelo de bu´squeda de algo-
ritmos de rutas que hemos expuesto en este capı´tulo.
5.5.2. Ana´lisis energe´tico para el escenario de bu´sque-
da de ruta o´ptima
En primer lugar, y con el objeto de satisfacer la ecuacio´n 5.9, que es-
tablece que el tiempo medio, y por tanto tambie´n la longitud del camino
medio, para alcanzar un punto de recursos esta´ directamente relacionada
con la densidad de recursos, definimos en primer lugar una superficie fi-
ja equivalente de a´rea (S) que representa el a´rea del territorio en el que
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el sistema evoluciona. Esto, junto con la cantidad de recursos disponible





A partir de esta expresio´n, definimos que la longitud promedio para
alcanzar un recurso sera´ proporcional a una distancia caracterı´stica pro-
medio entre puntos de recurso. Esta sera´ proporcional a la raı´z cuadrada
del a´rea de la superficie por unidad de recursos y finalmente, inversamen-










Como consecuencia, cuando los recursos decrecen, la densidad de
recursos decrece tambie´n y el camino promedio necesario para encontrar
un recurso se ve incrementado y viceversa.
Lo que ocurre en muchos escenarios, y ası´ es en el problema de ru-
tas que planteamos, es que el nu´mero de proveedores de recursos es
siempre el mismo y se encuentran siempre en la misma posicio´n. Como
consecuencia, la densidad de recursos es siempre la misma, y adicional-
mente, en el caso de que alguno de los puntos fijos agote sus recursos,
el e´xito de los agentes, que no pueden predecir este tipo de situaciones,
pasa a tener una componente aleatoria dominante como ya hemos co-
mentado en el apartado 5.2 .
Para resolver este tipo de situaciones, se propone que, en lugar de
modificar la longitud real de ciertas partes del escenario como funcio´n de
la densidad de recursos, lo cual es harto ma´s engorroso, se modificara´ la
velocidad de avance para que el tiempo promedio para alcanzar un punto
de recursos sea el equivalente.
Por tanto, suponiendo una longitud promedio inicial (L0) y una veloci-
dad de avance inicial preestablecidas (V0), y teniendo en cuenta que el
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efecto de variar la velocidad en lugar de la longitud caracterı´stica debe ser
equivalentes, es decir el tiempo promedio debe ser el mismo, por tanto la












Por tanto, de acuerdo al modelo general para los dos balances de
recursos que controlan las dina´micas de poblacio´n, y que esta´n repre-
sentados en las ecuaciones 5.10 y 5.15. Las simplificaciones respecto al
modelo real que hemos impuesto en nuestro modelo energe´tico para el
escenario de optimizacio´n de rutas en grafos son las siguientes:
Los recursos disponibles crecen con una tasa que es constante res-
pecto al tiempo.
Los individuos pierden energı´a con una tasa unitaria constantes.
Cuando un individuo alcanza un punto de recursos, este incrementa
su nivel de energı´a y disminuye el nivel de energı´a del entorno en
una cantidad prefijada.
No se considera la salida de recursos del sistema.
Por lo tanto, el nivel de energı´a disponible en el entorno para este
escenario puede ser expresado de forma discreta como:
Ei+1 = Ei +Rentrada −Rconsumo (5.22)
La entrada de recursos es conocida, vamos a estimar el valor del ratio
de consumo de recursos a partir de la ecuacio´n 5.12.
El tiempo promedio (Tpromedio) para un instante concreto se obtiene a
partir de la longitud promedio que emplean los agentes para recorrer el





La longitud de avance la conocemos, pero para estimar la longitud
promedio debemos descomponerla en dos te´rminos, la longitud promedio
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individual (Lprom indiv), que es la longitud promedio para recorrer el grafo si
hubiese una cantidad de recursos infinita y el factor de interferencia (Fi),
que representa el efecto de que un agente alcance un punto de recursos
y este ya este´ agotado, y por tanto, provoca un aumento de la longitud
promedio real para alcanzar un recurso. El factor de interferencia cambia
con el nu´mero de individuos y con la densidad de recursos. Este factor
sera´ siempre igual o superior a uno. Sustituyendo en 5.12 el valor del







Para el equilibrio, tal y como se establece en la ecuacio´n 5.14, la tasa
de consumo y de entrada sera´n iguales, por tanto:






Ası´, a partir del balance de energı´a del entorno obtenemos la siguien-











En la expresio´n anterior, la tasa de entrada es conocida y constan-
te. Los te´rminos que no conocemos ahora son el factor de interferencia,
que debe ser obtenido de forma experimental y el te´rmino de la longitud
promedio individual que no puede ser considerado un valor fijo, sino una
distribucio´n de valores con un valor determinado de media y desviacio´n
esta´ndar.
Para obtener de forma experimental los para´metros que necesitamos
para definir el comportamiento de la poblacio´n, hemos lanzado la simu-
lacio´n para distintos valores fijos de nu´mero de individuos desactivando
la reproduccio´n y la eliminacio´n de individuos, es decir, eliminando las
asociaciones entre los agentes de exploracio´n y los eventos eliminar y
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reproducir de la tabla de compatibilidad. Se obtuvieron los siguientes re-
sultados tras 10.000 pasos de evolucio´n:
Figura 5.16: Rcantidad y Nind tras 10.000 pasos de evolucio´n.
Hemos representado estos datos en la gra´fica que muestra la figura
5.17, relacionando el nu´mero de individuos con los recursos disponibles.
Hemos representado tambie´n la desviacio´n esta´ndar que se obtuvo para
los datos que se muestran, de manera que el a´rea entre las curvas de
desviacio´n representa do´nde se situ´an el 75 % de los valores obtenidos.
Figura 5.17: Balance de energı´a del entorno
De los datos obtenidos en la tabla anterior podemos extraer un valor
experimental para el resultado de multiplicar la longitud promedio indivi-
dual por el factor de interferencia, es decir, la longitud promedio efectiva
Lefectiva:
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En este caso los valores obtenidos son:
Figura 5.18: Nind Lefectiva tras 10.000 pasos de evolucio´n.
A continuacio´n estudiaremos el balance energe´tico para la poblacio´n
de individuos, de acuerdo a la ecuacio´n 5.15 del mismo modo que lo he-
mos hecho para el balance anterior y con las siguientes consideraciones
particulares:
En cada paso de tiempo, cada individuo tiene una perdida de energı´a
de una unidad.
No se contemplan pe´rdidas de energı´a asociadas a tareas concre-
tas.
La recompensa otorgada por completar un grafo es un valor fijo
(eunit)
Considerando el te´rmino obtenido en la ecuacio´n 5.24 para la tasa
de consumo, substituyendo en 5.15 la energı´a de los agentes en cada
instante (Ai) de tiempo es:











Esto nos indica que existe una relacio´n implı´cita entre el nu´mero de
individuos y la cantidad de recursos disponible y, a partir de los datos
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experimentales obtenidos en la tabla de la figura 5.18, que se muestran
en la figura 5.19 y que pueden ser ajustados a una curva polino´mica de
segundo orden con gran exactitud (coeficiente de regresio´n R=0.994).
Figura 5.19: Valor de la Longitud Efectiva frente al nu´mero de individuos.







Tal y como se muestra en la figura 5.20 a partir de los datos obtenidos
experimentalmente.
A partir de las dos curvas obtenidas en las figuras 5.17 y 5.20, pode-
mos generar la gra´fica mostrada en la figura 5.21.
En esta representacio´n, se muestra el punto de equilibrio del sistema,
con la configuracio´n utilizada (el punto en el que las dos curvas se interse-
can), ası´ como la zona estable del sistema, que es aquella zona a la que
tiende el sistema en la mayorı´a de sus estados. Variaciones en la calidad
de la poblacio´n desplazan ambas curvas a la derecha o izquierda produ-
ciendo un incremento o decremento de la densidad de recursos, lo cual
es un indicador de la eficiencia de la poblacio´n.
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Figura 5.20: Relacio´n entre los recursos y el nu´mero de individuos para el balance
energe´tico de la energı´a de la poblacio´n de agentes.
Figura 5.21: Representacio´n del punto de equilibrio y de la zona estable del sis-
tema.
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5.5.2.1. Generacio´n de un simulador a partir del modelo energe´tico
Finalmente, a partir de las ecuaciones discretas 5.10 y 5.15 y de los
para´metros de configuracio´n concretos del escenario, se generan una si-
mulacio´n de la evolucio´n de los valores de energı´a del entorno, energı´a
de la poblacio´n de agentes y nu´mero de agentes. Es decir, se genera un
proceso iterativo basado en esas dos ecuaciones que permite obtener el
comportamiento dina´mico de la evolucio´n del escenario.
Es necesario introducir tambie´n un valor estimado del tiempo prome-
dio de la poblacio´n para recorrer el grafo (Tpromedio ). Para la simulacio´n
dina´mica que estamos generando, hemos utilizado un valor de tiempo pro-
medio al inicio de la poblacio´n y cuando han transcurrido la mitad de los
pasos de tiempo. Debido a que este valor es altamente variable entre los
distintos agentes de la poblacio´n, se ha introducido tambie´n una variable
que representa la desviacio´n esta´ndar en el tiempo promedio.
Debido a que las ecuaciones de equilibrio en las que se basa la simula-
cio´n (ecuaciones 5.10 y 5.15), que son las que funcionan como atractores
del sistema complejo que constituye el escenario y que lo conducen, en
algunos casos, hasta alcanzar el punto estable, han sido formuladas y
parametrizadas con los datos extraı´dos de las condiciones concretas de
disen˜o de nuestro experimento, el punto de equilibrio sera´ el mismo que
el de la simulacio´n real y los flujos de energı´a seguira´n las mismas ten-
dencias.
Debemos, sin embargo, destacar que la curva sinte´tica que reflejara´ la
secuencia de la combinacio´n de para´metros que definen el estado del sis-
tema no va a coincidir, o al menos no necesariamente, con la curva obte-
nida en una simulacio´n. Esto es debido a que la componente aleatoria en
la realizacio´n de las tareas en el grafo, ası´ como el proceso de aprendizaje
en cada evolucio´n, sera´n diferentes y no modelizables. Con esto se quie-
re sen˜alar que las curvas sinte´ticas obtenidas servira´n de referencia para
conocer cua´n oscilante o amortiguada sera´ la dina´mica del sistema para
determinadas configuraciones y condiciones iniciales en comparacio´n con
otras. Tambie´n servira´n para conocer cua´l sera´ el efecto de determinadas
variaciones de los para´metros en esta dina´mica y en las condiciones de
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equilibrio finales, pero nunca substituira´n a la evolucio´n real.
Una evolucio´n de este tipo de escenarios que se definen como Siste-
mas Complejos, como ya venimos sen˜alando a lo largo de toda esta tesis,
posee un nu´mero de elementos y de interacciones entre ellos que hacen
imposible la determinacio´n exacta de su comportamiento o la evaluacio´n
de todas las posibles estados que surgen de la infinidad de combinaciones
que son susceptibles de generarse. La figura 5.22 muestra la evolucio´n de
la energı´a del escenario y del nu´mero de agentes durante la simulacio´n.
Se muestra en la figura 5.23 tambie´n, la representacio´n de esta evolucio´n
en un diagrama de fases junto con las curvas de equilibrio correspondien-
tes.
Figura 5.22: Evolucio´n de la energı´a del escenario y del nu´mero de agentes du-
rante la simulacio´n.
A continuacio´n, en las figuras 5.24 y 5.25 se muestra una evolucio´n
sinte´tica en la que se ha incluido un valor no nulo de desviacio´n esta´ndar
a lo largo de la evolucio´n. Esto nos permite comprobar la variacio´n que se
produce en el proceso de simulacio´n teniendo en cuenta las variaciones
en el nivel de eficiencia debidas a variaciones en el nivel de dificultad de
los grafos y/o a una poblacio´n no homoge´nea.
5. Estudio del CeAS en un problema de ruta o´ptima 205
Figura 5.23: Diagrama de fases para la representacio´n de la evolucio´n del nu´mero
de agentes frente a la energı´a del entorno (recursos).
Figura 5.24: Evolucio´n de la energı´a del escenario y del nu´mero de agentes du-
rante la simulacio´n.
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Tal y como hemos visto en este ana´lisis, utilizando las ecuaciones pre-
sentadas en este apartado y las curvas empı´ricas obtenidas para determi-
nadas configuraciones fijas del escenario podemos, por un lado, conocer
la dina´micas generales de la poblacio´n sin necesidad de simular todos
las posibles configuraciones, y por otro lado, estudiar co´mo puede afectar
cada uno de los para´metros que intervienen en el modelo energe´tico al
punto de equilibrio, taman˜o de la zona estable, etce´tera. Adicionalmente,
mediante el uso de los modelos sinte´ticos que hemos creado, facilitamos
enormemente el proceso de configuracio´n de para´metros relevantes y ge-
neramos una herramienta de control que es de gran intere´s. Su principal
implicacio´n es que nos sirve para modificar los para´metros de manera que
la solucio´n resultante se estabilice en un taman˜o de poblacio´n y un nivel
de recursos prefijado, tambie´n permite hacer un ana´lisis de la sensibilidad
ante la variacio´n de cualquier para´metro. Finalmente este tipo de simu-
laciones es de utilidad para fijar configuraciones iniciales que nos lleven
con mayor o menor velocidad hacia la zona estable, en funcio´n de si nos
interesa o no acelerar esa convergencia.
Figura 5.25: Diagrama de fases para la representacio´n de la evolucio´n del nu´mero
de agentes frente a la energı´a del entorno (recursos).
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5.6. Conclusiones
En este primer caso de estudio del CeAS en la resolucio´n de un pro-
blema dina´mico descentralizado, se ha generado un escenario que re-
presenta un problema de bu´squeda de ruta o´ptima en un grafo. En una
primera configuracio´n, hemos comprobado el funcionamiento general del
CeAS para evolucionar una poblacio´n de agentes que realicen la tarea
dentro del disen˜o de escenario. El resultado obtenido ha sido satisfacto-
rio, proporcionando una solucio´n similar a la que se utiliza en algoritmos
bioinspirados como el ACO. En consecuencia, se ha probado tambie´n la
aplicabilidad del procedimiento metodolo´gico propuesto para el CeAS. Se
ha profundizado tambie´n en el funcionamiento del WaspBed con respecto
a las herramientas de evolucio´n, cruce, gestio´n energe´tica y monitoriza-
cio´n de lo que ocurre en el escenario.
En un segundo y tercer experimento, se ha comprobado la flexibilidad
tanto del disen˜o de escenarios mediante el CeAS como del uso de Wasp-
Bed para generar modificaciones en el escenario y estudiar las nuevas
soluciones que se generan. Para ello, se llevaron a cabo modificaciones
en las capacidades de los agentes y en la configuracio´n del entorno, tras
las cuales se analizo´ la adaptacio´n de la poblacio´n a estas nuevas condi-
ciones mediante la obtencio´n de un nuevo procedimiento de bu´squeda.

Capı´tulo 6
Estudio del CeAS en un
problema de exploracio´n
6.1. Introduccio´n y Objetivos
Como segundo ejemplo para el estudio del CeAS hemos utilizado otro
de los problemas dina´micos descentralizados tı´picos en ingenierı´a, el pro-
blema de exploracio´n auto´noma de un entorno. Este problema consiste
en recorrer un entorno desconocido con el objetivo de conocerlo, es decir,
con el objetivo de recopilar informacio´n sobre e´l mismo.
De cara a tratar un problema de aplicacio´n real ma´s directa, hemos
planteado la resolucio´n de un subproblema dentro de la exploracio´n, que
es el problema de vigilancia. Un problema de vigilancia consiste, de un
modo general, en establecer las estrategias para que un grupo de agen-
tes (robots, sensores tales como ca´maras, etce´tera) detecten una serie de
eventos que podrı´an generarse dentro de la superficie de exploracio´n.
En este tipo de problema, el modelo sobre el que se trabaja esta´ for-
mado por un grupo de un nu´mero fijo de agentes que denominaremos
vigilantes y cuya misio´n sera´ la de cubrir, mediante el alcance de sus sen-
sores, la superficie de una zona que requiere ser vigilada con la mayor
frecuencia posible. Existen tambie´n una serie de zonas no alcanzables
dentro de la superficie del entorno que podrı´an ser obsta´culos o simple-
mente superficies que quedan fuera de la zona de exploracio´n y que com-
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plican la geometrı´a de la zona de bu´squeda.
El primero de los motivos de la eleccio´n de este problema es tratar un
caso de aplicacio´n real directa. La definicio´n del problema estara´, por tan-
to, centrada en reflejar, en la medida de lo posible, las condiciones en las
que se podrı´a aplicar a un problema real: nu´mero de agentes fijo, limita-
ciones en cuanto a sensorizacio´n, aplicabilidad de los procedimientos de
evolucio´n en tiempo de ejecucio´n, etce´tera. Una caracterı´stica ba´sica en
este aspecto que debemos resaltar con respecto al modelo que vamos a
utilizar en este ejemplo es que, al igual que la mayorı´a de los problemas
de ingenierı´a reales, este es un problema con restricciones. Aunque no
existan restricciones explı´citas, el hecho de que el entorno posea unos
lı´mites y unas zonas no accesibles representa un conjunto de restriccio-
nes en el rango de las variables, y por otro lado, el taman˜o de poblacio´n
de agentes es fijo, lo cual representa tambie´n una restriccio´n de disen˜o en
el nu´mero de recursos disponibles, que es comu´n a muchas aplicaciones
reales. Es decir, a diferencia del modelo anterior en el que el nu´mero de
agentes exploradores de un grafo podı´a variar, en este caso la poblacio´n
esta´ fijada de antemano y se mantendra´ constante durante toda la simu-
lacio´n.
Adema´s, este problema podemos encuadrarlo dentro de lo que defini-
mos en el primer capı´tulo como problemas modelados mediante sistemas
dina´micos, puesto que una de sus caracterı´sticas ma´s relevantes es el
gran nu´mero de interacciones que vamos a encontrar entre los distintos
elementos del escenario y que van a condicionar el comportamiento del
mismo. En segundo lugar, entra dentro de los problemas de optimizacio´n
combinatoria, pues el nu´mero de elementos existentes y de estados que
puede presentar cada uno de ellos hacen que las posibles combinaciones
de estos u´ltimos que pueden generarse en el escenario sea muy elevada.
Por un lado, cada uno de los agentes percibe al resto de agentes que se
desplazan por el entorno y tambie´n es influido por las acciones de estos,
y por otro lado, el uso de un escenario acotado tanto por los lı´mites de en-
torno como por los obsta´culos que hay en su interior, elevan el nu´mero de
interacciones que se generan entre los vigilantes y entre los vigilantes y
el escenario. Constituye, adema´s, un problema ido´neo para ser abordado
mediante la simulacio´n computacional, pues los me´todos de ana´lisis
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alcanzarı´an un grado de complejidad que los harı´a irresolubles de forma
pra´ctica.
Otro de los objetivos que se pretende alcanzar con el problema de vi-
gilancia, es el de resolver un problema de estructura descentralizada. A
diferencia del anterior, en el que se buscaba encontrar un algoritmo de re-
solucio´n distribuido y descentralizado para un problema no distribuido, en
este caso, la definicio´n del problema es inherentemente distribuida, pues
se trata de un grupo de vigilantes que deben en conjunto cubrir una zona
de vigilancia, y adicionalmente, el modelo que se presenta es descen-
tralizado pues no se introduce ningu´n elemento de control o gestio´n de
informacio´n centralizado. En efecto, el problema es fa´cilmente descentra-
lizable si no se permite una interaccio´n entre vigilantes que no sea a nivel
local, tanto para la transmisio´n de informacio´n del entorno como para el
intercambio de informacio´n gene´tica.
Por otro lado, se pretende en este apartado llevar a cabo un estudio
de las caracterı´sticas del CeAS como algoritmo evolutivo en su implemen-
tacio´n para este caso concreto, de manera que podamos caracterizar el
algoritmo en te´rminos de una serie de para´metros ba´sicos, que aglutinen
varios de los coeficientes que intervienen en el proceso de modelado del
problema a resolver y de los elementos que se generan para transformar
dicho problema al paradigma del CeAS. Lo que se busca con este ana´li-
sis, al igual que con el estudio energe´tico realizado en el caso anterior,
es sintetizar el gran nu´mero de para´metros que intervienen en el modelo
generado para cualquier escenario y transformarlos en un conjunto ma´s
reducido de para´metros que representara´n conceptos de ma´s alto nivel,
y que pueda ser comu´n a cualquier otra implementacio´n del CeAS y por
tanto, ayudar en la definicio´n de la misma y la traduccio´n de un problema
al paradigma CeAS.
Ası´, en primer lugar, se podra´ facilitar en gran medida la interpretacio´n
de lo que esta´ ocurriendo en una simulacio´n en la que el gran nu´mero de
elementos y para´metros que intervienen hace muy compleja dicha inter-
pretacio´n. En segundo lugar, permitira´ facilitar los mecanismos de control
sobre la evolucio´n, es decir, conocer que´ para´metros son relevantes para
conseguir determinados efectos en el proceso evolutivo (aumentar la ex-
ploracio´n o explotacio´n, disminuir la aleatoriedad en la evaluacio´n, etce´te-
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ra). En u´ltimo lugar, se buscara´ poder extrapolar los criterios de ana´lisis y
los me´todos de control entre diferentes escenarios.
Se pretende tambie´n utilizar este caso de aplicacio´n para estudiar
comparativamente la eficiencia del CeAS frente a otras aproximaciones
encontradas en la bibliografı´a para obtener comportamientos colectivos:
un algoritmo gene´tico cla´sico y un algoritmo hı´brido basado un evolutivo
para poblaciones de robots auto´nomos (Groβ y Dorigo, 2008) que ha dado
buenos resultados. Esta comparacio´n es ba´sica para tener una validacio´n
formal del uso del CeAS en la evolucio´n de poblaciones y se ha utilizado
este ejemplo de vigilancia para llevarla a cabo por dos motivos: en primer
lugar, porque estamos trabajando con un taman˜o de poblacio´n fijo, requi-
sito para utilizar las aproximaciones que planteamos como comparacio´n.
En segundo lugar, el problema de vigilancia puede ser resuelto mediante
una poblacio´n homoge´nea de agentes, sin una merma considerable de la
eficiencia, lo que permite obtener una comparativa ma´s justa al no tener
en cuenta la capacidad de los algoritmos para manejar individuos hete-
roge´neos.
Tal y como habı´amos visto en el apartado 3.2.1, si pretendemos evolu-
cionar una poblacio´n de agentes, el uso de algoritmos evolutivos conven-
cionales no resulta adecuado a menos que la poblacio´n sea homoge´nea,
porque o bien el espacio de bu´squeda aumenta enormemente o se re-
quieren simplificaciones que solo dan buen resultado en tareas sencillas.
De este modo, aunque el CeAS permitirı´a la evolucio´n de una poblacio´n
de taman˜o variable y heteroge´nea, utilizamos este entorno en el que la
poblacio´n es fija y las tareas del entorno no esta´n fuertemente diferen-
ciadas. En consecuencia, en este escenario, la formacio´n de especies de
individuos no aporta una ventaja evidente y por tanto nos permite com-
parar en igualdad de condiciones las tres estrategias de evolucio´n. Esta
comparacio´n se explicara´ en detalle y se expondra´n los resultados en el
apartado 6.5.2.
Debido a que el taman˜o de la poblacio´n es fijo en este caso, el ana´lisis
energe´tico no sera´ de aplicacio´n para el control y estudio de las dina´mi-
cas de poblacio´n. Sı´ sera´ necesario el estudio de la distribucio´n de recom-
pensas que recibira´n los vigilantes en funcio´n de los para´metros que se
consideren relevantes, tal y como se explico´ en el apartado 3.2.1.5 para
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obtener el comportamiento colectivo deseado en funcio´n de lo comporta-
mientos individuales de cada agente vigilante.
El problema de vigilancia planteado presenta, por tanto, una estructura
ido´nea para ser tratado con el CeAS y servira´ para profundizar y estudiar
el funcionamiento y aplicacio´n del algoritmo. Pasamos a continuacio´n a
presentar con detalle la configuracio´n experimental que se ha disen˜ado.
6.2. Configuracio´n experimental
En este apartado pasamos a describir los elementos que van a formar
parte del escenario de vigilancia y cua´les son las interacciones que se
producira´n entre estos de acuerdo a la metodologı´a de disen˜o propuesta
en el capı´tulo 4. Ba´sicamente, tal y como hemos comentado, el problema
esta´ constituido por los vigilantes, una superficie que requiere de vigilan-
cia y una serie de zonas inaccesibles que denominaremos obsta´culos.
Veremos, a continuacio´n, co´mo se ha disen˜ado el escenario para repre-
sentar el problema que queremos resolver y para permitir la generacio´n
de soluciones va´lidas y transferibles al problema real.
Definicio´n de los individuos
Al igual que en el ejemplo anterior, respecto a la definicio´n de los in-
dividuos vamos a describir, fundamentalmente, los sensores que poseen,
las acciones que pueden ejecutar, las caracterı´sticas del sistema de con-
trol y los para´metros evolucionables que forman su genotipo.
Teniendo en cuenta que la tarea que se pretende optimizar esta´ distri-
buida en un grupo fijo de vigilantes, los individuos estara´n representados
por cada uno de estos agentes de vigilancia. La accio´n ba´sica de los vigi-
lantes es la de desplazarse sobre el escenario para llevar a cabo la obser-
vacio´n de las distintas zonas. Por tanto, estos agentes se desplazan sobre
una malla de celdas que discretiza la superficie observable. A medida que
las distintas celdas entran dentro del alcance del rango de sensorizacio´n
de los agentes, se considera que estas son vigiladas.
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En cuanto a la informacio´n que reciben los vigilantes del entorno y del
resto de la poblacio´n de agentes, estos son capaces de detectar la presen-
cia de otros agentes en las inmediaciones y las colisiones con obsta´culos.
Se ha optado por esta sensorizacio´n para representar una implementa-
cio´n en agentes reales como en el caso de un grupo de robots, una flota
de aviones auto´nomos, etce´tera. Las sensorizaciones ba´sicas serı´an las
que detectan obsta´culos o zonas no accesibles y tambie´n la presencia de
otros vigilantes. El nivel de vigilancia de cada una de las celdas serı´a de
gran utilidad, pero no es fa´cilmente extraı´ble en un problema real y por
eso no vamos a incluirlo en el disen˜o inicial.
La sensorizacio´n con la que se han disen˜ado los vigilantes tiene como
objetivo:
Permitir cierto nivel de coordinacio´n mediante la deteccio´n de otros
vigilantes al tener en cuenta las zonas cercanas que esta´n siendo
ma´s o menos vigiladas.
Detectar si las o´rdenes del sistema de control esta´n teniendo un re-
flejo real en el estado del agente dentro del entorno, es decir, si los
actuadores esta´n siendo efectivos o si alguna restriccio´n esta´ limi-
tando su funcionamiento (obsta´culos o lı´mites del entorno).
Permitir el uso de informacio´n temporal mediante una memoria de
acciones.
Los sensores que se han generado son, por tanto:
1. El sensor de deteccio´n de intrusos, este sensor realiza la tarea
que denominamos de vigilancia, esto es, detecta la presencia de al-
go ano´malo en una celda. Posee un a´rea de visio´n como la que se
muestra en la figura 6.1. Los para´metros que afectan a este sen-
sor son: el alcance del a´rea de visio´n y el a´ngulo de visio´n. El a´rea
observada en cada instante es funcio´n de la posicio´n y orientacio´n
de cada agente. Esta superficie esta´ definida por una elipse, cuyos
focos esta´n situados, uno en la posicio´n del vigilante y otro en un
punto situado a una distancia fija del primer foco y en la direccio´n
marcada por la orientacio´n del agente en cada instante. La longi-
tud del eje principal de la elipse y la suma de las distancias a los
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focos de los puntos que pertenecen a la elipse se obtienen a partir
del valor del para´metro alcance de visio´n que posee cada vigilante.
Adicionalmente, se define el a´ngulo de un punto dentro del a´rea de
visio´n como el a´ngulo formado entre el eje mayor de la elipse y el
vector que resulta de unir la posicio´n del vigilante con la posicio´n del
punto en cuestio´n. Para que un punto este´ dentro del a´rea de visio´n,
este a´ngulo debe ser menor que el a´ngulo de visio´n definido en los
para´metros del vigilante.
2. Un sensor de deteccio´n de vigilantes. Este sensor posee un a´rea
de observacio´n con la misma forma y orientacio´n que el sensor de
visio´n de celdas, pero el eje mayor de la elipse y la suma de las
distancias de los puntos interiores a esta elipse no tienen el mismo
valor: por defecto son cinco veces mayores. El para´metro que regula
el taman˜o de esta a´rea de observacio´n se denomina alcance del
sensor de deteccio´n de vigilantes y es fijo para todos los agentes.
Adicionalmente se han diferenciado cuatro sectores de visio´n para
el a´rea de deteccio´n de vigilantes en funcio´n de un rango de a´ngulos
tal y como se muestra en la figura 6.1: los dos primeros sectores
corresponden a aquellos puntos situados con un a´ngulo menor de
45o bien hacia la derecha o hacia la izquierda. Los otros dos sectores
van desde un a´ngulo de 45o hasta el a´ngulo de visio´n definido por
cada agente. Sobre estos cuatro sectores se definen cuatro valores
de sensorizacio´n que sera´n enviados al sistema de control y que
representan el nu´mero de agentes que un vigilante detecta en cada
uno de sus cuatro sensores de visio´n.
3. Otro sensor es el denominado sensor de trayectoria. La informa-
cio´n que almacena y envı´a al sistema de control con respecto a la
memoria almacenada, se obtiene mediante la generacio´n de un vec-
tor que une la posicio´n actual del vigilante con la posicio´n n instantes
de tiempo atra´s. Se calcula el a´ngulo y el mo´dulo del vector y se ob-
tienen las dos entradas del sistema de control que corresponden a
esta memoria de itinerario. Cabe destacar que la orientacio´n del vec-
tor es, debido a que la coordenadas de la trayectoria son relativas,
relativa a la orientacio´n actual del vigilante, y ası´ debe ser pues la sa-
lida del sistema de control es un a´ngulo que representa la variacio´n
respecto al a´ngulo actual.
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4. El sensor de obsta´culos, que almacena informacio´n relativa al a´ngu-
lo de choque con respecto al obsta´culo y a la distancia del obsta´culo
con respecto a la posicio´n inicial del vigilante. Se basa en el vector
que resulta de unir el punto de destino inicial para el movimiento del
agente, es decir, el punto que se alcanzarı´a si no se encontrase con
el obsta´culo, con el punto final realmente alcanzado. Lo denominare-
mos vector de variacio´n de trayectoria. La proyeccio´n de este vector
sobre la direccio´n perpendicular al avance del agente nos dara´ una
de las entradas al sistema de control (ver figura 6.2). Por lo tanto, el
signo de esta proyeccio´n nos indica si el obsta´culo nos lo hemos en-
contrado por la derecha o por la izquierda, y su valor absoluto indica
principalmente el a´ngulo de choque con el obsta´culo. Cuanto menor
es este valor absoluto, la direccio´n del vigilante esta´ ma´s cerca de
ser perpendicular a la pared del obsta´culo.
5. Un u´ltimo sensor es el sensor de deteccio´n de riesgo. Este sensor
es equivalente al sensor de deteccio´n de intrusos en cuanto al a´rea
de accio´n, pero posee, al igual que el sensor de deteccio´n de vigi-
lantes 4 sectores diferenciados. Su funcio´n es la de enviar al sistema
de control el valor de riesgo que detecta en cada uno de los cuatro
sectores. De cara a la realizacio´n de experimentos, llevaremos a ca-
bo pruebas con el sensor activado y desactivado y esto es debido
a que dentro de los problemas de exploracio´n podemos encontrar
aplicaciones como la de vigilancia, en la que no es posible detectar
por parte de los vigilantes el nivel de riesgo de una zona o aplicacio-
nes de recogida de materiales o limpieza en la que sı´ es posible. En
funcio´n de la activacio´n o no de este sensor obtendremos un nivel
de exploracio´n u otro tal y como veremos en los resultados.
Cualquier celda que caiga dentro del a´rea de visio´n de alguno de los
vigilantes pasa a estar vigilada, y por tanto, reinicia su marcador de tiem-
po sin ser observada. Al mismo tiempo, la cobertura de una celda genera
una recompensa energe´tica para el vigilante. Estos para´metros que mo-
difican la zona de visio´n de los agentes son fijos para toda la poblacio´n y
no se han an˜adido a la lista de para´metros evolucionables, por tanto, no
cambiara´n con el paso de las generaciones, sino que poseen un valor de-
finido por el disen˜ador, aunque podrı´an evolucionarse para combinar una
evolucio´n morfolo´gica y una evolucio´n de comportamiento.
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Figura 6.1: Sensores de deteccio´n de vigilantes.
Figura 6.2: Modificacio´n de la trayectoria en una colisio´n y sensor de obsta´culos.
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En cuanto a los movimientos que realizan los agentes en el escenario,
y que realmente definira´n la eficiencia en la realizacio´n de la tarea de vigi-
lancia, esta´n regulados por dos para´metros: la velocidad de avance (va) y
la velocidad angular (θˆ). La velocidad de avance es un para´metro fijo pa-
ra toda la poblacio´n. De no ser ası´ tendrı´amos que asociar algu´n tipo de
coste (en te´rminos de eficiencia) al aumento de velocidad, pues existe una
relacio´n directa e independiente frente al resto de los para´metros entre la
velocidad y el nu´mero de celdas vigiladas por unidad de tiempo, de modo
que la poblacio´n convergerı´a hacia el ma´ximo permitido de velocidad. La
velocidad angular es modificada por el sistema de control en cada paso
de tiempo y es la que realmente define el comportamiento de cada agente.
La trayectoria realizada es una funcio´n de las sensorizaciones que re-
cibe el sistema de control. Una vez que esta´ definido el nuevo a´ngulo
(θt+1), la variacio´n en la posicio´n del vigilante (
−−→
∆P ) viene dada por un
vector cuyo a´ngulo es el nuevo a´ngulo y cuyo mo´dulo es la velocidad de
avance (va):
−−→
∆P = va(cos θt+1, sin θt+1) (6.1)
En el caso de que aparezca un obsta´culo que interrumpa la trayectoria
de avance de un agente, e´ste avanza paralelo a la pared del obsta´culo
hasta alcanzar en esta trayectoria la proyeccio´n en direccio´n perpendicu-
lar a la pared del punto inicial de destino sobre la pared del obsta´culo tal y
como se en la figura 6.2. La lı´nea discontinua indica el tramo de trayectoria
inicial que se adentra en el obsta´culo, la lı´nea negra indica la trayectoria
real generada y la lı´nea gris indica la proyeccio´n que determina el nuevo
punto de destino.
Los agentes poseen tambie´n una memoria de itinerario que sera´ utili-
zada como sensor interno para el sistema de control. Esta memoria con-
tiene los desplazamientos realizados por el agente en los u´ltimos n pasos
de tiempo. Los vigilantes no poseen un sistema de posicionamiento que
les indique su situacio´n espacial en cada instante, pero sı´ conocen la va-
riacio´n del a´ngulo entre su posicio´n anterior y la actual. Esto les permite
conocer los desplazamientos relativos realizados en cada movimiento, y
esto es lo que se almacena en la memoria. El nu´mero de pasos n que
se almacena en la memoria es un para´metro descriptivo de cada agente
6. Estudio del CeAS en un problema de exploracio´n 219
y es evolucionable. En funcio´n de este para´metro, el agente decide darle
importancia a los movimientos realizados en los u´ltimos pasos para se-
leccionar su pro´ximo movimiento o bien utilizar un valor que represente la
variacio´n de la trayectoria a ma´s largo plazo.
En cuanto al sistema de control de los vigilantes, necesitamos una es-
tructura de decisio´n que nos permita generar estrategias o comportamien-
tos lo suficientemente complejos como para realizar de forma satisfactoria
las tarea de vigilancia a partir de las sensorizaciones definidas. Teniendo
en cuenta que las entradas de este decisor van a ser continuas y que
el comportamiento debe considerar interrelaciones entre sus entradas y
no valores absolutos o independientes de las mismas hemos encontra-
do que las redes de neuronas artificiales cumplen las especificaciones
requeridas y son por tanto, adecuadas para nuestro sistema de control.
Concretamente, el tipo de red seleccionada para este ejemplo es una
Red Neuronal de Base Radial (RBN) que posee la siguiente estructura
(ver figura 6.3):
7 neuronas en la capa de entrada: 5 para los sensores de entrada
(sensor de colisio´n y 4 sensores para los sectores de visio´n) y 2
ma´s representando la variacio´n de posicio´n que nos proporciona la
memoria de itinerario.
1 neurona de salida que proporciona la variacio´n del a´ngulo de orien-
tacio´n del vigilante.
3 neuronas en la capa oculta: para decidir el taman˜o de la capa
oculta se han probado distintos taman˜os en la configuracio´n base, y
en funcio´n del nivel de eficiencia conseguido en la realizacio´n de la
tarea de vigilancia, se ha seleccionado e´ste como el ma´s ido´neo.
Esta configuracio´n requiere un total de 7x3 pesos para conectar la capa
de entrada con la capa oculta, 3 desviaciones para las funciones de base
radial de las neuronas de la capa oculta y 3x1 pesos para conectar la
capa oculta con la capa de salida. Esto hace un total de 27 valores reales,
que junto con la longitud de la memoria de trayectoria, representan los 28
genes del cromosoma de cada uno de los individuos. El sistema de control
se ejecutara´ en cada paso de tiempo para cada agente despue´s de haber
actualizado los valores de los sensores, y a continuacio´n, se ejecutara´ el
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cambio de posicio´n del vigilante y se realizara´ la tarea que actualiza los
valores de la superficie vigilada.
Figura 6.3: Sistema de control de los vigilantes.
Modelado distribuido y descentralizado
El entorno en este escenario esta´ representado por dos elementos: los
obsta´culos y la malla de las celdas (ver figura 6.4). A continuacio´n definire-
mos cada uno de estos elementos y las acciones que hemos establecido
para cumplir los requerimientos de interaccio´n descentralizada.
Los obsta´culos: son elementos rectangulares cuya posicio´n y taman˜o
se genera aleatoriamente en cada escenario de simulacio´n. Suponen res-
tricciones para el avance de los vigilantes en el escenario y permiten gene-
rar geometrı´as de la superficie de exploracio´n ma´s complejas. La posicio´n
es fija durante cada simulacio´n.
Los lı´mites del escenario se han modelado tambie´n como obsta´culos
que ocupan todo el perı´metro del entorno. Cuando un agente se encuen-
tra con un obsta´culo cambia su trayectoria y este cambio es detectado por
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los sensores de colisio´n del agente.
Figura 6.4: Escenario de vigilancia. Los robots se han representado mediante
un punto negro y un a´rea que indica su rango de deteccio´n de intrusos. Los
obsta´culos mediante zonas negras y la malla de celdas mediante cuadrados que
cambian su color en funcio´n del nivel de riesgo que poseen, a mayor riesgo,
mayor componente roja en el color de cada celda.
Malla de celdas: : el escenario esta´ cubierto por una malla de celdas
que lo discretizan espacialmente. Esta discretizacio´n permite simplificar
los ca´lculos y el ana´lisis del nivel de vigilancia en cada instante frente al
uso de un modelo continuo y no representa una pe´rdida de generalidad.
Visto de otro modo, cada una de las celdas representa los elementos que
deben ser visitados regularmente para llevar a cabo la tarea de vigilancia.
Las celdas poseen una variable de tiempo que se reinicia cuando el
centro de la celda es cubierto por el rango de visio´n de algu´n vigilante.
Asociado a esta variable de tiempo existe un valor de riesgo que sigue
una funcio´n que variara´ dependiendo de los requerimientos del problema,
de manera que el riesgo global del entorno es el sumatorio de los valores
de riesgo de todas las celdas del escenario. Por otro lado, asociado a este
valor de riesgo se genera un valor de recompensa que sera´ el que reciban
los agentes cuando cubren una celda.
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Las interacciones entre los elementos y los agentes en el escenario
se estudian con respecto a los cuatro niveles especificados en la metodo-
logı´a:
Informacio´n de entorno: la informacio´n que reciben los agentes de
vigilancia respecto al entorno es la que obtienen a partir de los sen-
sores de colisio´n cuando se encuentran con un obsta´culo. No existe
informacio´n con respecto al nivel de riesgo de las celdas cercanas y
es importante tener esto en consideracio´n porque complica la tarea
de manera importante.
Informacio´n de grupo: el flujo de informacio´n entre individuos se
realiza de forma automa´tica y unidireccional a trave´s de la sensori-
zacio´n de los vigilantes cercanos. La sensorizacio´n es local y parcial,
y permite obtener el nu´mero de agentes situados en cada uno de los
cuadrantes del sensor de visio´n de agentes. Esto permite a los vigi-
lantes tener una idea de las zonas cercanas que esta´n siendo ma´s
o menos vigiladas.
Actuacio´n sobre el entorno: las interacciones que se realizan en-
tre los individuos y el entorno son las derivadas de la tarea de vigi-
lancia, es decir, la actualizacio´n del valor de riesgo de cada celda.
Por cada celda vigilada, el vigilante recibe una recompensa que es
proporcional al nivel de riesgo de dicha celda.
Actuacio´n en el grupo: la u´nica interaccio´n que existe entre miem-
bros de la poblacio´n es la de reproduccio´n. Esta se explicara´ en el
apartado de seleccio´n reproductiva.
Estudio de la utilidad privada y utilidad global
La asignacio´n de recompensas de manera que el comportamiento in-
dividual de los vigilantes conduzca hacia el objetivo global propuesto por
el disen˜ador, no es una tarea trivial tal y como expusimos en el aparta-
do 3.2.1.5. Para este problema concreto lo hemos resuelto de la forma
siguiente: tal y como hemos definido el problema, la utilidad global se re-
laciona con el nivel de riesgo en todo el escenario, a menor nivel de riesgo,
mayor utilidad. El nivel de riesgo del escenario sera´, por tanto, la suma de
todos los niveles de riesgo de cada una de las celdas en las que se divide
la malla del escenario.




Rtn = Fr(Tn) (6.3)
Siendo:
- Rte el nivel de riesgo global del escenario para un instante concreto.
- Rtn el nivel de riesgo de la celda n en el instante t.
- Fr la funcio´n que relaciona el nivel de riesgo con el tiempo sin vigi-
lancia de una celda.
- Tn el tiempo transcurrido desde el u´ltimo instante en el que la celda
n fue vigilada hasta el instante actual.
Algunas de las formulaciones del problema de vigilancia proponen co-
mo funcio´n de utilidad global el valor ma´ximo de riesgo de todas las celdas
del escenario. Este tratamiento sin embargo, no es adecuado en nuestro
caso ya que no permitirı´a una resolucio´n descentralizada, pues cada uno
de los agentes necesitarı´a de informacio´n global para obtener el valor de
recompensa real, por lo que no sera´ utilizada aquı´.
El valor de riesgo asociado al tiempo sin cobertura de cada una de las
celdas lo determinan las especificaciones de disen˜o del problema. En una
primera aproximacio´n, la funcio´n que regula el riesgo es la que se muestra
en la figura 6.5. Tal y como se ve, esta relacio´n genera un nivel de riesgo
bajo hasta alcanzar el inicio del intervalo crı´tico, en este caso en torno a
300 pasos de tiempo. A partir de ahı´, el riesgo crece de modo aproxima-
damente lineal hasta alcanzar final del intervalo crı´tico. Esta relacio´n se
basa en la distribucio´n de nivel de riesgo asociado a un problema real de
vigilancia.
El inicio del intervalo crı´tico representa el tiempo necesario para llevar
a cabo una intrusio´n si esta fuese realizada en el instante cero, el mo-
mento en el que el vigilante abandona una zona. Antes de alcanzar el
intervalo crı´tico, el tiempo que una zona permanece sin vigilancia no es
suficiente para una intrusio´n, por tanto, el riesgo es pra´cticamente nulo.
Una vez superado el lı´mite que supone el inicio del intervalo crı´tico, las
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probabilidades de sufrir una intrusio´n crecen linealmente, pero a medida
que pasa el tiempo las probabilidades de intrusio´n se mantienen constan-
tes, pues el intruso valora como ma´s probable la llegada de un vigilante
cuanto ma´s tiempo lleve una zona sin vigilar y prefiere esperar a que el
vigilante vuelva a pasar.
Figura 6.5: Representacio´n del nivel de riego con respecto al tiempo sin vigilancia
para cada celda.
A continuacio´n debemos crear una funcio´n de calidad individual que
ha de cumplir las siguientes condiciones: (ver apartado 3.2.1.5 y artı´culos
Agogino y Tumer (2008); Wolpert y Tumer (2000))
La utilidad individual debe estar alineada con la utilidad global, es
decir, que un individuo mejore su utilidad individual ha de implicar
que ha habido una mejora en la utilidad global
La utilidad individual debe ser ma´s sensible a las acciones propias
que a las del resto de la poblacio´n.
En consecuencia, utilizar la utilidad global como utilidad individual,
aunque cumplirı´a la primera condicio´n, no cumplirı´a la segunda condicio´n.
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Segu´n la metodologı´a del COIN, una posible medida de utilidad serı´a lo
que se denomina utilidad diferencial, que corresponderı´a a usar la utilidad
global obtenida tras una accio´n realizada por un agente menos la utilidad
global eliminando los efectos de las acciones de este agente:
Di = G(z)−G(z−i + ci) (6.4)
Siendo Di el nivel de calidad global actual y G(z−i + ci) el nivel de calidad
global eliminando los efectos de las acciones del agente i.
Para nuestro problema, en primer lugar, utilizamos un nivel de riesgo
en lugar de un nivel de calidad, con lo cual nuestro objetivo sera´ reducir el
valor de riesgo.
La ecuacio´n 6.5 muestra en el primer te´rmino el riesgo global, que
esta´ representado por el sumatorio del riesgo de todas las celdas. El se-
gundo te´rmino representa el valor de calidad global eliminando los efectos
de las acciones de vigilancia de un agente concreto, siendo:
- celdast−i el grupo de celdas que no han sido visitadas por el agente i
en el paso de tiempo t;












Teniendo en cuenta que el riesgo en las celdas vigiladas por el agente




Lo cual nos indica que la reduccio´n del riesgo diferencial asignado al
agente i en el instante t es el sumatorio del nivel de riesgo que poseı´an
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las celdas vigiladas por el agente en el instante t − 1. Debido a que el
objetivo es reducir el nivel de riesgo, la calidad privada de ese agente i
sera´ el valor de la reduccio´n de riesgo que hemos calculado:
Ui = −Di =
celdasti∑
Rt−1n (6.8)
Esta utilidad posee cierta sensibilidad a las acciones del resto de la
poblacio´n debido a que el nivel de riesgo de una celda es mayor o menor
en funcio´n de si una zona es ma´s o menos transitada por la poblacio´n
de observadores. Sin embargo, teniendo en cuenta que disponemos so´lo
de interacciones locales entre los agentes y que la medida de utilidad no
puede requerir de un elemento central que obtenga informacio´n de toda
la poblacio´n, esta medida se propone como una solucio´n muy adecuada.
Por otro lado, tal y como hemos expuesto, es consistente con aquella pro-
puesta por los autores de la metodologı´a COIN, y en efecto, ha generado
buenos resultados como expondremos ma´s adelante.
En resumen, la utilidad individual sera´ la suma de los niveles de riesgo
que poseı´an las celdas en el momento de ser observadas por un individuo.
Gestio´n energe´tica
En este escenario, la tarea principal es la de vigilar las celdas del re-
cinto, y por tanto, el disen˜o se ha llevado realizado de modo que el valor
de energı´a del que disponen los vigilantes representa las recompensas
obtenidas de las celdas. Este valor de energı´a representa su utilidad en
cada instante, y debido a que la tarea requiere de un proceso continuo de
vigilancia, existe un gasto energe´tico asociado a cada paso de tiempo.
Entrada de energı´a: la entrada de energı´a que ocurre en el esce-
nario se produce a trave´s de las celdas. Estas generan un valor de
energı´a proporcional a su valor de riesgo. Este valor de energı´a, que
se transmite a la poblacio´n de vigilantes de forma continua, no cons-
tituye una entrada constante de energı´a debido a que la funcio´n de
riesgo respecto al tiempo no es lineal (ver figura 6.5) y depende del
nivel de riesgo de cada celda. Esto complicarı´a un ana´lisis energe´ti-
co de las dina´micas poblacionales del sistema como el realizado en
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el ejemplo anterior, pero en este caso el taman˜o de poblacio´n es fija,
por lo que no ha lugar dicho ana´lisis.
Salida de energı´a: la salida de energı´a se produce con el gasto
energe´tico por unidad de tiempo de los vigilantes. Es decir, teniendo
en cuenta que este gasto es fijo y que el nu´mero de vigilantes es fijo,
este flujo de energı´a es constante.
Intercambio energe´tico: el intercambio energe´tico entre agentes se
produce so´lo durante la reproduccio´n. Ma´s adelante explicaremos
en detalle el nuevo modo de reproduccio´n que hemos desarrollado
para permitir la evolucio´n con una poblacio´n constante. Comentare-
mos ahora, para poder explicar este aspecto de la gestio´n de energı´a
que, cuando se produce la generacio´n de un nuevo individuo, este
reemplaza a uno de los existentes y se le suministra un valor de
energı´a que es la mitad del promedio del valor de energı´a de los dos
individuos base.
Asociacio´n energı´a-utilidad: como ya comentamos, la energı´a se
produce como resultado de un valor de recompensa asociado al ni-
vel de riesgo de cada celda vigilada, por lo que la asociacio´n entre
energı´a y utilidad viene dada por la funcio´n mostrada en la figura 6.5
y la proporciona el disen˜ador.
Seleccio´n reproductiva
Debido a la restriccio´n que hemos impuesto para la equivalencia del
escenario propuesto en implementaciones reales de utilizar un nu´mero de
vigilantes fijos, no podemos utilizar el mismo procedimiento de seleccio´n
reproductiva que en modelos con poblacio´n variable. Para garantizar que
no varı´a la poblacio´n, la u´nica solucio´n plausible es que cada vez que se
genere un nuevo individuo, otro desaparezca. Al mismo tiempo la selec-
cio´n reproductiva y la generacio´n de individuos base (ver apartado 4.1.2
para su definicio´n) deben estar supeditadas al cumplimiento de ciertas
condiciones a lo largo de la evolucio´n del escenario.
Para todo ello, la reproduccio´n de los agentes se realizara´ mediante
un procedimiento que hemos disen˜ado especı´ficamente para el caso de
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poblaciones de taman˜o fijo y que hemos denominado reproduccio´n ba-
sada en embriones.
Reproduccio´n basada en embriones:
El procedimiento es el siguiente: cada agente posee, adema´s de to-
do el conjunto de sus para´metros, una copia de los para´metros evolucio-
nables de un nuevo agente potencial que denominaremos embrio´n (ver
figura 6.6) y que tiene asociado una valor de pre-utilidad que represen-
ta una estimacio´n de la utilidad que tendra´ el agente potencial que se
generara´ con ese embrio´n. Inicialmente, cuando se genera un nuevo vigi-
lante, se crea tambie´n un embrio´n asociado mediante una mutacio´n de los
para´metros de este vigilante y se le asocia un valor de utilidad que sera´ la
mitad de la utilidad del vigilante asociado.
A lo largo de la vida (tiempo de simulacio´n) de un agente, este puede
modificar el embrio´n que tiene asociado. Esto ocurre cuando un agente se
encuentra a otro, es decir, esta´ situado dentro de un a´rea de observacio´n
para la reproduccio´n de aquel. Esta nueva a´rea, al igual que en el caso del
sensor de deteccio´n de vigilantes y del de observacio´n de celdas, posee
tambie´n un para´metro que es fijo para todos los agentes y que se deno-
mina alcance del a´rea de reproduccio´n. Por tanto, una vez que un agente
detecta a otro en su a´rea de reproduccio´n, comprueba mediante el nivel
de energı´a (utilidad) del otro agente la idoneidad de reproducirse con e´l.
En caso de valorarlo positivamente, es decir, que la pre-utilidad del nuevo
embrio´n sea superior a la actual, se cruzan los co´digos gene´ticos para
generar un nuevo conjunto de para´metros evolucionables, y el embrio´n
actual es sustituido por el nuevo embrio´n.
La pre-utilidad de un nuevo embrio´n se estima a trave´s de la media
de utilidad entre los dos vigilantes implicados en la reproduccio´n. Es claro
que esta estimacio´n tiene pocas probabilidades de coincidir con la utilidad
real que luego resultara´ cuando se genere el nuevo vigilante, y en efecto,
no se basa en ningu´n ana´lisis del modo de cruce ni tampoco en un es-
tudio estadı´stico sobre simulaciones anteriores. Sin embargo, esto no es
relevante dado que lo que estamos haciendo con ese valor de pre-utilidad
es valorar, no al futuro agente, sino a los agentes que intervienen en el
cruce para realizar un tipo de torneo ası´ncrono basado en la utilidad de
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cada agente que participa en el torneo, que ma´s adelante estudiaremos
con ma´s profundidad.
Figura 6.6: Esquema de aplicacio´n del CeAS al problema de vigilancia.
Tras este proceso de substitucio´n del embrio´n, que ocurre un nu´me-
ro indeterminado de veces a lo largo de la vida de cada vigilante, la re-
produccio´n propiamente dicha se produce cuando un agente agota su
tiempo de vida o su nivel de energı´a baja hasta cero. En ese momento,
los para´metros evolucionables del embrio´n substituyen a los del vigilan-
te. Los para´metros de estado del vigilante permanecen excepto el valor
de energı´a (utilidad), que pasa a ser la mitad del valor de pre-utilidad. Fi-
nalmente, el tiempo de vida se reinicia a cero. Mediante este modo de
generacio´n de nuevos individuos, nos aseguramos de que el taman˜o de
la poblacio´n no varı´e. Tambie´n es ası´ en el caso de un algoritmo evolutivo
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tradicional, pero mediante este procedimiento, adema´s se realiza de una
forma descentralizada y ası´ncrona, condiciones intrı´nsecas al CeAS que
debemos mantener.
Por otro lado, con respecto al criterio de seleccio´n que guı´a la evolu-
cio´n de la poblacio´n, cuanto mayor sea la utilidad que un vigilante posee
durante la evolucio´n del escenario, mayores probabilidades tiene de cru-
zarse, tanto porque es ma´s probable que salga vencedor en el torneo
embebido que se realiza mediante los embriones en cada vigilante, como
porque el tiempo de vida sera´ mayor, y por tanto, aumentara´ el nu´mero
medio de torneos en los que participara´.
Finalmente y de acuerdo a la metodologı´a del CeAS pasamos a anali-
zar los siguientes puntos que son relevantes en el apartado de seleccio´n
reproductiva:
Proceso de seleccio´n: la seleccio´n debe ser descentralizada y aso-
ciada a la tarea objetivo, tal y como corresponde al procedimiento
propuesto por CeAS. En efecto, la reproduccio´n basada en embrio-
nes posee un sistema de seleccio´n basado en la proximidad espacial
entre vigilantes. Aquellos vigilantes que entren dentro del rango de
visio´n de reproduccio´n de otro vigilante, participaran en la seleccio´n
reproductiva.
Asociacio´n seleccio´n/nivel de utilidad: esto lleva a que aquellos
vigilantes con un nivel de movilidad bajo tengan menos probabili-
dades de participar en procesos de seleccio´n. Lo que conseguimos
con esta seleccio´n es, por un lado, penalizar a aquellos agentes que
se queden en posiciones fijas o que se desplacen poco e interac-
cionen poco con el resto de vigilantes, y por otro lado, provocamos
cierto localismo en la evolucio´n gene´tica. Es decir, se promueve que
se creen varias evoluciones paralelas en distintas zonas del escena-
rio que este´n separadas espacialmente. En los resultados veremos
co´mo esto permite la generacio´n de especies en ciertas condiciones
en las que las tareas poseen una separacio´n espacial.
Parametrizacio´n de la seleccio´n reproductiva: los para´metros que
intervienen en el proceso de seleccio´n son los que delimitan el rango
de visio´n reproductiva, el alcance y el a´ngulo de visio´n, y la densidad
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de vigilantes en el escenario. El aumento en el a´rea cubierta por el
rango de visio´n y el aumento de la densidad conducen a un prome-
dio mayor de elementos dentro del rango de seleccio´n y viceversa.
Evaluacio´n
La evaluacio´n de los individuos que entran en la seleccio´n reproductiva
se produce de forma continua y ası´ncrona. De acuerdo al procedimiento
expuesto de la reproduccio´n mediante embriones, cuando se propone un
nuevo individuo base se compara su nivel de energı´a (que corresponde a
su utilidad), y si es superior a los anteriores, se genera un nuevo embrio´n.
Estudio de los criterios de evaluacio´n/asignacio´n de utilidad: en
este caso, la evaluacio´n mide exactamente el valor de energı´a que
hemos asociado a la utilidad de un individuo, con lo que la asigna-
cio´n es directa.
Con respecto a la asignacio´n de un valor de utilidad al nuevo em-
brio´n que se genera como mutacio´n del vigilante en el momento de
su activacio´n, aunque pueda parecer un para´metro poco relevante,
las primeras simulaciones nos mostraron que es realmente impor-
tante. Asignar un valor correspondiente a la mitad de la utilidad del
padre en lugar del 100 % de la utilidad, tiene como finalidad preve-
nir que se mantengan indefinidamente co´digos gene´ticos correspon-
dientes a embriones que fueron incorrectamente asignados como de
alta utilidad. Esto significa que, por algu´n motivo, de vez en cuando,
las circunstancias hacen que un vigilante obtenga un alto valor de
energı´a (y por tanto un nivel de utilidad alto) sin poseer un compor-
tamiento realmente eficiente.
Si se usa el 100 % de la pre-utilidad previa (incorrectamente alta), es
improbable encontrar otro vigilante para la reproduccio´n (en el pro-
cedimiento de seleccio´n de reproduccio´n se busca un individuo para
la reproduccio´n con valores de utilidad mayores que el valor de pre-
utilidad del embrio´n actual, de manera que cuanto ma´s alto sea el
valor de utilidad, menos frecuentemente se encontrara´ a una pareja)
e incluso ma´s improbable si el comportamiento ineficiente hace que
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el vigilante se quede parado en alguna zona del escenario reducien-
do de nuevo la probabilidad de entrar en la seleccio´n reproductiva y
mantenie´ndose el embrio´n de igual manera sin cambios mientras el
tiempo de vida se agota.
Tras un ciclo similar, se dan nuevas versiones mutadas del embrio´n
con una asignacio´n incorrecta de alta pre-utilidad implicando, por
tanto, bajas posibilidades de reproduccio´n. Este comportamiento cı´cli-
co puede reproducirse indefinidamente. Sin embargo, si se usa me-
nos del 100 % de la pre-utilidad previa, en este caso el 50 %, se
evita entrar en este bucle, eso sı´, a costa de disminuir la explotacio´n
y aumentar la exploracio´n del algoritmo resultante.
Estabilidad de la utilidad: debido a que el comportamiento de un
vigilante es invariable durante su tiempo de vida y a que las celdas
recubren todo el escenario, las variaciones en el nivel de energı´a
de un agente se deben a cambios en la distribucio´n de la poblacio´n
sobre el recinto. Si los agentes se mueven de forma no ordenada,
variando la densidad de agentes en cada zona, esto provoca cam-
bios en la energı´a disponible y aparecen inestabilidades. Estas se
reducen aumentando el rango de visio´n de celdas o aumentando el
rango de visio´n de los vigilantes, lo cual permite evitar con ma´s facili-
dad zonas ma´s o menos pobladas. Se utiliza, tambie´n, un tiempo de
madurez durante el cual no se permite a su nivel de energı´a descen-
der por debajo de cero para ayudar a superar el transitorio inicial, en
el cual unas condiciones adversas podrı´an hacer desaparecer a un
agente au´n si este tuviese un comportamiento eficiente, y por tanto,
obtendrı´amos una utilidad menos precisa.
Combinacio´n gene´tica
Tal y como hemos explicado en el capı´tulo 4, se utilizara´ el cruce bi-
polar con los para´metros de ajuste por defecto. El nivel de exploracio´n y
de explotacio´n vendra´n definidos por estos para´metros que representan
la mayor o menor amplitud de las funciones de probabilidad que gene-
ran los nuevos genes a partir de los genes de los individuos base. Los
para´metros que son evolucionables en cada agente de este modelo sera´n
los coeficientes del sistema de control y la longitud de la memoria de la
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trayectoria. Sera´n, por tanto, los que se transmitan al embrio´n y sobre los
que se basara´ la evolucio´n de la poblacio´n.
Reemplazo
El nivel de reemplazo de la poblacio´n en este escenario, es decir, el
tiempo medio en el que una poblacio´n es reemplaza completamente por
una nueva generacio´n, vendra´ determinado por el tiempo de simulacio´n
(tiempo de vida) medio de cada agente que a su vez vendra´ determinado
por el tiempo de simulacio´n ma´ximo permitido de cada agente y por la
relacio´n entre la energı´a media disponible y el nivel de consumo de cada
agente. El nivel de reemplazo estara´ marcado por el uso de un tiempo de
evolucio´n ma´ximo tras el cual el vigilante es substituido por su embrio´n,
y por la relacio´n entre la energı´a disponible y la energı´a consumida en el
escenario, que provoca un nivel medio de energı´a ma´s bajo, y por tanto,
mayor probabilidad de agotar el nivel de energı´a y ser substituido por el
embrio´n.
Con esto se da por terminada la explicacio´n de la configuracio´n experi-
mental de este problema de vigilancia. A continuacio´n pasamos a detallar
su planteamiento en el entorno de simulacio´n.
6.3. Planteamiento en el WASPED
Para llevar a cabo la implementacio´n en el WaspBed del modelo que
hemos expuesto, se han generado un conjunto de eventos y elementos a
partir de la definicio´n CeAs que se presento´ anteriormente y que expon-
dremos a continuacio´n. El diagrama de clases de la implementacio´n de
este ejemplo se muestra en la figura 6.7.
La definicio´n de los tipos de elemento se genera a partir de los ar-
chivos XML y se muestran en la tabla de la figura 6.8. Los para´metros
descriptivos del elemento, que en este caso son los coeficientes de la red
neuronal, son tambie´n los para´metros evolucionables que intervienen en
el cruce y los que se almacenan en el embrio´n.
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Figura 6.7: Diagrama de clases del escenario.
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Figura 6.8: Definicio´n de los tipos de elemento vigilante.
Figura 6.9: Definicio´n de los tipos de elemento obsta´culo.
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Figura 6.10: Definicio´n de los tipos de elemento malla de celdas.
Para los elementos obsta´culos generamos la siguiente configuracio´n
de para´metros de la figura 6.9. En este caso, los u´nicos para´metros que
tenemos son propios de cada obsta´culo y son generados aleatoriamen-
te dentro del rango de cada para´metro al principio de cada simulacio´n.
Por u´ltimo, el elemento de la malla de celdas esta´ definido tal y como se
muestra en la figura 6.10.
A continuacio´n se definen los archivos XML de creacio´n. En el caso
de los vigilantes se van a generar 20 vigilantes con los para´metros de
inicializacio´n por defecto. En el caso de los obsta´culos se generara´n 4
obsta´culos en los que se definira´n en el creador sus dimensiones y po-
sicio´n para que representen el perı´metro del escenario, tal y como se ve
en la figura 6.4. Adema´s, hay 15 bloques repartidos aleatoriamente por el
interior del escenario.
A continuacio´n, se crean las clases Evento correspondientes a las ac-
ciones que hemos definido para los vigilantes y para la malla de celdas
y se configura la tabla de compatibilidades (figura 6.11) para crear las
asociaciones entre los eventos y los elementos. La tabla de la figura 6.12
muestra una descripcio´n breve de cada uno de los eventos generados.
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Figura 6.11: Asociaciones Elemento-Evento.
Figura 6.12: Descripcio´n de eventos.
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6.4. Ana´lisis de los para´metros de evolucio´n
del CeAS
Tal y como comentamos en los objetivos de este apartado, a lo largo de
los distintos experimentos llevados a cabo, tanto en el estudio del ejemplo
de vigilancia como en el ejemplo de rutas en grafos, hemos comprobado
que una de las dificultades que entran˜a el uso de este tipo de evoluciones
viene dada por la gran cantidad de para´metros que entran en juego en la
simulacio´n, y que afectan de una forma importante al proceso evolutivo.
En el proceso de disen˜o previo de este tipo de modelos, es obvio que
todos y cada uno de los para´metros han de ser tenidos en cuenta y debe-
mos asignarle un valor o un rango en el que estos pueden tomar valores.
Sin embargo, no siempre es fa´cil determinar que´ valores queremos utilizar
para estos para´metros y como estos valores o determinadas combinacio-
nes de estos afectara´n a la evolucio´n.
Utilizaremos por tanto el ana´lisis presentado en la metodologı´a CeAS
para establecer una serie de para´metros de alto nivel, que comprendan
a todos los elementos que juegan un papel relevante, y que aglutinen el
resto de para´metros, para con ello permitir actuar sobre los para´metros
que sı´ son relevantes y poder generar unos determinados cambios en la
evolucio´n, mejorar el control que tenemos sobre ella y adema´s permitir
extrapolar estos resultados a otros casos de estudio.
Se muestran sobre estos dos grupos de para´metros las asociaciones
entre ellos y el efecto de la modificacio´n de los para´metros de configura-
cio´n en los para´metros de ana´lisis. En la figura 6.13 mostramos las rela-
ciones que hemos mencionado y si la direccio´n es directa o inversa (para
claridad en la interpretacio´n se han utilizado flechas azules en el caso de
relaciones directas y rojas en caso de inversas).
Una vez que construimos esta tabla teniendo en cuenta los para´metros
de configuracio´n que hemos definido en el problema y los para´metros de
ana´lisis que establece el CeAS utilizaremos estas asociaciones cuando
necesitemos realizar alguna variacio´n en el comportamiento de la simula-
cio´n. Por ejemplo, a la vista de la tabla del escenario de vigilancia si nos
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interesase aumentar el taman˜o del torneo, es decir aumentar el nu´mero de
elementos que entran en la seleccio´n reproductiva deberı´amos aumentar
el nu´mero de agentes por unidad de superficie y por unidad de velocidad,
o bien podrı´amos aumentar la velocidad de los agentes.
Figura 6.13: Estudio de las relaciones entre los para´metros de configuracio´n y
los para´metros de ana´lisis.
6.5. Resultados
6.5.1. Configuracio´n Ba´sica
Una vez que hemos definido el entorno de simulacio´n para este ejem-
plo y se ha modelado utilizando el WaspBed, estudiaremos los resultados
que se obtienen permitiendo al entorno evolucionar durante 30.000 pasos
de tiempo. Decidimos utilizar ese tiempo de evolucio´n tras comprobar du-
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rante varias ejecuciones que a partir de unos 20.000 pasos, el valor de
riesgo se estabiliza, por lo que permitir al sistema un 50 % ma´s de tiempo
de evolucio´n parece razonable.
Figura 6.14: Tabla creadores vigilancia 1.
Para la obtencio´n de las curvas de evolucio´n del riesgo se lanzan 25
ejecuciones y lo que se presenta es el valor promedio de todas las evolu-
ciones. El resultado que obtenemos mediante la utilizacio´n de la estrategia
de evolucio´n CeAS se muestra en la figura 6.15.
Los para´metros de inicializacio´n se presentan en la tabla de creacio´n
(ver tabla 6.14). El valor de riesgo comienza en un nivel de 200.000. Esto
es ası´ porque inicializamos los valores de riesgo de las celdas con un ni-
vel intermedio, y lo hacemos por dos motivos: en primer lugar, el valor de
riesgo representa un valor de recompensa para los agentes. Si este va-
lor inicialmente es cero, las condiciones iniciales son realmente adversas
para ellos, y por tanto, se introduce ma´s aleatoriedad en el sistema y una
explotacio´n inicial muy fuerte, lo cual no resulta interesante ya que la eva-
luacio´n serı´a ma´s ruidosa y la selecciona natural inicial eliminarı´a mucha
diversidad en la poblacio´n. Por otro lado, si la curva de riesgo comenzase
en un nivel cero, eso no indicarı´a como es la eficiencia de la poblacio´n en
los primeros pasos. Para hacer una representacio´n ma´s realista comen-
zamos con un nivel intermedio y ası´ podemos estudiar las variaciones que
se producen inicialmente. En efecto, en los primeros 1000 pasos de tiem-
po se produce una disminucio´n de ma´s de un 50 % del riesgo.
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Figura 6.15: Nivel de riesgo frente a pasos de evolucio´n en estrategia CeAS
Podemos observar que, aproximadamente, a los 6000 pasos de tiem-
po se alcanza un valor ma´s o menos estable de riesgo y un valor ya muy
pro´ximo al que se obtendra´ finalmente. Es en el paso de tiempo 20.000
cuando el sistema alcanza su valor de riesgo ma´s bajo, en torno a 80.000
unidades. Debido a que el entorno esta´ compuesto por 1.584 celdas (48
columnas y 33 filas), este nivel de riesgo corresponde a un nivel de riesgo
medio para cada celda de 50 unidades lo cual, a su vez, corresponde a
un tiempo medio de observacio´n por celda de 450 pasos de tiempo. Pode-
mos ver una representacio´n de la evolucio´n del comportamiento obtenido
en la figura 6.5.1, el nivel de riesgo de cada celda se indica con nivel de
color rojo de cada celda.
Por otra parte, es importante destacar que, aunque inicialmente el con-
junto de controladores en los vigilantes era heteroge´neo tal y como se re-
fleja en la figura a trave´s del color de los individuos, cuando la poblacio´n se
estabiliza, e´ste se ha vuelto homoge´neo (sin ningu´n tipo de especiacio´n)
de una manera auto´noma. Este hecho es importante e indica que si no
hay nada en el entorno o tarea que implique una ventaja evolutiva para la
especiacio´n, las poblaciones suelen tender a controladores homoge´neos.
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Figura 6.16: Tres instantes diferentes en la simulacio´n en las que se aprecia como
disminuye el nivel de riesgo en la malla de celdas y como se reparten los agentes
en el escenario de simulacio´n.
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En cuanto al tiempo medio de observacio´n por celda, como referencia
para valorar este resultado, podrı´amos definir el tiempo medio de observa-
cio´n para un comportamiento aleatorio con el objeto de generar un lı´mite
inferior con el que comparar los resultados obtenidos, como es habitual
en muchos algoritmos de bu´squeda. Sin embargo, para este problema,
generar un comportamiento aleatorio como el obtenido en la poblacio´n
inicial, por ejemplo, resulta en que la mayorı´a de las partes del escenario
quedara´n sin ser vigiladas por mucho tiempo que transcurra, y por tanto,
el tiempo medio entre observaciones para las celdas aumentara´ indefini-
damente con el tiempo de simulacio´n. Por esto, hemos optado por calcular
el mı´nimo teo´rico para el tiempo entre observaciones que podrı´a conse-
guirse teniendo en cuenta el a´rea de observacio´n de cada vigilante, la
velocidad de avance, la superficie a observar y suponiendo un comporta-
miento cı´clico ideal y una superficie que permitiese realizar ese recorrido
de manera secuencial y perio´dica (o sea, sin obsta´culos y con los vigi-
lantes con conocimiento global y actualizado de su entorno). Teniendo en
cuenta todos estos factores, y para las condiciones del experimento, el
tiempo mı´nimo obtenido serı´a de 125 pasos de tiempo entre observacio´n,
esto es, unas 3.6 veces inferior al obtenido. Este valor es un mı´nimo teo´ri-
co y el mı´nimo para la geometrı´a que definen los obsta´culos sera´ superior
con toda seguridad.
Por otro lado, y lo que es ma´s importante, debemos tener en cuenta
la sensorizacio´n que poseen los vigilantes. De cara a coordinar las zonas
por las que se desplazan con respecto a otros agentes, son capaces de
sensorizar el nu´mero de agentes en cada uno de los cuadrantes y no su
posicio´n exacta. Teniendo en cuenta el taman˜o de los sectores de visio´n
esto no resulta una medida muy precisa, y adicionalmente, los agentes no
poseen ningu´n sensor que les indique el nivel riesgo de las celdas vecinas,
con lo cual su trayectoria no serı´a guiada por la funcio´n de recompensa
que conduce la evolucio´n, sino por las relaciones indirectas que pueden
extraer de la memoria de itinerario, la densidad de agentes circundantes
y la deteccio´n de obsta´culos.
La siguiente prueba dentro de la configuracio´n base ha sido la de
an˜adir el detector del nivel de riesgo con el objeto de comprobar la mejo-
ra en eficiencia que supone disponer de un indicador local en tiempo de
ejecucio´n que indique en que zona es posible obtener mejor recompensa.
244 6.5. Resultados
Adicionalmente, se prentede estudiar la variacio´n del nivel de eficiencia
para diferentes taman˜os de poblacio´n (5, 10 y 20) por lo que, utilizando
esta misma configuracio´n, se han lanzado tambie´n evoluciones con dife-
rente nu´mero de vigilantes en este escenario.
Cabe destacar que en la mayorı´a de las aplicaciones de vigilancia el
control del nivel de riesgo de una celda determinada no se puede llevar a
cabo sin un control centralizado, y es por eso que un medidor del nivel de
riesgo no resulta realista. Sin embargo, utilizar el sensor de riesgo tiene
un doble intere´s para nuestro trabajo: por un lado, las condiciones de de-
finicio´n de un problema de vigilancia corresponden tambie´n a problemas
reales de cobertura de zonas para aplicaciones de limpieza, recogida o
reparto de materiales en una red de puntos de entrega y otros, que sı´ per-
miten la obtencio´n de esos valores de tiempo entre visitas. Por otro lado,
comprobar la variacio´n en el nivel de eficiencia mediante la variacio´n del
nivel de informacio´n que se proporciona a un agente muestra las capaci-
dades del sistema de control y del proceso de evolucio´n del mismo.
Los resultados obtenidos en estas simulaciones se muestran en la fi-
gura 6.17, que corresponden al valor promedio de nivel de riesgo con 10
simulaciones para cada nu´mero de agentes, como hemos dicho, 5, 10 y
20 individuos. Se puede apreciar una mejora en la eficiencia a la hora de
resolver la tarea en el grupo de 20 agentes con respecto al experimento
anterior.
Se observa tambie´n en la figura anterior que, como era de esperar,
cuanto mayor es la poblacio´n menor es el nivel de riesgo. Sin embargo,
y debido a la forma de la curva de riesgo frente a tiempo sin vigilancia,
la representacio´n de esta comparativa frente al nivel de riesgo no es del
todo justa. En la figura 6.18, se muestra esta misma comparacio´n en fun-
cio´n del tiempo promedio sin vigilancia que corresponde a cada valor de
riesgo. Se puede apreciar ahora que las diferencias se han reducido. Si
antes el nivel de riesgo que generaban 5 vigilantes estaba en torno a 6
veces el nivel de riesgo con 20 agentes, el tiempo medio sin cobertura
es de aproximadamente el doble. Podemos ver tambie´n en esta gra´fica
el mı´nimo teo´rico en el tiempo medio entre observaciones que podrı´amos
obtener con cada uno de los taman˜os de poblacio´n.
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Figura 6.17: Comparacio´n del nivel de riesgo para distintos taman˜os de poblacio´n
Figura 6.18: Comparacio´n del tiempo medio entre observaciones para distintos
taman˜os de poblacio´n
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Figura 6.19: Comparacio´n del nivel de eficiencia para distintos taman˜os de po-
blacio´n
Finalmente, y teniendo en cuenta el valor del mı´nimo teo´rico que he-
mos calculado para cada configuracio´n, hemos definido una valor de efi-
ciencia real para cada evolucio´n como el ratio entre tiempo medio entre





Los resultados se muestran en la gra´fica 6.19. En este caso, podemos
observar que la configuracio´n ma´s eficiente, tal y como espera´bamos, re-
sulta ser la de 5 agentes de vigilancia. Esto se debe a que existe un factor
de interferencia ma´s acentuado cuanto mayor es la densidad de agentes.
En el caso de una configuracio´n con baja densidad, cada agente se en-
carga de una zona y evita el contacto con otros agentes. En el caso de
una configuracio´n de alta densidad, no es fa´cil encontrar zonas no cubier-
tas ni repartirse organizadamente la tarea de vigilancia.
Para concluir este primer experimento, diremos que hemos compro-
bado la capacidad ba´sica del CeAS para evolucionar una poblacio´n de
agentes de vigilancia mediante el uso de la funcio´n de utilidad privada
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que hemos desarrollado inspirados en la metodologı´a propuesta por Ago-
gino y Tumer (2008). Se ha mostrado co´mo desciende el nivel de riesgo
hasta obtener una solucio´n satisfactoria a nivel pra´ctico. Es decir, la teorı´a
de utilidades privada y global que se ha planteado como una de los ele-
mentos ba´sicos del CeAS, ha funcionado correctamente en este caso.
Hemos comprobado tambie´n la capacidad del CeAS a la hora de pro-
porcionar una solucio´n eficiente a un problema real. A partir de este primer
resultado pra´ctico, el CeAS nos ha permitido generar una poblacio´n de
agentes que, sin el uso de la sensorizacio´n del nivel de utilidad, obtienen
un nivel de exploracio´n cercano al obtenido cuando utilizamos el sensor
de riesgo. Este resultado profundiza en la capacidad del CeAS para anali-
zar la respuesta de un sistema complejo a cambios en sus para´metros de
disen˜o.
En este sentido, tambie´n hemos podido estudiar el efecto de la varia-
cio´n del nu´mero de agentes en el nivel de riesgo y en la eficiencia de ex-
ploracio´n. Como hemos visto, para la comparacio´n en el nivel de riesgo, al
utilizar 20 agentes en lugar de 5, es decir, al multiplicar por 4 el nu´mero de
agentes, obtenemos un nivel de riesgo 6 veces inferior, lo que nos lleva a
concluir que, si el nivel de riesgo es proporcional a un coste medio asocia-
do a intrusiones, retrasos, etce´tera, resulta rentable invertir en aumentar
el nu´mero de vigilantes. Por otro lado, si lo que estamos midiendo es la
eficiencia con respecto al tiempo medio entre visitas sin tener en cuenta la
curva de riesgo frente a tiempo, comprobamos que disminuir el nu´mero de
agentes resulta en una configuracio´n ma´s eficiente1. Este tipo de ana´lisis
son, como podemos intuir, altamente interesantes en problemas reales de
ingenierı´a.
6.5.2. Comparacio´n con otras aproximaciones
A continuacio´n se muestra un experimento comparativo que se ha rea-
lizado sobre este ejemplo de vigilancia para comprobar la eficiencia en el
1Debemos tener en cuenta que la funcio´n de utilidad que guı´a la evolucio´n premia
la minimizacio´n del nivel de riesgo y no del tiempo medio entre observaciones, y que
aunque existe una relacio´n directa entre estos para´metros a lo largo de toda la curva
tiempo vs. riesgo, no son proporcionales, y por tanto, la evolucio´n podrı´a diferir si el
objetivo fuese minimizar el tiempo entre observaciones.
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uso del evolutivo CeAS frente a otras te´cnicas, que en este caso sera´n,
por un lado, un algoritmo gene´tico, en el cual el co´digo gene´tico de ca-
da individuo de la poblacio´n contendra´ los para´metros evolucionables de
los vigilantes y sera´ el mismo para todo el grupo de vigilantes. Es decir,
evolucionaremos un comportamiento formado por un grupo de agentes
intrı´nsicamente homoge´neos. Por otro lado, se utilizara´ un algoritmo hı´bri-
do que posee la estructura de un algoritmo gene´tico, con la diferencia de
que la evaluacio´n de los individuos se realiza generando un agente con
el co´digo gene´tico de cada individuo, con lo que se genera un grupo de
agentes que se introducen en el escenario y se dejan evolucionar, es de-
cir, para la evaluacio´n de la poblacio´n se utiliza la simulacio´n de estos
individuos interactuando unos con los otros en el modelo propuesto, y tras
un cierto tiempo previamente fijado, se comprueba el nivel de utilidad y
se genera otra nueva poblacio´n que, al igual que ocurre en un gene´tico
esta´ndar, sustituye a la primera.
A continuacio´n exponemos las caracterı´sticas ma´s relevantes en cuan-
to a la evolucio´n de cada una de estas estrategias y el modo en el que se
han llevado a cabo las simulaciones.
En cuanto al algoritmo gene´tico, en primer lugar se generan aleato-
riamente 20 co´digos gene´ticos y cada uno de ellos se evalu´a creando un
poblacio´n homoge´nea de 20 vigilantes con ese co´digo gene´tico que se
dejan interactuar en el entorno. Esta simulacio´n es equivalente a la que
se realiza en la evolucio´n guiada por el CeAS a excepcio´n de que se des-
habilitan los eventos de reproduccio´n o eliminacio´n.
La utilidad asociada al algoritmo es la utilidad global del escenario du-
rante la simulacio´n, con la ventaja de que no nos vemos obligados a di-
sen˜ar funciones de utilidad individual que guı´en a la poblacio´n hacia la
utilidad global.
Se utiliza, al igual que en las otras dos estrategias, un cruce por tor-
neo. Para hacer equitativa la comparacio´n, en primer lugar se extrajo un
valor promedio de taman˜o de torneo de la evolucio´n CeAS. Simplemente
se comprobo´ el nu´mero de comparaciones de utilidad realizadas por los
agentes a lo largo de las 30.000 evoluciones y el nu´mero de eliminaciones
de agentes. El cociente entre estos dos valores indica el taman˜o medio de
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comparaciones por cada nuevo individuo generado, lo que es equivalente
al taman˜o medio de torneo. Este valor resulto´ ser aproximadamente 8. Sin
embargo, las primeras evoluciones nos mostraron que, como era de espe-
rar, un taman˜o de torneo de 8 en una poblacio´n de 20 elementos implica
un nivel de explotacio´n extremadamente alto y ma´s au´n para un espacio
de bu´squeda de 28 dimensiones. Por lo tanto, utilizamos el taman˜o de tor-
neo ma´s bajo posible, y este es 2.
De nuevo, con el objeto de realizar una comparacio´n equitativa, cada
una de las evoluciones deberı´a utilizar 30.000 pasos de evaluacio´n. Sin
embargo, para evaluar a cada uno de los individuos y obtener un valor de
utilidad estable, hemos comprobado que se requieren al menos 800 pa-
sos de tiempo, lo que nos llevarı´a a 16.000 pasos de tiempo para evaluar
a los 20 individuos de cada generacio´n, y por lo tanto, esto permitirı´a ge-
nerar simplemente 2 generaciones del algoritmo gene´tico. Es por esto que
se opto´ por una estrategia ma´s eficiente de cara a aprovechar el nu´me-
ro de pasos de evaluacio´n. Esta estrategia consiste en utilizar un tiempo
de evaluacio´n incremental. La fluctuacio´n en la evaluacio´n de las prime-
ras generaciones no es perjudicial, pues simplemente aumenta el nivel
de exploracio´n inicial, y a medida que pasan las generaciones, el tiempo
de evaluacio´n aumenta hasta obtener valores razonablemente fiables. Por
tanto, se utilizaron tiempos de evaluacio´n para cada uno de los individuos
de cada generacio´n de 100, 200, 400 y finalmente 800 pasos de tiempo.
Finalmente, la evolucio´n hı´brida esta´ basada en un tipo de evolucio´n
utilizada en algunos trabajos de coordinacio´n (Groβ y Dorigo, 2008) en
la cual se inserta un evolutivo en la poblacio´n de agentes que esta´n in-
teraccionando en el escenario. Por lo tanto, se diferencia de la evolucio´n
CeAS en que la reproduccio´n en este caso, se fuerza cada cierto nu´me-
ro de pasos de evaluacio´n y adema´s se produce mediante una seleccio´n
centralizada y no local y por lo tanto no es situada.
La seleccio´n de los agentes para el cruce se realiza tambie´n median-
te el uso de un torneo. Al igual que en el caso del algoritmo gene´tico, el
taman˜o se ha fijado a 2 despue´s de haber probado con 8 -el taman˜o equi-
valente al del CeAS- y haber obtenido unos resultados realmente pobres.
Esta seleccio´n se realiza de forma centralizada, es decir, se seleccionan
al azar de entre toda la poblacio´n 2 individuos para generar cada uno de
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los dos torneos en los que se seleccionaran los agentes que se cruzara´n.
En cierto sentido, un primer ana´lisis nos sugiere que, como ventaja
frente a la seleccio´n natural utilizada en el CeAS, en la evolucio´n hı´brida
los agentes no tienen por que encontrarse en el espacio para reproducir-
se. Su u´nico objetivo ahora es la mejora de la utilidad, luego un controlador
centralizado se encargara´ de seleccionarlos.
Por u´ltimo, en cuanto al tiempo de evaluacio´n para los agentes que
se encuentran en el entorno, se ha elegido el tiempo equivalente al que
se utiliza en el caso de la evolucio´n CeAS. Esto se calcula extrayendo el
nu´mero de reproducciones que se producen de media en las simulaciones
a lo largo de los 30.000 pasos. Este ana´lisis nos indica que, en promedio,
se crea un nuevo elemento cada 150 pasos de tiempo, y esto es lo que
se utilizara´ tambie´n para el caso de la evolucio´n hı´brida. Un torneo de ta-
man˜o 2, generara´ una nueva poblacio´n de 20 individuos cada 150 pasos
de tiempo. Como ya comentamos anteriormente, para realizar la compa-
rativa se ejecutan 25 simulaciones de cada tipo estrategia de evolucio´n y
se presenta la media de estas.
Adicionalmente a la evolucio´n esta´ndar en la que estamos usando el
mı´nimo nivel de riesgo para el mejor individuo de cada generacio´n, reali-
zamos una medida de rendimiento ma´s honesta. En paralelo, se deja que
se ejecute el mejor individuo de cada generacio´n durante 4000 pasos y
se extrae el promedio de los u´ltimos 3500 pasos para obtener un nivel de
riesgo real, a lo que denominamos ‘Evolucio´n esta´ndar completa’.
La desviacio´n esta´ndar de las evoluciones es de aproximadamente
20.000 unidades de riesgo para la evolucio´n CeAS y para el algoritmo
gene´tico, sin embargo, la desviacio´n de la evolucio´n hı´brida es mucho
mayor lo cual empeora au´n ma´s si cabe los resultados obtenidos.
En la gra´fica 6.20 hemos mostrado los valores del nivel de riesgo glo-
bal conseguido con cada una de las aproximaciones, en el caso del CeAS
se muestra el valor del riesgo global durante la evolucio´n, en el caso del
gene´tico tradicional se muestra el valor obtenido con el mejor individuo
tras cada generacio´n y en la aproximacio´n hı´brida se muestra el valor glo-
bal obtenido en el escenario a medida que se van sucediendo las distintas
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generaciones. A la vista de las curvas de resultados, podemos concluir
que, tras un nu´mero de pasos elevados, las diferencias entre el uso de
un algoritmo gene´tico y el uso del CeAS no son notables teniendo en
cuenta el valor de desviacio´n obtenida. Sı´ es apreciable la diferencia en
la velocidad de convergencia, favorable al CeAS en todos los casos. En
lo que respecta a la aproximacio´n hı´brida, los resultados muestran que,
para este ejemplo, esta estrategia es claramente menos eficiente, incluso
podrı´amos decir que inapropiada.
Figura 6.20: Comparacio´n entre varias te´cnicas evolutivas. Nivel de riesgo frente
a pasos de evolucio´n.
Adicionalmente, se ha intentado una nueva variacio´n del acercamiento
hı´brido, pues sus malos resultados nos resultaron sorprendentes. Uno de
los motivos que podrı´an haber llevado a este nivel de error es que esta-
mos usando so´lo 140 pasos de tiempo para evaluar los individuos antes
de realizar la seleccio´n de torneo. En consecuencia, se ha incrementado
en primer lugar a 400 pasos y posteriormente a 750, y sin embargo, no
obtuvimos ninguna mejora de manera que finalmente concluimos que la
aproximacio´n hı´brida no es realmente u´til en este problema.
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Como conclusio´n de la comparativa llevada a cabo en este apartado,
diremos que los resultados obtenidos han sido plenamente satisfactorios
a la hora de comparar el CeAS con otras te´cnicas de computacio´n evolu-
tiva. Ma´s au´n teniendo en cuenta que la comparativa se realiza en unas
condiciones muy especı´ficas en las que el CeAS no permite aprovechar
todas sus ventajas. La evolucio´n converge claramente ma´s ra´pido que
otras aproximaciones a un valor de riesgo bajo. La u´nica aproximacio´n
que se aproxima a los resultados mostrados por el CeAS es la del algorit-
mo gene´tico tradicional teniendo en cuenta, como hemos comentado ya,
que el criterio de evaluacio´n es muy poco preciso y tiende a dar valores
superiores a los reales.
6.5.3. Evolucio´n en entornos heteroge´neos: formacio´n
de especies
Una vez estudiada la capacidad del CeAS para obtener soluciones
con las condiciones de disen˜o propuestas inicialmente, hemos decidido
comprobar sus cualidades a la hora de realizar evoluciones que generen
automa´ticamente especies dentro de una misma poblacio´n de individuos.
Con la formacio´n automa´tica de especies se busca una resolucio´n ma´s
eficiente de ciertos problemas, y adema´s se incide ma´s au´n en una pro-
piedad diferenciadora del CeAS respecto a otros algoritmos poblaciona-
les, en el que la aparicio´n de especies esta´ totalmente causada por el
disen˜ador. En este apartado, adema´s, se probara´ la eficacia del cruce
bipolar que hemos definido en cuanto al mantenimiento de dos (o ma´s)
especies diferenciadas.
Para provocar que se formen especies dentro de una evolucio´n, es
indispensable que existan tareas diferenciadas y que estas tareas sean
disjuntas a efectos de las capacidades de los agentes de vigilancia. Es
decir, es necesario que no sea posible obtener un agente que sea capaz
de llevar a cabo las tareas de forma eficaz, y que por tanto, la especializa-
cio´n aporte una gran ventaja evolutiva.
Con el objeto estudiar la formacio´n automa´tica de especies, inicialmen-
te, nos centraremos en el planteamiento de un escenario con dos tareas
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diferenciadas, y analizaremos en que´ condiciones aparecen dos especies.
Para ello, se han introducido los siguientes cambios en el escenario.
En primer lugar se ha an˜adido a las celdas un nuevo para´metro que
permite diferenciarlas y ahora los agentes pueden variar sus reac-
ciones en funcio´n de ese para´metro. En te´rminos de la estructura del
WaspBed, antes las celdas poseı´an solo para´metros descriptivos de
tipo y para´metros de estado para diferenciar el nivel de riesgo de ca-
da una, ahora hemos an˜adido un para´metro descriptivo de elemento.
De este modo se permite una diferenciacio´n entre zonas del entorno.
Esta nueva configuracio´n se inspira en el establecimiento de varias
zonas dentro de un entorno de vigilancia real en las cuales es ma´s
o menos apremiante la vigilancia, es decir, el nivel de riesgo aso-
ciado a un determinado tiempo sin observacio´n es diferente entre
unas zonas y otras. Un caso claro de este tipo de tareas en entor-
nos reales viene dado por tareas de monitorizacio´n estructural en
entornos tales como barcos, donde el riesgo en planchas y en unio-
nes con cuadernas es distinto y la deteccio´n de una u otra zona es
bastante simple para un robot real.
Adicionalmente, se ha dotado a los vigilantes de un sensor capaz
de detectar la transicio´n entre zonas: el sensor indica si se pasa de
una zona de mayor riesgo a una de menor riesgo y viceversa. En su
aplicacio´n real, los contornos de las diferentes zonas estarı´an tam-
bie´n identificados de algu´n modo, de manera que el vigilante pudiese
percibir el cambio de zona.
Para la primera configuracio´n experimental se han definido dos zonas
en el entorno. Una de ellas no posee riesgo asociado, es decir, la vigilan-
cia de esa zona no proporciona ninguna recompensa evolutiva (ver figura
6.21.a). Y la otra zona sı´ posee un valor de riesgo elevado. De ahora en
adelante, para facilitar la explicacio´n de las siguientes configuraciones,
denominaremos temperatura de la zona a este para´metro diferenciador.
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Figura 6.21: Escenario de vigilancia con dos zonas. En el estado inicial se aprecia
la geometrı´a de la zona de riesgo. En el estado final se muestra la disposicio´n de
los agentes sobre la zona de riesgo tras el proceso de evolucio´n de la poblacio´n.
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Por lo tanto, este nuevo escenario tendra´ una zona neutra y otra zona
caliente. La zona caliente ocupara´ el 15 % del escenario pero concen-
trara´ un valor de riesgo equivalente al de todo el escenario en las configu-
raciones anteriores. El nivel de riesgo inicial sera´ igual a los observados
anteriormente, y la cantidad de energı´a disponible es la misma tambie´n.
Esto permite mantener, tal y como estudiamos en el apartado 6.4, el tiem-
po medio de evaluacio´n y el reemplazo en la evolucio´n de la poblacio´n.
Figura 6.22: Evolucio´n del nivel de riesgo para el escenario con dos zonas.
Esta primera configuracio´n servira´, ba´sicamente, para comprobar la
capacidad del CeAS de obtener soluciones adecuadas teniendo en cuen-
ta esta nueva sensorizacio´n de los agentes. En la figura 6.21.a se muestra
esta nueva configuracio´n, y en la figura 6.21.b se muestra el comporta-
miento final de los agentes.
Se puede ver la evolucio´n del nivel de riesgo global en la figura 6.22,
donde apreciamos co´mo se obtiene un nivel de riesgo realmente bajo una
vez que el sistema se estabiliza. Esto es debido a que la densidad de los
agentes en la zona a vigilar es ahora muy alta, y por tanto, la superficie
cubierta por ellos es superior. Si nos detenemos a pensarlo, ahora la
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tarea es ma´s sencilla, y en efecto, el valor de riesgo es aproximadamente
el valor de riesgo mı´nimo teo´rico.
Figura 6.23: Escenario de vigilancia con tres zonas. Estado final.
Una vez que hemos comprobado el funcionamiento del sistema con
los nuevos cambios de disen˜o del escenario, pasaremos a generar otro
escenario en el que ya sı´ establecemos dos tareas diferentes. Como he-
mos dicho, la configuracio´n establecida tiene dos zonas de riesgo con un
valor de temperatura distinto y otra zona neutral. A efectos de los agentes,
el cambio de una zona neutral a la zona frı´a es detectado por los sensores
del mismo modo que el paso de la zona caliente a la zona neutral. Igual-
mente, entrar en una zona caliente es equivalente a salir de la zona frı´a.
En consecuencia, el controlador que genera un comportamiento de en-
trada en una zona, se escaparı´a de la otra, y de este modo, los posibles
comportamientos que se pueden generar para explorar una zona u otra
sera´n contrarios. Tras dejar evolucionar el sistema durante 30.000 pasos,
obtenemos la configuracio´n mostrada en la figura 6.23. Recordemos que
el color de los vigilantes representa una combinacio´n concreta de genes, y
por tanto, los individuos del mismo color son miembros de la misma espe-
cie. En este caso, se han formado dos especies, cada una especializada
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en la vigilancia de una de las zonas. Esta especializacio´n ha venido de-
terminada por la capacidad de los individuos de detectar las transiciones
que les permiten delimitar su zona. Se puede apreciar en la figura tambie´n
que el nivel de riesgo es realmente bajo, en este caso el nivel de riesgo
viene dado en cada zona por el nivel de color azul o naranja, y a medida
que disminuye el riesgo el color es acerca al blanco.
Figura 6.24: Evolucio´n del nivel de riesgo para tres zonas.
La variacio´n del nivel de riesgo para esta evolucio´n y para cada una de
las dos zonas se muestra en la figura 6.24, en la que se pueden apreciar
las fluctuaciones iniciales de la poblacio´n hacia agentes que son capaces
de resolver una u otra tarea y por tanto la disminucio´n brusca del nivel de
riesgo en una u otra zona hasta que en el paso de evolucio´n 600 apro-
ximadamente la poblacio´n se divide, se obtienen dos especies con dos
tareas diferenciadas y se obtiene un nivel de riesgo bajo para ambas zo-
nas.
La obtencio´n de dos especies diferenciadas a la que hemos llegado se
debe, por tanto, a la utilizacio´n de un cruce que evita la convergencia de
la poblacio´n hacia una sola solucio´n, y tambie´n a la separacio´n espacial
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de las dos zonas en las que se llevan a cabo las tareas diferenciadas.
Para comprobar que´ ocurre en caso de que aumente el contacto entre
miembros de las dos especies, es decir, al eliminar la separacio´n espacial,
cambiamos la configuracio´n para una en la que la zona caliente y la zona
frı´a esta´n en contacto.
Figura 6.25: Escenario con tres zonas contiguas: Evolucio´n sin coeficiente de
afinidad. Estado final.
Tras las primeras evoluciones obtenemos un resultado como el que se
muestra en la figura 6.25. La tendencia es a que exista una especie do-
minante, y de vez en cuando, surgen mutaciones pero que se extinguen
ante la fuerte presio´n de la otra especie. Comprobamos tambie´n que las
tareas no esta´n en este caso tan fuertemente diferenciadas, ya que un
comportamiento que tienda a acercarse a una zona y con una componen-
te erra´tica alta funciona bastante bien, pues cubre la zona frı´a con cierta
frecuencia. En conclusio´n si las tareas no esta´n claramente diferenciadas
y no existe una separacio´n espacial que facilite la especiacio´n, es difı´cil
obtener una divisio´n de la poblacio´n.
Con el objeto de hacer ma´s fuerte la presio´n hacia la especiacio´n en
este u´ltimo escenario, se ha introducido un nuevo elemento que inter-
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vendra´ en el proceso de seleccio´n de los individuos base. Este sera´ el
para´metro de afinidad: se incluye dentro de la evaluacio´n de los individuos
elegidos en la seleccio´n reproductiva un factor que aumenta la calidad de
un individuo de forma proporcional al nivel de afinidad con el otro individuo
base.
La forma de evaluar el nivel de afinidad entre dos individuos se reali-
zara´ mediante la comparacio´n de sus genotipos. Debido a que, para su-
poner un comportamiento similar entre dos vigilantes la variaciones entre
genes deberı´an ser pequen˜as y a que, una vez superado un valor de varia-
cio´n en un gen, el alcance de las modificaciones en el comportamiento de
la red neuronal ya no guardan relacio´n con la amplitud de esta variacio´n,
se utilizara´ una comparacio´n que de´ mayor importancia al incremento de
las variaciones pequen˜as. Para ello se va a utilizar la siguiente expresio´n
que representa a la afinidad entre dos individuos A y B cuyos co´digos








Tras implementar este coeficiente de afinidad, el comportamiento me-
jora sensiblemente como se puede apreciar en la siguiente captura del
escenario (ver figura 6.26). Existe una diferencia genotı´pica apreciable y
adema´s los agentes realizan cada uno la tarea correspondiente de forma
visiblemente eficiente.
La evolucio´n de los riesgos en las distintas zonas se muestra en la
gra´fica 6.27, en la que se presenta el promedio de 10 evoluciones. Se ha
hecho este promedio debido a que, au´n utilizando el para´metro de afini-
dad, el comportamiento obtenido no es tan estable como en el caso de
existir una sola tarea o dos tareas separadas espacialmente. Se muestra
tambie´n una comparativa para comprobar los efectos en la evolucio´n del
uso del criterio de afinidad y del cruce bipolar. A la vista de la gra´fica,
comprobamos que a pesar de que todas las configuraciones evolucionan
con respecto a la situacio´n, la mejor configuracio´n es aquella que combina
ambas estrategias y que por tanto introduce una presio´n evolutiva hacia
la especiacio´n ma´s fuerte.
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Figura 6.26: Escenario con tres zonas contiguas: evolucio´n con coeficiente de
afinidad. Estado final.
Figura 6.27: Comparativa para´metro afinidad vs. cruce bipolar.
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Por u´ltimo, se activa el sensor de riesgo. Es decir, los agentes detectan
la recompensa que va a generar cubrir una u otra zona. El valor de ries-
go promedio obtenido finalmente es satisfactorio y apreciablemente ma´s
bajo que en el caso anterior (ver figura 6.28). Tal y como vimos en los
resultados del primer apartado, el uso de del sensor de riesgo mejora cla-
ramente la realizacio´n de la tarea e incluso tal y como hemos observado
en las simulaciones provoca comportamientos ma´s estables.
Figura 6.28: Evolucio´n del nivel de riesgo para tres zonas contiguas con detector
de riesgo.
Como conclusio´n a este tercer experimento, el CeAS ha mostrado una
capacidad muy interesante, y es que es capaz de obtener de forma au-
toma´tica una especializacio´n en los agentes, si la definicio´n de la tarea
ası´ lo requiere. Este resultado es muy relevante a nivel pra´ctico, ya que
permite obtener sistemas heteroge´neos si esto supone una ventaja a la
hora de resolver la tarea.
A nivel de mejora del CeAS, en este experimento se mostrado el co-
rrecto funcionamiento del operador de cruce bipolar y el para´metro de
afinidad a la hora de formar especies automa´ticamente.
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6.6. Conclusiones
En este segundo caso de estudio del CeAS en la resolucio´n de un pro-
blema dina´mico descentralizado, se ha generado un escenario que repre-
senta un problema de exploracio´n, en concreto, un problema de vigilancia
auto´noma y distribuida de un entorno. Se ha estudiado la obtencio´n de es-
te comportamiento para diferentes configuraciones en cuanto al nu´mero
de agentes, el nivel de sensorizacio´n y el tipo de tarea y entorno en el que
se realiza la tarea, todo ello con el objetivo de analizar las capacidades
del CeAS a la hora de proporcionar una solucio´n eficiente a un problema
real con independencia de los para´metros de disen˜o prefijados.
Se ha realizado tambie´n una comparativa entre la evolucio´n CeAS y
otras aproximaciones para el caso de una poblacio´n homoge´nea en un
entorno que requiere de la realizacio´n de una sola tarea, obtenie´ndose
resultados muy satisfactorios. En consecuencia, se han comprobado las
ventajas del uso de la te´cnica propuesta au´n en una configuracio´n que no
explota las caracterı´sticas diferenciadoras del CeAS respecto a las apro-
ximaciones tradicionales.
Finalmente, se ha hecho un estudio de la capacidad para generar es-
pecies de la evolucio´n CeAS, en el que se ha comprobado la influencia
de la separacio´n espacial de las tareas que se proponen, el nivel de di-
ferenciacio´n de las tareas y el uso de el cruce bipolar y del para´metro de
afinidad.
Capı´tulo 7
Estudio del CeAS en un
problema de abastecimiento
7.1. Introduccio´n y Objetivos
Como tercer ejemplo para el estudio del CeAS hemos utilizado otro
de los problemas dina´micos descentralizados tı´picos en ingenierı´a, el pro-
blema de abastecimiento. Este problema consiste, en lı´neas generales,
en obtener un conjunto de rutas que permitan que un grupo de vehı´culos
abastezcan a un grupo de clientes.
De forma ma´s concreta, dentro de la tipologı´a de problemas de abaste-
cimiento, el caso de estudio que nos planteamos consiste en un problema
de fletes de barcos, cuyo objetivo de disen˜o es, por un lado, obtener es-
trategias de asignacio´n de rutas o´ptimas para cada uno de los barcos que
componen la flota con el objeto de realizar el transporte de materiales des-
de unos puntos de suministro hasta unos puntos de demanda de la forma
ma´s eficiente posible. Por otro, en este caso pretendemos llegar tambie´n
a la composicio´n ideal de la flota en cuanto al nu´mero y tipo de barcos
que la componen.
Concretando, el modelo con el que representamos en el marco del
CeAS al problema de fletes va a estar compuesto por un grupo hete-
roge´neo de barcos de transporte de mercancı´as. Cada uno de ellos posee
una serie de caracterı´sticas de disen˜o y una estrategia de seleccio´n de
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destinos propias. Su objetivo es el de satisfacer las peticiones de los dis-
tintos puntos de demanda que existen en el entorno mediante el transpor-
te de contenedores de carga desde una conjunto de puntos de suministro.
El problema de fletes que proponemos podrı´amos clasificarlo, en cier-
ta medida, como un problema VRP con ventanas de tiempo y capacidad
limitada aplicado una flota de barcos, al cual se le an˜aden variables es-
toca´sticas. Adicionalmente, este problema, que se basa en una configu-
racio´n de flota fija, se modifica de forma que se requiere, en paralelo, la
optimizacio´n de la composicio´n de la flota que va a realizar los repartos.
Con respecto a las aproximaciones que pudieran haberse utilizado con
anterioridad para resolver un problema como el que estamos tratando, no
hemos encontrado ninguna similar.
Hemos seleccionado este problema porque posee las caracterı´sticas
prototı´picas del marco de aplicacio´n del CeAS (dinamismo, optimizacio´n
combinatoria, tarea distribuida), y adema´s, an˜ade nuevas problema´ticas
no contempladas anteriormente (modelo con para´metros estoca´sticos y
concurrencia). Respecto a lo primero, el gran nu´mero de combinaciones
en las que podrı´amos asignar a cada una de las rutas de transporte uno o
ma´s barcos, junto con las distintas configuraciones de una flota en funcio´n
de los tipos de barco que posea, hacen de este problema un ejemplo cla-
ro de optimizacio´n combinatoria. De hecho, posee similitudes claras tanto
con el problema de asignacio´n, pues se trata de asignar barcos a rutas
para minimizar costes, como con el de transporte, en el que se buscan
rutas entre puntos de suministro y demanda, dos de los problemas funda-
mentales de ese campo como ya comentamos en el apartado 3.1.
La generacio´n de las solicitudes de demanda se ha modelado a trave´s
de una distribucio´n de probabilidad. El tiempo que transcurre entre las pe-
ticiones de demanda es una variable aleatoria, y la cantidad de material
asociada a cada peticio´n, es tambie´n una variable aleatoria. Esta genera-
cio´n estoca´stica de demandas es la que genera todo el comportamiento
que se produce en el sistema, por lo que, aunque las variables sujetas a
aleatoriedad sean so´lo dos de los para´metros de los puntos de demanda,
estas son de gran relevancia. En efecto, el nivel de demandas afecta tanto
a las rutas que se realizan como al tipo de barcos que son ma´s adecuados
para esas rutas. La variabilidad en las demandas afecta tambie´n de cara
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a ser ma´s o menos conservadores en cuanto a explotar la rentabilidad de
los barcos asumiendo cierto nivel de riesgo. Concluimos, por tanto, que
este problema es un ejemplo claro tambie´n de problema estoca´stico, den-
tro de los cuales, por cierto, uno de los referentes son los problemas de
demanda probabilı´stica.
Consideramos tambie´n, que el hecho de que en este problema las es-
trategias a seguir por los barcos este´n supeditadas, por un lado, al coste
que genera el transporte de cada uno de los barcos en funcio´n de sus ca-
racterı´sticas de disen˜o (velocidad, capacidad, etce´tera), por otro al merca-
do que se genere en el transporte de mercancı´as (aumento o disminucio´n
de la demanda, de los precios de transporte, etce´tera), y finalmente, a la
influencia de otros barcos de la misma flota o una flota de la competencia,
incluye tambie´n a este problema dentro de aquellos basados en procesos
en los que intervienen situaciones de concurrencia, a los que tambie´n se
le dedica un apartado especial en el campo de los problemas de inge-
nierı´a e investigacio´n operativa.
Finalmente, al igual que en el problema anterior y en la mayorı´a de los
problemas modelados con un sistema multiagente, el problema de fletes
es un problema inherentemente dina´mico. Esto se debe a que para cada
uno de los agentes la existencia del resto de los agentes que interactu´an
con e´l hace que el entorno en el que evoluciona este´ en constante cam-
bio. Adicionalmente, la combinacio´n de un sistema dina´mico con el uso
de variables estoca´sticas para generar las demandas hace que realmente
para los me´todos de ana´lisis este problema sea inabordable.
Desde un punto de vista pra´ctico, otro de los objetivos por los que se ha
elegido este problema para su estudio es el hecho de que abarca varios
campos que esta´n presentes en la mayorı´a de los problemas reales de
ingenierı´a. Ası´, aunque posee un modelo sencillo, presenta gran compleji-
dad y la estrategia de optimizacio´n trabajara´ a diferentes niveles: sistema
de control, disen˜o individual de cada barco y configuracio´n de toda la flota.
Al igual que en el problema de vigilancia, veremos que este problema
permite de forma sencilla realizar la formulacio´n de manera descentrali-
zada y es inherentemente distribuido. Para no depender de un sistema
de control central, se ha desarrollado un sistema de cruce basado en los
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puntos de demanda que permite una interaccio´n local con el entorno, y
ası´ evitamos perder las ventajas de una aproximacio´n descentralizada en
cuanto a escalabilidad, adaptabilidad o robustez, y por supuesto, esto per-
mite el uso el CeAS para la evolucio´n de la flota.
En cuanto a las restricciones, caracterı´stica fundamental dentro de los
problemas reales en ingenierı´a, en este ejemplo podemos considerar co-
mo ma´s relevantes las siguientes:
Las restricciones de carga, que son aquellas que vienen dadas por
la capacidad de cada barco y cuyo principal efecto es que limitan la
recompensa que puede obtener un barco al alcanzar un punto de
demanda.
Las restricciones de entrega, que son aquellas que limitan la entrega
que vamos a realizar, y son generadas por dos factores: el valor de
demanda en un instante determinado en el punto de demanda y
los planes de entregas de otros barcos que satisfagan previamente
parte de la demanda.
Las restricciones que afectan al rango de valores que pueden tomar
variables como la capacidad, velocidad o periodo de revisio´n de un
barco.
Con respecto al ana´lisis energe´tico de la poblacio´n, en este ejemplo el
taman˜o de la poblacio´n es variable al igual que en el ejemplo del capı´tulo
5, sin embargo, a diferencia de aquel, en el que todos los agentes eran
iguales en cuanto a disen˜o y consumo de recursos, en este caso cada
uno de los barcos posee una tasa de consumo distinta que dependera´ de
su capacidad, de su velocidad y de su autonomı´a. Esto an˜ade un grado
de libertad a mayores sobre el ana´lisis de poblacio´n, es decir, la poblacio´n
resultante para un tasa de entrada de recursos fija (nivel promedio de
demandas) podrı´a ser tanto una poblacio´n numerosa de barcos de poco
consumo como una poblacio´n ma´s reducida de barcos de consumo ele-
vado como una poblacio´n heteroge´nea que es lo que realmente ocurre, lo
cual hace que el ana´lisis energe´tico no es abordable, al menos no para
establecer los puntos de equilibrio del sistema.
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En cuanto al ana´lisis parame´trico definido en el capı´tulo 4, otro de los
objetivos que perseguimos con este ejemplo es el de probar este tipo de
ana´lisis con un nuevo caso pra´ctico y ası´ comprobar la generalidad de es-
te procedimiento, con este fin se realizara´ un ana´lisis similar siguiendo el
procedimiento definido.
Con el objeto de generar, ya no solo un problema con caracterı´sticas
similares a un problema real, sino que adema´s presentase una aplicacio´n
directa, se ha incluido en el modelo el componente econo´mico como el
factor que va representar el nivel de calidad de los comportamientos, y
por tanto, el objetivo de la evolucio´n. El problema de ma´s alto nivel, pasa
a ser ahora un problema de optimizacio´n de recursos, y se formula de tal
manera, que el estudio energe´tico sea ahora un estudio econo´mico y la
calidad global sea el nivel de recursos econo´micos que posee la flota de
barcos. Para ello, se ha definido una variable denominada nivel de recur-
sos para cada uno de los barcos que va a ser un indicador de lo rentable
o no que esta´ siendo un barco en un momento dado. Esto se ha hecho
de modo que el problema modelado represente a la flota de una empresa
determinada de forma que, inicialmente, estos agentes poseen un nivel
de recursos dado, y que con el tiempo, en funcio´n del consumo asocia-
do a cada barco, dichos recursos vayan disminuyendo y aumentando en
cuanto se realizan las entregas. De este modo, los barcos no rentables,
o bien por su disen˜o o bien por su estrategia, son eliminados y los bar-
cos que dan buen resultado, y por tanto generan supera´vit de recursos,
se reproducen, ceden parte de su presupuesto y generan nuevos barcos
basados en sus caracterı´sticas. Desde el punto de vista de la evolucio´n,
ceden parte de su energı´a y tiempo de vida para generar descendencia.
Desde el punto de vista econo´mico reinvierten beneficios para generar
una flota ma´s rentable.
Por u´ltimo, sen˜alaremos tambie´n que se ha perseguido, en esta oca-
sio´n, que el trabajo del evolutivo se desarrolle a ma´s alto nivel que en el
caso del ejemplo anterior y en la mayorı´a de las aplicaciones de este tipo.
Es decir, las acciones que van a realizar los agentes van a estar guia-
das, en primer lugar, por una lo´gica de evaluacio´n que ha sido desarrolla-
da expresamente pero que representa la aplicacio´n de algunas reglas de
sentido comu´n, y sobre esta primera evaluacio´n el sistema de control afi-
nara´ su estrategia para determinar cua´l es el destino al que debe dirigirse
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cada barco. Esto nos permite obtener resultados ma´s eficientes, o al me-
nos igual de eficientes pero con menos carga de trabajo para el evolutivo,
que ahora precisara´ de un sistema de control ma´s sencillo. En el apartado
de disen˜o experimental se explicara´ en detalle cua´les son los para´metros
sobre los que trabaja el sistema de control.
7.2. Configuracio´n experimental
A continuacio´n describiremos cua´les son los elementos que forman
parte del escenario de fletes de buques y que interacciones se generan
entre estos de acuerdo a la metodologı´a de disen˜o propuesta en el capı´tu-
lo 4.
Definicio´n de los individuos
Para este escenario, la definicio´n de los individuos ma´s directa se ex-
trae con facilidad de las condiciones del problema. Cada uno de los in-
dividuos sera´ cada uno de los barcos de la flota con la que estamos tra-
bajando, que sera´n los agentes que se van a encargar de transportar la
mercancı´a.
En cuanto a los sensores de los que disponen los agentes, estos per-
miten analizar ciertas caracterı´sticas de cada una de las rutas potenciales
de un barco, a saber:
1. Sensor de recompensa: el nivel de recursos estimado que tendra´ el
barco cuando haga la entrega siguiendo una ruta concreta.
2. Sensor de recursos mı´nimos: indica el nivel mı´nimo de recursos
que se alcanza durante el recorrido de una ruta concreta.
3. Sensor de distancia: la distancia a la que se encuentra el destino
siguiendo una ruta concreta.
4. Sensor de autonomı´a: la autonomı´a que tendrı´a el barco al llegar al
punto de mantenimiento ma´s cercano despue´s de hacer la entrega
siguiendo una ruta concreta.
5. Sensor de carga: la carga que tendrı´a el barco tras hacer la entrega
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En cuanto al criterio elegido para generar las rutas potenciales, los bar-
cos definen sus rutas teniendo como destino final de la ruta siempre un
punto de demanda. Es decir, en cuanto abandonan un punto de demanda,
su sistema de control decide el pro´ximo punto de demanda que van a visi-
tar. La lo´gica que decide el itinerario se basa en lo que, para viajar desde
el punto actual en el que se encuentra un barco hasta el pro´ximo punto de
demanda el sistema de control contempla cuatro posibles itinerarios (ver
figura 7.1):
1. Un itinerario que pase por un punto de suministro antes de llegar al
punto de demanda. El punto de suministro es aquel que minimice la
distancia hasta el punto de demanda.
2. Un itinerario que pase por un punto de mantenimiento antes de llegar
al punto de demanda. El punto de mantenimiento es tambie´n el que
haga mı´nima la longitud del itinerario.
3. Un itinerario que pase por un punto de demanda y por un punto de
mantenimiento antes de alcanzar el punto de demanda. Se seleccio-
nan los dos puntos de los apartados anteriores.
4. Un itinerario que siga una ruta directa hacia el punto de demanda.
Figura 7.1: Generacio´n de itinerarios para la evaluacio´n mediante el sistema de
control.
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De esta manera, cualquier accio´n de un barco para elegir la direccio´n
que debe tomar respondera´ a una de estas cuatro posibilidades para cada
uno de los puntos de demanda sin pe´rdida de generalidad.
En el caso de los barcos, al igual que en el ejemplo de bu´squeda de
rutas en grafos, el sistema de control se utiliza como un evaluador, es de-
cir, de entre las mu´ltiples rutas que hemos comentado que se le presentan
al barco, el evaluador asigna una puntuacio´n a cada una de ellas y toma
la direccio´n de la ma´s valorada. Para realizar esta evaluacio´n, el sistema
de control recibe como entradas los valores que se obtienen de los senso-
res de autonomı´a, de carga y de recursos mı´nimos y como u´ltima entrada
el resultado de dividir el valor del sensor de recompensa por el valor del
sensor de distancia.
La primera entrada (‘post-carga’) nos indica con que´ nivel de carga
nos vamos a encontrar tras hacer la entrega. Esto permite que, en caso
de que el nivel sea bajo pueda, por ejemplo, valorarse positivamente un
itinerario incluya un punto de suministro para que el barco, tras hacer la
entrega, tenga carga suficiente como para hacer otra nueva entrega sin
tener que volver a cargar.
La segunda entrada (‘post-autonomı´a’) representa lo cerca que esta-
mos de encontrarnos en una situacio´n en la que ya no podamos alcanzar
el punto de mantenimiento sin superar la autonomı´a del barco, lo que
supondrı´a la eliminacio´n del mismo. Con el objeto de evitar tener que in-
troducir la distancia hasta el punto de mantenimiento ma´s cercano y el
tiempo disponible, y forzar al sistema de control a realizar ca´lculos inne-
cesarios, procesamos estos datos y generamos un para´metro de ma´s alto
nivel. Si este valor es menor que cero en alguna de las rutas disponibles
significa que, siguiendo esa ruta, el barco llegarı´a a una situacio´n de no
retorno en la que serı´a eliminado con toda seguridad. Si ese es el caso,
esta ruta ya no es una opcio´n para el sistema de control.
La tercera entrada (‘min-recursos’) da una indicacio´n del nivel de ries-
go que posee una ruta teniendo en cuenta que la previsiones de entregas
pueden fallar debido al alto dinamismo del entorno.
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La u´ltima entrada (‘tasa-recompensa’) que utiliza el evaluador tiene un
significado muy directo: teniendo en cuenta el tiempo estimado para al-
canzar el punto de demanda y el consumo de recursos durante el trayecto
(Ct), el coste de hacer la entrega (Ce) y la recompensa estimada por hacer
la entrega (Rest), se estima tambie´n la recompensa por unidad de tiempo
que se obtiene utilizando una ruta concreta. El coste de realizar la en-
trega que es proporcional a la capacidad de acuerdo a los costes reales
de atraque de un barco en puerto. El consumo de recursos se obtiene
multiplicando la tasa de consumo por el tiempo de duracio´n del recorrido.
El tiempo de duracio´n del recorrido (t) se obtiene a partir de la distancia
(D) y de la velocidad del barco (Vb). Esta es realmente una variable muy
relevante, pues el objetivo de los barcos es recibir la mayor recompensa
posible:
Trec =






Ce = Q · c, Ce = C · t (7.2)
El sistema de control que se encargara´ de ser el evaluador, va a con-
sistir en una funcio´n de evaluacio´n que tendra´ como valor base la tasa-
recompensa que estara´ multiplicada por una serie de coeficientes (Cpc,
Cpa y Cmr) que representan el efecto de los distintos valores obtenidos en
el resto de los sensores. La valoracio´n de cada trayectoria sera´ por tanto:
V = TrecCpcCpaCmr (7.3)
Los coeficientes de post-carga, post-autonomı´a y min-recursos se ob-
tienen a partir de los valores de los sensores. Se normalizan y se obtiene
el valor del sensor en funcio´n tres para´metros que definen una funcio´n
de transformacio´n. El valor base para estos coeficientes es 1. Cada una
de las entradas tiene asociados tres para´metros que generan una varia-
cio´n con respecto al valor base. Los primeros 2 para´metros representan
el punto de mayor desviacio´n y la amplitud de esta (p1 y p2) y el tercer
para´metro representa la anchura de la zona afectada (p3).
La funcio´n de transformacio´n se muestra en las figuras 7.2 y 7.3.
Por lo tanto, cada uno de los coeficientes se obtendra´ a partir tres
para´metros (p1, p2, p3) y del valor de entrada normalizado (Eni ).
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Figura 7.2: Funcio´n de transformacio´n entrada-coeficiente. Ejemplo 1.
Figura 7.3: Funcio´n de transformacio´n entrada-coeficiente. Ejemplo 2.
Ci = Ft (p1, p2, p3) (7.4)
Se ha utilizado este tipo de representacio´n en lugar de alguna otra ma´s
compleja, como por ejemplo una red neuronal, con el objeto de reducir el
espacio de bu´squeda y de hacer ma´s sencilla la interpretacio´n del com-
portamiento de cada uno de los agentes por parte del disen˜ador.
Por tanto, cada barco va a poseer los siguientes 12 para´metros evolu-
cionables que constituyen el genotipo de cada individuo de la poblacio´n:
La capacidad (Q), que indica la cantidad ma´xima de carga que pue-
de transportar un barco.
La autonomı´a (A), que nos indica el tiempo que pueden permanecer
navegando hasta que necesitan realizar una revisio´n de manteni-
miento.
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La velocidad (V ), que representa el nu´mero de unidades que se des-
plaza en cada intervalo de tiempo.
Finalmente los para´metros que determinan la funcio´n de transforma-
cio´n para cada una de los tres coeficientes de la funcio´n de evalua-

















Utilidad global y utilidad individual
El uso de una poblacio´n heteroge´nea y del CeAS nos conduce, como
en los ejemplos anteriores, a definir una asociacio´n entre la supervivencia
del co´digo gene´tico de un individuo y el e´xito en la tarea global. Debido
al uso de un modelo econo´mico, el objetivo global es obtener una flota
eficiente y esto se consigue obteniendo individuos que sean lo ma´s efi-
cientes posible, es decir que generen ma´s recursos.
Utilizando la misma metodologı´a que en los escenarios anteriores, la
medida de utilidad global que se extrae de este planteamiento se ob-






El objetivo sera´ maximizar este valor de utilidad global. Para calcular
la utilidad diferencial propuesta en el capı´tulo del CeAS debemos definir
un segundo te´rmino que recordemos representaba el valor de utilidad del
entorno si eliminamos los efectos un agente concreto. Para nuestro caso
este valor se obtiene eliminando del sumatorio el valor de recursos de un
barco (ri). Por lo tanto, la utilidad diferencial sera´:




Di = ri (7.7)
Es decir, la utilidad diferencial de cada barco corresponde a su nivel
de recursos.
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Modelado distribuido y descentralizado
El modelado del entorno se realiza mediante la creacio´n tres tipos de
elementos (ver figura 7.4).
Figura 7.4: Escenario de simulacio´n para el problema de fletes. Se muestran los
puntos de suministro (cuadros naranjas), puntos de demanda (cı´rculos verdes
y naranjas), puntos de mantenimiento (cuadros verdes) y los barcos de la flota
cuyo color y taman˜o indican un co´digo gene´tico y capacidad respectivamente.
Los puntos de demanda: son elementos encargados de generar las
demandas de material y recibir las entregas. Poseen tres funciones prin-
cipales:
1. Por un lado son los puntos en los que se introducen los recursos en
el sistema, y de este modo, son en realidad el motor de la simulacio´n.
2. Sirven para gestionar la generacio´n de nuevos agentes mediante el
torneo que se realiza con el co´digo gene´tico que depositan los bar-
cos que hacen las entregas.
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3. Almacenan las planificaciones de los agentes de una forma distribui-
da y descentralizada.
Los puntos de suministro: estos puntos representan los almacenes
o productores de material a transportar y no realizan ninguna accio´n pro-
pia. A efectos de la flota de barcos en la simulacio´n, representan solo un
emplazamiento por el que hay que pasar para aumentar el valor de la car-
ga hasta el valor de capacidad. Por tanto, una vez que un barco pasa por
un punto de suministro, este llena completamente su capacidad.
Los puntos de mantenimiento: en ellos se realiza una accio´n que es
imprescindible para la supervivencia de los barcos, una revisio´n de man-
tenimiento. Los barcos tienen asignado lo que se denomina un valor de
tiempo de funcionamiento hasta que requieren una revisio´n. Si dicha re-
visio´n no se produce dentro del tiempo requerido, el barco es eliminado.
Esto representa una restriccio´n fuerte para el comportamiento de los bar-
cos, y existe un rango para el tiempo de revisio´n que varı´a para cada uno
de los barcos pero que si aumenta, aumenta el consumo del barco, con lo
que la flota buscara´ un punto de equilibrio consecuente.
La realizacio´n de las interacciones entre los elementos y con los indivi-
duos en el escenario se define a partir de los cuatro niveles especificados
en la metodologı´a:
Informacio´n de entorno
La informacio´n de entorno estara´ totalmente distribuida entre los dis-
tintos puntos de demanda, suministro y mantenimiento y estara´ ac-
cesible para cualquier barco bajo peticio´n. Esta informacio´n puede
ser o la posicio´n de cualquiera de los tres distintos tipos de puntos o
bien, para el caso de los puntos de demanda, la informacio´n relativa
a las demandas emitidas por cada punto y no satisfechas hasta el
momento actual.
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Informacio´n de grupo
En cuanto a la comunicacio´n entre individuos, esta se produce de
manera implı´cita y descentralizada a trave´s de los puntos de deman-
da. Concretamente, se realiza a partir de la gestio´n de las entregas
estimadas que se realizara´n en cada punto de demanda y tiene co-
mo objeto permitir cierto nivel de planificacio´n en las acciones de los
barcos.
El modo de funcionamiento es el siguiente: cuando el sistema de
control de un barco decide cua´l es su itinerario, se comunica con el
punto de demanda y le envı´a informacio´n relativa a la hora estima-
da de llegada y la carga que tendra´ en el momento de la entrega.
El punto de demanda almacena esta informacio´n y la hace dispo-
nible para el resto de los barcos, de manera que cuando otro barco
esta´ comparando las distintas posibilidades de destinos que tiene, el
punto de demanda le indica, en funcio´n de la hora de entrega y de la
carga que podrı´a entregar, cua´l es la recompensa esperada en caso
de seleccionar esa ruta. Para ello, se deben tener en cuenta las de-
mandas que han sido generadas, el tiempo que llevara´n generadas
cuando se haga la entrega y las entregas que se producen antes de
que llegue este barco.
Para poder proporcionar esta informacio´n, los puntos de demanda
almacenan dos listas, una corresponde una historial de demandas y
otra a una planificacio´n de entregas. A medida que un punto de de-
manda va generando peticiones de demanda, estas se almacenan
en el historial de demandas, tanto el tiempo en el que fueron ge-
neradas como la cantidad solicitada. De igual manera, cuando uno
de los agentes decide que va a realizar una entrega en un punto de
demanda, este almacena la carga entregada estimada y la hora es-
timada de llegada.
Esta pequen˜a planificacio´n evita, de manera relativamente sencilla,
algunos comportamientos altamente ineficientes, como por ejemplo,
que dos barcos este´n viajando hacia el mismo punto de demanda
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con el fin de hacer una entrega cuando el que llegue ma´s tarde no
realizara´ ninguna entrega o esta sera´ ma´s reducida de lo que pre-
visto.
Actuacio´n sobre el entorno
Las interacciones que se realizan entre los individuos y el entorno
son cuatro y todas ellas se realizan de forma descentralizada: el
suministro de carga, la generacio´n de demandas, la entrega de ma-
terial y la realizacio´n del mantenimiento.
1. El suministro de carga se produce cuando un barco se situ´a en
un punto de suministro, en ese momento la carga del barco se
aumenta hasta el valor de su capacidad.
2. La entrega de material se produce cuando un barco alcanza su
destino en un punto de demanda, el barco descarga tanto ma-
terial como sea necesario para satisfacer las necesidades de
demanda hasta agotar toda la carga si fuese necesario y recibe
la recompensa correspondiente. Este valor de recompensa se
genera a partir de un valor de recompensa por unidad entre-
gada que se obtiene con una funcio´n que depende del tiempo
de espera que ha tenido la demanda que se esta´ cubriendo y
es la misma funcio´n que se utiliza para calcular la recompen-
sa estimada. La configuracio´n por defecto es que el valor de la
recompensa es de una unidad por cada unidad de carga entre-
gada. Es decir, es independiente del tiempo de espera.
3. La maniobra de mantenimiento se ejecuta tambie´n de forma
automa´tica cuando se alcanza un punto de mantenimiento y
reinicia el tiempo de revisio´n al valor de autonomı´a.
4. Por u´ltimo, para realizar la generacio´n de las demandas, cada
uno de estos puntos posee dos para´metros que caracterizan
la distribucio´n de probabilidad que siguen estas peticiones de
demanda: el tiempo entre demandas y la cantidad solicitada.
Cada uno de esos para´metros sigue una distribucio´n constante
entre el valor mı´nimo y el ma´ximo, y por tanto, el promedio de
278 7.2. Configuracio´n experimental






Tmax − Tmin (7.8)
Actuacio´n en el grupo
La u´nica interaccio´n que existe entre miembros de la poblacio´n es
la de reproduccio´n. Esta se explicara´ en el apartado de seleccio´n
reproductiva.
Gestio´n energe´tica
Este escenario se centra en la gestio´n de los recursos de una flota
de barcos y por tanto, el disen˜o se ha realizado de manera que el nivel
de energı´a equivaldra´ al nivel de recursos. Estos recursos representan
el dinero o presupuesto disponible en cada uno de los barcos en cada
instante, y por tanto, la suma de todos estos sera´ el presupuesto actual de
la flota. Todos los comportamientos que se producen en el entorno giran
alrededor de los recursos y son equivalentes a la energı´a o la recompensa
de los anteriores ejemplos. El objeto de modelizar el entorno en base a
una variable econo´mica persigue la obtencio´n de soluciones ma´s realistas
y con una aplicacio´n ma´s pra´ctica, ya que en el caso de una empresa real
que gestione una flota, este va a ser siempre el objetivo u´ltimo: mantener
o aumentar el nivel econo´mico de la flota.
Entrada de energı´a: la entrada de energı´a se produce a trave´s de
los puntos de demanda. Cuando un barco realiza una entrega re-
cibe un valor de recompensa asociado a la cantidad de carga que
deposita. Este valor de recompensa representa la u´nica entrada de
recursos de la que se dispone en el escenario tras la inversio´n inicial
que representan los recursos iniciales de cada barco. Esta entrada
se realiza distribuida y descentralizadamente a trave´s de todos los
puntos de demanda y esta´ supeditada a la accio´n de entrega. Por
tanto, se realiza de manera ası´ncrona.
En cuanto al valor de recompensa, este lo definen los puntos de de-
manda y representa el precio que pagan los puntos de demanda por
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cada unidad de carga. El precio puede variar en funcio´n del tiempo
transcurrido desde la generacio´n de la demanda, aumentar porque
resulte ma´s apremiante recibir la entrega o disminuir si se quiere
establecer algu´n tipo de penalizacio´n al retraso.
Salida de energı´a: la salida de energı´a se produce de dos maneras,
de forma que represente el consumo real de recursos de una flota:
1. El consumo de recursos por unidad de tiempo, que se produce
durante la vida u´til de cada barco y que representa dos facto-
res econo´micos: los gastos variables de un barco, que sera´n el
consumo de combustible, y los costes de mantenimiento.
2. Los gastos fijos asociados a la amortizacio´n del coste total del
barco. El ca´lculo de esta tasa de consumo (tc) se realiza me-
diante un consumo base que es funcio´n de la capacidad del
barco (Q) y unos coeficientes que representan el coste asocia-
do a un sistema de propulsio´n, y que sera´ funcio´n de la velo-
cidad, el coste asociado al rendimiento del sistema de propul-
sio´n y al consumo de combustible, que sera´ tambie´n funcio´n
de la velocidad, y el coste asociado a las horas de operacio´n
entre cada revisio´n de mantenimiento, y que sera´ funcio´n de
la autonomı´a. Las distintas curvas de costes (ecuacio´n 7.9) se
han estimado y luego se han ajustado en funcio´n de unos da-
tos obtenidos de un estudio sobre economı´as de escala en el
transporte marı´timo (Stopford, 2002) y que han permitido obte-
ner un alto grado de verosimilitud de los modelos, en las figuras
7.5 y 7.6 se muestran las curvas de consumo real y unitario en
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Figura 7.5: Relacio´n entre la capacidad y el consumo por paso de tiempo de un
barco.
Figura 7.6: Relacio´n entre la capacidad y el consumo unitario (consumo por uni-
dad de carga) por paso de tiempo de un barco.
En realidad no es relevante que los costes sean exactos a la
hora de modelar los costes del mercado actual, lo que sı´ es re-
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levante es la relacio´n entre el coste del transporte por unidad de
carga y el taman˜o del barco, que ha sido lo que hemos ajustado
segu´n la bibliografı´a. De todos modos, no es el objeto de este
caso pra´ctico el modelado fidedigno de los modelos de merca-
do del sector de transporte marı´timo, sino el establecimiento de
un procedimiento de modelado y evolucio´n que nos permitan
obtener una solucio´n adaptada a unas condiciones concretas,
sean las que sean.
A partir de este valor de tasa de consumo, el barco inicia su si-
mulacio´n con un nivel de recursos (presupuesto) determinado,
este disminuye segu´n la tasa de consumo, y si agota su presu-
puesto, el barco es eliminado. Existe otro gasto asociado a los
barcos y es el que se debe realizar cuando se hace una entre-
ga en un punto de demanda. En los puertos, esta comisio´n es
funcio´n del taman˜o del barco que hace la entrega, y por tanto,
la hemos modelado como proporcional al taman˜o del barco.
Intercambio energe´tico: el intercambio energe´tico entre agentes
se produce so´lo durante la reproduccio´n. En ella se le proporciona
por parte de cada individuo base una cantidad de energı´a al nuevo
agente. Esta cantidad de energı´a se obtiene a partir de un valor de-
nominado distancia de madurez, y representa un valor de energı´a
que debe proporciona´rsele a cada nuevo agente para que pueda
sobrevivir durante un tiempo mı´nimo que le permita autoabastecer-
se de recursos au´n si las circunstancias iniciales son adversas. Es-
ta cantidad de energı´a mı´nima hace ma´s robusta la evaluacio´n de
co´digos gene´ticos evitando eliminaciones prematuras. En definitiva,
se extrae cierta cantidad de energı´a a los individuos base a cambio
de perpetuar partes o variaciones de su co´digo gene´tico.
Asociacio´n energı´a-utilidad: con respecto a las consideraciones
para la asociacio´n entre la gestio´n de la energı´a y la utilidad de los
comportamientos de cada agente para la realizacio´n de las tareas
deseadas, debemos destacar que, en primer lugar, el tratamiento de
la energı´a como recursos econo´micos dirige de forma directa esta
asociacio´n hacia el campo que nos interesa, el de la optimizacio´n
econo´mica.
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En primer lugar debemos considerar de forma independiente la utili-
dad global y la individual, de manera que las metas de cada uno de
los agentes les guı´en hacia el objetivo global. En este modelo, el ob-
jetivo base que hemos definido sera´ el de realizar las entregas de la
manera ma´s rentable, es decir, maximizar la recompensa obtenida
con una entrega frente al coste que supone esa entrega. Esto gene-
ra dos objetivos globales, en primer lugar, satisfacer las demandas
lo antes posible, y por tanto, optimizar la eficiencia en el reparto, y en
segundo lugar, se busca la supervivencia de un mercado de compe-
tencia, es decir, que cada uno de los barcos intente maximizar sus
beneficios de cara a permitir eliminar competidores dentro del mer-
cado de reparto.
Para ello debemos considerar cua´l sera´ la recompensa que se gene-
rara´ al hacer una entrega. Con respecto a eso, hemos barajado tres
opciones de generacio´n de recompensa. La idea base de la primera
es la de penalizar las entregas que tengan un valor de espera muy
alto y ası´ forzar a los barcos a realizar las entregas cuanto antes.
Sin embargo, esto provoca un efecto que en el modelo planteado no
nos interesa: cuando una entrega pasa de un cierto tiempo sin haber
sido satisfecha, el valor de recompensa baja de modo que no resulta
rentable y no se sirve en ningu´n caso.
Otra opcio´n es la de generar recompensas mayores cuando la en-
trega se hace ma´s tarde, es decir, la recompensa aumenta con el
tiempo de espera con el objeto de hacer ma´s atractivos los puntos
que llevan tiempo sin servir y ası´ evitar tiempos de espera dema-
siado dilatados. Sin embargo, esta aproximacio´n presenta dos in-
convenientes, uno es que la poblacio´n posee un punto de equilibrio
rentable con altas recompensas realizando entregas lentas con bar-
cos lentos y de poco consumo, y el otro es que realmente no refleja
al mercado real ya que aumentar la recompensa cuanto peor sea el
servicio no parece lo ma´s adecuado.
Finalmente, la opcio´n ma´s interesante resulta de mantener constan-
te la recompensa por cantidad entregada independientemente del
tiempo de espera. Esto crea una competencia entre barcos cuyo re-
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sultado es la disminucio´n de los tiempos de entrega.
Tal y como hemos mencionado, y para que los balances del nivel
de recursos que posee la flota tras la generacio´n de un barco nue-
vo sean correctos, parte de los recursos de cada uno de los indivi-
duos base se le suministran al nuevo barco y representan su nivel
de energı´a inicial.
Finalmente, este valor de recursos estara´ asociado a la superviven-
cia del co´digo gene´tico de un individuo mediante dos mecanismos.
En primer lugar, aquellos individuos que no generen un balance de
recursos positivos sera´n eliminados cuando su valor de recursos sea
negativo. Estos individuos (y por tanto su co´digo gene´tico) perma-
nece menos tiempo en el escenario y adema´s tienen menos tiempo
para reproducirse, y por tanto, el nu´mero medio de nuevos individuos
que les sobreviven y que portan fracciones o modificaciones de su
co´digo gene´tico, es tambie´n ma´s reducido. En segundo lugar, este
valor de recursos, tal y como veremos en el siguiente apartado, sirve
como valor de calidad en la comparacio´n que se realiza para elegir
los individuos base, y por tanto, esta´ relacionado directamente con
la probabilidad de generar descendencia.
Seleccio´n reproductiva
En cuanto al modo de reproducirse, se requiere que el nu´mero medio
de cruces realizados, ası´ como la probabilidad de cruzarse este´n asocia-
dos a la proximidad del comportamiento de cada barco con el comporta-
miento objetivo, que es la realizacio´n de entregas eficientes. Para poder
llevar esto a cabo, debemos asociar tanto el proceso de seleccio´n como
la probabilidad de ser elegidos como individuos base al nivel de utilidad y
a la realizacio´n de tareas asociadas al comportamiento objetivo.
Proceso de seleccio´n: la seleccio´n debe ser descentralizada y aso-
ciada a la tarea objetivo, tal y como corresponde al procedimiento
propuesto por CeAS, que es la entrega de carga en los puntos de
demanda. Podrı´amos llevar a cabo la reproduccio´n en estos puntos
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de demanda al igual que en el caso del problema de rutas en grafos,
donde se realizaba cuando los agentes alcanzaban el nodo origen
tras haber recorrido el grafo con e´xito. Sin embargo, debido a que
los barcos en este modelo no coinciden espacialmente, y de hecho
cuanto ma´s eficientes son menos tienden a juntarse para realizar
entregas ma´s grandes y ası´ no interferirse, hemos tenido que gene-
rar otro tipo de procedimiento para cruzarse:
Cuando un barco alcanza un punto de entrega, si este posee el nivel
mı´nimo de energı´a requerido para el cruce, deja una copia de su
co´digo gene´tico en el punto de demanda. Los barcos que han dejado
su co´digo gene´tico en un punto de demanda componen el torneo de
la seleccio´n reproductiva. Cuando el punto de demanda posee un
nu´mero de co´digos gene´ticos correspondiente al taman˜o de torneo
definido por el disen˜ador, se seleccionan los agentes que han dejado
su co´digo gene´tico, se evalu´an y se seleccionan los individuos base
que luego se cruzan para generar otro barco.
Asociacio´n seleccio´n/nivel de utilidad: la asociacio´n entre la se-
leccio´n reproductiva y el nivel de utilidad, tal y como comentamos,
se va a basar en la realizacio´n de la tarea objetivo. En primer lugar el
tiempo de vida estara´ relacionado con el nivel de calidad de un agen-
te, y ası´ con el nu´mero promedio de descendientes que va a generar.
En segundo lugar el criterio de seleccio´n se basa en el nivel de uti-
lidad y por tanto vamos a asociar a la probabilidad de reproducirse
el nu´mero de entregas realizadas y la disponibilidad de recursos su-
ficientes para generar un nuevo barco. De este modo conseguimos
guiar el comportamiento hacia un mayor nu´mero de entregas, pero
al mismo tiempo, hacia individuos que generen recursos.
Parametrizacio´n de la seleccio´n reproductiva: hay dos para´me-
tros que debemos considerar en cuanto al disen˜o del procedimien-
to de seleccio´n reproductiva. En primer lugar, el taman˜o del torneo
seleccionado, y en segundo lugar, el lı´mite mı´nimo de recursos ne-
cesarios para la reproduccio´n. Ambos para´metros nos dara´n una
indicacio´n del equilibrio exploracio´n/explotacio´n de la evolucio´n de
la poblacio´n. Adicionalmente, el lı´mite mı´nimo de recursos influye
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en la fluctuacio´n en la evaluacio´n de individuos, generando mayor o
menor dependencia sobre las condiciones externas.
Evaluacio´n
Con respecto a la evaluacio´n que haremos de los barcos para selec-
cionar los individuos base de entre los individuos de la seleccio´n repro-
ductiva, esta se basara´ en una medida de calidad obtenida a partir del
nivel de recursos y de la tasa de consumo, y que representa el margen
de ganancia de cada barco, es decir, la cantidad de recursos que genera





Estudio de los criterios de evaluacio´n/asignacio´n de utilidad.
El criterio elegido guı´a la evolucio´n hacia individuos con un nivel de
eficiencia econo´mica ma´s alto. Tal y como hemos comentado es-
to se obtiene optimizando dos variables: maximizando los recursos
obtenidos y minimizando el consumo asociado a conseguir esos re-
cursos.
Estabilidad de la utilidad.
Teniendo en cuenta que la utilidad decrece de manera constante
y que se incrementa al realizar una entrega, en este escenario el
nivel de utilidad presenta un nivel de fluctuacio´n del orden de las
entregas realizadas. Teniendo en cuenta que el valor de energı´a no
se eleva muy por encima del valor de energı´a de madurez, el valor
de la oscilacio´n relativa sera´ aproximadamente el valor de la entrega
media entre el valor de energı´a de madurez. Es, por tanto, mayor
para los barcos grandes y menor para los barcos de menor consumo.
Combinacio´n gene´tica
Tal y como hemos explicado en el capı´tulo de definicio´n del CeAS, se
utilizara´ el cruce bipolar con los para´metros de ajuste por defecto. El nivel
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de exploracio´n y de explotacio´n vendra´n definidos por estos para´metros
que representan la mayor o menor amplitud de las funciones de probabili-
dad que generan los nuevos genes a partir de los genes de los individuos
base.
Reemplazo
El control del reemplazo lo vamos a llevar a cabo mediante el uso del
tiempo de vida ma´ximo de cada individuo o tiempo de permanencia, y
mediante el uso del valor mı´nimo de recursos para la reproduccio´n, que
representa el coste energe´tico para los individuos base del evento de re-
produccio´n. En este sentido, en caso de utilizar coste elevados, estamos
disminuyendo el elitismo, y por tanto, aumentando la explotacio´n. Estos
para´metros se ajustara´n con el objeto de obtener el comportamiento evo-
lutivo deseado. Tal y como hemos comentado, dentro del modelo diferen-
ciamos cuatro tipos de elementos. Los barcos, los puntos de demanda,
los puntos de suministro y los puntos de mantenimiento.
7.3. Planteamiento en el WaspBed
Para llevar a cabo la implementacio´n en el WaspBed del modelo que
hemos expuesto y que representa un problema de fletes de barcos, se
han generado un conjunto de eventos y elementos que expondremos a
continuacio´n. El diagrama de clases de la implementacio´n de este ejem-
plo se muestra en la figura 7.7.
La definicio´n de los tipos de elemento para este caso se genera a par-
tir de los archivos XML y se muestran en la tabla de la figura 7.8
Para los elementos punto de demanda generamos la siguiente confi-
guracio´n de para´metros que aparece en la figura 7.9.
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Figura 7.7: Diagrama de clases del escenario.
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Figura 7.8: Para´metros de: Elemento Barco.
Figura 7.9: Para´metros de: Elemento Punto Demanda.
Vemos que tenemos unos para´metros que son fijos para todos los ele-
mentos Punto Demanda que constituyen un tipo de para´metros de estado
del escenario. Estos son el taman˜o de torneo y los pasos madurez. Esta
u´ltima variable indica la cantidad de recursos mı´nima que debe tener un
barco para poder generar un barco descendiente mediante el cruce. Esta
cantidad de recursos mı´nima corresponde a la cantidad de recursos que
un barco concreto consume durante un intervalo de tiempo igual al tiempo
madurez. De esa energı´a, la mitad se cede al nuevo barco, y por tanto se
le extrae a cada uno de los barcos que son individuos base.
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El siguiente elemento es el punto de suministro y so´lo posee un para´me-
tro descriptivo de elemento que indica su posicio´n en el escenario (ver
figura 7.15).
Figura 7.10: Para´metros de: Elemento Punto Suministro.
Figura 7.11: Para´metros de: Elemento Punto Mantenimiento.
Por u´ltimo, el punto de mantenimiento que posee al igual que el punto
de suministro solo un para´metro de posicio´n (figura 7.11).
Figura 7.12: Asociaciones Elemento-Evento.
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Figura 7.13: Descripcio´n de eventos.
A continuacio´n se crean las clases Evento correspondientes a las ac-
ciones que hemos definido para los barcos y para los puntos de demanda,
y se configura la tabla de compatibilidades para crear las asociaciones en-
tre los eventos y los elementos (ver figura 7.12). La figura 7.13 muestra
una descripcio´n breve de cada uno de los eventos generados.
7.4. Ana´lisis de los para´metros de evolucio´n
del CeAS
Por u´ltimo, tal y como comentamos en los objetivos de este apartado,
realizaremos un estudio de los para´metros de configuracio´n de este esce-
nario y su influencia en los para´metros gene´ricos de ana´lisis definidos por
la metodologı´a del CeAS. El principal objetivo de este estudio es identificar
los para´metros que son ma´s relevantes en este problema y poder generar
unos determinados cambios dirigidos en el evolutivo, mejorar el control
que tenemos sobre e´l, y adema´s, permitir extrapolar estos resultados a
otros casos de estudio.
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Figura 7.14: Tabla de ana´lisis de los para´metros del escenario.
A continuacio´n se muestra el efecto de la modificacio´n de los para´me-
tros de configuracio´n en los para´metros de ana´lisis y las asociaciones
entre ellos. En la figura 7.14 mostramos estas relaciones y si la direccio´n
es directa o inversa (para claridad en la interpretacio´n se han utilizado
flechas azules en el caso de relaciones directas y rojas en caso de inver-
sas). El procedimiento para llevar a cabo el ana´lisis a partir de esta tabla
el mismo que hemos explicado en otros escenarios, y nos permite identi-
ficar que por ejemplo en este caso el taman˜o del torneo que genera para
la reproduccio´n esta´ controlado por un so´lo para´metro de configuracio´n,
que es el taman˜o de la seleccio´n reproductiva, a diferencia del ejemplo
anterior en el que influı´an varios para´metros de configuracio´n.
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7.5.1. Configuracio´n ba´sica. Mejora en la eficiencia para
la satisfaccio´n de la demanda
El primer experimento que llevaremos a cabo tendra´ como objetivo
comprobar de nuevo la capacidad del algoritmo CeAS para generar un
comportamiento dirigido a optimizar al criterio que estamos imponiendo
en el modelo que hemos disen˜ado. En este caso sera´ mejorar la eficien-
cia en la entrega de material en los puntos de demanda.
Figura 7.15: Detalle del escenario de fletes para la configuracio´n base. Se ven
representados los puntos de suministro (cuadros naranjas), puntos de demanda
(cı´rculos verdes y naranjas), puntos de mantenimiento (cuadros verdes) y los
barcos de la flota cuyo color y taman˜o indican un co´digo gene´tico y capacidad
respectivamente.
Para ello, se ha configurado el escenario de simulacio´n para que se
generen 20 puntos de demanda en los cuales existe una distribucio´n de
demandas promedio de 2 unidades por paso de tiempo. Se han creado
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tambie´n un punto de mantenimiento y dos puntos de suministro. En la fi-
gura 7.15 se muestra un detalle del escenario. Los puntos de suministro se
representan como cuadrados de color naranja, el punto de mantenimien-
to se representa con un cı´rculo verde grande y los puntos de demanda
son los cı´rculos pequen˜os que cambian su color entre verde y naranja en
funcio´n de si ya ha sido o no programado el abastecimiento de su deman-
da. Los barcos poseen distintos colores en funcio´n de su estrategia de
comportamiento, su superficie indica su capacidad y su anchura su velo-
cidad. Se muestran tambien para cada elemento valores que representan
determinados para´metros como el nivel de recursos, nivel de demanda
insatisfecha, taman˜o del torneo, etce´tera que sirven para estudiar la evo-
lucio´n del escenario y de la poblacio´n.
La poblacio´n inicial sera´ de 50 barcos y el nivel energe´tico inicial de
cada uno de ellos sera´ el equivalente al consumo que representa la su-
pervivencia durante el tiempo de madurez establecido. De este modo se
establecen unas condiciones iniciales equitativas para cualquier disen˜o de
barco. Esto resultara´ en que, en funcio´n del tipo de barco, se requerira´ una
inversio´n inicial mayor o menor, pero en promedio, la configuracio´n de la
flota inicial generada aleatoriamente supondra´ un coste inicial aproxima-
damente constante para todas las simulaciones. Se situara´n tambie´n un
punto de suministro y un punto de mantenimiento. La tabla de los elemen-
tos de creacio´n se ven en la figura 7.16.
El comportamiento inicial de los barcos es el de intentar aumentar los
recursos individuales. Una vez que la flota alcanza un nivel de recursos
este no varı´a significativamente, la entrada de recursos esta´ controlada
por la produccio´n de demandas y la salida por el nivel de consumo de la
flota. Por lo tanto, una flota adapta su consumo a la produccio´n de deman-
da. Si el consumo fuese menor, se generarı´an beneficios en la flota pero
estos serı´an redistribuidos al generar otros nuevos barcos hasta que este
consumo se igualase. De forma equivalente, si el consumo fuese mayor
que la produccio´n de recursos a trave´s de las demandas la energı´a de los
barcos menos eficientes disminuye hasta que son eliminados.
Esta dina´mica conduce a que, aunque el nivel de recursos en la flota
se mantenga en aproximadamente constante, lo que si va a disminuir es
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la cantidad de demanda sin satisfacer, a medida que mejora la eficiencia
de la flota.
Figura 7.16: Tabla de creadores para el escenario de la configuracio´n base.
La figura 7.17 nos muestra la evolucio´n de una flota en las condiciones
mencionadas. En ella se puede apreciar que una vez que la poblacio´n se
estabiliza en un nu´mero de barcos determinado, aproximadamente tras
4000 pasos de evolucio´n, el nivel de demanda comienza a decrecer. Por
tanto, como resultado de generar esa competicio´n entre agentes en el ni-
vel de eficiencia vemos que lo que obtenemos es un proceso que tiende
a una mejora en la satisfaccio´n de demandas.
Para obtener un ana´lisis ma´s en profundidad de lo que esta´ ocurriendo,
en la gra´fica 7.18 hemos estudiado tambie´n como variaron durante este
proceso de simulacio´n los valores de nivel de recursos medio por barco y
consumo medio por barco. Aquı´ se aprecia la estrategia seguida durante
la evolucio´n, la flota tiende a utilizar barcos con un nivel de consumo cada
vez ma´s reducido y con un margen de beneficios por barco cada vez ma´s
ajustado.
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Figura 7.17: Evolucio´n para la optimizacio´n del tiempo de entrega.
Figura 7.18: Evolucio´n para la optimizacio´n del tiempo de entrega: recursos y
consumo medio.
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De nuevo, en este caso podemos concluir que, para la configuracio´n
base, hemos comprobado la capacidad del CeAS para generar soluciones
a este tipo de problemas, ahora con una formulacio´n centrada en un en-
foque econo´mico. El sistema evoluciona hacia una poblacio´n que permite
una satisfaccio´n de la demanda ma´s eficiente.
7.5.2. Variacio´n del mercado de demanda: generacio´n
de especies
Una vez que hemos obtenido un resultado satisfactorio a la hora de
optimizar la eficiencia en las demandas, el siguiente caso experimental
va a estudiar la capacidad del algoritmo para generar distintas soluciones
para distintos tipos de mercado. El objetivo ahora es comprobar que la
configuracio´n de los para´metros del CeAS no esta´ ajustada de manera
que su funcionamiento este´ supeditado a unas condiciones del problema
fijadas, si no que puede generar comportamientos que satisfagan distintos
criterios objetivo.
En esta configuracio´n experimental se van a situar 17 puntos de de-
manda en las cercanı´as (distancia media de 40 unidades) de un punto de
suministro y de otro punto de mantenimiento. Estos puntos generara´n una
demanda promedio de 2 unidades por paso de tiempo. Se van a generar
tambie´n 3 puntos de demanda a una distancia mayor (distancia media de
500 unidades) del punto de suministro, que generara´n un promedio de 5
unidades por paso de tiempo (ver figura 7.19).
A continuacio´n se definen los archivos XML de creacio´n (ver figura
7.20).
Se pretende estudiar ası´ la generacio´n una flota heteroge´nea para sa-
tisfacer dos tipos de mercados que generan diferentes estrategias o´ptimas
en cuanto al disen˜o y sistema de control de cada barco. Para ello se crea
una flota inicial, con para´metros de disen˜o y del sistema de control aleato-
rios y se deja evolucionar hasta que el sistema alcanza un estado estable
durante un cierto tiempo.
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Figura 7.19: Escenario de fletes con dos tipos de puntos de demanda (uno con
puntos pro´ximos a la zona de suministro y otro con puntos alejados de la zona
de suministro y con una demanda ma´s grande): Generacio´n de especies.
En la figuras 7.21, 7.22 y 7.23 se muestra una la estructura de la pobla-
cio´n en tres diferentes instantes de esta evolucio´n que representa como
se ha ido produciendo la adaptacio´n. Los para´metros de disen˜o que esta-
mos utilizando para analizar la poblacio´n son la velocidad y la capacidad.
Hemos seleccionado estos dos para´metros pues son los ma´s relevantes
en cuanto al comportamiento de un barco, y a su contribucio´n a la tasa de
consumo. En dicha figura se muestra, para cada instante fijo de evolucio´n,
en el cuadro de la izquierda una representacio´n de todos los barcos de la
poblacio´n asignando a cada barco una posicio´n cuyas coordenadas hori-
zontales y verticales corresponden al valor de sus dos para´metros de ve-
locidad y capacidad. En las gra´ficas central y derecha se muestran todos
los valores de velocidad y capacidad para toda la poblacio´n ordenados,
de modo que resulta sencillo apreciar la distribucio´n de la poblacio´n en
funcio´n de estos dos para´metros.
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Figura 7.20: Tabla de creadores para el escenario de fletes. Variacio´n del merca-
do de demanda.
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Figura 7.21: Evolucio´n para el mercado de demanda 1. Poblacio´n inicial.
Figura 7.22: Evolucio´n para el mercado de demanda 1. Poblacio´n intermedia.
Figura 7.23: Evolucio´n para el mercado de demanda 1. Poblacio´n final.
300 7.5. Resultados
Los tres instantes mostrados corresponden al primer, a un paso inter-
medio y al u´ltimo paso de evolucio´n. Puede apreciarse en el primer paso
de evolucio´n la distribucio´n aleatoria inicial en ambos para´metros, la dis-
tribucio´n final con una clara diferenciacio´n entre los barcos que realizan
el tra´fico entre puntos pro´ximos al punto de suministro y los que reali-
zan largos recorridos, y una distribucio´n transitoria intermedia a mitad del
proceso evolutivo. Huelga decir que los barcos especializados en realizar
grandes trayectos son aquellos que poseen una mayor capacidad, pues
esto permite que la recompensa obtenida pueda compensar el elevado
gasto en el que se incurre en un trayecto tan largo. Adicionalmente, el ni-
vel de velocidad entre todos los barcos que operan a poca distancia no
es tan relevante como el coste del transporte, pues existe una produccio´n
constante y continua de demandas que permite que se reparta adecua-
damente dicha demanda entre los barcos. Sin embargo, en el caso de
largos recorridos, la demanda en los puntos esta´ ma´s discretizada, y una
diferencia de velocidad hace que se pueda perder una entrega. En este
caso cada entrega sı´ es altamente relevante.
En una segunda configuracio´n experimental se han variado las condi-
ciones de demanda para ver co´mo responde la estructura de la poblacio´n.
La variacio´n que hemos realizado ha sido la de incrementar de manera
significativa la demanda en los puntos lejanos. Para ello se han generado
3 nuevos puntos de demanda alejados de los puntos de suministro. Esto
hace que si antes tenı´amos una generacio´n de demanda de 34 unidades
(17 puntos x 2 unidades/punto) por paso de tiempo en la zona cercana
y de 15 unidades (3 puntos x 5 unidades/punto) por paso de tiempo en
la zona lejana, ahora tendremos una generacio´n de 30 unidades de de-
manda por paso de tiempo en la zona lejana. Tras permitir al sistema
evolucionar durante 5000 pasos de tiempo, la distribucio´n de la poblacio´n
obtenida se muestra en las figuras 7.24, 7.25 y 7.26). El proceso es similar
al anterior, pero en este caso, el equilibrio alcanzado se produce, como se
puede apreciar, con un porcentaje de barcos de largo recorrido superior
al anterior.
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Figura 7.24: Evolucio´n para el mercado de demanda 2. Poblacio´n inicial.
Figura 7.25: Evolucio´n para el mercado de demanda 2. Poblacio´n intermedia.
Figura 7.26: Evolucio´n para el mercado de demanda 2. Poblacio´n final.
302 7.5. Resultados
Tal y como comprobamos con los resultados mostrados, al introducir
en el modelo nuevas tareas bien diferenciadas CeAS es capaz de gene-
rar dos especies distintas que comparten los puntos de suministro pero
que se encarga de realizar entregas a puntos de demanda cercanos o
lejanos. En este experimento no ha sido necesario activar el coeficiente
de afinidad para favorecer la especiacio´n debido a la distancia genotı´pica
que implica la realizacio´n de una tarea u otro y a la incompatibilidad en-
tre tareas. Este resultado confirma de nuevo la capacidad del CeAS para
crear especializacio´n en la poblacio´n de forma automa´tica.
Tras haber estudiado las variaciones en las condiciones de la funcio´n
objetivo, vamos a estudiar ahora el cambio en las condiciones del entorno,
ası´ como la capacidad de adaptacio´n en tiempo de evolucio´n a estos cam-
bios.
7.5.3. Adaptacio´n a cambios en las condiciones del mo-
delo: variacio´n de los costes asociados al trans-
porte
En este apartado queremos estudiar la capacidad de adaptacio´n de
las poblaciones que genera el CeAS. Por un lado, vamos a generar cam-
bios no en la funcio´n objetivo, sino en la configuracio´n del modelo, para
ver si podemos obtener una solucio´n nueva y estable para estas nuevas
condiciones. Pero vamos a realizar estos cambios durante el transcurso
de la evolucio´n, de modo que comprobemos que el sistema permite una
adaptacio´n en tiempo real a nuevas condiciones. En concreto, el cambio
que vamos a realizar simulara´ el encarecimiento del gasto en combustible
de los barcos, y por tanto, repercutira´ en un mayor coste relativo del uso
de velocidades ma´s altas que suponen un nivel de eficiencia energe´tica
ma´s bajo. Para ello, hemos substituido la ecuacio´n 7.11 por la ecuacio´n
7.14 en la que el efecto del aumento de velocidad ha sido duplicado. En
la simulacio´n realizaremos esta modificacio´n en el coste del combustible
en el paso de tiempo 10.000, y luego dejaremos que siga evolucionando
hasta estabilizarse de nuevo.
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En las figuras (7.27, 7.29, 7.28 y 7.30) mostramos la estructura de la
poblacio´n aleatoria inicial (figura 7.27), la estructura justo antes de produ-
cirse el cambio en el coste de combustible(figura 7.29), el estado transito-
rio que se genera despue´s del cambio (figura 7.28), y finalmente, la nueva
configuracio´n que se alcanza para las nuevas condiciones (figura 7.30)
Figura 7.27: Evolucio´n con variacio´n de las condiciones del mercado en tiempo
de simulacio´n. Poblacio´n inicial. Condiciones 1.
Figura 7.28: Evolucio´n con variacio´n de las condiciones del mercado en tiempo
de simulacio´n. Poblacio´n estable. Condiciones 1.
Tal y como se aprecia en la evolucio´n de la poblacio´n, la situacio´n
en el equilibrio para las condiciones iniciales es equivalente a la que vi-
mos en el apartado anterior, pues las condiciones son las mismas. Sin
embargo, tras el cambio de condiciones vemos que se genera un estado
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transitorio, tal y como se muestra en la figura 7.28 la poblacio´n cambia su
configuracio´n para adaptarse en tiempo real a los nuevos requerimientos
del mercado. Este resultado es muy significativo pues demuestra una de
las caracterı´sticas perseguidas en el campo de la evolucio´n de poblacio-
nes en sistemas dina´micos que es la adaptabilidad en tiempo real. Esta
capacidad de obtener soluciones en problemas dina´micos era una de las
ma´s importantes cuando se definio´ el CeAS, y con este resultado vemos
que el resultado obtenido es adecuado.
Figura 7.29: Evolucio´n con variacio´n de las condiciones del mercado en tiempo
de simulacio´n. Poblacio´n transitoria. Condiciones 2.
Figura 7.30: Evolucio´n con variacio´n de las condiciones del mercado en tiempo
de simulacio´n. Poblacio´n estable. Condiciones 2.
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7.5.4. Estudio de la coevolucio´n en un problema de com-
petencia: interaccio´n entre dos flotas
Finalmente, hemos decidido explotar otra de las caracterı´sticas que
nos parecen muy interesantes y que es inherente a un algoritmo de coevo-
lucio´n como el CeAS: el tratamiento de un problema de competencia entre
especies. Para ello, vamos a introducir en el escenario una flota de barcos
‘rival’ que poseera´ una composicio´n y comportamientos fijos y que com-
petira´ con la flota de barcos gestionada por el CeAS.
Lo que vamos a estudiar con este planteamiento es si el algoritmo
CeAS es capaz de generar una flota que consiga evolucionar de manera
que expulse del mercado a la flota rival, incluso a expensas de una pe´rdi-
da de eficiencia. Es decir, que consiga hacer a los barcos de la flota rival
no rentables y que por tanto estos, siguiendo las reglas que hemos defini-
do en el entorno, cuando su balance econo´mico pasa a ser negativo son
eliminados.
Para ello, se genera en el CeAS una flota aleatoria inicial y se simu-
la durante 500 pasos de tiempo. Esta flota puede eliminar a elementos
que se queden sin recursos, pero no puede cruzarse y generar nuevos
elementos. Este ajuste inicial representa el ‘modus operandi’ habitual pa-
ra generar una flota real, el mecanismo ma´s sencillo pero efectivo y que
se basa en la experiencia. Es decir, se prueba el funcionamiento en el
entorno de un abanico inicial numeroso de barcos con distintos compor-
tamientos y la flota se queda con aquellos que resultan ma´s rentables. En
este tiempo, por tanto, la flota elimina a aquellos barcos menos eficientes.
Una vez pasada esta seleccio´n inicial, la flota obtenida se mantiene fija.
En el paso de tiempo 900, es decir 500 pasos despue´s de que desapa-
rezcan la mayorı´a de los barcos (recordamos que el tiempo de madurez
y por tanto de supervivencia para barcos no rentables es de 400 pasos
de evolucio´n) se introduce la flota de barcos que sera´n evolucionados con
el CeAS, al igual que en las anteriores configuraciones 20 barcos, y se
continu´a con la simulacio´n.
Los resultados obtenidos se muestran en las figuras 7.31, 7.32 y 7.33
de las que extraemos los siguientes ana´lisis:
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Figura 7.31: Evolucio´n del nivel de consumo y de recursos.
Figura 7.32: Evolucio´n del taman˜o de cada una de las flotas.
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Figura 7.33: Evolucio´n de la demanda no satisfecha.
Inicialmente vemos que, hasta el paso 400, la poblacio´n de la flota
rival es de 150 barcos, el consumo es muy elevado, y por tanto, la
demanda esta´ altamente satisfecha pero a costa de una disminucio´n
ra´pida de los recursos de la flota rival.
Cuando se alcanza el paso 400, los barcos ineficientes que no han
desaparecido ya (pueden morir antes de su madurez si consumen
recursos en hacer entregas que les proporcionan menos recompen-
sas que el coste de la descarga) desaparecen. El taman˜o de la flota
rival y su consumo alcanzan un valor que se mantiene fijo hasta la
entrada de la flota CeAS. Durante este perı´odo, la flota incremen-
ta gradualmente su nivel de recursos, es decir, la flota es capaz de
obtener ma´s recompensas que el nivel de consumo que posee. Es-
te ritmo de crecimiento de los recursos nos da una indicacio´n de la
eficiencia de la flota rival. Au´n a pesar de generar recursos, no son
capaces de satisfacer por completo la demanda, que crece tambie´n
de forma ra´pida en este periodo.
En el paso de tiempo 900 introducimos la flota CeAS. Inicialmente,
es una poblacio´n de 25 elementos que caen ra´pidamente hasta 10
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barcos en el paso de tiempo 1500. Durante este perı´odo se produce
la coevolucio´n de la flota CeAS para conseguir un mayor nivel de
recursos a costa de los recursos de la otra poblacio´n. Se observa un
descenso en el consumo y el taman˜o de la flota rival.
A partir del instante 1500, la poblacio´n CeAS ha eliminado a los
barcos ineficientes y continu´a el proceso de coevolucio´n. Gradual-
mente, los recursos de la flota rival van bajando, y en consecuencia
tambie´n el nu´mero de agentes y su consumo hasta alcanzar el paso
5500 aproximadamente en el que la flota rival desaparece. Durante
este tiempo, el criterio objetivo para la flota CeAS fue el de conseguir
recursos a costa de mejorar la eficiencia con respecto a la flota rival,
y por tanto, la satisfaccio´n de demanda descendio´ considerablemen-
te, alcanzando un nivel muy alto de requerimientos de demanda.
Finalmente, tras haber eliminado a la flota rival, el taman˜o de pobla-
cio´n medio de la flota CeAS aumenta ligeramente y se produce una
disminucio´n ra´pida de la demanda insatisfecha.
En resumen, hemos introducido la competicio´n mediante la introduc-
cio´n de una nueva flota rival seleccionada en base a un criterio de efi-
ciencia durante una primera fase inicial de 900 pasos de tiempo. Hemos
dejado al algoritmo CeAS que evolucionase la poblacio´n para quitar del
mercado a la flota rival, au´n a costa de perder eficiencia absoluta respec-
to al entorno. Finalmente, y tras haber utilizado una estrategia competitiva,
el CeAS cambia su estrategia y optimiza el criterio de partida que es el de
satisfaccio´n de la demanda.
Tras este u´ltimo experimento hemos comprobado la capacidad de esta
te´cnica para llevar a cabo procesos de evolucio´n que involucran cambios
complejos en el objetivo de la poblacio´n como ha sido la introduccio´n de
una flota rival dentro del escenario. Por otro lado, esta flota rival va mo-
difica´ndose gradualmente al perder elementos hasta que desaparece por
completo, lo cual supone de nuevo una modificacio´n de las condiciones
del entorno en tiempo de ejecucio´n. Tal y como nos muestra la gra´fica de
satisfaccio´n de la demanda, durante el proceso de competencia el objetivo
de satisfaccio´n de demanda queda descuidado y una vez que este proce-
so finaliza esta satisfaccio´n vuelve a descender hasta un valor mı´nimo.
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7.6. Conclusiones
En este u´ltimo caso de estudio del CeAS en la resolucio´n de un pro-
blema dina´mico descentralizado, se ha generado un escenario que re-
presenta un problema de abastecimiento. En concreto, se modelado un
problema de fletes de barcos, donde el objetivo es, adema´s de encontrar
la ruta o´ptima, encontrar la configuracio´n de barcos o´ptima.
Este ejemplo ha servido para comprobar el funcionamiento del CeAS
en un problema tı´pico de ingenierı´a donde la formulacio´n se realiza en
base a criterios econo´micos. El resultado obtenido resuelve el problema
de fletes de forma eficiente, incluso permitiendo la formacio´n automa´tica
de especies cuando el planteamiento ası´ lo requiere.
La principal aportacio´n de este ejemplo al estudio del CeAS reside en
las pruebas relativas a cambios en el problema, es decir, al dinamismo.
Se ha comprobado que esta te´cnica es capaz de proporcionar soluciones
que se adaptan a cambios en las condiciones, como por ejemplo, un cam-
bio en el precio del combustible. Este es un resultado muy relevante para
la aplicacio´n en tiempo real del CeAS.
Finalmente, se ha utilizado el CeAS en un problema competitivo, es
decir, de nuevo estudiamos la adaptacio´n pero ahora los elementos que
cambian son otros agentes. El resultado obtenido ha sido, de nuevo, muy





En el desarrollo de esta tesis se ha propuesto y se ha estudiado el
alcance de la Co-evolucio´n Ası´ncrona Situada (CeAS) como alternativa
a las te´cnicas de optimizacio´n existentes para el tratamiento de proble-
mas dina´micos descentralizados presentes en diversos a´mbitos de la in-
genierı´a.
Con este objetivo, se ha realizado un estudio de los tipos de proble-
mas de optimizacio´n en ingenierı´a, sus caracterı´sticas ma´s importantes y
las deficiencias de otras te´cnicas de optimizacio´n para el tratamiento de
algunos de estos problemas. En concreto, para muchos de los problemas
que se engloban dentro del campo de la Investigacio´n Operativa. En ellos,
existen una serie de caracterı´sticas como el dinamismo, el gran nu´mero
de interacciones entre sus elementos, la ausencia de informacio´n global,
y otras, que los hacen especialmente complejos. Esta revisio´n aparece en
la primera parte del capı´tulo 3 de esta memoria y nos ha llevado a concluir
la necesidad de afrontar el desarrollo de una nueva te´cnica de optimiza-
cio´n computacional que mejore a las existentes en un tipo particular de
problemas de ingenierı´a: aquellos que son dina´micos y descentralizados.
Como base para disen˜ar la te´cnica que se plantea, se utiliza un algo-
ritmo evolutivo open-ended propio de los Sistemas Complejos de Vida Ar-
tificial. Esta eleccio´n se justifica en el segundo apartado del capı´tulo 3 de
la memoria a partir de una revisio´n detallada de los principales logros ob-
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tenidos en el campo de la Vida Artificial aplicada. Como mecanismo para
guiar la evolucio´n del sistema open-ended hacia un objetivo de disen˜o, se
ha analizado con detalle el campo de la Inteligencia Artificial Distribuida,
y tras revisar las principales aproximaciones para la obtencio´n automa´ti-
ca de comportamientos coordinados en Sistemas Multiagente, nos hemos
decidido por la teorı´a de utilidades privada y global, tal y como se describe
en el segundo apartado del capı´tulo 3 de la memoria.
A partir de este estudio se ha disen˜ado e implementado computacio-
nalmente la te´cnica CeAS. En este sentido, se han definido las carac-
terı´sticas y el esquema de funcionamiento del algoritmo y se ha estructu-
rado una metodologı´a de disen˜o para la transformacio´n de los problemas
reales a un escenario evolucionable mediante el CeAS. Tambie´n se han
abordado una serie de consideraciones de ana´lisis para el control y la ex-
traccio´n de soluciones. Todo ello se explica con profundidad en el capı´tulo
4 de la memoria.
Con el objeto de resolver un problema dina´mico descentralizado en
CeAS, se requiere simular los escenarios que modelan dicho problema,
por lo que se ha desarrollado una herramienta de simulacio´n computacio-
nal denominada WaspBed (World-Agent Simulation Platform for Behavior
Design), que permite la realizacio´n de las tareas de disen˜o, ejecucio´n y
ana´lisis de un modo co´modo y flexible. El disen˜o del WaspBed se ha ba-
sado en una serie plantillas de configuracio´n para la implementacio´n de
los modelos de simulacio´n y la adaptacio´n del CeAS para cada problema.
El uso de estas plantillas sirve tambie´n como procedimiento para el di-
sen˜ador tanto en la definicio´n de los escenarios como para la adaptacio´n
del CeAS a cada uno de ellos. El disen˜o del Waspbed se ha presentado
en el capı´tulo 4 de esta memoria, mientras que la implementacio´n concre-
ta que se ha realizado aparece detallada en el Ape´ndice I.
Durante el desarrollo especı´fico del CeAS y en las pruebas realizadas
en la resolucio´n de problemas reales, se han ido creando y adaptando
diversos operadores. Entre ellos, podemos destacar el operador de cru-
ce bipolar, el mecanismo de control energe´tico mediante la variacio´n de
la densidad aparente, la reproduccio´n basada en embriones y la adapta-
cio´n de las te´cnicas de seleccio´n por torneo a su operacio´n en entornos
ası´ncronos y descentralizados con informacio´n local, donde la probabili-
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dad de coincidencia espacio-temporal entre agentes es muy baja.
Adicionalmente, y tras el estudio de los distintos ejemplos pra´cticos
que se presentan en esta tesis, se han ido generando una serie de proce-
dimientos de uso frecuente en el ana´lisis e implementacio´n de escenarios
de simulacio´n tales como acciones gene´ricas para la reproduccio´n, op-
timizacio´n de procesos para bu´squeda de vecinos, sistemas de control
mediante redes neuronales o sistemas de reglas, funciones de evalua-
cio´n, representaciones para la monitorizacio´n de la evolucio´n energe´tica,
composicio´n gene´tica de la poblacio´n, etce´tera, que facilitan el uso del
WaspBed.
En cuanto a las capacidades del CeAS, se han estudiado los aspectos
ba´sicos que se perseguı´an en el disen˜o del algoritmo. En primer lugar se
ha constatado su validez para la generacio´n de comportamientos orien-
tados a un objetivo dentro de poblaciones de agentes que evolucionan
en un sistema abierto. En el estudio de los tres modelos propuestos en
los casos pra´cticos se ha comprobado la validez del algoritmo para resol-
ver de forma distribuida problemas descentralizados, en los cuales existe
un conocimiento parcial del entorno y que presentan como caracterı´sticas
ma´s relevantes la existencia de mu´ltiples interacciones entre los elemen-
tos que los definen, y por tanto, de un gran nu´mero de estados posibles.
Tambie´n se ha verificado su funcionamiento en problemas con un eleva-
do nu´mero de restricciones en el modelo del problema y gran dinamismo
del escenario consecuencia de la existencia de un nu´mero alto de agen-
tes interactuando, el uso de para´metros estoca´sticos para la definicio´n del
entorno o la introduccio´n de determinadas modificaciones durante la evo-
lucio´n.
En el caso de estudio relacionado con obtencio´n de un algoritmo que
proporcione la ruta o´ptima que se describe en el capı´tulo 5 de la memoria,
cabe destacar de forma particular que ha servido para mostrar las capa-
cidades del CeAS a la hora de modificar los para´metros de disen˜o de un
problema real y poder estudiar de forma sencilla la nueva configuracio´n
de soluciones que se alcanza. Esta propiedad analı´tica del CeAS provie-
ne de su origen en los Sistemas Complejos, donde este tipo de estudios
de sensibilidad y estabilidad ante modificaciones de los para´metros son
muy comunes. En este caso, adema´s, la evolucio´n en el CeAS esta´ guia-
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da por un objetivo mediante las funciones de utilidad, por lo que estas
modificaciones siempre llevan a soluciones que cumplen el objetivo en la
medida de lo posible.
En el segundo caso de estudio, centrado en un problema de explo-
racio´n auto´nomo del entorno, en concreto, en un problema de vigilancia,
se ha probado el CeAS en un caso ma´s realista desde el punto de vista
de la definicio´n de los agentes, con el objetivo de que las soluciones al-
canzadas pudiesen ser directamente trasladables a una flota de robots.
Esto implica una mayor complejidad en la definicio´n de los elementos en
el Waspbed y un mayor cuidado en el planteamiento de las funciones de
utilidad, ya que ahora la eficiencia en la solucio´n es el objetivo ba´sico. Los
resultados obtenidos aparecen en el capı´tulo 6 de la memoria y han sido
muy satisfactorios, probando ası´ la idoneidad de la teorı´a de funciones de
utilidad privada y global, y la capacidad del CeAS para resolver problemas
reales de ingenierı´a.
En este caso de estudio tambie´n se ha llevado a cabo una compara-
cio´n entre el CeAS y otras te´cnicas convencionales para la evolucio´n de
una poblacio´n homoge´nea y de taman˜o fijo en la tarea de vigilancia de
un recinto cerrado. Esta comparacio´n ha mostrado que el uso del CeAS,
adema´s de sus capacidades inherentes para tratar problemas que no son
abordables mediante estas te´cnicas convencionales como es, por ejem-
plo, la evolucio´n de poblaciones heteroge´neas y/o de taman˜o variable y/o
en entornos altamente dina´micos, permite una mayor velocidad de con-
vergencia hacia soluciones y unos resultados en te´rminos de eficiencia
iguales o mejores que los obtenidos con las otras aproximaciones en pro-
blemas en que e´stas sı´ que pueden ser empleadas.
El capı´tulo 6 de la memoria recoge adema´s el estudio realizado sobre
la capacidad del CeAS para obtener soluciones heteroge´neas, es decir,
para permitir la coexistencia de especies diferentes a nivel genotı´pico den-
tro de la poblacio´n, si esto conlleva una mejora en el objetivo.
En el u´ltimo caso de estudio que se ha planteado, relativo a un proble-
ma de abastecimiento, en este caso con fletes de buques, se ha mostrado
la adaptatividad del CeAS mediante el uso de entornos cambiantes, con
modificaciones tanto en las condiciones de operacio´n del entorno como
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en la funcio´n objetivo. Esta propiedad esta´ presente en los tres casos de
estudio, pero especialmente en el problema de fletes de buques que se
detalla en el capı´tulo 7 de esta memoria.
Otra de las aportaciones de esta tesis ha sido el desarrollo del me´todo
de reproduccio´n basada en embriones, con el objeto de permitir la utili-
zacio´n del CeAS como te´cnica evolutiva en lı´nea y actuando en tiempo
real sobre un nu´mero fijo de agentes (como es el caso de robots reales
cooperando). Este me´todo permite la realizacio´n del proceso evolutivo en
entornos ası´ncronos y distribuidos en te´rminos de la transmisio´n de in-
formacio´n gene´tica con un sesgo hacia individuos mejor adaptados sin
implicar la desaparicio´n de los padres en el momento de la procreacio´n.
En otras palabras, un individuo puede tener mu´ltiples contactos con trans-
misio´n de informacio´n gene´tica a lo largo de su vida, pero el resultado no
se manifiesta hasta que el individuo desaparece, que es el momento en
el que el embrio´n resultante pasa a estar activo.
Se han generado tambie´n, a lo largo del estudio de cada una de las
aplicaciones pra´cticas, una serie de consideraciones metodolo´gicas para
el ana´lisis energe´tico y parame´trico relativo al disen˜o, control y extrac-
cio´n de soluciones de las simulaciones. Consideraciones que van desde
el proceso de modelizado descentralizado, el estudio de la utilidad pri-
vada y los balances energe´ticos, hasta los criterios de seleccio´n para la
reproduccio´n. Estas son de gran utilidad, ponen orden y dan sentido al
gran nu´mero de para´metros y reglas de interaccio´n que intervienen, pri-
mero en los modelos que tratan de representar problemas reales de gran
complejidad, y luego en el propio algoritmo CeAS para guiar el proceso
evolutivo.
En conclusio´n, inspirados en las reglas de interaccio´n, generacio´n de
dina´micas colectivas, procedimientos de control y te´cnicas de ana´lisis de
los Sistemas Complejos, en el procedimiento de evolucio´n basado en la
seleccio´n natural estudiado y utilizado por las simulaciones de Vida Arti-
ficial, y finalmente, en las te´cnicas de generacio´n de procedimientos de
interaccio´n y la asignacio´n de funciones de utilidad privada con el obje-
tivo de satisfacer una funcio´n objetivo propias de la Inteligencia Artificial
Distribuida, se ha disen˜ado el algoritmo de Co-evolucio´n Ası´ncrona Situa-
da, CeAS. Este algoritmo ha mostrado su eficiencia e idoneidad para la
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resolucio´n de ciertos tipos de problemas dina´micos y descentralizados en
ingenierı´a de una manera distribuida eficaz que hemos visto que no per-
mite otro tipo de te´cnicas evolutivas.
Queda ahora, a partir de este trabajo, una lı´nea de investigacio´n bien
estructurada que seguir en cuanto a la validacio´n de esta aproximacio´n en
nuevos a´mbitos, la creacio´n de operadores diversos que permitan adap-
tarla a nuevos problemas de una forma ma´s eficiente y la realizacio´n de
estudios teo´ricos pormenorizados para determinar la correspondencia en-
tre los para´metros de configuracio´n y los resultados obtenidos, y el ajuste
para la obtencio´n de los equilibrios dina´micos deseados.
Con el objeto de realizar un estudio ma´s exhaustivo, formal y contro-
lado, se pretende llevar a cabo una serie de evoluciones sobre proble-
mas modelizados mediante ecuaciones sinte´ticas que permitan estudiar
los efectos de cambios en el tipo de tareas objetivo en el proceso evolutivo.
Se estudiara´ tambie´n, mediante el uso de estas pruebas, la capacidad pa-
ra generar especies en funcio´n de la separabilidad de las tareas objetivo
o de la existencia de ma´s de dos tareas, de hecho, un nu´mero indetermi-
nado.
Se llevara´n a cabo estudios con respecto a los efectos de variar el ni-
vel de complejidad de los agentes integrantes de la poblacio´n para llevar
a cabo ciertas tareas. Se estudiara´ la relacio´n entre nivel de complejidad,
taman˜o de la poblacio´n y eficiencia en la resolucio´n del problema.
Se pretende estudiar la aplicacio´n de operadores de cruce basados en
te´cnicas ma´s actuales y que han demostrado ser muy eficaces en un gran
nu´mero de problemas como el ‘Differential evolution’ (Storn y Price, 1997)
o los algoritmos macroevolutivos (Marı´n y Sole´, 1999) para comprobar si
existen mejoras en la evolucio´n. Tambie´n se estudiara´ la modificacio´n pa-
ra la creacio´n de nuevos cruces bipolares a partir de estas te´cnicas con el
objeto de permitir la creacio´n de especies en la poblacio´n.
En cuanto al desarrollo del WaspBed, se pretende seguir generando
herramientas que permitan una mejor gestio´n y ana´lisis de las simulacio-
nes dina´micas, ası´ como implementar nuevos operadores para la evolu-
cio´n que faciliten realizar estudios comparativos y mejorar ası´ los resulta-
8. Conclusiones y principales aportaciones 317
dos obtenidos. Adema´s, y con el objeto de ampliar el a´mbito de aplicacio´n
del sistema, cabrı´a establecer procedimientos para la inclusio´n de librerı´as
u otras componentes tales como simuladores dina´micos 3D.
Se realizara´ tambie´n un estudio detallado de la transferencia de los
resultados obtenidos en simulacio´n a los problemas reales e incluso a la
aplicacio´n del CeAS en tiempo real como sistema de control permanente
de un Sistema Multiagente.
Por u´ltimo, se estudiara´ la aplicacio´n del CeAS en nuevos problemas
y en versiones ma´s complejas de los problemas actuales con el objeto de
definir el a´mbito de aplicacio´n ası´ como para generar nuevas herramientas




A continuacio´n pasaremos a explicar en detalle cada una de las clases
y las relaciones que hay entre ellas.
A.1. La clase Centralita
Esta clase, junto con la clase Actualizador, representan la centralita del
disen˜o que hemos presentado. Posee las asociaciones con otras clases
del sistema Waspbed:
Con la clase Actualizador, representada por la variable actualiza-
dor, la centralita se encarga de gestionar las funciones de actuali-
zacio´n e inicializacio´n de los elementos y eventos. La clase actua-
lizador contiene me´todos para realizar el acceso a los ficheros de
creacio´n y configuracio´n de Elementos y Eventos y a la Tabla de
Compatibilidades y para la comprobacio´n de la existencia de nue-
vos ficheros o de la actualizacio´n de las asociaciones de la Tabla de
Compatibilidades.
Contiene una lista de rutas a los archivos de configuracio´n exis-
tentes en cada momento representada por la variable vectorArchi-
vosXML. Su gestio´n se realiza a trave´s del Actualizador.
Una HashMap representada por la variable tablaTiposElementos
contiene los tipos de elementos y sus identificadores. Todos los ele-
mentos del entorno esta´n asociados a un objeto TipoElemento. Por
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lo tanto, mediante esta lista podemos acceder a todos los elementos
del entorno.
La variable vectorHilosElemento contiene un vector con las refe-
rencias a las instancias de HiloElemento existentes.
La variable tablaEventos contiene otro objeto de tipo HashMap con
las referencias a los distintos eventos activos durante la ejecucio´n y
que extienden la clase Evento.
La relacio´n entre la clase Centralita y la clase ItermediarioInterfaz
se representa mediante la variable intermediarioInterfaz. Esta re-
lacio´n sirve de conexio´n entre la estructura de para´metros gra´ficos
de los elementos y el sistema de representacio´n del Panel del Wasp-
bed.
La variable de tipo entero ratioElementosHilo indica el nu´mero de
elementos que se asignan como ma´ximo a un hilo y que puede ser
modificada por el usuario durante la simulacio´n para mejorar la efi-
ciencia.
Adema´s de las variables anteriores la clase Centralita contiene los si-
guientes me´todos:
El me´todo setEntradasPanel recibe las modificaciones desde el pa-
nel de representacio´n de los para´metros que pueden ser controlados
en tiempo real por parte del usuario. Estas pueden ser, variaciones
en el retardo de los hilos de los elementos o en el hilo del inter-
faz gra´fico, activar la creacio´n de un log del estado actual, activar el
inicio de la simulacio´n, etce´tera.
El me´todo buscarActualizacionesEventos comprueba mediante el
actualizador si existen nuevos eventos para activar. Este me´todo se
ejecuta cuando el usuario lo indica a trave´s del panel de representa-
cio´n.
El me´todo lanzarActualizacionesEventos permite que a trave´s del
actualizador se activen los nuevos eventos que han sido detectados.
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El me´todo cambiarRetardoHilos se ejecuta bajo peticio´n del usua-
rio durante la simulacio´n y en la inicializacio´n del escenario. Este
me´todo modifica el para´metro de retardo de cada uno de los hilos
que esta´n referenciados en el vectorHilosElemento.
El me´todo cambiarRatioET modifica el valor de la variable ratioEle-
mentosHilo.
El me´todo buscarActualizacionesTablaCompatibilidad se encar-
ga de comprobar mediante el actualizador si existen nuevos archivos
de configuracio´n para tablas de compatibilidad para activar.
El me´todo lanzarTablaCompatibilidad: genera una instancia de la
clase tabla de compatibilidad basada en el archivo XML de configu-
racio´n que contiene las asociaciones entre elementos y eventos.
El me´todo buscarActualizacionesElementos comprueba, median-
te el actualizador, si existen nuevos elementos para activar o bien
nuevas definiciones de tipos de elementos.
El me´todo lanzarActualizacionesElementos permite a la centralita
trave´s del actualizador que se activen los nuevos elementos o tipos
de elementos.
El me´todo lanzarElementosOnline se utiliza para crear nuevos ele-
mentos de un tipo ya existente basados en un creador que se genera
durante la simulacio´n a partir de para´metros de otros elementos. Se
ha introducido para mejorar la eficiencia de eventos como los de re-
produccio´n, que generan variaciones de los elementos existentes.
Se gestiona a trave´s del actualizador.
El me´todo eliminarElementoOnline se encarga de eliminar elemen-
tos en tiempo de simulacio´n. Esta eliminacio´n se gestiona a trave´s
del actualizador.
El me´todo lanzarGestores es el encargado de enviar las referencias
de los eventos y elementos existentes a dos clases esta´ticas cuya
funcio´n es permitir el acceso desde cualquier evento a las listas de
elementos, de otros eventos o de eventos herramienta (EvTool).
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A.2. La clase Actualizador
Dentro del mo´dulo centralita, esta clase se encarga de ejecutar las
tareas de actualizacio´n. En ella encontramos las siguientes variables:
La variable centralitaOrigen es una referencia a la centralita para
poder acceder a sus me´todos y a las variables pu´blicas. El actuali-
zador la recibe en su creador.
El vector almacenIntercambioElementos representa una variable
en la que se almacenan referencias a los elementos que han sido
creados pero au´n no han sido asignados a un hilo de ejecucio´n. Fun-
ciona como una cola FIFO para el proceso de creacio´n y activacio´n
de los elementos.
Los me´todos ma´s relevantes de esta clase son:
El me´todo buscarActualizacionesElementos es el encargado de
buscar, en la ruta que recibe como para´metro, si existen nuevos ar-
chivos XML de creacio´n de elementos o Tipos de Elementos y de-
vuelve un vector con las rutas de los nuevos archivos encontrados.
Es la centralita la que se encarga de llamar a este me´todo.
El me´todo buscarActualizacionesTablaComp se encarga de bus-
car en la ruta correspondiente el archivo XML de la tabla de compa-
tibilidad, o bien se sustituye la tabla de compatibilidad existente por
la que genera un nuevo archivo que haya sustituido al anterior. Es la
centralita la que llama a este me´todo.
El me´todo addElementoAlmacenIntercambio an˜ade un elemento
al almace´n de intercambio de elementos. Se llama tras crear un ele-
mento.
El me´todo sacarElementoAlmacenIntercambio elimina un elemen-
to del almace´n de intercambio. Este me´todo y el anterior esta´n sin-
cronizados para evitar conflictos de acceso entre hilos.
En el me´todo lanzarTablaCompatibilidad se lee la tabla de compa-
tibilidad cargada mediante la clase LectorXML y se almacenan las
asociaciones en el objeto Tabla de Compatibilidad.
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En el me´todo cambiarRatioThreadsElemento se reasignan los ele-
mentos dentro de los hilos para adaptarse al nuevo nu´mero de ele-
mentos por hilo. Si es necesario se crean hilos nuevos. Se ejecuta
bajo peticio´n de la centralita.
El me´todo buscarActualizacionesEventos recorre la carpeta don-
de se almacenan los eventos y busca los archivos que contengan la
cadena de caracteres ‘Evento’. Devuelve una lista con las rutas de
los nuevos eventos.
En el me´todo lanzarActualizacionesEventos se genera una nueva
clase que extiende a la clase evento con el nombre del fichero ‘.class’
que la define. Se an˜aden tambie´n los nuevos eventos a la tabla de
eventos de la centralita.
El me´todo creacionElementosOnline se encarga de crear nuevos
elementos de algu´n Tipo de Elemento ya existente una vez que se ha
generado un creador en la simulacio´n. Estos elementos se an˜aden
al almace´n de intercambio, se reasignan entre los hilos existentes
teniendo en cuenta el ratio de Elementos por hilo actual y finalmente,
se envı´an al IntermediarioInterfaz para que extraiga los para´metros
gra´ficos y los incorpore a la tabla de representacio´n del panel.
En el me´todo destruccionElementoOnline se elimina la referencia
a ese elemento del vector de elementos del Tipo de Elemento co-
rrespondiente. Adema´s, se elimina del hilo al que esta´ asociado y
se reasignan los hilos si es necesario y, finalmente, se elimina de la
tabla de para´metros gra´ficos del panel de representacio´n.
El me´todo buscarActualizacionesEventos recorre la carpeta don-
de se almacenan los creadores de elementos y los tipos de elemen-
tos y si no esta´n en la lista de archivos XML, se an˜aden.
El me´todo lanzarActualizacionesElementos selecciona, de entre
los nuevos archivos de configuracio´n XML, aquellos que contienen la
cadena de caracteres ‘tipo’ y los que contienen la cadena de carac-
teres ‘creador’. En el caso de la generacio´n de un nuevo tipo, la clase
lectorXML genera un objeto TipoElemento a partir de la definicio´n del
archivo XML y este TipoElemento se an˜ade en la tablaTiposElemen-
tos de la centralita. En el caso de un archivo XML correspondiente a
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un creador, el lectorXML genera un objeto de la clase creadorDeE-
lementos a partir del archivo de configuracio´n. Este creador se le
pasa al TipoDeElemento correspondiente y este genera un grupo de
elementos mediante el me´todo crearGrupoElementos. Este grupo
de elementos se pasa al almacenIntercambioElementos y se reasig-
nan los elementos antiguos y los nuevos en los distintos hilos de
ejecucio´n. Finalmente se pasa al intermediarioInterfaz para agregar
nuevos para´metros gra´ficos al panel de representacio´n.
A.3. La clase TipoElemento
La clase TipoElemento es la representacio´n de un conjunto de ele-
mentos que cumplen una serie de caracterı´sticas comunes. Estas carac-
terı´sticas comunes son los para´metros descriptivos de tipo de elemento y
la representacio´n gra´fica. En esta clase se almacenan estas caracterı´sti-
cas comunes a todos los elementos de un mismo tipo y un vector con
todos los elementos existentes que pertenecen e ese tipo. Sus me´todos
gestionan la lista con las referencias a los elementos activos adema´s de
crear o destruir elementos. Sus variables ma´s representativas son las si-
guientes:
La variable centralitaOrigen es una referencia a la centralita para
poder acceder a sus me´todos y a las variables pu´blicas. Esta varia-
ble se recibe en el constructor de la clase.
La variable nombreTipo es una cadena de texto o variable de tipo
String que contiene el nombre del Tipo de Elemento.
La variable tablaPDT es una tabla que contiene los valores de los
para´metros descriptivos del tipo de elemento.
La variable tablaPDEdef es una tabla que contiene los valores por
defecto de la definicio´n de los para´metros descriptivos de elemen-
to para todos los elementos de este tipo: rango de valores, rango
inicializacio´n, etc.
La variable tablaPEdef es una tabla que contiene los valores por
defecto de la definicio´n de los para´metros de estado para los ele-
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mentos de este tipo. Si el creador no especifica otra cosa, se toman
estas tablas para generar un grupo de elementos.
La variable tablaPG es la tabla en la que se almacenan los para´me-
tros gra´ficos. Estos para´metros son el nombre de la figura que los
representa (punto, lı´nea, polı´gono, cı´rculo, grafo, etce´tera) y una lis-
ta con cadenas de caracteres que especifican una expresio´n ma-
tema´tica con el valor de las coordenadas de la figura en funcio´n de
los para´metros del elemento.
La variable grupoElementos es un vector de elementos donde se
almacenan las referencias a los elementos en activo pertenecientes
a ese grupo.
Adema´s de las variables anteriores, el comportamiento de esta clase
esta´ representado en los siguientes me´todos:
En primer lugar una serie de me´todos para enviar o recibir los va-
lores asociados al TipoDeElemento, definiciones de para´metros o
elementos, que no entraremos a describir en detalle.
El me´todo crearElemento es el encargado de generar una nueva
instancia de un elemento y se ocupa de ejecutar los me´todos de
inicializacio´n de para´metros de un elemento utilizando un Creador-
DeElementos que se recibe como para´metro de entrada del me´todo.
Se llama desde el me´todo del actualizador CreacionElementosOnli-
ne y desde lanzarActualizacionesElementos.
El me´todo destruirElemento se encarga de eliminar la referencia
del vector grupoElementos.
A.4. La clase Elemento
Es la clase encargada de almacenar los para´metros asociados a cada
uno de los elementos, los inicializa y modifica, y posee los me´todos para
llamar a los eventos asociados a cada elemento. Las variables de esta
clase son las siguientes:
La variable tablaPE es una tabla Hash en la que se almacenan los
nombre y valores de los para´metros de estado.
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La variabletablaPDE es una tabla Hash en la que se almacenan los
nombres y valores de los para´metros descriptivos de elemento.
La variable tablaPG es un vector que contiene pares indentificador-
coordenadas que definen los elementos gra´ficos que representan al
elemento y sus coordenadas. El identificador es una cadena de texto
que indica que´ tipo de figura que debe mostrar el interfaz gra´fico y
las coordenadas son cadenas de texto que contienen expresiones
matema´ticas en las que intervienen valores constantes, variables
asociadas a los para´metros del elemento y funciones matema´ticas
convencionales.
La variable tipoOrigen es una referencia al TipoElemento al que
pertenece.
La variable hiloAsociado es una referencia al hiloElemento en el
que se ejecuta el elemento.
Los principales me´todos de esta clase son los siguientes:
El me´todo iniciarParametros que se encarga, a partir de las defini-
ciones del Tipo de Elemento y del creador que haya generado este
elemento, de crear los para´metros asociados al elemento teniendo
en cuenta el rango permitido para cada valor y el rango de valo-
res de inicializacio´n. Si el disen˜ador requiere un valor fijo para un
para´metro, debe fijar en el creador tanto el ma´ximo como el mı´nimo
del rango de inicializacio´n de un para´metro con ese valor.
El me´todo iniciarParametrosGraficos a partir de la tablaPG, que
contiene el tipo de elemento, genera un array de cadenas de texto
que contienen las expresiones matema´ticas que definen cada coor-
denada para cada figura de las que contiene la tabla.
El me´todo modificarParametro recibe el valor nuevo propuesto pa-
ra un para´metro y si esta´ dentro del rango permitido para ese para´me-
tro modifica el valor actual.
El me´todo reaccionar llama a la clase TablaCompatibilidades y ob-
tiene una lista con las reacciones asociadas a un Elemento. A con-
tinuacio´n, recorre esa lista y llama al me´todo lanzarEvento de la
clase esta´tica GestorEventos para cada una de las reacciones.
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A.5. La clase Para´metro
Es la clase que representa las variables de cada uno de los elemen-
tos. Cada uno de los para´metros contiene uno o ma´s valores adema´s
de los rangos de funcionamiento y los rangos de inicializacio´n. El nu´me-
ro de valores de cada para´metro se especifican en la definicio´n del Tipo
de Elemento. Cada uno de los valores se almacena en un objeto del tipo
DatosParametro y estos a su vez se almacenan en un vector. Posee los
me´todos para modificar los valores de los para´metros.
A.6. La clase DatosParametro
Es la clase que representa cada uno de los valores que posee un
para´metro, adema´s del valor real del para´metro contiene el ma´ximo va-
lor permitido, el mı´nimo valor permitido, el ma´ximo valor de inicializacio´n
y el mı´nimo valor de inicializacio´n. Contiene tambie´n el paso de discreti-
zacio´n, que indica si los valores son continuos o si, por el contrario, esta´n
discretizados (valor real = k ∗ paso).
A.7. La clase Evento
Esta clase es de la que heredan todos los Eventos. Solamente contie-
ne un me´todo llamado ejecucion que recibe como variables de entrada:
el paso de tiempo actual, los para´metros de llamada (para´metros que ge-
nera el sistema de control para modificar al evento) y una referencia al
elemento que lo ha llamado.
A.8. La clase Evento Herramienta (EvTool)
Es una clase abstracta que posee un u´nico me´todo esta´tico para su
ejecucio´n. sus para´metros de entrada no esta´n predefinidos, sera´n todos
aquellos necesarios para el uso del Evento Herramienta. Al igual que en
el caso de la clase evento, EvTool es extendida por todos los eventos
herramienta que se generen en Waspbed.
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A.9. La clase TablaCompatibilidades
Es otra clase esta´tica, pues requiere poder ser llamada desde cual-
quier elemento y estos pueden generarse en tiempo de ejecucio´n. Se en-
carga de almacenar la lista de asociaciones entre eventos y tipos de ele-
mentos, y devolver una lista de referencias a eventos cuando se le solicite
la compatibilidad de un tipo de elemento determinado. La tabla se llama
en la accio´n reaccionar de los elementos y la genera la clase LectorXML
a partir del archivo de configuracio´n correspondiente.
A.10. La clase CreadorDeElementos
Esta clase la crea el LectorXML a partir de un archivo de configuracio´n
de creacio´n de un grupo de elementos nuevos de un tipo ya existente.
La clase contiene todos objetos necesarios para crear un nuevo grupo de
elementos. Para crear elementos son necesarias las siguientes variables:
La variable nombretipo que contiene el nombre del tipo de los ob-
jetos que se van a crear.
La variable numerodeelementos que indica cua´ntos elementos se
van a crear con la configuracio´n especificada en el creador.
La variable tablaPDEcreador representa una tabla en la que se al-
macenan el nombre de cada para´metro descriptivo de elemento que
requiere una inicializacio´n diferente a la inicializacio´n por defecto que
genera el tipo de elemento correspondiente, y una variable parame-
tro que contiene el nuevo rango de inicializacio´n.
La variable tablaPEcreador que representa una tabla en la que se
almacenan el nombre de cada para´metro de estado que requiere
una inicializacio´n diferente a la inicializacio´n por defecto que genera
el tipo de elemento correspondiente, y una variable parametro que
contiene el nuevo rango de inicializacio´n.
Los me´todos que implementa son u´nicamente los necesarios para per-
mitir el acceso a las variables privadas por lo que no sera´n expuestos en
este trabajo.
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A.11. La clase HiloElemento
Esta es otra clase fundamental para el funcionamiento de la aplica-
cio´n. Implementa el interfaz Runnable de JAVA para crear un objeto de
la clase Thread, que se activa y ejecuta el me´todo run, que requiere ser
redefinido, despue´s de haber activado el hilo (Thread.start) y mientras es-
te no sea detenido (Thread.stop). En cada uno de los hilos de ejecucio´n
se gestionan las llamadas a los eventos de los elementos asociados y las
asociaciones entre hilos y elementos. La activacio´n del Thread asociado
se realiza ya en el creador de la clase hiloElemento. Esta clase contiene
las siguientes variables:
La variable retardo representa el nu´mero de milisegundos de retar-
do que se aplican durante la ejecucio´n de cada iteracio´n del hilo,
para regular el ratio entre tiempo de ca´lculo de simulacio´n y tiempo
dedicado a la representacio´n gra´fica.
La variable ratioHiloElemento es el nu´mero de elementos que se
asocian a cada hilo. En funcio´n de este valor, los hilos accedera´n
al almace´n de intercambio de elementos para an˜adir o eliminar ele-
mentos asociados.
La variable elementosAsociados es un vector que contiene las re-
ferencias a los elementos que esta´n actualmente asociados a este
hilo.
La variable actualizadorOrigen: referencia al actualizador que se
requiere para acceder al almace´n de intercambio de elementos.
Esta clase implementa los siguientes me´todos:
El me´todo an˜adirElemento an˜ade el elemento recibido a la lista de
elementos asociados para que sea incluido en los procesos de eje-
cucio´n.
En el me´todo eliminarElemento se elimina un elemento de la lista
de elementos asociados. La forma de realizarlo requiere de ciertas
consideraciones debido a la sincronizacio´n entre hilos. Pueden sur-
gir conflictos al an˜adir o eliminar elementos durante la simulacio´n
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cuando se realizan accesos desde otros hilos de ejecucio´n o desde
el hilo de la ventana gra´fica. Para solucionar esto se crean una se-
rie de vectores auxiliares para gestionar los elementos eliminados o
propuestos para incluir en los elementos asociados.
El me´todo run redefine el run del interfaz Runnable y es ejecutado
por un hilo distinto al hilo general de la aplicacio´n. Con esto con-
seguimos lanzar los eventos de un grupo de elementos en un hilo
de ejecucio´n separado. Dentro del me´todo creamos un bucle que
se repite indefinidamente, hasta que sea interrumpido por el usua-
rio, y que recorre el vector de elementos asociados realizando las
siguientes tareas: si el nu´mero de elementos fijados por ratiohiloele-
mento es mayor que el nu´mero de elementos asociados, se accede
al almace´n de intercambio de elementos del actualizador y si hay
algu´n elemento disponible se asocia a el hilo actual. Si el nu´mero
de elementos asociados es mayor que el requerido se mueven es-
tos elementos al almace´n de intercambio de elementos. Finalmente
se ejecuta el me´todo reaccionar del elemento actual si no ha sido
eliminado.
A.12. La clase LectorXML
Esta clase es la que se encarga de hacer la transformacio´n entre los
archivos XML de configuracio´n y los objetos TipoElemento, CreadorDeE-
lementos y TablaDeCompatibilidad. No posee ninguna variable asociada
a la clase y los tres me´todos ma´s representativos son los siguientes:
El me´todo leerDefinicionTipo recibe la ruta del archivo de configu-
racio´n de la definicio´n de un Tipo de Elemento y analiza la estructura
del archivo XML para extraer los para´metros descriptivos del tipo de
elemento, y la definicio´n por defecto de los para´metros descriptivos
de elemento y los para´metros de estado. Devuelve un objeto Tipo-
DeElemento.
El me´todo leerCreadorTipo recibe la ruta del archivo de creacio´n de
un grupo de elementos y analiza la estructura del archivo XML para
extraer el tipo de elemento asociado, el nu´mero de elementos que se
creara´n y los valores de inicializacio´n de los para´metros de estado y
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para´metros descriptivos de elemento, si estos difieren de los valores
por defecto. Este me´todo devuelve un objeto CreadorDeElementos.
El me´todo leerTablaCompatibilidad recibe la ruta del archivo de
configuracio´n de la Tabla de Compatibilidad y analiza la estructura
del archivo XML para extraer las asociaciones Elemento-Eventos.
Devuelve un vector con los identificadores de los elementos y sus
eventos asociados que luego el actualizador utilizara´ para an˜adir
asociaciones a la Tabla de Compatibilidad actual.
A.13. La clase IntermediarioInterfaz
Esta clase es la que se encarga de realizar la conexio´n entre la venta-
na de la representacio´n gra´fica y la ejecucio´n de eventos y actualizacio´n
de los elementos e independiza estas dos partes, representacio´n y actua-
lizacio´n. Con el uso de un intermediario permitimos la incorporacio´n de
otros mo´dulos de representacio´n sin la modificacio´n de la estructura de
tratamiento y gestio´n de modelos del Waspbed. Sı´ serı´a necesario gene-
rar un nuevo intermediario para cada nuevo interfaz gra´fico. La ventana de
representacio´n es la encargada de generar el intermediario en su creador.
Esta clase contiene las siguientes variables:
La variable ventanaOrigen que es una referencia a la ventana de
representacio´n a la que esta´ asignado el intermediario.
La variable centralita que es una referencia a la centralita con la que
conecta al interfaz gra´fico.
Adema´s de las variables anteriores, esta clase implementa el compor-
tamiento de los siguientes me´todos:
El me´todo elementosToTablaGrafica recibe un array de elementos
y genera una tabla gra´fica intepretable por el interfaz gra´fico con
los para´metros gra´ficos de cada elemento. La tabla gra´fica contiene
un identificador de cada figura y un ArrayCoordenada que contiene
cada una de las coordenadas necesarias para representar una figura
concreta mediante un objeto de la clase ExpresionVariable.
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El me´todo recibirElementosNuevos recibe un vector con un con-
junto de nuevos elementos para an˜adir a la representacio´n. Estos
elementos se transforman en una tabla gra´fica y se envı´an a la ven-
tana asociada para an˜adir a la tabla gra´fica existente.
En el me´todo eleminarElemento se recibe un elemento cuya repre-
sentacio´n va a ser eliminada del panel de representacio´n. Se iden-
tifican las referencias de ArrayCoordenada que corresponden a ese
objeto y se notifica a la ventana que las elimine de la tabla gra´fica.
A.14. La clase ArrayCoordenadas y Expresion-
Variable
La clase ArrayCoordenadas contiene una lista con objetos Expresio´nVa-
riable que se corresponden con las coordenadas de una figura de la tabla
de para´metros gra´ficos de un elemento.
La clase Expresio´nVariable se encarga de interpretar la expresio´n ma-
tema´tica que el disen˜ador ha introducido para cada coordenada de una fi-
gura y devolver un valor en funcio´n de los valores actuales de los para´me-
tros de los que depende. Para ello almacena las referencias a los Da-
tosParametro que intervienen en cada coordenada y la cadena de texto
correspondiente a la expresio´n matema´tica y utiliza la librerı´a MathEva-
luator para evaluar la expresio´n una vez que se han obtenido los valores
reales de cada para´metro.
A.15. La clase VentanaWB y Ventana
La clase VentanaWB es una clase abstracta que define los me´todos
para introducir o eliminar nuevas figuras en la representacio´n (ver figura
A.1) gra´fica y para pintar el panel de representacio´n y, adema´s, define la
referencia al intermediario con la centralita y al hilo asociado. En Waspbed
hemos generado la clase Ventana que extiende la clase VentanaWB.
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Figura A.1: Ventana Wasped 1.
La clase Ventana contiene las siguientes variables:
La variable intermediarioInterfaz contiene la referencia al interme-
diario que instancia Ventana.
La variable hiloVentana contiene la referencia al hilo que ejecuta los
me´todos de ventana. En el creador se instancia el hilo y se le pasa
la referencia a la ventana que lo instancia.
La variable panelRepresentacion contiene una referencia a la clase
PanelRepresentacion que extiende un JPanel y representa la zona
del interfaz gra´fico en la que se dibujan las figuras de la simulacio´n.
La clase Ventana contiene, adema´s, los siguientes me´todos:
El me´todo pintarPanel se encarga de llamar al me´todo repaint del
panel de representacio´n para que se actualice.
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El me´todo actualizarTablaGrafica se encarga de enviar al panel de
representacio´n una tabla con nuevas figuras para representar.
El me´todo reducirTablaGrafica envı´a al panel de representacio´n
una tabla con las figuras que se van a eliminar porque han desapa-
recido los elementos a los que estaban asociados.
A.16. La clase PanelRepresentacion
Esta clase se encarga de representar los elementos en un JPanel con-
tenido en la ventana del interfaz. Para el correcto funcionamiento de esta
clase son necesarias las siguientes variables:
La variable tablagrafica que contiene una tabla con elementos Array-
Coordenadas, que esta´n asociados a los DatosParametro corres-
pondientes en cada elemento.
Adema´s, tambie´n son necesarios los siguientes me´todos:
El me´todo pintarTabla que recorre la tablagrafica y utiliza la clase
Graphics de JAVA para dibujar las figuras en el panel. Una vez que
ha recorrido la tabla, elimina las figuras desactivadas.
El me´todo aumentarTabla inserta nuevas entradas de ArrayCoorde-
nadas en la tabla.
El me´todo reducirTabla elimina entradas de la tabla. Para evitar pro-
blemas de sincronizacio´n, los ArrayCoordenadas poseen una varia-
ble de activacio´n que indica que una figura esta´ activa o inactiva, y
cuando se finaliza el proceso de pintado, se realiza esta eliminacio´n.
Este me´todo y el de aumentar la tabla son ejecutados por el hilo de
la centralita, el hilo principal de la aplicacio´n, y es por eso que pue-
den surgir conflictos con el hilo de la ventana que solo se encarga
de pintar.
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A.17. La clase hiloVentana
Esta clase representa un hilo que se activa cuando se construye una
ventana y se encarga de ejecutar repetidamente el me´todo pintarPanel de
la ventana. Contiene la siguiente variable:
La variable retardo indica los milisegundos de espera entre cada
actualizacio´n de la representacio´n.
Posee, adema´s del me´todo run asociado al hilo, un u´nico me´todo:
El me´todo run posee un bucle infinito que ejecuta el me´todo pintar-
Panel y se pone en espera durante un tiempo fijado por el retardo.
El me´todo cambiarRetardo varı´a el retardo a peticio´n de la centrali-
ta.
A.18. GestorEventos y GestorElementos
Son dos clases esta´ticas, que se lanzan al comienzo de la aplicacio´n
y que poseen un listado de los Elementos y Eventos disponbiles para ser
llamados en la inicializacio´n o durante la simulacio´n por cualquier Evento.
Su u´nico me´todo devuelve una referencia a un Elemento o Evento asig-
nado a un identificador.
A.19. Los archivos de configuracio´n XML
Estos archivos, contienen la definicio´n de la Tabla de Compatibilidad,
Tipos de elementos o Creadores de grupos de elementos para Tipos ya
existentes. Ver ejemplo en la figura A.2.
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Figura A.2: Asociaciones Elemento-Evento.
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