Abstract-In this paper, we propose a novel method based on a strategic combination of the active appearance model (AAM), live wire (LW), and graph cuts (GCs) for abdominal 3-D organ segmentation. The proposed method consists of three main parts: model building, object recognition, and delineation. In the model building part, we construct the AAM and train the LW cost function and GC parameters. In the recognition part, a novel algorithm is proposed for improving the conventional AAM matching method, which effectively combines the AAM and LW methods, resulting in the oriented AAM (OAAM). A multiobject strategy is utilized to help in object initialization. We employ a pseudo-3-D initialization strategy and segment the organs slice by slice via a multiobject OAAM method. For the object delineation part, a 3-D shape-constrained GC method is proposed. The object shape generated from the initialization step is integrated into the GC cost computation, and an iterative GC-OAAM method is used for object delineation. 
several challenges still remain in this area. Efficient, robust, and automatic segmentation of anatomy on radiological images is one such challenge.
The image segmentation methods may be classified into several types: image-based [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] , model-based [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] , and hybrid methods [30] [31] [32] [33] [34] [35] [36] [37] [38] . Purely image-based methods perform segmentation based only on information available in the image; these include thresholding, region growing [1] , morphological operations [2] , active contours [3] , [4] , [22] , level sets [5] , live wire (LW) [6] , watershed [7] , fuzzy connectedness [8] , [9] , and graph cuts (GCs) [10] , [11] , [46] . These methods perform well on high-quality images. However, the results are not as good when the image quality is inferior or boundary information is missing. In recent years, there has been an increasing interest in model-based segmentation methods. One advantage of these methods is that, even when some object information is missing, such gaps can be filled by drawing upon the prior information present in the model. The model-based methods employ object population shape and appearance priors such as atlases [13] [14] [15] [16] [17] , [23] , [24] , statistical active shape modes [18] [19] [20] , [25] , and statistical active appearance models (AAMs) [21] , [26] , [27] . The MICCAI 2007 "Grand Challenge" workshop [28] organized a competition for liver segmentation, which attracted much attention. In that competition, the three best-rated approaches [28] , [29] were all based on statistical shape models with some form of additional deformation. Such hybrid approaches are rightfully attracting a great deal of attention at present. The synergy that exists between these two approaches, i.e., purely image-based and model-based strategies, is clearly emerging in the segmentation field. As such, hybrid methods that form a combination of two or more approaches are emerging as powerful segmentation tools [30] [31] [32] [33] [34] [35] [36] [37] [38] , where their superior performances and robustness over each of the components are beginning to be well demonstrated.
Most of the image-based [1] , [4] , model-based [14] [15] [16] [17] [18] , [20] [21] [22] [23] [24] , [29] , and even hybrid segmentation [38] techniques are often tailored for specific body regions (brain, abdomen, etc.) and different image modalities (CT, MRI, etc.). However, it is desirable to generalize image segmentation methodologies for any (or most) body regions and different image modalities and protocols. Furthermore, it is desirable for an image segmentation algorithm not to heavily depend upon the characteristics of fixed shape families and different image modalities. While perhaps some of the above techniques can be generalized in this spirit, few methods have demonstrated to work in this general setting.
In this paper, we propose a general method to segment body organs by effectively combining the LW, AAM, and GC methods to construct a new technique, which is named GC-OAAM. LW is a user-steered 2-D segmentation method in which the user provides recognition help and in which the algorithm performs optimal delineation. The main limitation of LW stems from the recognition process, wherein the anchor points are to be selected on the boundary by a human operator. AAM methods use landmarks to represent shape and appearance and use principal component analysis to capture the major modes of variation in shape and appearance observed in the training data sets. However, the specific shape and appearance information on the object in a given image is difficult to account for in these methods. GC methods have the ability to compute globally optimal solutions (in the two-label case) and can enforce piecewise smoothness. However, they are interactive methods, requiring labeling of the source and sink seeds by a human operator. In this paper, our aim is to combine the complementary strengths of these individual methods to arrive at a more powerful hybrid strategy to overcome the weakness of the component methods.
Several existing approaches embody hybrid integration in the above spirit. For instance, Besbes et al. [12] proposed a segmentation method based on Markov random fields, which combined shape priors and regional statistics. However, this method did not perform segmentation at the pixel level. Freedman and Zhang [33] incorporated a shape template into the GC formulation as a distance function. However, it relied crucially on user input. As another example, Ayvaci and Freedman [34] proposed a joint registration-segmentation method, avoiding the user interaction and resolving the problem of template registration. However, this method required proper registration of the shape template for an accurate segmentation. This is not only a difficult task but also computationally expensive. Kumar et al. [35] used a Markov random field representation where the latent shape model variables were integrated via expectation-maximization. While shape information was utilized in a principled Bayesian manner, this approach was computationally intensive because a separate energy minimization is required. Malcolm et al. [36] imposed a shape prior model on the terminal edges and iteratively performed GC optimization starting from an initial contour. This method also relied on user input. More recently, Vu and Manjunath [37] have proposed a method integrating shape prior with GC for multiobject segmentation. The proposed prior shape energy is based on a shape distance function similar to that used in level-set approaches. However, the prior shape is kept fixed; therefore, the generalizability of the method is questionable. Most of the methods aforementioned operate on 2-D images.
Our proposed segmentation methodology is different from the methods reported in the literature by the following considerations: 1) The strategy proposed in this paper is a 3-D technique; 2) it does not need registration of shapes, unlike the methods previously summarized; and 3) to the best of our knowledge, GC-OAMM is the only method that simultaneously combines the rich statistical shape and appearance information in the AAM as well as the effective boundary-oriented delineation capability of LW and the globally optimal delineation capability of the GC method.
In the rest of this paper, in Section II, we elaborate the complete methodology of the delineation algorithm. In Section III, we describe an evaluation of this method in terms of its accuracy and efficiency. In Section IV, we summarize our contributions and conclusions. The common terms and abbreviations used in the manuscript are listed in Table I .
II. GC-OAMM APPROACH

A. Overview of the Approach
The proposed method consists of two phases: training and segmentation. Fig. 1 presents an overview of the proposed method. In the training phase, an AAM is constructed, and the LW boundary cost function and GC parameters are estimated. The segmentation phase consists of two main steps: recognition or initialization and delineation. In the recognition step, a pseudo-3-D initialization strategy is employed in which the pose of the organs is estimated slice by slice via a multiobject OAAM (MOAAM) method. A further refinement may be needed to adjust the initialization of improperly initialized slices. The pseudo-3-D initialization strategy is motivated by two reasons. First, 3-D initialization is difficult and has computational drawbacks; the proposed method is much faster. Second, combining the AAM and LW in a 3-D manner is challenging. Indeed, the pseudo-3-D method offers fast initialization, and its performance is comparable to the fully 3-D AAM initialization method. Finally, for the delineation part, the object shape information generated from the initialization step is integrated into the GC cost computation. The details of each step are given in the following subsections.
B. Model Building and Parameter Training
Before building the model, the top and bottom slices of each organ are first manually identified. Then, linear interpolation is applied to generate the same number of slices for the organ in every training image. This is for establishing anatomical correspondences. 2-D OAAM models are then constructed for each slice level from the images in the training set. The LW cost function and GC parameters are also estimated in this stage.
Landmark Specification: We represent a 3-D shape as a stack of 2-D contours and manually annotate the 3-D shape slice by slice. Although semiautomatic or automatic methods are also available for annotating organs because of its simplicity, generality, and efficiency, manual landmarking is still in use in clinical research. Therefore, we use manual landmarking to annotate organs' shape. In manual landmarking, trained operators identify prominent landmarks on each shape visually on displayed slices.
We assessed a semiautomatic landmarking method, which is called equal-space landmarking [49] , to show that there is a strong correlation between the shapes encoded by the manual and semiautomated landmarking methods. Since we treat shape as an infinite point set in principle, it can be assumed that the shape of an object is captured by a finite subset of a sufficient number of its points. Therefore, different numbers of landmarks are used for different objects based on their size. Since there is a vast amount of literature on the analysis of effects of distribution of landmarks on model building and segmentation results, we avoid repeating these experiments, but we validate manual landmarking by the equal-space labeling method.
AAM Construction: Once the landmarks are specified, the standard AAM method [26] , [27] is used for constructing the model. The model includes both shape and texture information. Suppose represents the AAM model for slice level and the number of slice levels is , then the complete model can be represented as . Although we employ a pseudo-3-D initialization strategy, we also build the fully 3-D AAM, which is denoted as , using the method in [42] . This 3-D model is used only for providing the delineation constraints, as explained later.
LW Cost Function and GC Parameter Training: Similar to the oriented active shape model method [30] , an oriented boundary cost function is devised for each organ included in the model as per the LW method [6] . Following the original terminology and notation in [6] , we define a boundary element (bel) as an oriented edge between two pixels with values 1 and 0. For a given image slice , a bel will be represented as an ordered pair of four adjacent pixels, where is inside the object (pixel value 1) and is outside (pixel value 0), as illustrated in Fig. 2 . We think of every pixel edge of as constituting two potential bels and and possibly assign different cost values to them. To every bel of , we assign a set of features depending on the orientation or . The features assigned to each bel are intended to express the likelihood of the bel belonging to the boundary of a particular object of interest. In our particular case, the cost associated with bel is a linear combination of the costs assigned to its features (1) where is the number of features, is a positive constant indicating the emphasis given to feature , and is the function to convert feature values at to cost values . In LW [6] , may represent features such as intensity on the immediate interior of the boundary, intensity on the immediate exterior of the boundary, and gradient magnitude at the center of the bel. Depending on the intensity characteristics of the object of interest, different may be combined. As suggested in [6] , is chosen as an inverted Gaussian function, and all selected features are combined with uniform weights . We utilize the feature of LW to define the best oriented path between any two landmark points ( and ) as a sequence of bels with minimum total cost, i.e., (2) where represents the number of bels in the best oriented path . The total cost structure associated with all the landmarks may now be defined as (3) where is the number of landmarks for the object of interest, and we assume that (closed contour). In other words, is the sum of the costs associated with the best oriented paths between all pairs of successive landmarks of shape instance . The parameters of for each object shape are estimated automatically, as described in [6] , by using the training images.
For the sake of continuity, the description of how the parameters of GC are estimated is given in Section II-F, where the modified GC algorithm is described.
C. Recognition/Initialization
The initialization step plays a key role in our method, which provides the shape constraints to the later GC delineation step and makes it fully automatic. The proposed initialization method includes three main steps. First, a slice localization method is applied to detect the top and bottom slices of the organ. Next a linear interpolation is applied to generate the same number of slices for the given image of a subject, as in the model. Then, the organ is recognized slice by slice via the OAAM method. A multiobject strategy [43] is utilized to help with object recognition. Our experiments indicate that the recognition performance with multiple organs in the model is much better than with a single organ due to the constraints coming from multiple organs. Even if just one organ is to be segmented, other organs can be included in the model to provide context and constraints. Finally, a refinement method is applied to the initialization result. These three steps are described in the following in detail.
D. Localization of Top and Bottom Slices
There have been several recent works related to slice localization. Haas et al. [38] introduced an approach to creating a navigation table using eight landmarks, which were detected in various ways. Seifert et al. [19] proposed a method to detect invariant slices and single-point landmarks in full-body scans by using a probabilistic boosting tree and Haar features. Emrich et al. [39] proposed a CT slice localization method via -nearest-neighbor-instance-based regression. The aim of slice localization in our approach is to locate the top and bottom slices of the organ. Since the model is already trained for each organ slice, we can use the model for slice localization. The proposed method is based on the similarity of the slice to the OAAM model.
For the localization of a top slice in a given image, the topslice model is applied to each slice in the image using the recognition method detailed in Section II-E. Then, the slice corresponding to maximal similarity (minimal distance) is taken as the top slice of the organ. Fig. 3 shows the distance value [computed from (5)] for the localization of top slice in a patient abdominal CT image. The minimum corresponds to the top slice of the left kidney. For the detection of bottom slice, a similar method is used.
E. Object Recognition
The proposed object recognition method is based on the AAM. The conventional AAM matching method for object recognition is based on the RMS difference between the appearance model instance and the target image. Such a strategy is better suited for matching appearances than for the detailed segmentation of target images [see Fig. 4(b) ]. This is because the AAM is optimized on global appearance, and is thus less sensitive to local structures and boundary information. Conversely, the LW delineates the boundary very well [6] ; however, it needs good initialization of landmarks and is an interactive method. Here, we integrate the AAM with the LW method (termed OAAM) to combine their complementary strengths. That is, the AAM provides the landmarks to the LW, and in return, LW improves the shape model of the AAM. The LW is fully integrated with AAM in two aspects: 1) LW is used to refine the shape model in AAM; and 2) the LW boundary cost is integrated into cost computation during the AAM optimization method. Fig. 4(c) shows the proposed OAAM segmentation result; compared with conventional AAM method [see Fig. 4(b) ], the boundary delineation is much improved.
Refinement of the Shape Model in the AAM by LW: First, the conventional AAM searching method is performed once to obtain a rough placement of the model. Then, the following method is applied to refine the shape model in the AAM. The shape is extracted from the shape model of the AAM, and then the landmarks are updated based on LW using only the shape model and the pose parameters (i.e., translation, rotation, and scale) (following [30] ), as shown in Fig. 5 . Subsequently, the refined shape model is transformed back into the AAM. At the same time, AAM refinement is applied to the image yielding its own set of coefficients for shape and pose. For each triple , , and of successive landmarks on 1) Perform LW delineation from to and to . 2) Find the middle points and in the LW segments generated from to and from to , respectively. 3) Perform LW delineation from to . 4) Find the point on the LW segment from to closest to , and update to . Apply the model constraints to the new shape model so that the new shape is within the allowed shape space.
End
OAAM Optimization: In the conventional AAM matching method, the optimization is based only on the difference between the appearance model instance and the target image. The boundary cost is not taken into consideration. By combining the boundary cost, the performance of AAM matching can be considerably improved. In the proposed method, the LW technique is integrated into the cost computation during the optimization process. Suppose that the current estimate of the AAM model parameters is , which includes both shape and texture information, as follows: (4) where is a matrix describing the modes of shape and appearance variation derived from the training set, is the shape model parameters, and is the appearance model parameters. Combined with the above shape model refinement method, our optimization method is as follows. , then accept the new parameters, and go to step 9. Else, try , etc., and go to step 6. 9. Repeat staring with step 1 until no improvement is made to the total error.
During initialization, we employ a multiresolution strategy, in which we start at a coarse resolution and iterate to convergence at each level before starting the next level. This strategy is more efficient than searching at a single resolution and can lead to a convergence to the correct solution even when the model position is away from the real object(s). One may wonder if it is ever possible for to be true. Since the total error function is a linear combination of the nonlinear functions of LW and AAM costs, one may expect a discrepancy between these error functions because they operate in different domains: shape and image space. Therefore, an increase in AAM costs may not be exactly overcome by the cost of LW, leading to becoming false. Another important factor that affects this condition is due to high variation of error stemming from large texture nonuniformity, although the LW cost becomes stable over the iterations. Getting trapped in local minima is another well-known problem of conventional AAM optimization. Hence, changing the ratio of the contributing errors into the total cost may overcome such difficulties, although this problem is difficult to solve in a fail-safe manner.
Refinement of the 3-D Recognized Shapes: After objects are recognized in all slices, the recognized shapes are stacked together to form 3-D objects. We observed from experiments that, sometimes, the initialization result for one slice is far away from the results for its neighboring slices. This signals failure of recognition for this slice. We found that at most two slices failed in recognition in this sense in all of our experiments (in 80 cases, nonfailed: 71; 1 slice failed: 7; two slices failed: 2). When failure occurs, we interpolate the new shape from the shapes in neighboring slices. The following method is applied to improve the recognized shape results.
Algorithm 3: Refinement of the 3-D recognized shape
Input: Slices , weights , and , and the threshold of reliability (estimated from training data).
Output: Refined 3-D shape. and represent current and maximum slice localization errors, respectively. It is worthy to notice that, for the first slice and the last slice, only one neighbor slice is used for the given algorithm.
F. Delineation
The purpose of this step is to finally precisely delineate the shapes recognized in the previous step. We propose an iterative algorithm combining GC and OAAM (named IGC-OAMM) method for the organ's delineation. The IGC-OAMM algorithm effectively integrates the shape information with the globally optimal 3-D delineation capability of the GC method.
Shape-Integrated GC: GC segmentation can be formulated as an energy minimization problem such that, for a set of pixels and a set of labels , the goal is to find a labeling : that minimizes the energy function En as follows:
where is the set of pixels in the neighborhood of , is the cost of assigning label to , and is the cost of assigning labels , to and . In two-class labeling, , the problem can be solved efficiently with GCs in polynomial time when is a submodular function, i.e., [11] . In our framework, the unary cost is the sum of a data penalty term and a shape penalty term. The data term is defined based on image intensity and can be considered as a log likelihood of the image intensity for the target object. The shape prior term is independent of image information, and the boundary term is based on the gradient of the image intensity.
The proposed shape-integrated energy function is defined as follows:
En (7) where , , and are the weights for the data term, shape term , and the boundary term, respectively, satisfying . These components are defined as follows:
if otherwise (10) where is the intensity of pixel ; the object label is the label of the object (foreground); and are the probability of intensity of pixel belonging to object and background, respectively, which are estimated from object and background intensity histograms during the training phase (details given below); is the Euclidian distance between pixels and ; and is the standard deviation of the intensity differences of neighboring voxels along the following boundary: (11) where is the distance from pixel to the set of pixels that constitute the interior of the current shape of object (note that if is in the interior of , then ) and is the radius of a circle that just encloses . The linear time method of [41] was used in this paper for computing this distance.
During the training stage, the histograms of intensity for each object are estimated from the training images. Based on this, and can be computed. As for parameters , , and in (9), since , we estimate only and by optimizing accuracy as a function of and and set . We use the gradient descent method for the optimization. Let Accu represent the algorithm's accuracy (here, we use the true positive volume fraction [44] ), where and are initialized to 0.35 each; then, Accu is optimized over the training data set to determine the best and .
Minimizing EN with GCs: The minimization of (7) can be solved by the GC method. The graph is designed as follows. We take , i.e., contains all the pixel nodes and terminals corresponding to the labels in , which represent objects of interest plus the background.
, where is the -links that connect pixels and and with a weight of . is the set of -links, which connects pixel and terminals and with a weight of . The desired graph with cut cost equaling En is constructed using the following weight assignments: (12) (13) where is a constant that is large enough to make the weights positive.
IGC-OAMM:
We assume that the recognized shapes are sufficiently close to the actual boundaries in the given image to be EndFor 4. Perform one final GC segmentation based on , and obtain the associated object boundaries.
End
In our implementation, we limit the distance that a landmark can move within any iteration to six voxels to make the change smoother.
III. EXPERIMENTAL RESULTS
The proposed methods were tested on a clinical CT data set. This data set contained images pertaining to 20 patients (ten male and ten female, ages 32 to 68), acquired from the precontrast phase of two different types of CT scanners (GE Medical systems, LightSpeed Ultra, and Philips, Mx8000 IDT 16). The pixel size varied from 0.55 to 1 mm, and slice thickness varied from 1 to 5 mm. Four experiments of liver, left kidney, right kidney, and spleen segmentation were conducted to evaluate the proposed method. Two investigators (XJ and UB) manually segmented all objects for the purpose of generating ground truth for evaluation. The leave-one-out strategy was used in the evaluation.
A. Evaluation of the Localization of the Top and Bottom Slices
The proposed slice localization method was used to detect the top and bottom slices of the liver, left kidney, right kidney, and spleen. These organs were manually checked to generate the reference standard of top and bottom positions. Table II shows the results. We observe that the localization of the top slice of liver is most accurate, which may be due to the high contrast in the lung region; whereas the localization of the bottom of liver has the largest error, which may be due to the lack of sufficient contrast in that region. The average localization error is 7.3 mm. Compared with Emrich et al's result [39] of 4.5 cm, the proposed method seems superior. 
B. Evaluation of Initialization
For helping with the initialization of liver, left and right kidneys, and spleen, the skin object is included in the model in addition to the object of interest. Fig. 6 shows an example slice and its corresponding mean shape and texture models for the four objects. We selected only eight landmarks for the skin object because LW works very well for this object even for such a small number of landmarks. We have validated manual landmarking by the equal-space labeling method. The correlation of the two methods is tested by a paired -test, and the correlation is found to be 0.98. Table III summarizes the number of interpolated slices and the number of landmarks used in our experiments.
Results of a quantitative evaluation of the initialization approach are presented in Table IV . The accuracy in terms of true positive and false positive volume fractions (TPVF and FPVF) [44] is shown. TPVF indicates the fraction of the total amount of tissue in the true delineation; the FPVF denotes the amount of tissue falsely identified, which are defined as follows:
FPVF where is assumed to be a binary scene with all voxels in the scene domain set to have a value 1, as shown in Fig. 7 , and is the set of voxels in the true delineation; denotes volume. More details can be seen in [44] . The left column of Figs. 8 -11 shows the initialization results for the four objects.
Experiments were carried out to compare the performance of pseudo-3-D AAM (single object, slice-by-slice), pseudo-3-D MAAM (multiobject), real 3-D MAAM (multiobject), and the proposed pseudo-3-D MOAAM using reference set 1 as ground truth. We note that the multiobject strategy improves the accuracy considerably over a single-object AAM. The MOAAM method also improves the initialization performance due to the synergistic combination of the AAM and LW. The pseudo-3-D MOAAM and the real 3-D MAAM methods [42] have comparable performance; whereas the pseudo-3-D MOAAM method is about 12 times faster (see Table V ). This is one of the reasons why we used the pseudo-3-D initialization method. After object recognition for all the slices, all the recognized shapes are stacked together to form a 3-D shape. Then, the method of refinement of shape proposed in Section II-C is applied if the 3-D shape is not transiting smoothly from slice to slice. We found that the OAAM recognition method works very well, and the refinement is called for only in very few cases. 
C. Evaluation of the IGC-OAMM Delineation Method
Evaluation on the Clinical Data Set: The accuracy of delineation by IGC-OAMM, expressed in TPVF, FPVF, and average symmetric surface distance [28] , using reference set 1 is summarized in Table IV . A comparison of the reference segmentation 1 to the reference segmentation 2 is also shown in Table IV as a second rater. We observe that the average values of the TPVF and the FPVF are about 94.3% and 0.15%, respectively. In Figs. 8-11 , the right column shows the IGC-OAMM segmentation results for the liver, left kidney, right kidney, and spleen. The mean distance, over all objects and the whole data set, between the segmented 3-D surface and the reference (true) surface was found to be 0.78 mm.
In terms of efficiency, Table V shows the computation time for the four objects on an Intel Xeon E5440 workstation with The proposed IGC-OAMM delineation method was also tested on the MICCAI 2007 Grand Challenge training data set using the leave-one-out strategy. There are 20 contrast-enhanced CT volumes of the abdomen in the training data set. All volumes have an in-plane resolution of 512 512 pixels and interslice spacing from 0.7 to 5.0 mm. Fig. 12 shows the recognition and delineation results for three slice levels of one image in this data set.
The proposed method was evaluated based on the "MICCAI 2007 Grand Challenge for liver segmentation" evaluation criteria [28] : volumetric overlap error, volume difference, symmetric average surface distance, symmetric RMS surface distance, and maximal surface distance. The results achieved by the proposed method and by previous work from the literature are summarized in Table VI . Compared with the best performance (Kainmüller et al. [29] ), our method has comparable performance but runs much faster (6 versus 15 min).
IV. CONCLUSION AND DISCUSSIONS
In this paper, we have proposed a 3-D automatic anatomy segmentation method. The method effectively combines the AAM, LW, and GC ideas to exploit their complementary strengths. It consists of three main parts: model building, initialization, and delineation. For the initialization (recognition) part, we employ a pseudo-3-D strategy and segment the organs slice by slice via the MOAAM method, which synergistically combines the AAM and LW methods. For the delineation part, an iterative GC-OAMM method is proposed, which integrates the shape information gathered from initialization with a GC algorithm. The method was tested on a clinical CT data set from 20 patients for segmenting the liver, kidneys, and spleen. The experimental results suggested that an overall segmentation accuracy of TPVF and FPVF can be achieved. For initialization, we employed a pseudo-3-D strategy and combined AAM and LW methods to improve the performance. The multiobject strategy also helped initialization due to increased constraints. Compared with the real 3-D AAM method, the pseudo-3-D OAAM approach has comparable accuracy while achieving roughly a 12-fold speed up. The purpose of initialization is to provide a rough object localization and shape constraints for a latter GC method, which will produce refined delineation. We suggest that it is better to have a fast and robust method than a slow and more accurate technique for initialization.
For delineation, the shape-constrained GC method is the core part of the whole system. Several similar ideas were also proposed in the literature [33] [34] [35] [36] [37] . However, they are mostly tested on 2-D images, and it is difficult to compare with these methods because the testing data sets used are different.
In Figs. 8-11 and from the results in Table VI , the proposed method appears to slightly undersegment the organs. This may be due to two reasons. First, the shape term designed in our cost function is not symmetric. We did not put penalty on the pixel if it is inside the shape. That is because we find that there are usually some pixels not belonging to the target organ but still inside the shape, such as urine inside the kidney (see Fig. 10 ). Our method can exclude such pixels. This is one of the strengths of our method. Second, as per our experience, experts tend to oversegment the organ during the process of manually delineating the boundaries due to illumination of the room, tiredness, changing window parameters, and poor image qualities. This is rather a general problem reported by many researchers.
Although localizing a CT slice within a human body can greatly facilitate the workflow of a physician, so far, this area of research has not received much attention. The proposed slice localization method aims to localize the top and bottom slices of organs automatically, which is an important part of the whole system. The average localization error over the whole data set and all organs is about 7.3 mm, which seems accurate enough for clinical use. In a similar manner, it can also be used to localize any slice by constructing the corresponding slice model.
In this paper, only one object has been delineated at a time. With the shape constraints of multiple organs, the proposed IGC-OAMM method can be easily generalized to segment multiple organs simultaneously. However, this brings up an issue for GC, i.e., the unavailability of a globally optimal min cut solution for simultaneously segmenting multiple objects. For single-object segmentation, global optimality is guaranteed. For multiple objects, the -expansion method can find segmentations only within a known factor of the global optimum [45] .
The proposed method takes about 5 min for segmenting one organ. To make it more practical in clinical applications, the parallelization or multithread implementation of the algorithm is one potential solution. Anderson et al. [47] and Liu et al. [48] proposed parallelization of the GC methods and achieved good performance. The parallelization of the proposed method will be investigated in the near future.
An executable version of our implementation of the 3-D shape-constrained GC method with a user interface can be downloaded from http://xinjianchen.wordpress.com/research/.
