Abstract. We characterize (in almost all cases) the holomorphic selfmaps of the unit disk that intertwine two given linear fractional selfmaps of the disk. The proofs are based on iteration and a careful analysis of the Denjoy-Wolff points. In particular, we characterize the maps that commute with a given linear fractional map (in the cases that are not already known) and, as an application, determine all "roots" of such maps in the sense of iteration (if any). This yields as a byproduct a short proof of a recent theorem on the embedding of a linear fractional transformation into a semigroup of holomorphic self-maps of the disk.
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Introduction
In what follows, writing f ∈ H(D, D) or saying that f is a self-map of the unit disk D will mean that f is analytic in D and f (D) ⊂ D. We will be particularly interested in linear fractional transformations: ϕ(z) = (az + b)/(cz + d), ad− bc = 0, from now on, often abbreviated as LFT's. The main purpose of this paper is to study the self-maps f of D that intertwine two prescribed linear fractional self-maps ϕ and ψ of the disk:
Our study is inspired by the special case when ϕ = ψ; that is, f •ϕ = ϕ•f . Related questions have a long history which started with the pioneering works by Shields [24] and Behan [3] on families of commuting self-maps of the disk and continued with Cowen's articles [12, 13] . A considerable amount of work has been done by Italian authors: see [4] , [7] , [9] , or [28] , to mention only a few papers in the context of one complex variable. A relationship with the so-called polymorphic functions [19] should also be mentioned. Several partial results regarding the commutation with LFT's can be found in the recent paper [15] .
Two classical examples of intertwining relations are Schroeder's equation and Abel's equation from complex dynamics, where one of the intertwined maps is an LFT [27] , [18] , [10] . They are also important in the theory of composition operators [14, 22, 23] where they are used to analyze, for example, the compactness and the spectrum.
Our aim is to show that in most situations where ϕ and ψ are both LFT's, the intertwining equation f • ϕ = ψ • f forces f to be an LFT as well. Such rigidity principles are frequent in the studies involving the use of different generalizations of the Schwarz Lemma or its boundary versions [1] , [6] , [9] . One of the key points in answering the question on intertwining is precisely a careful analysis of the Denjoy-Wolff points of the maps ϕ and ψ and the behavior of f at these points.
It should be noted, however, that there are quite a few exceptions to the rigidity principle in certain special situations. In order to make this clear, appropriate examples are provided wherever needed. We establish that the intertwining equation can only hold for certain combinations of types of ϕ and ψ. Also, a conformality property of f at the Denjoy-Wolff point of ϕ is often relevant in this context. Even proving these initial properties seems to require a considerable amount of work.
We now indicate how the paper is organized and comment on some of our main results. In order to make the article as self-contained as possible, the essential background will be reviewed where needed but most preliminary facts are listed in Section 1.
Following the standard classification of the non-identity self-maps of D into three cases: elliptic, parabolic, and hyperbolic, depending on the location and properties of the Denjoy-Wolff points, in Section 2 we analyze the compatibility of dynamic types of ϕ and ψ as a prerequisite for satisfying the intertwining equation f • ϕ = ψ • f . That is, given two linear fractional self-maps ϕ and ψ of the disk of prescribed types, where ϕ = id D and τ is the Denjoy-Wolff point of ϕ, the question is: does there exist a non-constant analytic function f : D → D conformal at τ and satisfying f • ϕ = ψ • f ? The main results of Section 2 are summarized in the table below. The answer No in each case means that no such f can exist regardless of the choice of ϕ and ψ of the types required. The symbol ♣ indicates that for some LFT's ϕ and ψ of the type specified one can find a function f satisfying the conditions specified above. The abbreviations Aut and N-A mean automorphic and non-automorphic respectively.
Once we know the cases when such an f exists, it is natural to ask whether it is necessarily a linear fractional map. In Section 3 we consider in detail all possible cases of intertwining and obtain several rigidity principles of this type. A separate and lengthy analysis in each different case is required in some theorems. The results are given at a glance in the following table. In Section 4 we give several applications of the results obtained and the methods employed in Section 2 and Section 3. In particular, we solve completely the following problem: when does a self-map f of the disk commute with a linear fractional self-map ϕ of the disk? It should be noted that even in this special case a direct application of earlier, seemingly more general, results is not sufficient and additional discussions are required in order to deduce the desired conclusions.
The paper ends with a new approach on what is sometimes called the Koenigs embedding problem for semigroups of self-maps. The machinery developed in the study of the roots allows us to deduce in a quick way some results on embedding an LFT into such a semigroup. This has been partly known for some time but in the full generality the statement has only been completed recently and by different methods [8] . merenke for some useful comments and for calling our attention to his paper [19] . The initial proof of Theorem 4 in this paper was based on the theory of models for discrete iteration in the unit disk, the key tool being the uniqueness of solutions of the well-known Schroeder and Abel equations for certain families of holomorphic self-maps of the unit disk. However, influenced by Pommerenke's proof of [19, Theorem 3] , based only on the uniqueness for the Cauchy problem for ordinary differential equations, we have been able to avoid completely the approach based on models, thus simplifying the presentation.
1. Some background 1.1. Two simple criteria for an LFT to map the disk into itself. It is clear that only some LFT's are self-maps of the disk. However, it seems quite difficult to find a criterion explicitly stated in the literature for deciding when an LFT given by
is a self-map of D in terms of a, b, c, and d. It is our belief that such criteria deserve to be mentioned explicitly since they are both simple and quite useful. We begin by stating two simple tests of this kind. The first one is from the third author's paper [17] .
Proposition 1. For a map ϕ given by (1) we have ϕ(D) ⊂ D if and only if
Here is yet another criterion whose proof is simpler than the one of Proposition 1 and which is equally efficacious for our purpose. Note that, although the two criteria are clearly equivalent, it does not seem simple to deduce any of them from the other by elementary algebraic methods. Lemma 1. An LFT given by (1) maps D into itself if and only if |d| > |c| and
Moreover, ϕ is a disk automorphism if and only if |c| 2 + |d| 2 − |a| 2 − |b| 2 = ab − cd = 0.
Proof. In order that an LFT ϕ map D into itself, it must also map the closed disk D into itself. The condition |d| > |c| is clearly necessary in order for ϕ to be analytic in D. By the Maximum Modulus Principle, the condition of being a self-map of D is equivalent to |az + b| 2 ≤ |cz + d| 2 for all z of modulus one, and this happens if and only if
Taking the supremum over all numbers z of modulus one, it is immediate that the last condition is equivalent to (3) . The automorphism part is clear.
In the special case when ϕ(0) = 0, that is, when b = 0, both criteria become simpler. In this form, they have been stated earlier in [5] and [25, p. 203 ], for example.
Angular limits and derivatives.
We will use ∠ before a limit to denote the angular (non-tangential) limit. For a given self-map f of D and a point p ∈ ∂D, if the angular limit q = ∠ lim z→p f (z) also belongs to ∂D, then the angular limit ∠ lim z→p f (z) − q z − p exists (on the Riemann sphere C = C ∪ {∞}) and is different from zero [20, Proposition 4.13] . This limit is known as the angular derivative of f at p. As is usual, we will denote it by f ′ (p). Closely related to these notions is the concept of (angular) conformality at a point p ∈ ∂D, which will play a major role in our theorems and proofs. We recall that f ∈ H(D, D) is said to be conformal at p ∈ ∂D if the angular limits
exist (see [20] ). Whenever f is analytic at p, the meaning of angular conformality coincides with the usual meaning: f ′ (p) = 0.
1.3. Iteration and Denjoy-Wolff points. Denote by N the set of all positive integers. As is usual, we will write f n for the n-th iterate of a self-map f of D, defined inductively by
It can easily be deduced from the Schwarz-Pick Lemma that a non-identity self-map f of the disk can have at most one fixed point in D. If such a unique fixed point in D exists, it is usually called the Denjoy-Wolff point. The iterates f n of f converge to it uniformly on the compact subsets of D whenever f is not a disk automorphism, but even for an automorphism with a unique fixed point in D we will still refer to such a point as the Denjoy-Wolff point of f .
If f has no fixed point in D, the Denjoy-Wolff theorem [14] , [22] guarantees the existence of a unique point p on the unit circle ∂D which is the attractive fixed point, that is, the iterates f n converge to p uniformly on the compact subsets of D. Such p is again called the Denjoy-Wolff point of f . Note that f can have other (boundary) fixed points.
Whenever ϕ is a linear fractional self-map of the disk, its Denjoy-Wolff point is a true fixed point since the map is holomorphic in a disk larger than D and centered at the origin.
When p ∈ ∂D is the Denjoy-Wolff point of f , then f ′ (p) is actually realvalued and, moreover, 0 < f ′ (p) ≤ 1; see [20] . As is often done in the literature, we classify the non-identity holomorphic self-maps of the disk into three categories according to their behavior near the Denjoy-Wolff point:
(a) elliptic maps: the ones with a fixed point inside the disk; (b) hyperbolic: the ones with the Denjoy-Wolff point p ∈ ∂D such that f ′ (p) < 1; (c) parabolic: the ones with the Denjoy-Wolff point p ∈ ∂D such that f ′ (p) = 1.
1.4.
Standard simplifications by conjugation. For each of the dynamic types, our study can be normalized by conjugation with an appropriate map so as to consider instead a simplified situation, either in the disk or in the half-plane. The standard disk automorphism ϕ p defined by
interchanges the points p and 0 and is its own inverse. It is easy to see that if ϕ is an arbitrary elliptic automorphism of the disk different from the identity map and with Denjoy-Wolff point p, then
This conjugation obviously reduces the study of elliptic automorphisms to that of rotations.
The following simple and standard procedure is suitable for both the hyperbolic and parabolic maps. Let τ be the Denjoy-Wolff point of a selfmap ϕ of D with |τ | = 1. The Cayley transform T τ (z) = τ +z τ −z maps D conformally onto the right half-plane H = {z : Re z > 0} and takes the point τ to infinity. Thus, to every self-map f of D there corresponds a unique self-map g of H, called the conjugate map of f , such that g = T τ • f • T −1 τ with the point at infinity as the Denjoy-Wolff point (in H).
The method just described is particularly useful in the case of linear fractional maps. It is not difficult to check that every hyperbolic or parabolic linear fractional self-map ϕ of D into itself is conjugate to a map of the form ϕ(w) = Aw + B with A ≥ 1 and ReB ≥ 0, with Denjoy-Wolff point at infinity, and with A = 1/ϕ ′ (τ ). Hence, ϕ is parabolic if and only if A = 1 and hyperbolic if and only if A > 1.
Conformality of solutions and compatibility of dynamic types
In this (and the next) section we study the intertwining equation:
We first state and prove some basic necessary conditions for the existence of solutions to (5 We begin by proving an auxiliary statement which may be of independent interest. It extends, and is modeled after, a similar but more special observation from [3] on the fixed points of two intertwining linear fractional maps to the boundary. It also gives some information about the (angular) conformality of f which seems to be a novelty in this context. Proposition 2. Suppose that (5) holds for the self-maps f , ϕ, and ψ of D, where ϕ and ψ are LFT's. If the Denjoy-Wolff point p of ϕ belongs to ∂D and ψ is not an elliptic automorphism, then ∠ lim z→p f (z) = q ∈ D, where q is the Denjoy-Wolff point of ψ. Moreover, if q also belongs to ∂D, then there exists µ ∈ C \ {0} such that
In particular, f is conformal at p if and only if µ = ∞.
Proof. For each non-negative integer n, write
Clearly, γ is continuous in (1 − 2 −n , 1 − 2 −(n+1) ) for all n, so it is only left to check its continuity at each point of the form 1 − 2 −n . It is obvious that
and also
hence γ is continuous in [0, 1) and so is a curve in the unit disk.
The segment S = [0, ϕ(0)] is a compact subset of D. On the one hand, by the Denjoy-Wolff Theorem, the sequence {ϕ n } ∞ n=1 converges to p uniformly on S and therefore lim t→1 γ(t) = p. On the other hand, it follows again from the Denjoy-Wolff Theorem that the sequence {ψ n } ∞ n=1 converges to q uniformly on f (S).
By an inductive argument, the intertwining equation (5) easily implies that f • ϕ n = ψ n • f . Thus, given t ∈ I n we have f (γ(t)) = f (ϕ n (w)) = ψ n (f (w)) for some point w = w(t) ∈ [0, ϕ(0)]. Therefore, we conclude that lim t→1 f (γ(t)) = q. Finally, by Lindelöf's classical theorem [21, §12.10] it follows that ∠ lim z→p f (z) = q.
Assume now that q also belongs to ∂D and consider g(z) = pqf (z), z ∈ D. Clearly, g is a holomorphic self-map of D which has p as a fixed point, and the corresponding angular limit exists. Therefore, there exists δ ∈ (0, +∞) ∪ {+∞} such that
The existence of the number µ defined in the statement follows immediately by taking µ = p q δ.
There exists a function f ∈ H(D, D) which is not conformal at p but still satisfies the intertwining equation f • ϕ = ψ • f , with either both ϕ and ψ elliptic or both hyperbolic, as will be seen from our later Example 7 and Example 8. However, this is impossible when ϕ and ψ are parabolic, as the following result shows. Theorem 1. Suppose that (5) holds for the self-maps f , ϕ, and ψ of D, where ϕ and ψ are parabolic LFT's. Likewise, let p and q be the DenjoyWolff points of ϕ and ψ, respectively. Then, f is conformal at p and actually
Proof. By Proposition 2, in order to prove that f is conformal at p, we need only check that µ = ∞. We apply the procedure described in Subsection 1.4. Consider the function g :
where T p and T q are the associated Cayley maps with respect to p and q. Since g is a holomorphic self-map of H, we know that there exists c ≥ 0 such that c = ∠ lim w→∞ g(w) w . Moreover, by the very definition of µ, we have that c p q = 1/µ. So, it is only left to see that c > 0. By transferring the intertwining equation from D to H, we find that
for some non-zero complex numbers a and b such that Re a, Re b ≥ 0 and for all w ∈ H. Iterating, we also obtain that, for every w ∈ H and for all n ∈ N we have g(w + na) = g(w) + nb .
From here we get that
and since the sequences {n} ∞ n=1 and {n + na} ∞ n=1 tend non-tangentially to infinity, by letting n → ∞ we deduce that c(1 + a) = c + b, hence ca = b. Since b = 0, we conclude that c > 0 as desired.
A tedious but straightforward computation shows that a = pϕ ′′ (p) and b = qψ ′′ (q). Thus, recalling that c a = b, we finally have that
2.2.
Compatibility of dynamic types of the intertwining LFT's. Our next two theorems tell us that assuming that one of the maps ϕ or ψ is of certain dynamic type forces the other to be of certain type (often the same) in order that the solution to (5) exist. We will frequently use the term rational elliptic automorphism for an elliptic automorphism ϕ conjugate to the map R λ (z) = λ z, where λ n = 1 for some positive integer n. This is clearly equivalent to ϕ being idempotent: ϕ n = id D for some n ∈ N. However, the term "rational elliptic automorphism" is very common in dynamics and we will use it here as well. 
is the Denjoy-Wolff point of ϕ and there exists the angular limit ∠ lim z→p f (z), then ϕ is either a rational elliptic automorphism or a parabolic automorphism.
Proof. (a) This is the easy case because (5) simply reads
is an open set and for all w in this set we have w = ψ(w), which shows that ψ = id D .
(b) Let ϕ be elliptic; then p ∈ D. Suppose ϕ is not an automorphism. On the one hand, just like earlier, (5) 
Since f ≡ const, it follows that ϕ must be an automorphism.
We will now show that ϕ is rational.
Notice that g(0) = 0 and g(λz) = g(z) for all z ∈ D. Moreover, let ∞ n=1 a n z n be the Taylor series for g around zero. Then a n λ n = a n , for all n ∈ N.
Since f is not constant, the function g is not identically zero and we conclude that there exists n ∈ N such that λ n = 1. Hence ϕ is rational. Now suppose that ϕ is not elliptic and let us show that it must be a parabolic automorphism. We can transfer the equation f • ϕ = f to the right half-plane by composing with the Cayley map associated with p and its inverse as in the proof of Theorem 1. This leads to the following equation for the corresponding self-maps f , ϕ of the right half-plane: f • ϕ = f , where ϕ(w) = aw + b with a ≥ 1 and Re b ≥ 0. In the case a > 1 it follows by iteration that f a n w + a n − 1
Since lim n→∞ a n w + a n − 1 a − 1 b = ∞ non-tangentially and the angular limit ∠ lim z→p f (z) exists (and hence so does ∠ lim w→∞ f (w)), it follows that f ≡ const. Thus, in order that a non-trivial solution to (5) exist, we must have a = 1, that is, ϕ must be parabolic. If Re b > 0 then w + nb → ∞ non-tangentially. Again, by (5) we have that f (w + nb) = f (w) for all w ∈ H and all n ∈ N and once more it follows that f is constant. Therefore Re b = 0, so ϕ is a parabolic automorphism.
Both situations referred to in part (b) of Theorem 2 are actually possible. Example 1. Let ϕ(z) = −z and f (z) = z 2 . Then ϕ is a rational elliptic automorphism with n = 2 and f = f • ϕ.
Then ϕ is a parabolic automorphism with Denjoy-Wolff point p = 1 and
Note also that without the assumption on the existence of the angular limit in (b) the result no longer holds, as the following example shows.
Example 3. Consider the hyperbolic non-automorphic map ϕ(z) = (1 + z)/2. Taking the principal branch of logarithm restricted to the right halfplane, define
The function f is easily seen to map the disk onto a compact subset of D and is therefore an elliptic self-map of D. It is also readily verified that
Before stating further results, let us recall that the hyperbolic metric in the disk is defined by
taking the infimum over all rectifiable curves γ in D from z to w.
Given a holomorphic self-map g of D and a point z 0 in D, we define the forward orbit of z 0 under g as the sequence z n = g n (z 0 ). It is customary to say that g is of zero hyperbolic step if for some point z 0 its iterations z n = g n (z 0 ) satisfy the condition lim n→∞ ̺(z n , z n+1 ) = 0. It is well-known that the word "some" here can be replaced by "all". In other words, the definition does not depend on the choice of the initial point of the orbit.
Using the Schwarz-Pick Lemma, it is easy to see that the maps which are not of zero hyperbolic step are precisely those holomorphic self-maps ϕ of D for which lim
for some forward orbit {z n } ∞ n=1 of g, and hence for all such orbits. This is the reason why they are called maps of positive hyperbolic step. For a survey of these properties, the reader may consult [11] .
It is easy to show that if g is elliptic and is not an automorphism, then it is of zero hyperbolic step. If g is hyperbolic, then it is of positive hyperbolic step. The following dichotomy holds for parabolic linear fractional maps: every parabolic automorphism of D is of positive hyperbolic step, while all non-automorphic, linear fractional, parabolic self-maps of D are of zero hyperbolic step. Proof. In what follows, q will always denote the Denjoy-Wolff point of ψ.
(a) Like in the discussion at the beginning of Subsection 2.1, we see that ψ must also be elliptic and
Since f ′ (p) = 0, we conclude that |ψ ′ (q)| = |ϕ ′ (p)| < 1. Therefore, ψ is an elliptic and non-automorphic map.
(b) We will show that ϕ is neither a parabolic map nor an elliptic automorphism.
If ϕ were parabolic, applying Proposition 2, the chain rule for the angular derivative and conformality of f at p, we would obtain ψ ′ (q) = ϕ ′ (p) = 1, which is impossible because ψ is elliptic and non-automorphic. Assuming that ϕ is an elliptic automorphism, one can apply a completely analogous but easier argument to get a contradiction.
(c) We first prove the forward implication. This case is more delicate than the previous ones because our proof will not use the conformality of f at p. (Note that with that assumption a much simpler proof is possible.) Since ϕ is elliptic, ψ is also such. Let us prove that ψ is also an automorphism. We have already established earlier that f (p) = q. Consider the function g = f • ϕ p . Then g(λz) = ψ(g(z)) for all z. It readily follows by induction that g(λ n z) = ψ n (g(z)) for all positive integers n and all z ∈ D. Observe also that g(0) = q.
Suppose that ψ is not an automorphism. Then ψ n → q pointwise. Thus, for each z ∈ D,
Since |λ| = 1, by continuity and a basic compactness argument it is easy to see that for each r ∈ (0, 1), there is a point ξ ∈ D, with |ξ| = r, such that g(ξ) = g(0). Therefore, g is constant, hence so is f , which contradicts our assumption. Thus, ψ is an automorphism. Now for the reverse implication. Suppose that ϕ is not elliptic. Choose a sequence {z n } ∞ n=1 in the unit disk that converges to p non-tangentially. Then also ϕ(z n ) → p non-tangentially and, using the conformality of f at p, we conclude that the sequence {f (ϕ(z n ))} ∞ n=1 is convergent to some point q. Moreover, the sequence {f (z n )} ∞ n=1 also tends to q, hence ψ( q) = q. Since q ∈ D and ψ is an elliptic automorphism, we conclude that q is the DenjoyWolff point of ψ. Now, applying the chain rule in the intertwining equation (5) and using again the conformality of f at p, we get that ϕ ′ (p) = ψ ′ (q) ∈ ∂D \ {1}, which contradicts our assumption that ϕ is either hyperbolic or parabolic. Therefore, ϕ is elliptic.
Once we know that ϕ is elliptic, we just apply the chain rule in the intertwining equation together with the conformality of f at p to obtain that ϕ ′ (p) = ψ ′ (q) ∈ ∂D \ {1}. Thus, ϕ is an automorphism.
Since ψ is a hyperbolic linear fractional map, the sequence
converges to a positive real number. Therefore, ϕ is of positive hyperbolic step and this implies that ϕ is either an elliptic automorphism, a parabolic automorphism, or a hyperbolic map. It cannot be elliptic since f (p) = q and ψ is not elliptic. Bearing in mind Proposition 2 and using the chain rule for the angular derivative, we obtain that
Since f is conformal at p, we find that ϕ ′ (p) = ψ ′ (q) ∈ (0, 1). In particular, ϕ is not parabolic and, therefore, it is hyperbolic.
(e) This case seems to require the most involved proof by far. We first observe that ψ can neither be a parabolic map nor an elliptic automorphism.
If ψ were a parabolic map, then applying Proposition 2, the chain rule for the angular derivative, and conformality of f at p, we would obtain that ϕ ′ (p) = ψ ′ (q) = 1, which is absurd because ϕ is hyperbolic.
Suppose now ψ is an elliptic automorphism. By assumption, f is conformal at p, we know that there exists q = ∠ lim z→p f (z) ∈ D. Since ϕ maps non-tangential regions at p into non-tangential regions at p, we deduce that ψ( q) = q. Given that ψ has only one fixed point in D, it follows that q = q. Therefore, by the Denjoy-Wolff theorem
However, since ψ is an elliptic automorphism of D, hence it is a rotation in hyperbolic metric and so sup n∈N |ψ n (f (0))| < 1, which is impossible.
We have thus shown that ψ must be either a hyperbolic map or an elliptic non-automorphic map.
Our next step will be to show that if ϕ is a hyperbolic automorphism and ψ is an elliptic non-automorphic map, then ψ(D) ∩ ∂D = ∅. Suppose, on the contrary, that ψ(D) ⊂ D. Denote by q the Denjoy-Wolf point of ψ. Then replacing ψ by the function ϕ q • ψ • ϕ q and f by ϕ q • f if necessary, we may assume that q = 0. In this case, we have ψ(z) = az cz+1 and, by a special case of Proposition 1 or Lemma 1, we must have |a| + |c| ≤ 1. Obviously, a = ψ ′ (0) and then 0 < |a| < 1. By conformality of f at p, deriving the intertwining equation at the point p, we obtain 0 < a < 1. If a + |c| = 1, then
This contradicts the assumption that ψ(D) ⊂ D, hence a + |c| < 1. Write
, where C = c/(1 − a) .
From a + |c| < 1 it follows that |C| < 1, so σ is bounded on the unit disk. Moreover, σ • ψ = a σ. Define g := σ • f . Then g is an analytic and bounded function in the unit disk and g • ϕ = ag. Since ϕ is an automorphism, we
But a < 1 and g is bounded, hence g(z) = 0 for all z ∈ D. This implies that f (z) = 0, for all z ∈ D. In other words, f is constant, which is in contradiction with our assumptions. It only remains to show that if ϕ is an hyperbolic automorphism and ψ is also hyperbolic, then ψ is also an automorphism. Again, let us denote by q ∈ ∂D the corresponding Denjoy-Wolf point of ψ (now, ψ ′ (q) ∈ (0, 1)). Consider the rotation r(z) = p q z, z ∈ D that maps q to p (note that r −1 (z) = p q z is also a rotation) and define h := r • f and ψ := r • ψ • r −1 . A straightforward computation shows that ψ is a hyperbolic map with DenjoyWolff point p such that ψ ′ (p) = ψ ′ (q) and
Moreover, by the conformality of f at p, we see that
From this point on, we change the setting from D to H and consider the analytic functions in the right half-plane given by
, we see that there exist α > 1, b, A 1 , and A 2 ∈ R such that b = 0, A := A 1 +iA 2 = 0 and A 1 ≥ 0 such that
In order to show that Ψ is an automorphism of the right half-plane and thus complete the proof, we need only show that A 1 = 0.
Iterating, we obtain
for all n ∈ N and for all w ∈ H. Note that, for all w ∈ H, the sequence
tends non-tangentially to ∞. Since H is an analytic self-map of H, by Wolff's well-known theorem (see, for example, [14, p. 60, Exercise 2.3.10 (b)]), there exists a constant c ≥ 0 such that
Therefore, for all w ∈ H, c = lim
Hence,
Now, since H is a self-map of H, we conclude that
Our assumption α > 1 tells us that A 1 ≤ 0. We already know that A 1 ≥ 0, hence A 1 = 0, and we are done.
(f) We first prove the forward implication. Recall that a parabolic linear fractional map which is not an automorphism is of zero hyperbolic step. Thus, given z ∈ D, we have that ̺(ϕ n (0), ϕ n+1 (0)) → 0 as n → ∞. Hence
Therefore, lim n→∞ ̺(ψ n (f (0)), ψ n+1 (f (0))) = 0, which shows that ψ is of zero hyperbolic step. Thus, ψ is also a parabolic or an elliptic linear fractional map different from an automorphism. Bearing in mind statement (b), we conclude that ψ is parabolic non-automorphic. Now for the reverse implication. From the statements (a), (c), and (e), we know that ϕ is parabolic, so we only have to prove that it is nonautomorphic. Applying Theorem 1 we deduce that
and Observe that in parts (c) and (g) the maps ϕ and ψ must have the same type. One would expect a similar statement to hold for hyperbolic automorphisms. However, this is false.
Then the intertwining equation holds, ϕ is hyperbolic and non-automorphic, while ψ is a hyperbolic automorphism.
Theorem 3 shows a great degree of symmetry concerning the dynamical types of ϕ and ψ in the non-automorphic cases as well, except for the statements (b) and (e) where a mixture of types is allowed. The following examples tell us that indeed all combinations are possible.
Example 5. Consider the mappings
Then ϕ is hyperbolic and non-automorphic with Denjoy-Wolff point 1 and ψ is elliptic non-automorphic with Denjoy-Wolff point 0.
It should also be mentioned that even if ϕ is a hyperbolic automorphism, ψ can be an elliptic map.
Then ϕ is a hyperbolic automorphism, ψ is elliptic, and
Conformality is not used to the full extent in all cases in Theorem 3. For instance, in the forward implication in (c), it is not needed at all.
A rigidity principle and further results on the intertwining equation
The reader should be warned that (5) does not always imply that f must be an LFT (that is, we do not necessarily have the rigidity principle here), as the following example shows. Proof. First of all, observe that if (5) is satisfied then part (b) of Theorem 2 tells us that the case when ψ is the identity map is excluded here.
For the sake of simplicity, suppose that the map ϕ is either parabolic and non-automorphic or hyperbolic. When ϕ is elliptic and non-automorphic, the proof carries through by replacing everywhere the words "converges nontangentially" by "converges".
Since the sequence (ϕ n (0)) converges non-tangentially to the point p, it follows that
where
Since |c * n | + |d * n | = 1 and |c * n | < |d * n | for all n, we also get |c * | + |d * | = 1 and |c * | ≤ |d * |. Similarly, |γ * | + |δ * | = 1 and |γ * | ≤ |δ * |. Therefore, γ * z + δ * = 0 and c * z + d * = 0 for all z ∈ D.
Choose z 0 ∈ D such that f (z 0 ) = 0 and f ′ (z 0 ) = 0. By (6), f ′ (ϕ n (z 0 )) = 0 for all n. Using (6) for z and z 0 , we have
Replacing n by n k , recalling that f is conformal at p and taking limits, we get
That is, there are complex numbers A, B, C, and D with |C| ≤ |D| such that
Let a = f (0) and consider g = ϕ a • f . A simple computation shows that there exist A * , B * such that
That is, g is the unique solution of the Cauchy problem
follows that f must also be a linear fractional map.
A few comments and examples are in order. Our earlier Example 7 tells us that, in the elliptic case, the assumption f ′ (p) = 0 is essential in order for the conclusion of the theorem to hold. Moreover, the assumption f ′ (p) = ∞ cannot be omitted when the Denjoy-Wolff point of ϕ is on the boundary of the unit disk. It can be checked that (5) holds, the Denjoy-Wolff point of ϕ is p = 1, while ∠ lim z→1 f (z) = 1 and f ′ (1) = ∞, even though f is not an LFT.
The above example is easier to understand after transferring all the maps to the right half-plane by means of conjugation g = T • f • T −1 via the Cayley map T (z) = (1 + z)/(1 − z). In the right half-plane (5) becomes simply g(4w) = 2g(w), where g(w) = √ w is the map that corresponds to f with an appropriately defined branch of the square root. Notice that in this example the function ϕ is hyperbolic and, by Theorem 1, we know that this situation cannot occur when ϕ and ψ are parabolic.
The following example shows why it was important to exclude the elliptic automorphisms from Theorem 4.
Example 9. Consider the following self-maps of the disk:
Note that f (D) ⊂ D, p = 0, f ′ (0) = 0, and (5) still holds, even though f is clearly not an LFT.
We also point out that there is a self-map of D which commutes with a parabolic automorphism but is far from being an LFT. This has been known for some time [1, Proposition 1.2.6].
3.2.
The case when ϕ is an elliptic automorphism. The following characterization seems to be new, in the sense that it generalizes Proposition 1.2.26 from [1] . It should be remarked that similar questions for intertwining were raised explicitly and studied in [18] in the context of the classical semi-conjugation. The reader should note the dichotomy between the conjugations related to the roots of unity and all the remaining ones.
Theorem 5. Let ϕ be an elliptic automorphism (different from the identity) with Denjoy-Wolff point p and λ = ϕ ′ (p). Let ψ be an arbitrary linear fractional self-map of D. Suppose f is a non-constant self-map of D such that f • ϕ = ψ • f and define n 0 = min{n ∈ N : f (n) (p) = 0}.
(i) If ψ is the identity map and m 0 = min{n ≥ 1 : λ n = 1} as in the proof of Theorem 2, then there is a non-constant self-map of the unit disk g, with g(0) = 0, such that
Moreover, the function f is never a linear fractional map. (ii) Assume ψ is not the identity map, q is its Denjoy-Wolff point, and µ = ψ ′ (q). Then λ n 0 = µ. Also, the following dichotomy takes place:
(a) If λ n = 1 for every positive integer n, then there exists a point
In particular, f is a linear fractional map if and only if n 0 = 1. (b) If λ n = 1 for some positive integer n, and the integer m 0 is defined as above, then there exists a non-zero self-map g of D such that
In particular, f is a linear fractional map if and only if g is constant and n 0 = 1.
Proof. Keeping in mind Theorem 2, one sees that the proof of statement (i) is similar to the proof of part (b) in statement (ii) by setting n 0 = 0. Therefore, we will only present in detail the proof of the latter case. It is easy to fill in the corresponding arguments in (i).
Since ϕ is an elliptic automorphism, it follows by part (c) of Theorem 3 that ψ is also such. (As remarked in the proof of that part of the theorem, the assumption on conformality of f is not needed precisely in this implication.)
Each of the maps ϕ p •ϕ•ϕ p and ϕ q •ψ•ϕ q is a disk automorphism and fixes the origin, hence a rotation: ϕ p (ϕ(ϕ p (z))) = λz and ϕ q (ψ(ϕ q (z))) = µz, for the values λ, µ as defined in the statement of the theorem and for all z in D. Considering the self-map h = ϕ q • f • ϕ p of D which fixes the origin, the intertwining equation implies that h(λz) = µh(z) for all z in the disk. Let
with a n 0 = 0. Thus we have a n λ n = a n µ for all n ≥ n 0 . In particular, λ n 0 = µ (because a n 0 = 0), which completes the proof of the first part of the assertion. We now consider the two cases corresponding to the statements (a) and (b). Observe first that if a n = 0 then λ n = µ = λ n 0 . If there is no m = 0 such that λ m = 1, then n = n 0 since λ n−n 0 = 1. This implies that h(z) = a n 0 z n 0 , with 0 < |a n 0 | ≤ 1 because h is a self-map of the unit disk. This implies (a).
If λ m = 1 for some non-negative integer m, there exists a non-negative integer k such that m − n 0 = km 0 , where m 0 is the number defined in the statement of the theorem. Hence there is a sequence {b k } ∞ k=0 such that
where g denotes the function analytic in D whose Taylor coefficients are b k . This equation implies part (b).
3.3.
The case when ϕ is a parabolic automorphism. Our last result about intertwining deals with parabolic automorphisms. In what follows, we will write D * for the punctured unit disk D \ {0}. Also, H(D * , D) will denote the collection of all analytic functions from the punctured disk into the unit disk and H(D * , C) the set of all functions which are analytic in the punctured disk.
Theorem 6. Let ϕ be a parabolic automorphism with Denjoy-Wolff point p, ψ an arbitrary linear fractional self-map of D, and f a self-map of D which is conformal at the point p and such that f • ϕ = ψ • f .
(a) If ψ is the identity map, then there is a map g ∈ H(D * , D) such that
The function f cannot be a linear fractional map. pϕ ′′ (p) . Then λ ∈ (0, +∞) and there is a map g ∈ H(D * , C) with g(D * ) ⊂ H such that
The function f is a linear fractional map if and only if g is constant.
Proof. We omit the proof of part (a) as its idea is essentially contained in the proof of (b) given below; just work with λ = 0.
(b) By Theorem 3, we know that ψ is also a parabolic automorphism.
Clearly, g is a holomorphic self-map of H so there exists c = ∠ lim w→∞ g(w) w ∈ [0, +∞). Moreover, since f is conformal at p, we have that c > 0 and indeed (see the proof of Theorem 1)
Wolff's Theorem implies c = inf Re g(w) Re w : w ∈ H and the infimum is attained if and only if g(w) = cw + iβ, for some real number β. Note that, in this case, the result follows by simply considering g to be identically equal to i β. Thus, let us assume that the above infimum is not attained. In this situation, h(w) = g(w) − λw is a holomorphic self-map of H. We note that the intertwining equation for f transfers to an equation in g in the following way: g • ϕ = ψ • g, where
and a and b are non-zero real numbers. Bearing in mind that λ = b/a, a computation shows that h(w + ina) = h(w), for all n ∈ Z. In other words, h is automorphic under the group Γ generated by ϕ. Since ϕ is parabolic, the Riemann surface H/Γ is biholomorphic to D * = D \ {0} (see [1, page 24] ). Moreover, it is well-known that π(w) = exp − 2π |a| w , w ∈ H , defines a covering map π from H onto D * such that π • ϕ = π. Hence, we can define a holomorphic map g from D * onto H such that h = g • π. Finally, note that |a| = |pϕ ′′ (p)| = |ϕ ′′ (p)| so that
as desired. Trivially, if g is constant, then f is a linear fractional map. On the other hand, assume that g is not constant and f is also a linear fractional map. In this case,
p is a linear fractional map in H that fixes the point at ∞. Therefore, σ(w) = dw + k, for some d ≥ 0 and k ∈ H. Since g is not constant, we must have d = λ so the function defined by u(w) = σ(w) − λw is univalent in H. This implies that g • π is univalent, which is clearly false. This ends the proof.
3.4.
The intertwining equation and the sets of fixed points. We have already seen that in most cases a rigidity principle holds: a self-map f of D which solves the intertwining equation f • ϕ = ψ • f must also be a linear fractional map. However, this condition which is so often necessary, is never sufficient by itself for (5) to hold.
We now state and prove, for all possible cases, necessary and sufficient conditions for a linear fractional self-map f of D to satisfy the intertwining equation f • ϕ = ψ • f for two fixed linear fractional self-maps of the unit disk ϕ and ψ. For this, some additional notation will be useful. Given a linear fractional self-map h of D, we denote by Fix(h) the collection of all fixed points of h viewed as a bijective map of the Riemann sphere C. That is, Fix(h) = {w ∈ C : h(w) = w}. We note that, whenever h is not the identity, Fix(h) must be either a singleton or a set consisting of two points. Proof. First of all, we prove that if the intertwining equation holds then always f (Fix(ϕ)) = Fix(ψ), f (p) = q, ϕ ′ (p) = ψ ′ (q), and, in the parabolic case, also f ′ (p)ψ ′′ (p) = ϕ ′′ (p). An easy computation shows that f (Fix(ϕ)) ⊆ Fix(ψ). On the one hand, if Fix(ψ) has two points, then ψ is either elliptic or hyperbolic so, by Theorem 3, we conclude that ϕ is also elliptic or hyperbolic and, therefore, Fix(ϕ) also has two points. Since f is univalent, we deduce that f (Fix(ϕ)) also has two points, whence f (Fix(ϕ)) = Fix(ψ). On the other hand, if Fix(ψ) has just one point, and since f (Fix(ϕ)) is non-empty, we obtain that f (Fix(ϕ)) = Fix(ψ).
If ψ is an elliptic automorphism, then so is ϕ (see Theorem 3). Therefore, in this case, we clearly have f (p) = q. In the remaining cases, by Proposition 2 and the continuity of f at p, we also conclude that f (p) = q.
By taking the derivatives of both sides of the intertwining equation and evaluating them at p, we get
. If ϕ is parabolic, then so is ψ (see again Theorem 3). By differentiating the intertwining equation twice, evaluating at p, and using the assumption that ϕ and ψ are parabolic, we arrive at the formula
We now prove the reverse implication. Suppose initially that ϕ is either elliptic or hyperbolic. By assumption, f (Fix(ϕ)) = Fix(ψ). Since f is injective, we find that Fix(ψ) has two points. In particular, ψ is either elliptic or hyperbolic. If ϕ is elliptic, then f (p) ∈ D and it is a fixed point of ψ. Thus, it follows that f (p) = q. If ϕ is hyperbolic, it is immediate from the assumption of the theorem that f (p) = q.
Denote by p r and q r the remaining fixed points of ϕ and ψ respectively. Note that p r and q r belong to C \ D. Set β(z) := z − p if p r = ∞ and
. One can easily check that H(0) = 0 and H(∞) = ∞. Therefore, there exists λ ∈ C, λ = 0, such that H(z) = λz. After a differentiation, we obtain
Hence λ = 1, meaning that H is the identity. After some simple algebraic computations, we deduce that the intertwining equation holds. Finally, we consider the remaining case when ϕ is parabolic. Since Fix(ϕ) has just one point, it is clear that Fix(ψ) has a unique point and, in particular, ψ is parabolic and f (p) = q. Now, consider the linear fractional
These three functions leave invariant the right-half plane and fix the point ∞ on the Riemann sphere. Since ϕ and ψ are parabolic, there exist two constants a and b such that ϕ(w) = w + a and ψ(w) = w + b. Moreover, there must exist two other constants c and d such that F (w) = cw +d. Then
.
, we obtain that
By substituting z = p into the second derivative of both sides of this equation, we find out that a = pϕ ′′ (p). In a similar way, b = qψ ′′ (q). Therefore, by assumption, we deduce that
After transferring this equation to the unit disk, we see that the intertwining equation
It is important to underline that, in the above theorem, all the hypotheses are necessary. More precisely, it is not enough to assume that f (Fix(ϕ)) = Fix(ψ) in order to have the intertwining equation (compare this with the commuting case given in the beginning of Subsection 4.1 below). Some examples are clearly in order here.
Example 10. For the elliptic case, choose ϕ(z) = z/2, ψ(z) = z/4, and f = id D . Then f (Fix(ϕ)) = Fix(ψ) = {0, ∞} but the intertwining equation does not hold.
In the hyperbolic case, consider the functions
Then f (Fix(ϕ)) = Fix(ψ λ ) = {1, −1} and again the intertwining equation fails. Notice that, when λ = 4 , the Denjoy-Wolff point of both ϕ and ψ is 1 but ϕ ′ (1) = ψ ′ (1). Moreover, when λ = 1/2, the Denjoy-Wolff points of ϕ and ψ are 1 and −1, respectively, and we have ϕ ′ (1) = ψ ′ (−1). Finally, in the parabolic case, define
Now we have that f (Fix(ϕ)) = Fix(ψ) = {1} and once again the intertwining equation does not hold.
Some applications
We now give several applications of the results obtained in Section 2 and Section 3 or of the methods used in their proofs.
4.1. Commutation. Our first application is the description of the commutant of a linear fractional self-map of D other than certain exceptional automorphisms. Recall that the commutant of such ϕ is the set of all holo-
It seems that until now the answer to the commutant question has been known only in a handful of cases. The following statements are classical (see -two LFT's other than the identity and with a common fixed point in the extended plane C commute if and only if they have the same set of fixed points in C .
Behan [3] proved that any two commuting self-maps of D, other than the identity or a hyperbolic automorphism, must have the same Denjoy-Wolff point. It should be noted that in the case of intertwining, even if ϕ and ψ have the same Denjoy-Wolff point p, the Denjoy-Wolff point of f can be different from p, as our Example 8 shows (with p = 1 being the common Denjoy-Wolff point of ϕ and ψ and z = 0 being the Denjoy-Wolff point of f ).
An example of a function f , not an LFT, that commutes with an elliptic automorphism other than the identity is given by Example 9 and a description of all such maps is given in [1, Proposition 1.2.26]. The self-maps of D commuting with a parabolic disk automorphism ϕ are also known; see [1, Proposition 1.2.27] for the statement adapted to a half-plane, and also [10] . In this case the commutant actually admits rather complicated maps, certainly not LFT's. We will show, however, that the elliptic and parabolic automorphisms ϕ are the only possible exceptions.
Having proved the earlier main theorems, we now deduce the result on the commutant. The reader should note that it is not a mere corollary of our previous theorems on intertwining. Namely, one has to consider separately the elliptic and non-elliptic cases and it turns out that the elliptic case does not follow directly from the corresponding result for intertwining. Proof. Denote by p the Denjoy-Wolff point of ϕ. By Behan's Theorem [3] , either p is the Denjoy-Wolf point of f , or f is a hyperbolic automorphism and p is a fixed point of f . Thus, if f is either parabolic or hyperbolic but not an automorphism, we have that 0 < f ′ (p) ≤ 1, hence f is conformal at p. If f is a hyperbolic automorphism then f ′ is finite, hence f is again conformal. In either one of these cases, the result follows from Theorem 4.
In the elliptic case, it suffices to show that f ′ (p) = 0 for the DenjoyWolff point p of ϕ and the statement will again follow from Theorem 4. To this end, without loss of generality we may assume that p = 0. (Otherwise consider the conjugate application F = ϕ p • f • ϕ p with the fixed point at the origin which also satisfies F ′ (0) = f ′ (p).) We can, thus, start off with the assumption that ϕ(z) = z/(cz + d). Note that d = 0 since f ≡ const. Also, it follows by either Proposition 1 or Lemma 1 that |d| = 1. Now there are two possibilities.
This is readily seen to imply that f (z) = a 1 z for some non-zero constant a 1 (recalling that f ≡ const and |d| = 1), for example, either by using the power series development or by using the following argument. Differentiation yields
for all z ∈ D so, by the uniqueness principle for analytic functions it follows that f ′ ≡ const.
2) c = 0. Suppose that, on the contrary, f ′ (0) = 0. Then there exists N ≥ 2 and a N = 0 such that
In this context, as is usual, by o(z N ) we mean any function g analytic in D for which lim z→0 g(z)/z N = 0. By a standard geometric series formula,
Thus, on the one hand
and, on the other hand,
By equating the N -th coefficients in the last two formulas, it follows that d = d N which is impossible in view of the assumptions d = 0, |d| = 1 and N ≥ 2. This completes the proof.
Obviously, in the extreme case when f is a constant map, it commutes with ϕ if and only if f is identically equal to a fixed point of ϕ but since we only admit those maps f for which f (D) ⊂ D, this can only happen in the case when ϕ is elliptic.
The fact that the commutation equation f • ϕ = ϕ • f implies that f is an LFT whenever ϕ is such, discarding the exceptional cases mentioned earlier, was also obtained in [15, Theorem 2] by using completely different methods.
4.2.
Roots. The result about the commutant has an immediate application to the questions of existence of the n-th "roots" of a given linear fractional map, that is, of those self-maps f of D such that f n = ϕ. It is trivial but important to observe that the n-th iterate of an automorphism is trivially an automorphism. Also, an arbitrary iterate of a self-map of D always has the same type as the map itself.
A disk automorphism of any type (other than the identity) is easily seen to have an n-th root for arbitrary n and this root must also be an automorphism. Indeed, a trivial argument with bijections shows that if f maps D into itself, f n = ϕ, and ϕ is a bijection of the disk, then f must also be a bijective map of D.
The identity map is again exceptional for it can be shown to have uncountably many n-th roots for any n. One also easily checks that, given any point p ∈ D, if λ denotes any n-th root of unity different from 1 and ϕ p is defined as in (4), then every disk automorphism of the form ϕ(z) = ϕ p (λϕ p (z)) is an n-th root of id D and p is its fixed point, hence ϕ is elliptic. It is easy to check that each pair (p, λ) defines a different map, so there are indeed uncountably many of them. It is not difficult to see that all n-th roots of the identity map have to be elliptic automorphisms by transferring the problem to the right half-plane if necessary.
For other linear fractional self-maps ϕ of D it turns out that a solution f to the equation f n = ϕ exists, it must be an LFT and have the same type as ϕ. That is, another rigidity principle holds here. The results are as follows.
Theorem 9. For any parabolic or hyperbolic linear fractional map ϕ, the equation f n = ϕ has a unique solution. This solution f is parabolic whenever ϕ is parabolic and hyperbolic whenever ϕ is such.
In either case, the formula for the solution is obtained as follows: if τ denotes the Denjoy-Wolff point of ϕ, the map ϕ = T τ • ϕ • T −1 τ becomes simply ϕ(w) = Aw + B, a self-map of H with A ≥ 1 and Re B ≥ 0. Denote by α the only positive n-th root of A. Then
Proof. By virtue of the equation f n = ϕ, it is immediate that f and ϕ commute:
Hence, whenever ϕ is not a parabolic automorphism, Theorem 8 shows that f is also an LFT. If ϕ is a parabolic automorphism, each one of its roots is again a disk automorphism, as observed earlier.
Since in all possible cases both ϕ and f are linear fractional transformations, the equation f n = ϕ becomes much easier to solve in the right halfplane H. After applying the Cayley transform T τ , the equation becomes g n = ϕ, where the functions
τ are selfmaps of H. As observed earlier, ϕ can be written in the form ϕ(w) = Aw+B, with Re B ≥ 0 always and with A = 1 in the parabolic case and A > 1 in the hyperbolic case. Since f is also an LFT with the same Denjoy-Wolff point as ϕ, the function g will have a similar representation: g(w) = aw + b, a ≥ 1 and Re b ≥ 0.
These representations allow us to find readily the formula for the n-th iterate g n . After identifying the coefficients of ϕ with those of g n in the equation g n = ϕ, we get the system of equations
Writing α for the unique positive n-th root of A, we see that
k=0 α k is one solution of the equation g n = ϕ. It is actually the only one. Indeed, with any other n-th root of A instead of the positive root α, the map g would no longer be a self-map of the right half plane.
Note also that the maps ϕ and g are of the same type, since α and A are simultaneously equal to, or greater than, one.
The situation is radically different for elliptic maps. It can be seen that, for example, the function ϕ(z) = −z/(3z + 4) has no square roots that map D into itself, while the automorphism ϕ(z) = −z has exactly two: f 1 (z) = iz and f 2 (z) = −iz. The problem is that, even though one can formally solve an equation for obtaining a linear fractional root of a given LFT, this root need not map the disk into itself. However, Proposition 1 or Lemma 1 will allow us to control effectively the number of solutions of the equation f n = ϕ in the case of an elliptic map different from an automorphism. Assuming that ϕ is not an automorphism and using Theorem 8 again, we can show as before that every possible solution of the equation g n = ϕ must have the form g(z) = a z c z+1 . By matching the coefficients in the equation g n = ϕ as before, we get the system of equations (7) a n = A , c(1 + a + a 2 + . . . + a n−1 ) = C .
Note that for any n-th root a of A, the sum n−1 j=0 a j = 0. Otherwise we would have 0 = 1 − a n = 1 − A and C = 0, meaning that ϕ and therefore also ϕ is the identity map, the case excluded from the start. Thus, we can solve the system of equations (7) and infer that the functions of the form
where a denotes any one of the n-th roots of A, are the only possible solutions of the equation g n = ϕ. Reasoning as before, such a map g will be a self-map of D if and only if
Therefore, the solutions of the equation g n = ϕ, if any, will be only those maps g as above for which inequality (8) is verified. This easily leads to the formula for the solutions of the equation f n = ϕ given in the statement of the theorem. Now let ϕ be an elliptic automorphism. The map ϕ = ϕ p • ϕ • ϕ p is an automorphism that fixes the origin, hence a rotation: ϕ(z) = λz, λ ∈ ∂D \ {1}. The map f (and therefore also g) is a disk automorphism other than the identity. Since g and ϕ commute and ϕ fixes the origin, the same must be true of g, hence it is also a rotation. Thus, if µ is any n-th root of λ, it is immediate that the rotation g(z) = µz is a solution of the equation g n = ϕ and there can be no other solutions.
4.3.
A remark on the Koenigs embedding problem for semigroups. We finally address some aspects of the so-called Koenigs embedding problem for semigroups of analytic functions. Recall that an indexed family G = {g t : t ∈ [0, ∞)} of analytic self-maps of D is said to be a semigroup if it is closed and additive under composition: g s •g t = g s+t for all s, t ∈ [0, ∞) and the function t → g t is strongly continuous, meaning that g s → g t uniformly on the compact sets in D as s → t. Note that the additivity condition implies that g 0 is the identity mapping. Much about semi-groups of analytic functions can be found in the survey article [26] and in the monograph [25] .
In relation to the elliptic case, it is clear that there are semigroups of automorphisms in which the identity equals g t for more than one value of t (for example, when g t/2 coincides with some automorphism ϕ p , an involution).
The following is a natural and fundamental question about semi-groups of analytic self-maps of the disk: when does such a semi-group contain a linear fractional map? The answer has recently been given in [8, Theorem 3.2] : this happens if and only if each member of the semi-group G = {g t : t ∈ [0, ∞)} is a linear fractional map. Moreover, all of its members g t with t = 0 are linear fractional maps of the same type as the given LFT. This can be seen as follows from our findings here. Suppose that G contains an LFT (not the identity), say ϕ = g t , for some t > 0. As long as ϕ is not an elliptic or parabolic automorphism, the commutation relation
and Theorem 8 will imply that any other member g s of G must also be an LFT and of the same type as ϕ. If ϕ is an automorphism, the conclusion follows in a different but simple manner and is well known.
The corollary below provides further details about embedding an LFT into a semigroup. The first part of the statement (on the uniqueness of the semigroup that contains a given LFT) must be known to the experts in various cases and may have simpler proofs as well. We state it here because it does not seem easy to give an explicit reference that would cover all the cases, and also because of the novelty of the method of proof. The main idea here is to recover the unique semigroup from just one of its elements by extracting successive square roots, thus relying on our Theorem 9 and Theorem 10. The same idea appears in the second part, which refers to the elliptic case. Our method also yields a criterion somewhat different from the analytic condition presented in [15] , [16] , and [25, Proposition 5.9.5], as well as from the geometric criterion given most recently in [8, Proposition 3.4] . Corollary 1. The following assertions hold for semigroups of self-maps of the unit disk.
(i) Given a parabolic or hyperbolic linear fractional self-map ϕ of D and a positive number s, there is a unique semigroup G = {g t : t ∈ [0, ∞)} of self-maps of D such that g s = ϕ. Every elliptic disk automorphism is a member of some semigroup (not necessarily unique).
(ii) Every elliptic, non-automorphic, linear fractional self-map ϕ of D is conjugate to a map of the form (Az)/(Cz + 1), where |A| + |C| ≤ 1, as was pointed out in Theorem 10. Such a map ϕ belongs to some semigroup of self-maps of the disk if and only if there exists a sequence {a n } ∞ n=1 such that a 0 = A, every a n (n ≥ 1) is one of the square roots of the number a n−1 , and all a n belong to the nontangential approach (Stolz type) region
with vertex at z = 1.
Proof. In order to prove assertion (i) of the theorem, let us assume that ϕ is either hyperbolic or parabolic. The function ϕ will always have a square root which is an LFT of the same type as ϕ. In view of the rule g t/2 •g t/2 = g t = ϕ, this root must be equal to g t/2 . Since the root is again a map of the same type as ϕ, it will have a unique root itself, and this root is again an LFT of the same type as ϕ; we may proceed inductively to conclude that every member of G of the form g t/2 n is determined uniquely by ϕ. By composition, g mt/2 n is also determined in a unique fashion for all non-negative integers m, n. The dyadic rational numbers m/2 n are dense in [0, ∞), so by strong continuity every member of the semigroup G is determined uniquely by the initial map ϕ. The statement for elliptic automorphisms can be proved in an analogous way, except for the uniqueness part: ϕ may have more than one root but exactly one of these roots must equal g t/2 , so pick that one and proceed as before to show that all maps g mt/2 n are elliptic automorphisms. Finally, a standard arguments involving Hurwitz's theorem shows that any locally uniform limit of such maps is also univalent or a constant map. Since a semigroup cannot contain constant maps, it follows that the limit function is univalent; it follows rather easily that it must actually be an elliptic automorphism.
Let us now prove (ii). If an elliptic non-automorphic map ϕ belongs to a semigroup G, say ϕ = g t with t > 0, then g t/2 must be one of the possible square roots of ϕ as described in Theorem 10. But we have seen that the only possible square roots of the elliptic non-automorphic function (Az)/(Cz + 1) have the form az analogous to the previous inequality, the number a now being replaced by its square root b. This allows us to conclude inductively that the sequence {a n } ∞ n=1 defined by a 0 = A and a n being equal to one of the square roots of the number a n−1 , n ≥ 1, has the required property: all numbers a n belong to the region S = z ∈ D : |C| |1 − A| |1 − z| ≤ 1 − |z| .
It should be pointed out that when C = 0 we can never get the identity map in this process of root extractions. In the case C = 0, the region S degenerates into the entire unit disk, so the condition of belonging to it is trivially fulfilled and the roots of Az are easily found to be az, where a n = A. Conversely, if there exists a sequence {a n } ∞ n=1 as above, its every member a n will satisfy condition (8) for the existence of the root of order 2 n of the initial map ϕ, which allows us to proceed in the same way as in the other cases and determine the unique semigroup G to which ϕ belongs by determining all members g t/2 n first.
Note that in the above condition the sequence {(1 − |a n |)/|1 − a n |} ∞ n=0 is decreasing by the definition of a n and the elementary inequality 1 − |a n | |1 − a n | = 1 − |a n+1 | 2 |1 − a 2 n+1 | ≥ 1 − |a n+1 | |1 − a n+1 | . 
