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Objective:: Automatic summarization of biomedical literature usually relies on domain knowledge from
external sources to build rich semantic representations of the documents to be summarized. In this paper,
we investigate the impact of the knowledge source used on the quality of the summaries that are
generated.
Materials and methods:: We present a method for representing a set of documents relevant to a given
biological entity or topic as a semantic graph of domain concepts and relations. Different graphs are
created by using different combinations of ontologies and vocabularies within the UMLS (including
GO, SNOMED-CT, HUGO and all available vocabularies in the UMLS) to retrieve domain concepts, and
different types of relationships (co-occurrence and semantic relations from the UMLS Metathesaurus
and Semantic Network) are used to link the concepts in the graph. The different graphs are next used
as input to a summarization system that produces summaries composed of the most relevant sentences
from the original documents.
Results and conclusions:: Our experiments demonstrate that the choice of the knowledge source used to
model the text has a signiﬁcant impact on the quality of the automatic summaries. In particular, we ﬁnd
that, when summarizing gene-related literature, using GO, SNOMED-CT and HUGO to extract domain
concepts results in signiﬁcantly better summaries than using all available vocabularies in the UMLS. This
ﬁnding suggests that successful biomedical summarization requires the selection of the appropriate
knowledge source, whose coverage, speciﬁcity and relations must be in accordance to the type of the doc-
uments to summarize.
 2014 Elsevier Inc. All rights reserved.1. Introduction
The amount of biomedical literature that is available on the
Internet has experienced an unprecedent revolution during the last
decade. Up-to-date MEDLINE contains over 19 million references
to journal articles, and the US National Library of Medicine expects
to index over one million articles annually within a few years [1].
In this context, researchers in biomedical-related disciplines ﬁnd it
extremely difﬁcult to locate and read all the relevant literature that
is published.
Aware of this situation, the text summarization community is
actively working toward the development of domain-speciﬁc
methods that help manage this information overload. Given a set
of articles related to a topic (e.g., gene, disease, treatment, etc.),
the aim is to produce a brief summary that condenses the relevant
information. These summaries are not expected to fully replace theoriginal documents but to increase the likelihood of researchers to
identify the information most pertinent to their studies.
When applied to biomedical text, summarization methods usu-
ally rely on domain knowledge from external sources, such as GO
[2], SNOMED-CT [3] or MeSH [4], to model the documents to be
summarized. Previous works have demonstrated the beneﬁt of
such rich semantic representations compared to traditional
approaches based on terms [5–7]. Texts are usually represented
as sets of biomedical concepts linked by semantic relationships
that are extracted from a given knowledge base. The selection of
the knowledge source and the relations to be used, however, seems
to be quite arbitrary or intuitive in spite of being a highly relevant
decision in the summarization process.
In this work, the aim is to analyze the impact of the knowledge
sources that are used to represent the text on the quality of the
automatic summaries. Our hypothesis is that successful biomedical
summarization (as other data mining and information extraction
tasks) requires the use of the appropriate knowledge source, whose
coverage, speciﬁcity and properties must be in accordance to the
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method for representing a set of documents relevant to a given
biological entity as a semantic graph of biomedical concepts and
relations. Different knowledge sources and relations are used to
build various graphs that are next used as input to a summariza-
tion system. The automatic summaries produced by each graph
are then evaluated and compared to assess the impact of the
knowledge source on the quality of the summaries. We ﬁnd that
the selection of the knowledge sources and the relationships to
be used to build the graph has a signiﬁcant impact on the summa-
rization performance (15% of improvement in ROUGE-2 metric).
The article is organized as follows. The next section presents
some related work in biomedical summarization along with the
summarization system used in our experiments. We then describe
the method for representing the documents as semantic graphs, as
well as the evaluation methodology. We next report the results of
the experiments and discuss these results. The ﬁnal section pro-
vides concluding remarks.2. Background
In this section, we ﬁrst present some previous work in
automatic summarization of biomedical texts. Next, we describe
the sematic graph-based summarizer used to perform the
experimentation.2.1. Summarization of biomedical text
Text summarization is the process of automatically extracting
the most relevant information from a document (or set of docu-
ments) [8]. Summaries may be extractive or abstractive. In extrac-
tive summarization, the most important sentences from the
input document are taken as the summary. In contrast, abstractive
summaries are built by paraphrasing the information in the origi-
nal documents. Focusing on extractive summarization, this has
been mostly addressed using traditional Information Retrieval
(IR) heuristics, such as the frequency of the terms in the document
[9,10], the position of the sentences [11–13], the presence of cer-
tain key words or indicative expressions [10], or the similarity of
the different sentences with the title and the abstract of the docu-
ment [14]. Using these simple criteria, sentences are scored, ranked
and extracted for the summary.
More advanced works use graph representations and clustering
techniques to produce the summaries [15,16]. These systems
model the text as a graph, where the nodes represent lexical or
semantic units (e.g., terms, sentences or concepts) and the links
represent different types of relations between them (e.g., co-occur-
rence, lexical similarity, etc.). A ranking algorithm is then applied
to sort the nodes according to their relevance, and the top-ranked
units are extracted for building the summary. A representative
example of graph-based method for summarization is LexRank
[15]. Given a set of documents about a same topic (a multi-docu-
ment), it builds a graph in which each node corresponds to a sen-
tence represented by its TF-IDF vector and the edges are labeled
with the cosine similarity between the sentences. Only the edges
connecting sentences with a similarity above a predeﬁned thresh-
old are drawn in the graph. Under the hypothesis that the sen-
tences that are similar to many others in the cluster are more
central (or salient), those sentences represented by the most highly
connected nodes are selected for the summary.
When these techniques are applied to summarize biomedical
literature, texts are usually modeled using domain-speciﬁc knowl-
edge sources, such as GO [2], SNOMED-CT [3] or MeSH [4], instead
of using term-based representations, to better capture the meaning
of the text. In this line, for instance, Demner-Fushman and Lin [17]present a hybrid approach to clinical question answering that com-
bines summarization and information retrieval techniques. Given a
set of MEDLINE citations, the system ﬁrst identiﬁes the drugs
under study. Abstracts are then clustered using semantic types
within the UMLS. For each abstract, an extractive summary is pro-
duced that includes information about (i) the main intervention
described in the abstract, (ii) the title of the abstract, and (iii) the
top-scoring outcome sentence (i.e., the sentence describing the
‘‘outcome’’ that asserts the clinical ﬁnding of the study). To extract
the main intervention, the UMLS concepts falling under certain
semantic types are considered as candidates, and each candidate
is scored based on different features such as its position in the
abstract or its frequency of occurrence. To extract the main out-
come sentence, supervised machine learning is employed.
Reeve et al. [18] adapt the lexical chaining [19] approach to use
UMLS concepts rather than terms and apply it to single-document
summarization. They identify UMLS concepts in the source and
chain them so that each chain contains the concepts belonging to
the same semantic type. The chains are next scored according to
the frequency of their concepts, and the strongest chains are iden-
tiﬁed. Finally, the sentences are scored based on the number of
concepts that they contain from strong chains.
Ling et al. [20] focus on a narrower domain, genomic, and pres-
ent a system that ranks sentences according to three features: the
relevance of six gene aspects, such as the DNA sequence, the rele-
vance of the documents where the sentences are taken from, and
the position of the sentences in the document. They use FlyBase’s
[21] annotations to enrich the text for summarization.
Yang et al. [22,23] describe an extractive approach to the sum-
marization of mouse gene information that ﬁrst clusters a set of
genes by MeSH, GO and free text features into functionally related
groups, and then ranks and extracts sentences for each gene group
to produce the summaries. Ranking is done by weighting different
features such as the presence of cue phrases, domain speciﬁc key-
words and the length of the sentences.
Plaza et al. [24] propose a graph-based approach that generates
single-document summaries of biomedical articles. Each document
is represented as a semantic graph of UMLS Metathesaurus con-
cepts and relations from both the UMLS Metathesaurus and the
Semantic Network. A clustering algorithm based on degree central-
ity is used to identify topics within the text. The extraction of
sentences for the summary is based on how much each sentence
covers the different topics that are identiﬁed.
Shang et al. [25] combine IR techniques with information
extraction methods to generate text summaries of sets of docu-
ments describing a certain topic. To do this, they use SemRep to
extract relations among UMLS Metathesaurus concepts and a rela-
tion-level retrieval method to select the relations more relevant to
a given query concept. They extract the most relevant sentences for
each topic based on the previous ranking of relations and the loca-
tion of the sentences in different sections of the document.
Fiszman et al. [26] propose an algorithm that makes use of
semantic predications provided by SemRep [27] to interpret bio-
medical text and on the use of lexical and semantic information
from the UMLS to produce a summary from biomedical scientiﬁc
articles. This same method is adapted in a later work to summarize
drug information in MEDLINE citations [28]. Unlike most works
in the area that still follow an extractive paradigm (such as
[18,20,24,25]), Fiszman et al. adopt an abstractive approach to pro-
duce a graph that summarizes the content of the documents. This
graph shows the relevant UMLS concepts that describe the docu-
ment and the semantic relations among them, providing a graphi-
cal summary that condensates the most important aspects of the
content of the documents.
In Zhang et al. [29], a graph of predications from SemRep is used
to represent multiple PubMed citations, with arguments as nodes
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saurus concepts and links are semantic relations among them (in
this case, however, only relations from the Semantic Network are
used). Degree centrality and co-occurrence of predications are used
to select salient predications for the summary. Cliques (i.e., subsets
of vertices within the graph such that every two vertices in the
subset are connected by an edge) are next identiﬁed and clustered
to ﬁnd the different themes or points of view contained in the sum-
mary. Again, the summaries that are generated are not textual, but
graphical.
Nonetheless, it is worth mentioning that not all summarization
efforts in the biomedical domain rely on domain knowledge. Ruch
et al. [30] address the summarization task as a classiﬁcation prob-
lem. They train different term-based Bayessian classiﬁers to cate-
gorize sentences in MEDLINE abstracts into four argumentative
moves: PURPOSE, METHODS, RESULTS and CONCLUSION, and to
select the most representative sentence from them. Lu et al. [31]
present a method for automatically generating GeneRIFs that
scores sentences for extraction using simple features based on
Edmundson work’s [10], such as the position of the sentence in
the document, the presence of ‘‘cue words’’ and the absence of
‘‘stigma words’’. Finallly, Jin et al. [32] propose a text summariza-
tion system that takes as input MEDLINE documents related to a
given target gene and outputs a small set of genic information rich
sentences. Sentences are ranked by the sum of two individual
scores: (a) an authority score from a lexical PageRank algorithm
and (b) a similarity score between the sentence and GO terms with
which the gene is annotated. Redundant sentences are removed
and top-ranked sentences are extracted for the summary.
Even though, as already mentioned, most approaches to bio-
medical text summarization make use of domain-speciﬁc knowl-
edge to represent the semantics of the documents to be
summarized, the selection of the source used to acquire such
knowledge is not supported by any empirical study that demon-
strates the adequacy of the selected source(s) compared to other
alternatives. This is precisely the novel perspective given to this
article, whose main objective is to evaluate the impact of the
knowledge sources that are used to represent the documents on
the quality of the ﬁnal summaries. To this end, we make use of
the summarizer presented in [24], which is described in the next
section, and test different graph representations built by mapping
the text into concepts from different knowledge sources and link-
ing the concepts using different types of relations.
2.2. A semantic graph-based summarizer
The summarization system used for our experiments is based
on the work presented in [24]. The original system has been
adapted to (i) work with different knowledge sources and relations
from the UMLS and (ii) use a different clustering method for topic
detection. The method consists of three steps, which we brieﬂy
explain below. Fig. 1 illustrates the different steps.
 Step I: Concept identiﬁcation and document representation.
The summarizer takes as input a set of documents about a same
entity or topic and merges them into a single multi-document. It
then runs the MetaMap [33,34] program over the document to
obtain the Metathesaurus concepts that are found within the
text. It next builds a graph-based representation of the docu-
ment, where the nodes are UMLS concepts and the links are dif-
ferent types of relationships between them. To do this, it ﬁrst
extends the UMLS concepts with their hierarchies of hypernyms
(is_a relations) and merges the hierarchies of all concepts to
build the document graph. This graph is next extended with
further relations (e.g., co-occurrence relations or semanticrelations from the UMLS Semantic Network). Finally, each edge
is assigned a weight in [0,1] as shown in Eq. 1. The weight of an
edge e representing an is_a relation between two vertices, v i
and v j (where v i is a parent of v j), is calculated as the ratio of
the depth of v i to the depth of v j from the root of their hierar-
chy. The weight of an edge representing any other relation is
always 1.weightðe; v i;v jÞ ¼ b ð1Þ(
where
b ¼ depthðv iÞdepthðv jÞ if e represents an is a relation
b ¼ 1 otherwise
As an example that illustrates the document representation step,
Fig. 3 shows the graph that represents a multi-document about
the EGFR gene composed of the two MEDLINE abstracts shown in
Fig. 2. This graph has been built using GO and SNOMED-CT as
knowledge sources from the UMLS and three different types of
relations: co-occurrence, Metathesaurus relations, and Semantic
Network relations. These sources and relations are explained in
detail in the Materials and Methods section.
 Step II: Topic recognition. This step consists of clustering the
UMLS concepts in the document graph using the edge-between-
ness clustering [35] algorithm to identify topics within the
graph. This method has been widely used to discover communi-
ties in social and biological networks [36]. It identiﬁes those
edges that are most ‘‘between’’ topics, and progressively
removes these edges from the original graph. In this way, the
different topics are isolated. The betweenness centrality of a
vertex i is deﬁned as the number of shortest paths between
pairs of other nodes that run through i. The edges connecting
topics will have high edge betweenness. By removing these
edges, the groups of nodes that describe each topic are sepa-
rated from one another.
For each node in the graph, we also compute a salience. The sal-
ience of a vertex, v i, is deﬁned as the number of edges that are
connected to it. This is shown in Eq. 2 where connectðe;v i;v jÞ
denotes that the edge ej connects nodes v i and v j. Salience ranks
the nodes according to their structural importance in the graph.salienceðv iÞ ¼
X
8ej j9vk^connectðej ;v i ;vkÞ
1 ð2Þ
Consider the two abstracts shown in Fig. 2. Consider also the
graph corresponding to these two abstracts that is shown in
Fig. 3. Table 1 shows the clusters generated after applying the
edge-betweenness algorithm. Note that clusters with only one
concept are not shown.
 Step III: Sentence selection. The aim of the last step is to select
the sentences from the multi-document that best describe the
content of each topic. These sentences are intended to help users
to interpret and understand the meaning of the different topics.
We ﬁrst represent each sentence in the original documents as a
graph. This is done by using the UMLS concepts identiﬁedwithin
the sentence, extracting the complete hierarchy of hypernyms
for each concept and merging the hierarchies to construct a sin-
gle sentence graph. We next compute the similarity between
each sentence graph and cluster, as the sum of the salience of
thematching nodes between the sentence graph and the cluster.
In this way, for each cluster, we obtain a ranking of sentences
that reﬂects each sentence topic’s coverage. A number ni of
sentences are selected from each cluster as the best topic’s
descriptors, where ni is proportional to the cluster size. Finally,
the selected sentences are concatenated to form the summary.
Fig. 4 shows the top 5 ranked sentences for the two abstracts
shown in Fig. 2. The sentences have been ordered in the sum-
mary so that those belonging to the ﬁrst abstract are presented
in the ﬁrst place, while those belonging to the second abstract
Fig. 1. Summarizer architecture.
Fig. 2. Example of two MEDLINE abstracts on the EGFR gene.
1 A complete list of the source vocabularies present in the current version of the
UMLS Metathesaurus can be found in http://www.nlm.nih.gov/research/umls/knowl-
edge_sources/metathesaurus/release/source_vocabularies.html.
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abstract is also kept in the summary.
3. Materials and methods
Our objective is to evaluate the impact of the knowledge source
used in the summarizer on the quality of the summaries that are
generated. To this end, given a set of documents about a biological
entity, we build different graphs that represent the documents.
This is done by using different knowledge sources to identify
domain concepts and different types of relations to link the con-
cepts in the graph.
In this section, we ﬁrst present the knowledge sources and rela-
tions that are used to generate the graphs, and then explain how
such graphs are build and provided as input to the summarizer
presented in the previous section to produce the summaries. Next,
we describe how the summaries are evaluated. In order to work
in a narrow domain and evaluate the effect of the speciﬁcity andcoverage of the knowledge base, we focus on documents reporting
genetic studies.
3.1. Knowledge sources and relations
We investigate different combinations of ontologies and
vocabularies from the UMLS. In particular, we consider both
gene-speciﬁc databases (such as the Gene Ontology [2] and the
HUGO Gene Nomenclature [37]), and other more general biomed-
ical nomenclatures (such as the Systematized Nomenclature of
Medicine – Clinical Terms (SNOMED-CT) [3]). We also investigate
the effect of including concepts from all vocabularies in the UMLS
Metathesaurus.1
Concerning relations, we investigate three different types of
relations and their combinations:
Fig. 3. Semantic graph for the two MEDLINE abstracts shown in Fig. 2. The graph has been built using Gene Ontology and SNOMED-CT as knowledge sources and the
following relations: co-occurrence (in blue color), Metathesaurus relations (in green color) and Semantic Network relations (in red color). (For interpretation of the references
to color in this ﬁgure legend, the reader is referred to the web version of this article.)
Table 1
Clusters generated by the edge-betweenness algorithm for the two MEDLINE abstracts shown in Fig. 2.
Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6
Site [Spatial
Concept]
Immunoblotting [Laboratory
Procedure]
Growth [Organism
Function]
Platelet [Cell] Used [Finding] DNA [Biologically Active
Substance]
Part [Spatial
Concept]
Acid [Chemical] Transduction [Organism
Function]
Genes [Gene or Genome] Indicated [Finding] Protein [Amino Acid]
Epidermal [Tissue] Plays [Finding] Receptor [Amino Acid]
Clone [Cell] Examined [Finding] Antibody [Amino Acid]
Cells [Cell] Alone [Finding] Peptides [Amino Acid]
Fibroblasts [Cell] Finding [Sign or
Symptom]
Cytoskeleton [Cell
Component]
Synthesis [Biologic
Function]
Injection [Therapeutic
Procedure]
ﬁlamentous actin [Cell
Component]
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the co-occurrence distribution of UMLS concepts in different
corpora of documents. The co-occurrence values used in
this work are those available in the UMLS Metathesaurus, andrepresent the number of times concepts have co-occurred as
key topics within the same articles. We will consider that two
UMLS concepts are linked by a CO relation if they present a
co-occurrence value above ﬁve.
Fig. 4. Automatic summary for the abstracts presented in Fig. 2.
Table 2
List of combinations of UMLS sources and relations used to build the
document graphs.
Sources Relations
Gene Ontology CO
SNOMED-CT MT
Gene Ontology + SNOMED-CT SN
Gene Ontology + SNOMED-CT + HUGO MT + SN
ALL UMLS SOURCES CO + MT + SN
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saurus concepts and are categorized as two main types: intra-
source, which links concepts that come from the same source
vocabulary, and inter-source, which links concepts from differ-
ent source vocabularies. Some types of relationships in the
Metathesaurus are synonymy, child of, narrower, broader and
qualiﬁer of, to name a few.
 Semantic Network relations (SN): They link Semantic Types in
the UMLS. The primary link is the ‘‘is_a’’ relation, which deﬁnes
the hierarchy of types within the network. The remaining non-
hierarchical relations may be grouped into ﬁve major catego-
ries: physically related to, spatially related to, temporally related
to, functionally related to, and conceptually related to. We will
consider that two UMLS concepts are linked by a SN relation
if their semantic types are related in the UMLS Semantic
Network.
3.2. Document representation
Our aim is to model a set of documents relevant to a given
biological entity (a gene) as a semantic graph. In this graph, nodes
represent the UMLS concepts found within the text, while the arcs
represent relations between concepts.
To map the text to UMLS concepts, the MetaMap [34] program
is used. MetaMap is invoked using the Restrict to Sources (-R)
option, which allows us to specify the knowledge sources to be
used. The hierarchy of hypernyms for each concept is retrieved
from the MRHIER table of the UMLS Metathesaurus. A node in
the graph is created for each retrieved concept and a link is added
between each pair of parent–child concepts.
Next, we extend the graph with further relations. To this end,
for each pair of concepts identiﬁed in the previous step, we extract
from the UMLS database all relationships that exist between them.
In particular, Metathesaurus relations are retrieved from the
MRREL table, Semantic Network relations are retrieved from
the SRSTR table, and co-occurrence relations are retrieved
from the MRCOC table. For each relation, an edge linking the
concepts is added to the graph.
In this way, for instance, the concepts ‘‘cells’’ and ‘‘signaling’’ are
linked by a co-occurrence relation in the UMLS, ‘‘protein’’ and ‘‘pep-
tides’’ are linked by a has narrower relation in the Metathesaurus,
and ‘‘cytoskeleton’’ and ‘‘cells’’ are linked by a part of relation in
the Semantic Network.
Table 2 lists all combinations of UMLS sources and relations that
are used to build the graphs. For each source or combination of
sources listed in the right column of this table, all combinations
of relations listed in the left column are used, which means that
25 different graphs are built.
Fig. 5 shows different graphs for both (a) a single document and
(b) a group of 5 related documents (in particular, MEDLINE
abstracts), using different combinations of knowledge sources: (i)Gene Ontology (GO), (ii) GO + SNOMED-CT and (iii) all sources
available in the UMLS. These graphs have been built using all
the types of relationships described above (i.e., CO, MT and SN).
The purpose of this ﬁgure is to give readers an idea of the size
of the graphs and how they evolve with the number of documents
and knowledge sources taken into account for building them. As it
may be seen, using just GO as knowledge source for representing a
single document produces a very small and sparse graph. As the
number of knowledge sources increases, the graph becomes more
connected. The same occurs when the number of abstracts used to
generate the graph increases.
3.3. Summary generation
Given a set of documents to summarize, the 25 graphs are given
as input to the second step of the graph-based summarization sys-
tem presented in the previous section and described in detail in
[24]. For each graph, a summary is generated. Note that we keep
all parameters of the summarizer unchanged, so that we only vary
the graphs that represent the multi-document.
3.4. Evaluation methodology
To evaluate the impact of the knowledge sources on the ﬁnal
summaries, we test and compare the automatic summaries that
are produced by using the different graph conﬁgurations. The next
subsections describe the evaluation collection and metrics, as well
as the baselines used for comparison.
3.4.1. Evaluation collection
For the evaluation, we selected a set of 25 genes from the
human genome and retrieved from the MEDLINE database 10 cita-
tions for each gene. To this end, we used the gene-articles associa-
tions provided by GO to manually retrieve Pubmed identiﬁers of 10
citations related to each of the genes. From each citation, we
extracted the title and abstract sections. The 10 abstracts describ-
ing each gene were represented as 25 different graphs using differ-
ent knowledge sources and relations, and for each graph, we
generate a summary of 10 sentences. We do not impose the restric-
tion that each sentence has to be selected from a different citation,
Fig. 5. Examples of semantic graphs for (a) a single MEDLINE abstract and (b) a group of 5 related MEDLINE abstracts, using different combinations of knowledge sources: (i)
Gene Ontology (GO), (ii) GO + SNOMED-CT and (iii) all sources available in the UMLS. The following relationships between concepts are used: co-occurrence (in blue color),
Metathesaurus relations (in green color) and Semantic Network relations (in red color). (For interpretation of the references to color in this ﬁgure legend, the reader is referred
to the web version of this article.)
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detect and weight the different topics that are covered in the dif-
ferent citations.
We make use of the titles in the MEDLINE citations as the refer-
ence/model summary; i.e., for each gene, we get a reference sum-
mary composed of the titles of the 10 related citations. The title
given to a document by its author is intended to represent the most
signiﬁcant information in the document, and thus it is expected to
summarize the main content of the document [14].
3.4.2. Evaluation metrics
We use ROUGE [38] as the metric for evaluating the summaries.
ROUGE is an evaluation method for summarization which uses the
proportion of n-grams between a peer and one or more reference
summaries to estimate the content that is shared between them.
We used the following ROUGE metrics: ROUGE-2 (R-2) and
ROUGE-SU4 (R-SU4), since they have been shown to be robust and
highly correlated with human judgments, and have been widely
used in the DUC2 and TAC3 communities. R-2 computes the number
of bigrams that are shared by the peer and the reference summaries.
R-SU4 measures the overlap of skip-bigrams between the peer and
the reference summaries, allowing a skip distance of four.
However, it must be noted that ROUGE metrics present two
important limitations: (1) they depend on the length of the peer
summaries (i.e., the longer is the peer with respect to the model,
the higher are expected to be the ROUGE scores), and (2) since they
use lexical matching instead of semantic matching, peer summa-
ries that are worded different but have the same semantic informa-
tion may be assigned different ROUGE scores. Thus, these metrics
should only be used in a comparative fashion on the same dataset
and should not be interpreted as absolute measures.
A Wilcoxon Signed Ranks test with a 95% conﬁdence interval is
used to test the signiﬁcance of the results for both R-2 and R-SU4
metrics.2 http://duc.nist.gov.
3 http://www.nist.gov/tac/.3.4.3. Baselines
We compare our results with two baselines: LEAD, which
extracts the ﬁrst sentence from each citation and concatenates
them to build the summary; and FREQ, which implements the con-
cept frequency-based summarizer described in [39] (without using
the sentence location feature) to generate the automatic summa-
ries. To brieﬂy illustrate how the FREQ summarizer works, consider
the following text fragment from [39]:
Interactions among LRF-1, JunB, c-Jun, and c-Fos deﬁne a regula-
tory program in the G1 phase of liver regeneration. In regenerating
liver, a physiologically normal model of cell growth, LRF-1, JunB,
c-Jun, and c-Fos among Jun/Fos/LRF-1 family members are induced
posthepatectomy. In liver cells, high levels of c-Fos/c-Jun, c-Fos/
JunB, LRF-1/c-Jun, and LRF-1/JunB complexes are present for
several hours after the G0/G1 transition, and the relative level of
LRF-1/JunB complexes increases during G1.
If fC1;C2; . . . ;Cng is the set of n Metathesaurus concepts that
appear in the text d, and fiðdÞ is the number of times that Ci
appears in it, then the text may be represented by the vector
D ¼ ff1ðdÞ; f2ðdÞ; . . . ; fnðdÞg. Similarly, each individual sentence
may be represented by a concept frequency vector, Sj. A concept
frequency score, CFðSjÞ, may be calculated for each sentence Sj as
the sum of the frequency of all the concepts in the sentence mul-
tiplied by the frequency of those concepts in the whole text. In this
way, the text above is represented by the following vectors:
D ¼ fLRF ¼ 5; c  Jun ¼ 3; c  fos ¼ 3; Liver ¼ 3;Cell
¼ 2;Complexes ¼ 2; Program ¼ 1;Regeneration ¼ 1; growth
¼ 1; LRF  1 ¼ 1; Transition ¼ 1
S1 ¼ fLRF ¼ 1; c  Jun ¼ 1; c  fos ¼ 1; Program ¼ 1; Liver
¼ 1;Regeneration ¼ 1g
S2¼fLRF¼2;c Jun¼1;c fos¼1;Liver¼1;Cell¼1;growth¼1g
Table 4
ROUGE scores for the summaries generated using SNOMED-CT as knowledge source
and different types of relationships. Signiﬁcance is calculated with respect to the CO
relation baseline. The best ROUGE scores achieved are highlighted in bold.
SNOMED-CT
Relations # nodes # edges # clusters R-2 R-SU4
326 L. Plaza / Journal of Biomedical Informatics 52 (2014) 319–328S3 ¼ fLRF ¼ 2; c  Jun ¼ 1; c  fos ¼ 1; Liver ¼ 1;Cell ¼ 1; LRF  1
¼ 1; Transition ¼ 1;Complexes ¼ 2g
The concept frequency scores of the sentences are, respectively,
CFðS1Þ ¼ 16;CFðS2Þ ¼ 22, and CFðS3Þ ¼ 27. The N top scoring sen-
tences are then selected for the summary.CO 116.1 95.2 1 0.235 0.210
SN 116.1 638.1 4.23 0.268⁄ 0.219
MT 116.1 160.4 17.62 0.265⁄ 0.217
CO + MT + SN 116.1 926.2 11.48 0.270⁄ 0.222
MT + SN 116.1 683.7 10.9 0.274⁄ 0.228⁄
⁄ p < 0.05
Table 5
ROUGE scores for the summaries generated using Gene Ontology and SNOMED-CT as
knowledge sources and different types of relationships. Signiﬁcance is calculated with
respect to the CO relation baseline. The best ROUGE scores achieved are highlighted in
bold.
SNOMED-CT + Gene Ontology
Relations # nodes # edges # clusters R-2 R-SU4
CO 126.32 109.40 1 0.247 0.205
SN 126.32 796.56 4.64 0.276⁄ 0.229⁄
MT 126.32 189.92 21.72 0.246 0.204
CO + MT + SN 126.32 1095.88 13.6 0.260 0.221
MT + SN 126.32 844 13.04 0.282⁄ 0.234⁄
⁄ p < 0.054. Results and discussion
The results of our experiments are summarized in Tables 3–7.
We can distinguish two parts in these tables. The ﬁrst part (col-
umns #nodes, #edges, #clusters) shows the different graph
conﬁgurations that arise from varying the knowledge sources
and the relationships used to build the graphs, as well as the
number of clusters (ignoring those having a single element) that
are generated by the clustering algorithm. The second part
(columns R-2, R-SU4) shows the average ROUGE scores for the
summaries generated using the different graphs.
As may be seen from these tables, the choice of the knowledge
sources and relations used to build the graph strongly inﬂuences
its structural properties, as well as the results of the clustering
algorithm, and thus, the quality of the automatic summaries. In
the next subsections, we discuss these results in detail. We ﬁrst
focus on how the selection of the knowledge source and relations
affects the properties of the graph and the output of the clustering
method, and next we focus on the results of the summarization
method.Table 6
ROUGE scores for the summaries generated using Gene Ontology, SNOMED-CT and
HUGO as knowledge sources and different types of relationships. Signiﬁcance is
calculated with respect to the CO relation baseline. The best ROUGE scores achieved
are highlighted in bold.
Gene Ontology + SNOMED-CT + HUGO
Relations # nodes # edges # clusters R-2 R-SU4
CO 134.92 106.44 1 0.254 0.210
SN 134.92 1119.52 8.12 0.291⁄ 0.242⁄
MT 134.92 198.4 22.8 0.268 0.227
CO + MT + SN 134.92 1424.36 11.24 0.286⁄ 0.241⁄
MT + SN 134.92 1191.6 12.56 0.315⁄ 0.260⁄
⁄ p < 0.05
Table 7
ROUGE scores for the summaries generated using all vocabularies available in the
UMLS and different types of relationships. Signiﬁcance is calculated with respect to
the CO relation baseline. The best ROUGE scores achieved are highlighted in bold.
All UMLS sources
Relations # nodes # edges # clusters R-2 R-SU4
CO 162.56 104.4 1 0.245 0.209
SN 162.56 1465.6 5.08 0.277⁄ 0.235⁄
MT 162.56 293.76 23.84 0.259 0.218
CO + MT + SN 162.56 1863.76 13.04 0.282⁄ 0.236⁄
⁄ ⁄4.1. Graph properties and clustering
Tables 3–7 show how the topology of the graphs vary with the
knowledge sources and relations. Concerning the knowledge
sources that are used to build the graphs, it may be seen that using
the Gene Ontology (GO) alone produces very small graphs (30
nodes per graph on average), that do not seem to be enough to cap-
ture the semantic of the documents for the purpose of summariza-
tion (see Table 3). This ﬁnding was expected since, as we can
observe in the abstracts presented in Fig. 2, texts reporting gene
studies usually contain concepts related to clinical procedures,
ﬁndings, diseases, etc., that are not annotated in GO but are fre-
quently relevant enough as to be included in the summary. When
SNOMED-CT is used instead of GO, the vocabulary in the abstracts
is better covered and the size of the graphs signiﬁcantly increases
(116 nodes per graph on average). However, aggregating both
sources or adding new ones does not increase the size of the graphs
signiﬁcantly: when GO and SNOMED-CT are used together (see
Table 5), only  10 nodes are added to the graph; when the HUGO
concepts are included (see Table 6), only 8 new nodes are added;
using all the knowledge sources that are available in the UMLS (see
Table 7) produces graphs of 162 nodes on average, that is, only 38
nodes more than just using SNOMED-CT.Table 3
ROUGE scores for the summaries generated using Gene Ontology as knowledge
source and different types of relationships. Signiﬁcance is calculated with respect to
the CO relation baseline. The best ROUGE scores achieved are highlighted in bold.
Gene Ontology
Relations # nodes # edges # clusters R-2 R-SU4
CO 30.4 0.36 1 0.239 0.205
SN 30.4 119.36 2.32 0.260 0.216
MT 30.4 49.84 5.4 0.264⁄ 0.223⁄
CO + MT + SN 30.4 176.64 4 0.272⁄ 0.226⁄
MT + SN 30.4 132.4 3.76 0.279⁄ 0.230⁄
⁄ p < 0.05.
MT + SN 162.56 1531.64 13.56 0.286 0.239
⁄ p < 0.05Regarding the relationships that are used to link the concepts in
the graphs, it may be seen in Tables 3–7 that using the CO relation
alone produces very sparse graphs, being the average degree cen-
trality of the nodes 0.63 (i.e., the average number of links incident
upon a node). This means that most of the nodes in the graph are
isolated and only a small number of nodes have a few links con-
necting them with other nodes in the graph. Thus, the graph does
not present a community structure and, as a result, the clustering
method does not work properly. In this situation, the clustering
method is usually returning a number of clusters with a single
L. Plaza / Journal of Biomedical Informatics 52 (2014) 319–328 327concept but only one cluster with multiple concepts. A similar
result was found in our previous work [24], where the use of the
UMLS hypernym relation alone showed to produce very discon-
nected graphs and, as a result, the summaries generated got poor
ROUGE scores. In contrast, the use of the SN relation produces
highly connected graphs (6.61 links per node on average). Some-
where in the middle is the MT relation, which produces graphs
with an average degree centrality of 1.56.4.2. Summarization performance
We next discuss the results that concern the generation of auto-
matic summaries. To facilitate understanding of the results, Table 8
shows the ROUGE scores achieved by the best graph conﬁguration
for each combination of knowledge sources. This table also shows
the results of the two baselines methods: LEAD and FREQ.
It may be seen from Table 8 that the best summaries are gener-
ated when the documents are represented as graphs of concepts
from GO, SNOMED-CT and HUGO, and links between concepts are
relations from both the UMLS Metathesaurus and the Semantic
Network. Besides, the summaries produced by this conﬁguration
are signiﬁcantly better (p < 0.05) for both ROUGE metrics than
all other combinations. In contrast, the worst ROUGE scores are
obtained when only SNOMED-CT concepts are represented in the
graph. This seems to indicate that highly specialized concepts from
the genomic domain that are not captured in SNOMED-CT are
important to identify the relevant content from the documents.
Similarly, very poor results are obtained when only GO concepts
are included in the graph, which also suggests that, besides this
highly specialized knowledge, more general medical knowledge
is also needed, which is not covered in GO, which is a highly spe-
cialized and sparse resource.
Therefore, these results indicate that automatic summarization
of gene-related literature beneﬁts from both gene-speciﬁc vocabu-
lary and general biomedical information. However, using all
knowledge sources in the UMLS to build the graph introduces
non-relevant concepts in the graph that negatively affect the sum-
marization process.
Concerning the relations, it is observed that the best combina-
tion of relationships (from the summarization perspective) is that
which attaches concepts from related semantic types in the UMLS
Semantic Network and concepts which are related in the UMLS
Metathesaurus (i.e., SN +MT). This is the best combination of rela-
tions regardless of the knowledge sources that are used to extract
the domain concepts. This combination produces a highly con-
nected graph (average degree centrality = 7,03). Note that even if
the combination of the three relationships produces a more con-
nected graph, the use of the co-occurrence relation seems to link
concepts with low semantic similarity, which decreases the
summarization performance.Table 8
ROUGE scores for the summaries generated using different combinations of knowl-
edge sources and the best set of relationships (MT + SN), as well as those generated by
the two baseline systems. Signiﬁcance is calculated with respect to the ALL UMLS
summarizer.
Summarizer Relations R-2 R-SU4
GO MT + SN 0.279 0.230
SNOMED MT + SN 0.274 0.228
SNOMED + GO MT + SN 0.282 0.234
SNOMED + GO + HUGO MT + SN 0.315⁄ 0.260⁄
ALL UMLS MT + SN 0.286 0.239
FREQ 0.241 0.211
LEAD 0.212 0.201
⁄ p < 0.055. Conclusions and future work
In this work, we have analyzed the inﬂuence of the knowledge
sources and relations used to model biomedical text on the quality
of the automatic summaries. To this aim, we have presented a
graph-based summarization algorithm and evaluated its perfor-
mance on different text representations that consider different
combinations of biomedical knowledge sources and relations from
the UMLS.
Overall, the results presented in this paper suggest that the
selection of the knowledge sources and the relationships to be used
to model the text has a signiﬁcant impact on the summarization
results. In particular, we found that using GO, SNOMED-CT and
HUGO to extract domain concepts allows for signiﬁcantly better
summaries than using all available vocabularies in the UMLS.
Therefore, the knowledge base to be used should be an important
parameter to take into account when developing summarization
systems in the biomedical domain.
Concerning future work, we will apply the main lessons learned
from this work to our research in other bioNLP tasks. In the short
term we plan to evaluate the effect of knowledge source selection
in the automatic classiﬁcation and indexing of MEDLINE citations
[40]. We want to test, for instance, whether indexing of MeSH
terms related to genes and proteins improves when the documents
are represented using specialized resources, such as GO and HUGO,
while indexing of more general terms (such as humans, mice, preg-
nancy, to name a few) are better captured by using more general
resources for knowledge representation (e.g., SNOMED-CT or the
NCI Thesaurus [41]).
We will also apply the results of these experiments to improve
our summarization system, by selecting the GO + SNOMED-
CT + HUGO combination of knowledge sources for building the
document graph, and testing the performance of the summarizer
when the graph-based method is combined with other
summarization techniques that have proved to be of great use
for summarization of biomedical literature, such as sentence
position [39], the similarity with the title [24] and the frequency
of the concepts in the document [39].References
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