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Abstract: Thk paper presents a conjugate gradient method for solving systems of linear inequalities, The method is of 
dual optimization type and consists of two phases which can be implemented in a common framework. Phase 1 either 
finds the minimum-norm solution of the system or detects the inconsistency of the system. In the latter event, the 
method proceeds to Phase 2 in which an approximate least-squares solution to the system is obtained. The method is 
particularly suitable to large scale problems because it preserves the sparsity structure of the problem. Its efficiency is 
shown by computational comparisons with an SOR type method. 
Keywords: Linear inequalities, sparsity, conjugate gradient method, iterative methods. 
1. Introduction 
For many years, constant efforts have been made to develop numerical methods for solving 
systems of linear inequalities. (For recent developments, see [l-4,6,7] and the references cited 
therein.) Among others, iterative methods such as those presented in [l-4,7] are particularly 
useful for large and sparse systems, because of their minimal storage requirement and little 
computational work per iteration. 
The purpose of this paper is to present a conjugate gradient type method for solving a system 
of linear inequalities, which takes full advantage of the sparsity the problem may have. This 
method belongs to a class of methods which may be called the dual optimization approach. In 
this method, we try to find the minimum-norm solution of the system, rather than finding its 
arbitrary solution. Since the former is a quadratic programming problem of a special type, we 
can explicitly formulate its dual problem in which a convex quadratic objective function is 
minimized over the nonnegative orthant. This problem is solved by applying the conjugate 
gradient method extended by Polyak [13] ( see also [12,5]) to deal with variables with simple 
bounds. Under exact arithmetic, the conjugate gradient method can find a solution in a finite 
number of iterations if the (dual) problem actually attains its minimum, that is, if the original 
(primal) system of inequalities is consistent. However, when the primal is inconsistent, the dual 
problem is unbounded. We can guarantee at least theoretically that, whenever this is the case, the 
conjugate gradient method can detect it finitely. Once the system is found to be inconsistent, we 
then proceed to solve another quadratic programming problem of finding an approximate 
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least-squares solution to the system. Since this problem is always feasible, we can again apply the 
conjugate gradient method to the dual problem. 
An interesting feature of this approach is that, although the least-norm problem and the 
(approximate) least-squares problem are of different nature, their dual problems not only contain 
the same number of variables but also have the same problem data except the Hessian matrices 
of the objective functions that merely differ by a scalar multiple of the identity matrix. 
Therefore, both problems can be treated by a common conjugate gradient routine. 
It is worth mentioning that the dual optimization approach for solving systems of linear 
inequalities and related problems such as separable quadratic programming problems has been 
developed mainly in conjunction with Gauss-Seidel or successive overrelaxation (SOR) methods 
[4,8,10,11]. In these methods, the consistency of the system has to be assumed so as to guarantee 
the convergence to a solution [4,8,11], or the dual problem has to be formulated in the space of 
larger dimension in order to deal with possibly inconsistent systems [lo]. In a recent paper [7], 
Iusem and De Pierro present an interesting algorithm which may be viewed as a gradient 
projection method (with a fixed step size) applied to the dual of the norm-minimization problem, 
and prove that generated sequences of primal variables are convergent in both consistent and 
inconsistent cases. Note, however, that generated sequences of dual variables are divergent in the 
inconsistent case. 
In Section 2 we formulate the problem of finding the minimum-norm solution and the 
problem of finding an approximate least-squares solution of a system of linear inequalities in a 
unified manner. In Section 3 we describe the algorithm and discuss its convergence properties. In 
Section 4 we mention practical implementation of the algorithm and report some computational 
results. 
Throughout the paper we shall adopt the following notation. For any index set J c 
(1, L..., m } and any vector z in Iw m, zJ denotes the subvector of z with components zi, i E J. 
For an m x n matrix A, A, denotes the submatrix of A which consists of the rows correspond- 
ing to the index set J. 
2. Minimum-norm and least-squares solutions of linear inequalities 
We consider the problem of finding a vector x in Iw” satisfying the system of linear 
inequalities 
Ax<b, (2.1) 
where A is a given m x n real matrix and b is a given vector in [w”. Associated with the system 
(2.1) is the following quadratic programming problem which seeks the minimum-norm solution 
of (2.1): 
minimize :IIxII” 
(2.2) 
subject to Ax G b, 
where ]] . 11 denotes the Euclidean norm. 
Let z denote a vector of dual variables. Then the Karush-Kuhn-Tucker conditions for 
problem (2.2) are 
x + ATz = 0, 
Ax < b, z > 0, z’( Ax - b) = 0, 
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(see [9]), which may be rewritten as 
AATz + b >, 0, z > 0, z’( AATz + b) = 0, (2.3) 
where T denotes transposition. Also conditions (2.3) are the Karush-Kuhn-Tucker conditions 
for the following dual problem of (2.2): 
minimize 
subject to 
izTAATz + bTz 
z > 0. 
(2.4) 
As is well known in the duality theory [9], if (2.2) has an optimal solution X, then the dual (2.4) 
also has an optimal solution z and these solutions are related by 
x= -ATz. (2.5) 
(Whenever problem (2.2) is feasible, it has an optimal solution which is necessarily unique.) On 
the other hand, by a theorem of the alternatives [9], a necessary and sufficient condition for the 
system (2.1) to be inconsistent is that there exists an m-vector p such that 
ATp=O, bTp<O, p>O. (2.6) 
In the context of the primal-dual pair of quadratic programs, the following interpretation of 
conditions (2.6) may be useful: any p satisfying (2.6) is a feasible direction for problem (2.4) 
along which the objective function value can become arbitrarily small. Thus the existence of such 
p implies the unboundedness of the dual problem (2.4), and the weak duality theorem indicates 
that problem (2.2) is infeasible. 
Now let us turn our attention to the case where the system (2.1) is inconsistent. In such cases it 
would be meaningful to consider the following least-squares problem instead of (2.2): 
minimize iII(Ax-b)+II* overxER”, (2.7) 
where ( .) + denotes the orthogonal projection of a vector onto the nonnegative orthant. Since 
min ([(Ax - b), 11 = min{ IIAx+w--bII IwaO} 
=min{ ]]y]] Iy=Ax+w-b, 1~20) 
=kn( lbll IAx-_vsb), 
we may rewrite (2.7) as 
minimize :IlYll’ 
subject to Ax-y<b. 
Denoting a vector of dual variables by U, the dual problem of (2.8) is stated as 
(2.8) 
minimize 
subject to 
+ 11 u (I 2 + bTu 
ATu = 0, u > 0. 
(2.9) 
Since problem (2.8) is obviously feasible and bounded, the dual (2.9) is also solvable. However, 
there are two demerits in handling the dual problem (2.9). First, the constraints of (2.9) contain 
linear equalities, so they are computationally much more intractable than those of (2.4). Second, 
since optimal solutions of (2.8) and (2.9) are related by 
Y = u, Ax-y<b, u>O, uT(Ax-y-b)=O, (2.10) 
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it is not so straightforward to recover a solution (x, y) of (2.8) from a solution u of (2.9). In 
particular, in order to obtain x, it is necessary in general to solve a system of linear equations 
which results from (2.10) by eliminating y and U. 
One way of avoiding such inconvenience is to regularize problem (2.8) as follows: 
minimize ~(Pllxl12+ IIYII’) 
subject to Ax - y 6 b, 
(2.11) 
where p is a positive constant. This problem always attains its minimum uniquely, and may be 
considered a good approximation to problem (2.8) if p is chosen sufficiently small. The dual of 
problem (2.11) is then stated as 
minimize fuT($AAT+I)u+bTu 
(2.12) 
subject to U > 0. 
Also the optimal solutions of (2.11) and (2.12) are related by 
x= -lATu 
P ’ 
y = u. 
It may be interesting to note that problem (2.12) can also be regarded as an approximation of 
(2.9), because the objective function of (2.12) is just a quadratic penalty function for the equality 
constraints of (2.9). 
In the subsequent discussion, it will be convenient to restate (2.12) as follows by the variable 
transformation u = ~2: 
minimize +tT( AAT + j_d)z + bTz 
subject to z > 0. 
(2.13) 
The optimal solutions (x, y) of problem (2.11) and z of problem (2.13) are related by 
x= -ATz, y=pz. (2.14) 
Notice that problem (2.13) is of the same form as problem (2.4) except the quadratic term of the 
objective function. Moreover the relations between the primal and dual solutions for those 
problems are given by the similar formulas (2.5) and (2.14), respectively. 
To conclude this section, we mention th?t Mangasarian [lo] proposes to handle the possibly 
inconsistent system (2.1) by considering the quadratic program 
minimize e’v + +f( II-d ’ + II Y II ‘) 
subject to Ax - y < b, 
(2.15) 
where 6~0 and e=(l, l,..., l)T. This problem is a quadratic perturbation of the problem of 
minimizing the l-norm feasibility of (2.1), i.e., problem (2.7) with the Euclidean norm being 
replaced by the l-norm. This formulation has an interesting feature that an exact solution of the 
l-norm feasibility problem can be obtained from the solution of (2.15) if c is set small enough. 
Mangasarian proposes a SOR algorithm for solving the dual of problem (2.15): 
minimize +( 11 ATu II ’ + II u + w - e II’) + cbTu 
subject to u 2 0, w>o, 
(2.16) 
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where optimal solutions of (2.15) and (2.16) are related by 
1 X= --A=~ 
rZ ’ y=;(u+w-e). 
Although this approach has the advantage that it works no matter whether (2.1) is consistent or 
not, the dual problem (2.16) contains more variables than problems (2.4) and (2.13). 
3. The conjugate gradient method 
In this section, we describe the conjugate gradient method for solving problems (2.4) and 
(2.13), which uses an active set strategy in constrained optimization. This type of conjugate 
gradient method was first presented by Polyak [13] to solve quadratic programs with simple 
bounds and extended later by O’Leary [12] and Hestenes [5]. In particular, Polyak [13] suggests 
applying this method to solve general quadratic programs by way of their dual problems. 
The algorithm presented here is designed to preserve the sparsity structure of the original 
system, so that it is particularly suitable for large scale problems. 
The algorithm consists of two phases: Phase 1 attempts to find the minimum-norm solution of 
(2.1) by solving (2.4), while Phase 2 aims at obtaining an approximate least-squares solution of 
(2.1) by solving (2.13) whenever the system (2.1) is found to be inconsistent in Phase 1. 
First let us consider Phase 1. Let the objective function of problem (2.4) be denoted by 
F(z) = +z=AA=z + b=z. 
Note that the Hessian AAT of F is positive semidefinite but not necessarily positive definite. In 
what follows, it may be convenient to denote the negative gradient, or the residual, of F at z by 
r = -AATz - b. (3.1) 
Let I be a subset of the index set { 1, 2,. . . , m} and consider the problem 
minimize F(z) 
subject to z,= 0. (3.2) 
Then the Karush-Kuhn-Tucker conditions for (3.2) may be written as 
z,=o, r- = 0, (3.3) 
where J= (1, 2,..., m } - I. Following the terminology of [5], we call the solution z of (3.2) a 
pseudominimum point of (2.4) if it satisfies the constraints z > 0. Clearly there are only finitely 
many pseudominimum points. Also it follows from (2.3), (3.1) and (3.3) that a pseudominimum 
point z with z1 = 0 is an optimal solution of (2.4) if it satisfies 
rIG 0. (3.4 
The algorithm may be viewed as doubly iterative, and the indices 1 and k will be used to 
count the number of outer iterations and the cumulative number of inner iterations, respectively. 
Moreover, { 9”‘) and { zck)} will respectively represent the outer and the inner iterates generated 
by the algorithm. ({ ,$‘)} is introduced only for convenience of later discussions.) For the vector 
z(“) and the index set Jk, we denote the subvector of z(“) with components z!~), i E Jk, simply 
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by 'J . (k) Similar notational convention will be used for other vectors and matrices, whenever there 
is no danger of confusion. 
The Phase 1 procedure to find the minimum-norm solution of the system (2.1) is now 
explicitly stated. 
Phase 1 Procedure. 
Innitialization. Choose z(O) >, 0 arbitrarily, say z(O) = 0. Compute x(O) = -ATz(0) and r(O) = Ax(‘) 
-b, and set I=0 and k=O. 
Step 1. Put z^(‘) = ztk). Let 
Ik = { i ] .z,!~) = 0 and r/k) G 0) 
and Jk= (1, 2,..., m} - Ik. If r-k’ = 0, then terminate (optimal solution). 
Step 2. Set pJk’ = r-k’. 
Step 3. Compute qtk) = ASpjk), sck) = Aqck), tk = p(k)Tr(k) and qk = p(k)T~(k). 
Step 4. If qk = 0, go to Step 9. Otherwise, set (Ye = tk/vk. If zjk) + akpjk) 2 0, go to Step 5. 
Otherwise, go to Step 7. 
Step 5. Set Zjk+l) = Zjk), ty+l) = zj”) + akpjk), X(k+l) = X(k) _ akq(k) and r(k+l) = r(k) _ 
ffkdk! 
Step 6. If rJ (k+l) = 0 then let k = k + 1, I= 1+ 1, and go to Step 1. Otherwise, compute 
3;, = _(ykr(k+WS$k) and Pk = Sk/l,. Set pJk+l) = rJ(k+l) + Pkpjk), Ik+l = 1, and Jk+l = Jk_ Let 
k = k + 1 and go to Step 3. 
Step 7. Calculate 
E,=min 
i 
$lpI*‘<O, iEJk]. 
I 
Set $+I) = #G, Z(k+l) = Zy) + ‘Ykp;k’, x (k+l) = X(k) _ (ykq’W 
Step 8. If r(k+l)J= 0 for all i E Jk - {i 1 zi 
and r(k+l) = +k) _ aksW. 
(k+l)=O},thenlet k=k+l, Z=I+landgotoStep 
1. Otherwise,set Ik+,=IkU{iJ~!k+l)=O} and Jk+l={l,2,...,m}-Ik+l.Let k=k+land 
go to Step 2. 
Siep 9. If pJk’ 2 0, terminate (unbounded solution). Otherwise, calculate 
i 
_z!k) 
Z,=min -$-Ipj*‘<O, iEJk 
I 
and set zjk+l) = Zjk), Z(k+l) = Z$k) 
0} and Jktl = (1, 2,..:, 
+ ~~pjk), x(k+l) = x(k), r(k+l) = r(k), lk+l = 1, u {i 1 Z!k+l) = 
m} - Iktl. Let k = k + 1 and go to Step 2. 
Note that the sequence { zck) } generated by the algorithm is feasible, i.e., zck) 2 0 for all k. 
Also observe that the vectors zck), xck) and rck) are updated in such a way that they satisfy the 
relations 
x = -A=z 3 r=Ax-b= -AATz-6. (3.5) 
This algorithm is essentially an adaptation of the conjugate gradient methods of [5,12,13] and 
for the solution of the quadratic program (2.4). Because the Hessian AAT of the objective 
function is in general only positive semidefinite, extra attention is paid to detect unbounded 
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solutions. Note that the above references get rid of the unboundedness by simply assuming the 
existence of an optimal solution [13] or the positive definiteness of the Hessian [5,12]. Note also 
that the algorithm described above does not require forming the Hessian AAT explicitly, thereby 
preserving the sparsity structure of the problem. 
Now we establish a finite termination property of the algorithm. The proof is a slight 
modification of those given in [5,12,13]. 
Theorem 1. Phase 1 procedure either finds an optimal solution of (2.4) (i.e., the minimum-norm 
solution of (2.1)) or detects the unboundedness of (2.4) (i.e., the inconsistency of (2.1)) in a finite 
number of iterations. 
Proof. For each k, let pj”) = 0. Then, noting that 
vF( z(k))Tp(k) = -r (k)TPtk) = _ ,..Wpjk’ < 0 
and 
sup{ a 1 dk) + apfk) 2 o} > 0 
(3 -6) 
hold for each k, we see that zCk+‘) are obtained by solving the one-dimensional problems 
minimize F( zCk) + apCk)) 
subject to zCk) + apCk) > 0, 
and that the sequence { F( zCk’)} is monotonically decreasing. 
If termination occurs at Step 1, then it follows from (3.3) and (3.4) that the current iterate zCk) 
is an optimal solution of (2.4). On the other hand, if the procedure stops at Step 9, then pi”) = 0 
and qk = 0 imply 
.&lk = (I AJTpSk) )I2 = 1) ATpCk’ [(z = 0, (3.7) 
which in turn yields 
F( zCk) + apCk)) = F( zCk)) + abTpCk) (3.8) 
for all a > 0. However, since r (k) = AX(~) - b, it follows from (3.6) and (3.7) that 
brp’k’ = _ rWrPW) < 0. 
(3.9) 
Therefore, the termination criterion pJk’ > 0 of Step 9 along with (3.8) and (3.9) implies that 
F( zCk) + apck)) becomes arbitrarily small while maintaining the feasibility, as a tends to + cc. 
(Recall that these conditions are necessary and sufficient for the system (2.1) to be inconsistent. 
See (2.6).) 
Now we show that the procedure actually terminates after a finite number of iterations. On 
each outer iteration I, we find a pseudominimum point i(‘+i) of (2.4) at Step 6 or Step 8 in a 
finite number of inner iterations (Steps 2-9) and return to Step 1 to start the next outer iteration, 
unless the whole procedure is terminated at Step 9. This finiteness property may be ascertained 
by observing that, on a single outer iteration, the index sets Zk can be augmented only finitely 
often and, once Zk become constant Zk = I’ say, the iterations of Steps 3-6 are just the conjugate 
gradient method for minimizing F(z) over the subspace { z ( zIf = O}. (Note that the Hessian of 
F(z) restricted to this subspace is positive definite, since vk > 0 for all k within the cycle of 
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Steps 3-6 under consideration.) Therefore, the outer iterates &(‘) thus generated are all pseudo- 
minimum points of (2.4) for la 1. Since there are only finitely many pseudominimum points and 
{ F( z^“‘)} is a strictly decreasing sequence, we may conclude that the procedure terminates for 
some I at Step 1 by finding an optimal solution of (2.4), unless it terminates at Step 9. 0 
Once we find an optimal solution zck) of (2.4), we can i mmediately get the minimum-norm 
solution of the system (2.1) by X(~) (cf. (2.5) and (3.5)). When problem (2.4) is found to be 
unbounded, i.e., system (2.1) is inconsistent, we solve problem (2.13) to obtain an approximate 
least-squares solution of (2.1). 
Because of the similarity between the two problems (2.4) and (2.13), the Phase 1 procedure 
may readily be modified to solve the latter problem. A notable feature of problem (2.13) is that 
the Hessian of the objective function is positive definite, and hence the conjugate gradient 
method so modified can find its optimal solution together with an approximate least-squares 
solution of (2.1) in a finite number of iterations. 
We give below the Phase 2 procedure to find an approximate least-squares solution of (2.1) 
and, for the sake of completeness, state a finite termination theorem without proof. A proof of 
the theorem can be obtained by slightly modifying that of Theorem 1. 
Phase 2 Procedure. 
Initialization. Same as in Phase 1. 
Steps 1 and 2. Same as in Phase 1. 
Step 3. Compute qCk) = ATpjk), sjk) = A,qCk), sjk) = A,qCk’ + ppjk’, tk = p(k)Tr(k) and qk = 
P . (k)TSW 
Step 4. Set (Ye = ck/qk. If zJk) + akpjk) 2 0, go to Step 5. Otherwise, go to Step 7. 
Steps 5-8. Same as in Phase 1. 
(Step 9 is unnecessary in Phase 2, because nk is always positive by virtue of the positive 
definiteness of the Hessian.) 
Theorem 2. Phase 2 procedure finds the optimal solution of (2.13) (i.e., an approximate least- 
squares solution of (2.1)) in a finite number of iterations. 
4. Numerical results 
It is well known that the theoretical finite termination property as established in Theorems 1 
and 2 does not apply in practice because of rounding errors. In particular, during preparatory 
computational testing, it often happened contrary to the theory that, when the system is 
inconsistent, vk calculated in Step 3 of Phase 1 did not become small enough and we fell into an 
infinite cycle of Steps 3-6. Therefore, in practice we should regard a system as inconsistent if the 
cycle of Steps 3-6 lasts some prescribed number of times, e.g., as many times as twice the 
number of rows of matrix A. 
In Steps 1, 6 and 8 of the algorithm (both Phase 1 and Phase 2) a subvector rJ of r should be 
checked if it is a zero vector or not. In practice, r, should be considered zero if it satisfies the 
inequality 
II r, II m 6 c II b II 7 (4.1) 
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Table 1 
Comparison of the conjugate gradient (CG) algorithm and the SOR algorithm for consistent systems 
Problem Problem size 
(# rows, #columns) 
Algorithm Number of iterations * to attain 
various levels of accuracy 
c =10-2 c=10-4 e =10-6 c =10-8 
(lW75) 
(1WlW 
(lW2W 
(200,150) 
(2@3,2@3) 
(200,300) 
(300,250) 
(3W3W 
(300,450) 
CG 105 123 139 158 
SOR 43 84 125 167 
CG 49 62 77 92 
SOR 27 51 75 100 
CG 22 33 42 54 
SOR 8 16 25 33 
CG 113 252 285 312 
SOR 36 113 217 317 
CG 93 122 143 159 
SOR 33 70 107 145 
CG 44 65 77 91 
SOR 14 24 36 48 
CG 145 182 203 223 
SOR 26 52 80 108 
CG 201 244 275 296 
SOR 120 249 381 512 
CG 83 107 122 135 
SOR 17 30 44 57 
* For the conjugate gradient (CG) algorithm, “Number of iterations” stands for the number of times Step 3 is 
executed. 
where f is a sufficiently small positive number. We shall call a solution that satisfies condition 
(4.1) at Step 2 an approximate solution of (2.1) with accuracy e. We have found that, even when 
we want to get a very accurate approximate solution, it is not effective to set 6 so small from the 
very start of the procedure. Alternatively, the following strategy is recommended: initially let 
E = 0.01, say, and find an approximate solution with accuracy e. Then, reduce the value of E, e.g., 
E := 0.01 E, and resume the procedure to find an approximate solution with accuracy 6. By 
repeating this process, we obtain a sequence of approximate solutions with increasing accuracy. 
Computational experience has shown that this strategy is more effective than using a very small c 
throughout. 
We have implemented the conjugate gradient algorithm with the above mentioned modifica- 
tions. The value of parameter Al. used in the Phase 2 problem (2.13) was set equal to 0.1. Tables 1 
and 2 summarize the results for seventeen test problems, among which Problems l-9 are 
consistent and Problems lo-17 are inconsistent. The test problems are quite sparse, since each 
row ai of matrix A is assumed to have at most three nonzero entries, except for Problems 7-9 in 
which each row contains at most five nonzero entries. Nonzero elements of A and all elements of 
b were randomly generated from the intervals [ - 10, lo] and [ - 30, 301, respectively, and then 
each inequality U:X G bi was normalized by dividing both sides by ]I ai I]. Note that this 
normalization corresponds to the preconditioning of AAT by its diagonal part. 
As a performance measure of the conjugate gradient algorithm, we adopt the number of times 
Step 3 of the procedure is executed to attain various levels of relative accuracy defined by (4.1). 
338 M. Fukushima / Algorithm for sparse linear inequalities 
Table 2 
Results of the conjugate gradient (CG) algorithm for inconsistent systems 
Problem Problem size Number of iterations * 
(#rows, Phase 1 Phase 2 * * 
#columns) - 
c =10-2 e =10-4 c=10K6 c =1o-s 
10 (100,30) 385 476 (91) 488 (103) 
11 (100,40) 315 394 (79) 417 (102) 
12 (100,50) 746 838 (92) 861(115) 
13 (100,60) 1158 1256 (98) 1269 (111) 
14 (100,70) 312 363 (51) 381 (69) 
15 (200,100) 659 749 (90) 769 (110) 
16 (300,150) 1165 1256 (91) 1283 (118) 
17 (400,200) 1216 1341 (125) 1367 (151) 
* “Number of iterations” stands for the number of times Step 3 is executed. 
** Parenthesized numbers indicate the number of iterations within Phase 2. 
502 (117) 
430 (115) 
875 (129) 
1283 (125) 
391 (79) 
782 (123) 
1298 (133) 
1382 (166) 
515 (130) 
445 (130) 
887 (141) 
1296 (138) 
402 (90) 
796 (137) 
1314 (149) 
1399 (183) 
This is reasonable because Step 3 contains matrix-vector multiplications and hence shares the 
major portion of the computation, Table 1 also contains results of applying the sparsity-preserv- 
ing SOR algorithm due to Mangasarian [ll] to the consistent systems, i.e., Problems 1-9. 
Performance of the SOR algorithm is measured by the number of iterations. Note that one 
iteration of the SOR algorithm requires roughly the same amount of computation as Step 3 of 
the conjugate gradient algorithm, though the latter algorithm needs some additional work. 
As shown in Table 1, performance of the conjugate gradient algorithm improves as the 
number of inequalities in system (2.1) increases relative to the number of variables. In the latter 
case the dual problem (2.4) usually tends to be singular, and an extreme is the inconsistent case 
which cannot be detected by the SOR algorithm. As shown in Table 2, it is not easy even for the 
conjugate gradient algorithm to detect the inconsistency of the system. Once the inconsistency is 
detected, however, Phase 2 can readily find an approximate least-squares solution of the 
inequalities. 
5. Concluding remarks 
We have presented a dual approach to solving a system of inequalities, which enables us to 
deal with both consistent cases and inconsistent cases in a unified manner. We have shown by 
numerical comparisons with the SOR algorithm that this approach is attractive when a system 
has a relatively large number of inequalities. 
Finally we mention that the algorithm described in Section 3 can easily be modified to solve a 
quadratic programming problem in which the Hessian matrix of the objective function is positive 
definite and diagonal. 
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