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Abstract
Random minimaxing, introduced by Beal and Smith [ICCA J. 17 (1994) 3–9], is the process of
using a random static evaluation function for scoring the leaf nodes of a full width game tree and
then computing the best move using the standard minimax procedure. The experiments carried out
by Beal and Smith, using random minimaxing in Chess, showed that the strength of play increases
as the depth of the lookahead is increased. We investigate random minimaxing from a combinatorial
point of view in an attempt to gain a better understanding of the utility of the minimax procedure and
a theoretical justification for the results of Beal and Smith’s experiments. The concept of domination
is central to our theory. Intuitively, one move by white dominates another move when choosing the
former move would give less choice for black when it is black’s turn to move, and subsequently
more choice for white when it is white’s turn to move. We view domination as a measure of
mobility and show that when one move dominates another then its probability of being chosen is
higher.
We then investigate when the probability of a “good” move relative to the probability of a “bad”
move increases with the depth of search. We show that there exist situations when increased depth
of search is “beneficial” but that this is not always the case. Under the assumption that each move
is either “good” or “bad”, we are able to state sufficient conditions to ensure that increasing the
depth of search increases the strength of play of random minimaxing. If the semantics of the game
under consideration match these assumptions then it is fair to say that random minimaxing appears to
follow a reasonably “intelligent” strategy. In practice domination does not always occur, so it remains
an open problem to find a more general measure of mobility in the absence of domination.  2001
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1. Introduction
The minimax procedure is a fundamental search algorithm for deciding the next move to
play in two-player zero-sum perfect information games between white and black [11,16,
24]; Chess, Checkers, Othello and Go are examples of such games. In order to utilise the
minimax procedure, a full-width δ-ply game tree (with δ  1) is constructed, where nodes
represent game positions and arcs represent legal moves from one position to another; we
assume that the root node represents the current position and it is white’s turn to move
next, i.e., a white position. The minimax procedure is equipped with a static evaluation
function [6], which computes a score for each leaf node of the constructed δ-ply game
tree.
In order to evaluate the returned minimax score of the tree, the scores of the leaf nodes
are backed up to the root in such a way that white maximises over the scores of its children
and black minimises over the scores of its children. As we have described it, the minimax
strategy is a heuristic, since a δ-ply game tree usually only contains a small fragment of
the whole game, and thus the score returned by the minimax procedure is only an estimate
of the true game-theoretic score of the root position. The underlying assumption of the
minimax procedure is that both white and black optimise their choice of move.
Obviously, if the score of a position returned by the static evaluation function is not
a good estimate of the strength of the position then the minimax procedure will not, in
general, choose good moves. On the other hand, if the static evaluation function returns
the true score of a position then only the first ply of the game tree need be examined. In
practice the static evaluation function is a heuristic, and thus there ought to be a correlation
between the quality of the evaluation function and the quality of the score returned by the
minimax procedure. Evidence supporting this conjecture was exhibited in [4], where the
minimax procedure was compared with an alternative search procedure called the product
rule. It was shown that the minimax procedure tended to perform better than the product
rule when the probability of the static evaluation function returning an erroneous score was
small and worse than the product rule otherwise.
In order to measure the utility of the minimax procedure, we use a random static
evaluation function that returns a natural number uniformly distributed between 1 and α
inclusive [7]. This variation of the minimax procedure, called random minimaxing, was
introduced in [3]. In this way we can decouple the effectiveness of the minimax procedure
from the accuracy of the static evaluation function. The experiments carried out by Beal
and Smith [3], using random minimaxing in Chess, produced the interesting result that the
strength of play increases as the depth of the lookahead is increased. Herein we investigate
random minimaxing from a combinatorial point of view in an attempt to gain a better
understanding of the utility of the minimax procedure and a theoretical justification for the
results of Beal and Smith’s experiments.
A preliminary analysis of random minimaxing was carried out in [15]. Therein we
showed that when δ = 1 the probabilities of choosing each of the moves are the same,
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but when δ > 1 then, in general, these probabilities are different; i.e., when δ > 1 random
minimaxing does not correspond to sampling from a uniform distribution. In [15] it
was shown that, for 2-ply game trees, moves which reach nodes representing positions
which have fewer children are more likely to be chosen. As a corollary of this result,
we showed that in Chess (and other combinatorial games that satisfy the following
assumption) random minimaxing with respect to 2-ply game trees is “stronger” than
random minimaxing with respect to 1-ply game trees, under the assumption that the more a
move made by white restricts black’s choice of moves (i.e., black’s mobility) the better that
move is. We also suggested that, when δ > 2, the above assumption should be extended so
that, in addition, the less a move restricts white’s subsequent choice of moves the better
that move is; we call this extended assumption the mobility assumption. We observe that
the mobility assumption is reasonable for many combinatorial games besides Chess such
as, for example, Othello—for which restricting the opponent’s choice of moves and giving
oneself more choice is a well-known middle game strategy [14].
In this paper we further investigate random minimaxing for any depth of lookahead
δ  1. We make the simplifying assumption that, when considering a move, each of the
subgame trees rooted at nodes representing the result of choosing a move are approximated
by level-regular subgame trees. A subgame tree is level-regular if all nodes at the same
level have the same number of children. (For example, in practice Go is approximately
level-regular.)
The concept of domination plays a central role in the theory of random minimaxing.
If n is the node representing the position of the game after a possible move is made
by white, then prob(n) is defined to be the probability that random minimaxing on a
δ-ply game tree will choose this move. Suppose we are given two nodes n1 and n2
representing the positions resulting from a choice of two possible moves. Informally, we
say that n1 dominates n2 if, by white moving to n1, in all subsequent moves black will
have no more moves to choose from than if white had originally moved to n2; similarly,
in all subsequent moves white will have at least as many moves to choose from as he
would have had if he had originally moved to n2. We show that if n1 dominates n2 then
prob(n1) prob(n2). That is, domination is a sufficient condition for the probability of one
node to be greater than that of another; furthermore, prob(n1) > prob(n2) if domination is
strict (see Section 6). We call this result the domination theorem.
Thus, if the mobility assumption holds for the game under consideration, the domina-
tion theorem explains why random minimaxing is likely to choose “good” moves. Un-
fortunately, domination alone is not sufficient for deeper search to be “beneficial” (i.e.,
to increase the strength of play). Firstly, although domination is a sufficient condition for
prob(n1) prob(n2) to hold, it is not a necessary condition: finding necessary and suffi-
cient conditions remains an open problem. Furthermore, although n1 may dominate n2 in
a δ-ply game tree, n1 may not dominate n2 after increasing the depth of search to a δ′-ply
game tree, for some δ′ > δ. We sidestep this problem by assuming that the set of moves can
be partitioned into “good” moves, which lead to advantageous game positions, and “bad”
moves, which lead to game positions which are not advantageous. If, for the game under
consideration, random minimaxing can discriminate between “good” and “bad” moves,
then it is reasonable to make the assumption that, for large enough δ, the probability of a
“good” move is above average and the probability of a “bad” move is below average. Thus
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the first part of the strong mobility assumption states that every move is either “good” or
“bad”.
Secondly, even if n1 is a “good” move and n2 is a “bad” move, it may be the case that
with a deeper search the probability of n1 may actually decrease relative to that of n2.
In this case, due to the horizon effect [10], it may appear that increased lookahead is
not “beneficial”. However, further increasing the depth of lookahead would reveal that
prob(n1) subsequently increases relative to prob(n2). Accordingly, the initial decrease in
the ratio of the probabilities may have been due to a limited horizon, i.e., the ratio of
the probabilities may not be changing monotonically as δ increases. We circumvent this
problem by adding a second part to the strong mobility assumption. This states that, at
deeper levels of the game tree, white’s subsequent number of choices for “good” moves
relative to white’s subsequent number of choices for “bad” moves is above some threshold
value and, correspondingly, black’s subsequent number of choices for “bad” moves relative
to black’s subsequent number of choices for “good” moves is above some other threshold
value. (Recall that we have assumed that the move is chosen by white, so whether a
move is “good” or “bad” is from white’s point of view.) It is then possible to show
that the probability of n1 relative to that of n2 will increase with the depth of search,
provided that the depth of lookahead is increased by at least two ply and that α is large
enough.
In this case, when the strong mobility assumption holds for the game under considera-
tion, increased lookahead is “beneficial”, so random minimaxing is an effective strategy.
We observe that increased lookahead seems to be beneficial in practice for many combi-
natorial games, such as Chess, Checkers, Othello and Go (see [22]). Although, for most
combinatorial games, these assumptions will not be satisfied for all subgame trees, for
many games they seem to be a reasonable approximation. (Recall that in our model we
have assumed that evaluation functions are random, whereas in practice they are very so-
phisticated.) The domination theorem identifies a structural property of minimaxing; but,
in order to take advantage of this for some particular game, we have to make appropriate
semantic assumptions such as those above.
In Section 2, we review related work on the benefits of minimaxing. In Section 3, we
introduce the minimax procedure and random minimaxing. In Section 4, we give the
enumeration equations which are needed in order to obtain the results in the remaining
sections. In Section 5, we define the probability that a given move be chosen as a
result of random minimaxing, and we investigate how the probabilities of the positions
resulting from choosing different moves are related. In Section 6, we define the concept of
domination and prove the domination theorem, the main result of the paper. In Section 7,
we investigate the effect of increased lookahead and present sufficient conditions for
the probability of “good” moves to increase relative to the probability of “bad” moves.
From these we obtain sufficient conditions for deeper search to be “beneficial”. In
Section 8, we conclude by discussing the practical relevance of our results. Finally, in
Appendix A, we derive some monotonicity properties of certain functions related to the
propagation function which is induced by random minimaxing; these results are used in
Section 6.
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2. Related work
Nau [18] investigated the probability of the last player winning when leaf nodes take
one of the two values, win or loss. In his game tree model Nau assumes that the branching
factor of a δ-ply game tree is uniform, say b, and that leaf node values are independent
and identically distributed. In [18] it is shown that, under this model, if wb is the unique
solution in [0,1] of the equation
(1− x)b = x
and the probability of a leaf node being a win is greater than wb , then the probability of
the last player having a forced win tends to one as δ tends to infinity. Since wb decreases
strictly monotonically with b (w2 < 0.382), in most cases the last player appears to be
winning.
Our goal is to evaluate the probability of a move, which is defined as the proportion
of times this move is on the principal variation when backing up is done according to
the minimax rule. Therefore, assuming the evaluation function is random and the players
are using the minimax rule, the probability of a move is the expected proportion of times
this move will be chosen in actual play. We call such a scenario random minimaxing.
Thus in our model a uniform branching factor is uninteresting since in this case it is
evident that all moves have the same probability. In this sense our model generalises Nau’s
model to game trees where the branching factors of different moves may be different.
This corresponds more closely to the situation in real games. Ultimately we would like to
determine when a move of higher probability corresponds to a “better” move. This would
provide a theoretical justification for the results of Beal and Smith’s experiments [3], which
show that a player using random minimaxing is stronger than a player choosing random
moves uniformly from the available selection of moves. Our results indicate that, under
the mobility assumption stated in the introduction, random minimaxing corresponds to
increasing the first player’s mobility whilst restricting the second player’s mobility.
In [19,21] (cf. [1]), it was shown that the behaviour of the minimax procedure is
almost always “pathological” for the uniform game tree model when the errors made by
the evaluation function are independent, identically distributed and above a certain low
threshold. The term pathological means that, as the depth of lookahead increases, the
probability that a move chosen by the minimax procedure is correct tends to the probability
that a randomly chosen move is correct. We conjecture that one of the reasons for the
observed pathology is the assumption that the game trees are uniform (for a discussion on
some of the causes of pathology for uniform game trees see the analyses in [12,19,21]). The
results in [17] support this conjecture; it was shown there that, under similar assumptions
to those made in [19,21], nonuniform game trees are not pathological when the number of
children of a node is geometrically distributed.
Schrüfer [23] uses a model similar to that of Nau, i.e., game trees have a uniform
branching factor b. However, out of the b possible moves, the number of winning movesm,
instead of being constant, is taken to be a random variable M . In addition, the errors
attached to the heuristic values returned by the evaluation function are modelled by two
different probabilities: the probability of assigning a leaf value a win when it is a loss and
the probability of assigning a leaf value a loss when it is a win. (In [19] these two types
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of error have the same distribution.) Schrüfer is interested in determining when the errors
decrease with increased depth of search; in this case the game tree is called deepening-
positive. The main result in [23] is that the game tree is deepening-positive if the probability
that M = 1 is less than 1/b. That is, the errors will decrease with deeper search if the
probability of having only a single “good” candidate move is small enough.
The focus of our interest is different from that of Schrüfer. As stated above, the uniform
branching factor model is uninteresting in our case when considering the probability of
choosing between different moves. Moreover, we consider a range of possible values
between 1 and α rather than just two values. We are not investigating the reliability of
the minimax evaluation as does Schrüfer, but rather how the choice of move made is
determined by the non-uniform structure of the game tree.
Baum and Smith [2] claim an improvement to the minimax algorithm by backing up
probability distributions rather than single heuristic values (see also [20]). The backing
up of these distributions is done via the product rule and the final choice of move is the
one with the highest expected value. Baum and Smith concentrate on the algorithmics
necessary to make their approach workable and do not investigate how properties of the
game tree affect the choice of move. They also provide experimental evidence that their
algorithm is often competitive with standard minimax implementations. In this sense their
work is orthogonal to ours, since we are interested in understanding why minimax works
and do not address the algorithmic issues.
Our work is closely related to the work of Hartmann [9], who attempted to understand
the notion of mobility in Chess and its correlation with the probability of winning.
(Hartmann’s approach builds on the seminal work of Slater [25] and de Groot [5].)
Hartmann’s comprehensive analysis essentially showed a strong correlation between a
player’s number of degrees of freedom, i.e., choices per move, and the proportion of
games they had won. Our results are compatible with Hartmann’s since we show that
minimax favours moves which lead to a consistent advantage in terms of the degrees of
freedom a player has in subsequent moves. Hartmann’s conclusions, as well as those of
his predecessors, were based on summaries of individual moves and did not directly test
how strong the correlation is between winning and maintaining a high mobility for several
consecutive moves. We can only conjecture that this correlation is strong; the domination
theorem essentially implies that this is a sufficient condition for maintaining an advantage.
3. Random minimaxing
We assume that the reader is familiar with the basic minimax procedure [11]. However,
we recall some of the definitions given in [15] which will be relevant to this paper. A game
tree T is a special kind of tree, whose nodes represent game positions and arcs represent
legal moves from one position to another; the root node represents the current position.
In general, we will not distinguish between the nodes and the positions they represent nor
between the arcs and the moves they represent. Furthermore, when no confusion arises, we
will refer to the position arrived at as a result of making a move as the move itself. We are
assuming a two-player zero-sum perfect information game between the first player, called
white, and the second player, called black, where the game has three possible outcomes:
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win for white (i.e., loss for black), loss for white (i.e., win for black), or draw (see [8] for
a precise definition of a game).
The level of a node n in T is defined recursively as follows: if n is the root node of T then
its level is zero, otherwise the level of n is one plus the level of its parent node. Nodes of T
which are at even levels are called max-nodes and nodes of T which are at odd levels are
called min-nodes. At a max-node it is white’s turn to move and at a min-node it is black’s
turn to move. We assume that T is a δ-ply game tree, with δ  1, where the number of ply
in T is one less than the number of levels of T. Non-leaf nodes of a game tree are called
internal nodes. A game tree satisfying the condition that each internal node has an arc for
each possible legal move from the position represented by that node is called a full-width
game tree. We will assume that all game trees are full-width game trees.
Given a game tree T and a node n in T, we define the following:
(1) par(n) is the parent node of n.
(2) ch(n) is the set of child nodes of n; if n is a leaf node then ch(n)= ∅. We denote the
cardinality of this set, i.e., |ch(n)|, by χ(n).
(3) sib(n) = ch(par(n))− {n}, i.e., the set of sibling nodes of n.
(4) root(T) is the single root node of T.
(5) leaves(T) is the set of leaf nodes of T.
(6) moves(T) = ch(root(T)), i.e., the set of nodes representing the possible positions
arrived at after white makes a single move.
(7) T[n] is the subgame tree of T rooted at a node n in T; if n = root(T), then
T[n] = T. The number of leaf nodes of T[n], i.e., |leaves(T[n])|, is denoted by
#T[n]; for convenience, #T[par(n)] will be denoted by N(n); thus, if n ∈moves(T),
N(n) = #T.
We let minimax(T, δ, score, α) denote a procedure which returns the leaf node of the
principal variation [11] chosen by minimaxing, where T is the δ-ply game tree whose
root represents the current position, score is a static evaluation function, and α is a natural
number representing the maximum possible score. The principal variation is the path from
the root to the leaf node returned by minimax(T, δ, score, α). We assume that the scoring
of leaf nodes is computed by the function score, which returns a natural number between 1
and α inclusive. For the purpose of scoring we assume that all leaf nodes are distinct,
although in practice two distinct leaf nodes may represent the same position (for example,
through a transposition of moves [16]).
In general, it is possible that there is more than one principal variation, in which case
the minimax procedure returns the set of leaf nodes of all the principal variations. This
does not cause us any problems, since we will only be interested in knowing whether a
particular leaf node, say n0, is returned by the minimax procedure or not.
The score assigned to an internal node n of T during the evaluation of minimax(T,
δ, score, α) is called the backed up score of n and is denoted by sc(n); so when n is a
leaf node sc(n)= score(n). The backed up score of a subgame tree T[n] is sc(n), the score
of its root n.
For random minimaxing we assume the availability of a probabilistic function random(α)
that returns a natural number uniformly distributed between 1 and α inclusive; random(α)
corresponds to rolling an unbiased α-sided dice. We will use the function random(α) as a
static evaluation function for scoring the leaf nodes of a game tree.
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For given δ, score and α, the procedure minimax(T, δ, score, α) defines a strategy
for playing a particular combinatorial game. We call such a strategy the game playing
automaton defined by minimax(T, δ, score, α). We will denote the (stochastic) game
playing automaton defined by minimax(T, δ, random, α) by A(δ,α) (or simply Aδ when
α is understood from context), where T is determined by the current position and δ, and
where α is fixed. We will refer to the evaluation of minimax(T, δ, random, α) by Aδ as
random minimaxing.
We are interested in investigating the probability that Aδ1 wins against Aδ2 , i.e., that
Aδ1 is a stronger player than Aδ2 , where δ1  δ2, under the assumption that it is decided
randomly which player will start. We denote this probability by win(δ1, δ2), where here we
discount drawn games. Obviously, win(δ, δ) = 1/2, so we will assume from now on that
δ1 > δ2.
We will also assume that leaf nodes which represent terminal positions, i.e., positions
which are won, lost or drawn for the player to move, are also evaluated randomly. We
make the following modification to a δ-ply game tree T which has a leaf node representing
a terminal position at a level δ0 < δ. We extend T by adding nodes representing dummy
positions and arcs representing dummy moves in such a way that all the leaf nodes are
at level δ; T is extended in such a way that every internal node representing a terminal
or dummy position has exactly one child. We call such an extension a canonical δ-level
extension of T and assume from now on that all δ-ply game trees are canonically δ-level
extended.
The motivation for evaluating terminal nodes randomly is to avoid giving an unfair
advantage to Aδ1 simply because a terminal position has been reached and the outcome
of the game may be recognized. Our approach to evaluating terminal positions is different
from that taken in [3]; there, terminal positions are recognized and evaluated as a win, loss
or draw according to the rules of the game. In order not to give an unfair advantage to Aδ1 ,
they augment Aδ2 with the additional capability of recognizing terminal positions up to
level δ1.
We recall from the introduction that a subgame tree is level-regular if all nodes at the
same level have the same number of children. At any stage, when considering the possible
moves to be chosen from moves(T), we make the simplifying assumption that for all nodes
n ∈ moves(T) the subgame trees T[n] are level-regular. This level-regularity assumption
makes the ensuing analysis more tractable. It is more general than assuming that game
trees are uniform (i.e., that the number of children of each node is constant) [11], and also
more realistic since it distinguishes between the number of choices for the two players. It
is our view that level-regularity is a reasonable approximation for game trees: level-regular
trees can be viewed as the result of averaging out the number of children per node for
internal nodes on a given level.
4. Enumeration equations
We now give equations for enumerations which are needed in order to obtain the results
in the remaining sections. We assume from now on that n = root(T) is a node in δ-ply
game tree T; we often write nˆ to indicate that n is a max-node or n¯ to indicate that n is a
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min-node. For a given node n which is not a leaf of T, we assume that n′ ∈ ch(n), and we
also let m= χ(nˆ) or q = χ(n¯), as appropriate. We also assume that i is a natural number
between 1 and α inclusive; i denotes a possible score of any of the leaf nodes returned by
the minimax procedure.
We let EQ(n, i) be the total number of possible subgame trees T[n] such that sc(n)= i ,
i.e., the number of assignments of scores to the leaf nodes of T[n] such that sc(n) = i .
We shall also use counting functions LE(n, i),LT(n, i),GE(n, i) and GT(n, i) with the
obvious meanings.
We define LE(n, i) and LT(n, i) as follows:
LE(n, i)=
i∑
j=1
EQ(n, j), LT(n, i)= LE(n, i − 1).
Thus,
EQ(n, i)= LE(n, i)− LE(n, i − 1)= LT(n, i + 1)− LT(n, i). (1)
The next lemma follows from (1) and the fact that LE(n,0)= 0.
Lemma 4.1. EQ(n, i)= LE(n, i)= LT(n, i + 1) if and only if i = 1.
We further define GE(n, i) and GT(n, i) as follows:
GE(n, i)=
α∑
j=i
EQ(n, j), GT(n, i)=GE(n, i + 1).
Thus,
EQ(n, i)=GE(n, i)−GE(n, i + 1)=GT(n, i − 1)−GT(n, i). (2)
The next lemma follows from (2) and the fact that GT(n,α)= 0.
Lemma 4.2. EQ(n, i)=GE(n, i)=GT(n, i − 1) if and only if i = α.
From the semantics of min and max, we obtain the following equations when n is a
non-leaf node.
LE(nˆ, i) = LE(n¯′, i)m, (3)
GT(n¯, i) = GT(nˆ′, i)q . (4)
The following equations are derived from Eqs. (3) and (4) on using Eqs. (1) and (2),
respectively
EQ(nˆ, i) = LE(n¯′, i)m − LE(n¯′, i − 1)m,
EQ(n¯, i) = GT(nˆ′, i − 1)q −GT(nˆ′, i)q .
When n is a leaf node EQ(n, i)= 1 and thus
LE(n¯, i)= i, GT(nˆ, i)= α − i.
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The next lemma is immediate since α#T[n] is the total number of possible subgame trees
rooted at n.
Lemma 4.3. For all nodes n in T and all i , 0 i  α,
α#T[n] = LE(n, i)+GT(n, i),
in particular,
α#T[n] = LE(n,α)=GT(n,0).
The next two lemmas now follow from Lemma 4.3 on using Eqs. (3) and (4),
respectively.
Lemma 4.4. If n is a non-leaf min-node then, for all i , 0 i  α,
LE(n¯, i)=GT(nˆ′,0)q −GT(nˆ′, i)q .
Lemma 4.5. If n is a non-leaf max-node then, for all i , 0 i  α,
GT(nˆ, i)= LE(n¯′, α)m − LE(n¯′, i)m.
In a similar fashion to the correspondence between Lemmas 4.4 and 4.5, we observe that
any formula given for min-nodes has a corresponding dual in terms of max-nodes.
5. The probability of a node under random minimaxing
We formalise the definition of prob(n) given in the introduction and extend it to apply
to all nodes n in T. We view prob(n) as the proportion of assignments of scores to the leaf
nodes of T[par(n)] such that n is on a principal variation of T[par(n)]. Using this definition
of prob(n), we obtain a sufficient condition for prob(n1) to be greater than prob(n2) for
two nodes n1, n2 ∈moves(T). We also obtain an expression which allows us to recursively
determine whether prob(n1) > prob(n2).
Let #[n](i) denote the number of distinct assignments of scores to the leaf nodes of
T[par(n)] such that sc(par(n)) = sc(n)= i , i.e., such that n is on a principal variation of
T[par(n)] and sc(n)= i . Now let
#[n] =
α∑
i=1
#[n](i).
Recalling that N(n) denotes #T[par(n)], so αN(n) is the total number of assignments of
scores to the leaf nodes of T[par(n)], we define prob(n) the probability of a node n in T as
follows:
prob(n)=
α∑
i=1
#[n](i)
αN
= #[n]
αN
,
where for simplicity we write N for N(n).
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Essentially, prob(n) is the conditional probability that n is on a principal variation of T
given that par(n) is on a principal variation. We note that the sum of prob(n∗) for all
n∗ ∈ ch(par(n)) is greater than or equal to one. However, it is important to observe that
this sum may be strictly greater than one, since the events that two n∗’s are on (distinct)
principal variations are not mutually exclusive [7]. For example, if by chance all the leaf
nodes are assigned the same score, then minimax(T, δ, random, α) returns all of the leaf
nodes.
We say that α is large when α is large in comparison to N2. Now, assuming that α is
large, it follows that the probability of two leaf nodes being assigned the same value is
small. The probability that an assignment of scores to the leaf nodes of T[par(n)] assigns
different values to distinct leaf nodes is given by
α!
αN(α −N)! .
This probability gets closer to 1 as α increases—this follows on using Stirling’s
approximation [13] when, after some manipulation, we obtain
α!
αN(α −N)! ≈ e
−N
(
1− N
α
)−α+N−1/2
≈ e−N2/2α. (5)
We observe that, when α is large, the exponent of e in (5) is close to zero and thus the
probability that all leaf nodes are assigned different values is close to one. Therefore, if α
is large, the sum of prob(n∗) for all n∗ ∈ ch(par(n)) is close to one.
The following lemma gives a constructive way of computing #[n](i) when n is a min-
node.
Lemma 5.1. For all i , 1 i  α,
#[n¯](i) = EQ(n¯, i)
∏
n¯∗∈sib(n¯)
LE(n¯∗, i).
The next lemma is immediate from Lemma 5.1 if, when comparing the probabilities of
two nodes n¯1, n¯2 ∈moves(T), we divide #[n¯j ](i), for j = 1 and 2, by∏
n¯∗∈moves(T)
LE(n¯∗, i).
Lemma 5.2. If n¯1, n¯2 ∈moves(T) and
EQ(n¯1, i)
LE(n¯1, i)
 EQ(n¯2, i)
LE(n¯2, i)
(6)
for all i ∈ {1,2, . . . , α}, then prob(n¯1) prob(n¯2). This inequality is strict if inequality (6)
is strict for some i .
The converse of Lemma 5.2 is shown to be false by the following counterexample.
Let T be a 3-ply game tree having two moves a and b, with χ(a) = 2, χ(b) = 1,
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χ(a′) = 3 for a′ ∈ ch(a), and χ(b′) = 2 for b′ ∈ ch(b). For α = 3, it can be verified that
prob(a) < prob(b), but (6) does not hold for i = 2 (see Example 2 in Section 6).
We note that the definition of prob(n) and Lemmas 5.1 and 5.2 do not depend on the
level-regularity assumption.
For the rest of this section, let n0 be a node in moves(T), let n be a node in T[n0] and let
k be the level of n in T. (We recall that if n is a min-node then k is odd and if n is a max-
node then k is even.) Since by assumption T[n0] is level regular, χ(n) depends only on k,
for a given n0. Thus we are able to write Ek(i) for EQ(n, i), Lk(i) for LE(n, i) and Gk(i)
for GT(n, i). When n is not a leaf node we assume that n′ ∈ ch(n), and let mk = χ(nˆ) or
qk = χ(n¯).
The next lemma follows from Lemmas 4.4 and 4.5.
Lemma 5.3. The following equations hold for all i,0 i  α,
(i) for odd k < δ− 1, Lk(i)= Lk+2(α)mk+1qk − (Lk+2(α)mk+1 −Lk+2(i)mk+1)qk ,
(ii) for even k < δ− 1, Gk(i)=Gk+2(0)qk+1mk − (Gk+2(0)qk+1 −Gk+2(i)qk+1)mk .
Suppose that k is odd. Let m and q be abbreviations for mk+1 and qk , respectively, and
let lik(n¯) = Lk(i)/Lk(α); we abbreviate lik(n¯) to lik whenever n¯ is evident from context.
Then lik is strictly increasing in i for 0  i  α, since Lk(i) is strictly increasing. Using
Lemma 5.3(i), we obtain the following recurrence for lik :
lik = 1−
(Lk+2(α)m −Lk+2(i)m)q
Lk+2(α)mq
= 1− (1− (lik+2)m)q . (7)
Suppose now that k is even. Now let m and q be abbreviations for mk and qk+1,
respectively, and let gik(nˆ) = Gk(i)/Gk(0); we abbreviate gik(nˆ) to gik whenever nˆ is
evident from context. Then gik is strictly decreasing in i for 0  i  α, since Gk(i)
is strictly decreasing. Using Lemma 5.3(ii), we obtain a corresponding recurrence
for gik :
gik = 1−
(
1− (gik+2)q)m. (8)
We can combine lik and g
i
k into a single function f
i
k (which is an abbreviation of f ik (n))
defined as follows:
f ik =
{
lik if k is odd,
gik if k is even.
Similarly, using Lemmas 4.4 and 4.5, we can combine (7) and (8) yielding
f ik = 1−
(
f ik+1
)tk , where tk =
{
qk if k is odd,
mk if k is even.
(9)
For leaf nodes, the extreme case for f ik is given by
f iδ =
{
i/α if δ is odd,
(α − i)/α if δ is even. (10)
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If we now define
Fk(z)= 1− ztk , (11)
for 0 z 1, then f ik = Fk(f ik+1). We call Fk the propagation function and observe that
Fk is strictly decreasing in z.
Now, let
F∗φ(z)=F1
(F2(· · · (Fφ−2(Fφ−1(z))) · · ·)), (12)
where 1 < φ  δ. In the special case φ = 1, we let F∗1 (z) = z. We call F∗φ the iterated
propagation function. It follows that
li1 = f i1 =F∗φ
(
f iφ
)
for all φ, 1 φ  δ. (13)
We see from (12) and (13) that the functions Fj propagate the values f ij up the game
tree T from the leaf nodes to their ancestor node in moves(T).
We observe that F∗φ changes parity after each iteration: after each application of
Fj to the corresponding intermediate result Fj+1(· · · (Fφ−1(z)) · · ·), the current result
Fj (Fj+1(· · · (Fφ−1(z)) · · ·)), will be strictly increasing or decreasing in z according to
whether the intermediate result is strictly decreasing or increasing, respectively. Thus, if φ
is even F∗φ is strictly decreasing, but if φ is odd F∗φ is strictly increasing.
Let n¯ ∈ moves(T). Then, by using (1) and (13), we can rewrite the expression
EQ(n¯, i)/LE(n¯, i) appearing in Lemma 5.2 as follows:
EQ(n¯, i)
LE(n¯, i)
= E1(i)
L1(i)
=
L1(i)
L1(α)
− L1(i−1)
L1(α)
L1(i)
L1(α)
= 1− l
i−1
1
li1
= 1− F
∗
φ(f
i−1
φ )
F∗φ(f iφ)
, (14)
for any level φ, 1 φ  δ.
6. Domination
The concept of domination plays an important role in the theory of random minimaxing.
Let n1, n2 ∈moves(T) and let r1 and r2 denote nodes at the same level in T[n1] and T[n2],
respectively. Then n1 dominates n2, written n1  n2, if, for all such r1 and r2, χ(r1) 
χ(r2) when r1 and r2 are min-nodes and χ(r1)  χ(r2) when r1 and r2 are max-nodes.
Moreover, n1 strictly dominates n2, written n1  n2, if n1  n2 and χ(r1) = χ(r2) for
some r1 and r2. Finally, n1 dominates n2 solely at level φ, written n1 φ n2, if n1  n2 and
χ(r1) = χ(r2) for all r1 and r2 at level φ, but χ(r∗1 )= χ(r∗2 ) for all nodes r∗1 in T[n1] and
r∗2 in T[n2] at any other level.
The main result of this section utilises the monotonicity results proved in Appendix A
to show that if n1 dominates n2 then prob(n1)  prob(n2); if domination is strict then
this inequality is strict. Thus domination is a sufficient condition for the probability of one
move to be greater than or equal to that of another.
Lemma 6.1. For any nodes n1 and n2 in moves(T), if n1 φ n2 for some φ, 1  φ < δ,
then prob(n1) > prob(n2).
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Proof. By Lemma 5.2 it is sufficient to show that
EQ(n¯1, i)
LE(n¯1, i)
>
EQ(n¯2, i)
LE(n¯2, i)
,
for 1 < i  α. Let r1 and r2 be nodes at level φ in T[n1] and T[n2], respectively. Now n1
and n2 are moves and are thus at level 1. So, by (14), the above inequality is equivalent
to
1− F
∗
φ(f
i−1
φ (r1))
F∗φ(f iφ(r1))
> 1− F
∗
φ(f
i−1
φ (r2))
F∗φ(f iφ(r2))
. (15)
In effect, we are considering the backed up values of f iφ(rj ) and f
i−1
φ (rj ), for j = 1
and 2, to be the values of the corresponding leaf nodes of a φ-ply game tree.
Now φ < δ, so let x denote f i−1φ+1(r ′j ) and y denote f
i
φ+1(r ′j ), where r ′j ∈ ch(rj ). (Note
that these values are the same for j = 1 and j = 2, since n1 dominates n2 solely at
level φ.)
Assume that φ is odd; then r1 and r2 are min-nodes, so r ′1 and r ′2 are max-nodes. It
then follows that 0 < y < x < 1, since giφ+1 is strictly decreasing in i . On using Eqs. (9)
and (11), we obtain
f iφ(r¯j )= liφ(r¯j )=Fφ
(
giφ+1(rˆ
′
j )
)= 1− (giφ+1(rˆ ′j ))qφj = 1− yqφj , (16)
where qφj = χ(r¯j ), for j = 1 and 2. Similarly,
f i−1φ (r¯j )= li−1φ (r¯j )=Fφ
(
gi−1φ+1(rˆ
′
j )
)= 1− (gi−1φ+1(rˆ ′j ))qφj = 1− xqφj . (17)
Therefore,
f i−1φ (r¯j )
f iφ(r¯j )
= Fφ(g
i−1
φ+1(rˆ ′j ))
Fφ(giφ+1(rˆ ′j ))
= 1− x
qφj
1− yqφj .
Now 0 < qφ1 < qφ2 since n1 φ n2. So, on using part (ii) of Corollary A.7, we see that
1− xqφ1
1− yqφ1 <
1− xqφ2
1− yqφ2 , (18)
or equivalently
f i−1φ (r¯1)
f iφ(r¯1)
<
f i−1φ (r¯2)
f iφ(r¯2)
. (19)
Letting x1 = 1 − xqφ1 , x2 = 1 − xqφ2 , y1 = 1 − yqφ1 and y2 = 1 − yqφ2 , it follows that
x2 < y2 and y1 < y2. Also, inequality (18) now becomes
x1
y1
<
x2
y2
. (20)
We now utilise Corollary A.4 to obtain, for any m,q  1,
1− (1− xm1 )q
1− (1− ym1 )q
<
1− (1− xm2 )q
1− (1− ym2 )q
.
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By invoking a two step propagation of F , we have
Fφ−2(Fφ−1(xj ))
Fφ−2(Fφ−1(yj )) =
1− (1− xmφ−1j )qφ−2
1− (1− ymφ−1j )qφ−2
,
and thus
Fφ−2(Fφ−1(x1))
Fφ−2(Fφ−1(y1)) <
Fφ−2(Fφ−1(x2))
Fφ−2(Fφ−1(y2)) . (21)
Moreover, by Eq. (12) we have
F∗φ
(
f iφ(rj )
)=F1(F2(· · · (Fφ−2(Fφ−1(f iφ(rj )))) · · ·)),
and similarly for F∗φ(f i−1φ (rj )). We now repeatedly invoke a two step propagation of F
and use Corollary A.4, as in the derivation of (21) from (20). Remembering that φ is odd,
this therefore yields
F1(F2(· · · (Fφ−2(Fφ−1(f i−1φ (r1)))) · · ·))
F1(F2(· · · (Fφ−2(Fφ−1(f iφ(r1)))) · · ·))
<
F1(F2(· · · (Fφ−2(Fφ−1(f i−1φ (r2)))) · · ·))
F1(F2(· · · (Fφ−2(Fφ−1(f iφ(r2)))) · · ·))
, (22)
and thus we deduce that
F∗φ(f i−1φ (r1))
F∗φ(f iφ(r1))
<
F∗φ(f i−1φ (r2))
F∗φ(f iφ(r2))
,
yielding (15) as required.
Now assume that φ is even; so r1 and r2 are now max-nodes, and thus r ′1 and r ′2 are
min-nodes. It then follows that 0 < x < y < 1, since liφ+1 is strictly increasing in i .
Corresponding to (16) and (17) we now obtain
f iφ(rˆj )= giφ(rˆj )= Fφ
(
liφ+1(r¯
′
j )
)= 1− (liφ+1(r¯ ′j ))mφj = 1− ymφj ,
where mφj = χ(rˆj ), for j = 1 and 2. Similarly,
f i−1φ (rˆj )= gi−1φ (rˆj )=Fφ
(
li−1φ+1(r¯
′
j )
)= 1− (li−1φ+1(r¯ ′j ))mφj = 1− xmφj .
We note that mφ1 >mφ2 > 0, since n1 φ n2. So, on using Corollary A.5, we see that
1− (1− xmφ1)qφ−1
1− (1− ymφ1)qφ−1 <
1− (1− xmφ2)qφ−1
1− (1− ymφ2)qφ−1 ,
or equivalently
Fφ−1(f i−1φ (rˆ1))
Fφ−1(f iφ(rˆ1))
<
Fφ−1(f i−1φ (rˆ2))
Fφ−1(f iφ(rˆ2))
,
corresponding to (19). The proof is now concluded as before by repeatedly invoking a two
step propagation of F and using Corollary A.4. Remembering that φ is now even, this
yields (22) as previously. ✷
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Theorem 6.2 (Domination theorem). For any nodes n1 and n2 in moves(T), if n1  n2
then prob(n1) > prob(n2).
Proof. Let d be the number of levels in T such that at each of these levels the nodes in
T[n1] have a different number of children from the corresponding nodes in T[n2]. We
obtain the result by induction on d .
Basis: If d = 1, the result follows by Lemma 6.1.
Induction: Assume that the result holds for some d  1. We prove that the result holds
for d + 1 levels. Let r1 in T[n1] and r2 in T[n2] be typical nodes at the least level φ of T
for which χ(r1) = χ(r2). Let n3 be a new move such that T[n3] is isomorphic to T[n2]
except that χ(r3)= χ(r1) for each node r3 at level φ in T[n3]. Thus n3 φ n2. Moreover,
n1  n3 and the numbers of children of nodes in T[n1] and T[n3] differ at precisely d levels.
Therefore, prob(n3) > prob(n2) by Lemma 6.1 and prob(n1) > prob(n3) by the induction
hypothesis, yielding the result. ✷
Corollary 6.3. For any nodes n1 and n2 in moves(T), if n1  n2 then prob(n1) prob(n2).
Example 1. Consider the 3-ply game tree shown in Fig. 1, in which node a strictly
dominates node b, i.e., a  b, and suppose α = 2. From the definition of prob and
Lemma 5.1,
prob(a)= EQ(a,1)LE(b,1)+ EQ(a,2)LE(b,2)
212
, (23)
since N the number of leaves is 12.
For the subtree rooted at a, q1 = 2 and m2 = 3. So, from Lemma 5.3 with k = 1, we
have
LE(a, i)= L1(i)= L3(2)6 −
(
L3(2)3 −L3(i)3
)2
.
Since the nodes at level 3 are leaf nodes, L3(i)= i , so LE(a, i)= 26−(23− i3)2. Similarly,
for the subtree rooted at b, q1 = 3 and m2 = 2, so LE(b, i)= 26 − (22 − i2)3.
Substituting these values into (23), and using (1) to compute EQ, gives prob(a) =
3691/4096. A similar calculation yields prob(b)= 2283/4096. Thus prob(a) > prob(b),
Fig. 1. A 3-ply game tree.
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in accordance with the domination theorem. (In fact, by the domination theorem, prob(a) >
prob(b) for any α.)
The presence of domination implies that random minimaxing will tend to choose “good”
moves provided the following assumption holds.
Assumption 6.4 (Mobility assumption). The more a move made by white restricts black’s
choice of moves and the less this move restricts white’s subsequent choice of moves the
“better” that move is.
As we observed in the introduction, the mobility assumption is reasonable for many
combinatorial games. If, for the game under consideration, the mobility assumption is
valid then, when one moves dominates another, the domination theorem guarantees that
the “better” move has a higher probability of being chosen.
We close this section with an example in which there is no domination.
Example 2. Let us modify the game tree shown in Fig. 1 so that, instead of χ(b)= 3, we
have χ(b) = 1. So neither a nor b dominates the other. For α = 2, it can be verified that
prob(a) = 211/256 and prob(b) = 207/256; in this case, prob(a) > prob(b). For α = 3,
however, prob(a)= 4562/6561 and prob(b)= 4802/6561; in this case prob(a) < prob(b).
By computation we have verified that, for 3 α  100, prob(a)/prob(b) is monotonically
decreasing in α. Moreover, it can be shown that prob(a) < prob(b) for all α > 2.
7. Increased lookahead
Domination implies that there is a relationship between the probabilities of two moves in
a single game tree, but does not take into account the effect of increased lookahead. We now
investigate sufficient conditions for deeper search to be “beneficial” in the following sense.
Let us assume that the set of moves can be partitioned into “good” moves which tend to
lead to advantageous game positions and “bad” moves which tend to lead to game positions
which are not advantageous. (Recall that a move is chosen by white, so both “good”
and “bad” are from white’s point of view.) If, for the game under consideration, random
minimaxing can discriminate between “good” and “bad” moves, then it is reasonable to
assume that the probability of “good” moves is above average and the probability of
“bad” moves is below average. (The average probability of a move could, for example, be
defined as 1/|moves(T)|, but using any other reasonable formula for defining the average
probability of a move does not affect the results below.)
We say that increased lookahead (i.e., deeper search) is “beneficial” if the probability
of each “good” move relative to the probability of each “bad” move increases with the
depth of search. As we shall see below, it is not always the case that increased lookahead
is “beneficial” in this sense.
Let us assume that T1 is a δ1-ply game tree and that T2 is a δ2-ply game tree, where δ1 >
δ2, such that root(T1) and root(T2) represent the same current position (i.e., T2 consists of
the first δ2 ply of T1). Furthermore, let ng1 , nb1 ∈moves(T1) and ng2 , nb2 ∈moves(T2) be such
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that ng1 represents the same position as n
g
2 and n
b
1 represents the same position as n
b
2. We
are interested in the situation when ng1 (or equivalently n
g
2) is assumed to be any “good”
move and nb1 (or equivalently nb2) is assumed to be any “bad” move.
We now investigate sufficient conditions for
prob(ng1)
prob(nb1)
>
prob(ng2)
prob(nb2)
(24)
to hold, i.e., for increased lookahead to be “beneficial”.
By Lemma 5.1 and the definitions of prob and lik(n), inequality (24) is equivalent to
α∑
i=1
EQ(ng1 ,i)
LE(ng1 ,i)
∏
n1∈moves(T1)
li1(n1)
α∑
i=1
EQ(nb1,i)
LE(nb1,i)
∏
n1∈moves(T1)
li1(n1)
>
α∑
i=1
EQ(ng2 ,i)
LE(ng2 ,i)
∏
n2∈moves(T2)
li1(n2)
α∑
i=1
EQ(nb2,i)
LE(nb2,i)
∏
n2∈moves(T2)
li1(n2)
. (25)
Let r be a node at level δ2 in T1. Define the product of the mk’s between levels δ2 and
δ1 in T1[r] by
M(r)=
δ1−1∏
k=δ2
mk,
where we put mk = 1 when k is odd. Correspondingly, define the product of the qk’s
between levels δ2 and δ1 in T1[r] by
Q(r)=
δ1−1∏
k=δ2
qk,
where we put qk = 1 when k is even.
In order to ensure that both the above products are over non-trivial sets, we assume for
the rest of this section that δ1  δ2 + 2. Now let rg1 be a node of T1[ng1] at level δ2 and rb1
be a node of T1[nb1] at level δ2. We claim that
EQ(ng1 , i)
LE(ng1, i)
↗ 1 as M(rg1 )→∞ (26)
and
EQ(nb1, i)
LE(nb1, i)
↘ 0 as Q(rb1 )→∞, (27)
for 1 < i  α. When i = 1, the left-hand sides of both (26) and (27) are equal to 1, since
EQ(n1,1)= LE(n1,1). We argue that we can make the left-hand side of (26) as close to
one as we require and the left-hand side of (27) as close to zero as we require.
Firstly, consider (26). Assuming that M(rg1 ) is large, then mk+1 is large for some odd k,
where δ2  k + 1 < δ1. Let
ε1 =
(
li−1k+2
)mk+1 and ε2 = (lik+2)mk+1 .
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We consider the case when i = α separately; so assume now that i < α. Since lik+2 is
strictly increasing in i and mk+1 is large, we have
0 < ε1  ε2  1.
On using (9) we obtain
li−11
li1
= 1− (1− (· · · (1− (1− (1− ε1)
qk )mk−1) · · ·)m2)q1
1− (1− (· · · (1− (1− (1− ε2)qk )mk−1) · · ·)m2)q1 .
Now, on using the approximation (1− ε)q ≈ 1 − qε, which follows from the binomial
theorem provided qε 1, we obtain
li−11
li1
≈ q1(· · · (qkε1)
mk−1 · · ·)m2
q1(· · · (qkε2)mk−1 · · ·)m2 =
(
ε1
ε2
)mk−1mk−3···m2
. (28)
Together with (14), this now yields (26), since ε1  ε2. We note that the convergence is
exponential in m2m4 · · ·mk−1mk+1.
When i = α then ε2 = 1 and a similar argument will confirm that (26) also holds in this
case.
Secondly, consider (27). Assuming that Q(rb1 ) is large, then qk+1 is large for some
even k, where δ2  k + 1 < δ1. Now let
ε1 =
(
gi−1k+2
)qk+1 and ε2 = (gik+2)qk+1 .
Since gik+2 is strictly decreasing in i and qk+1 is large, we have
1 ε1  ε2  0.
Analogously to (28), we now obtain
li−11
li1
= 1− (1− (· · · (1− (1− (1− ε1)
mk )qk−1) · · ·)m2)q1
1− (1− (· · · (1− (1− (1− ε2)mk )qk−1) · · ·)m2)q1
≈ 1− (m2(· · · (mkε1)
qk−1) · · ·)q1
1− (m2(· · · (mkε2)qk−1) · · ·)q1 =
1−µεqk−1qk−3···q11
1−µεqk−1qk−3···q12
, (29)
where µ=mq12 mq3q14 · · ·mqk−1qk−3···q1k . Together with (14), this now yields (27), and again
the convergence is exponential, this time in q1q3 · · ·qk−1qk+1.
Intuitively, increasing M(rg1 ) increases white’s mobility for “good” moves relative to
white’s mobility for “bad” moves. On the other hand, increasing Q(rb1 ) increases black’s
mobility for “bad” moves relative to black’s mobility for “good” moves, and thus black’s
mobility for “good” moves relative to black’s mobility for “bad” moves decreases. If we
measure the relative mobility of one white move compared to another white move by how
much choice white has when it is white’s turn to move and how little choice black has
when it is black’s turn to move, then increasing M(rg1 ) and Q(r
b
1 ) increases white’s relative
mobility for the move ng1 compared to the move n
b
1.
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Assuming that M(rg1 ) and Q(r
b
1 ) are large enough, we can approximate the left-hand
side of inequality (25) by∏
n1∈moves(T1)
l11(n1)+
α∑
i=2
∏
n1∈moves(T1)
li1(n1)∏
n1∈moves(T1)
l11(n1)
,
which is greater than α since li1(n1) is strictly increasing in i . (We note that the right-hand
side of inequality (24), and consequently (25), is bounded as α increases; this is because,
as α →∞, prob(n) tends to the corresponding probability of n when the scores of the
leaf nodes are independent continuous random variables uniformly distributed on [0,1].)
It follows that, provided α is sufficiently large, the left-hand side of inequality (25) will
be greater than its right-hand side. Intuitively, provided α is large enough, by sufficiently
increasing white’s relative mobility, we can ensure that inequality (24) will hold, i.e., that
the probability of a “good” move relative to the probability of a “bad” move will increase
with the depth of search.
A max-modification of T1 with respect to rg1 is a game tree resulting from modifying
T1[rg1 ] by increasing some of the mk’s for even k between δ2 and δ1 − 1. Correspondingly,
a min-modification of T1 with respect to rb1 is a game tree resulting from modifying T1[rb1 ]
by increasing some of the qk’s for odd k between δ2 and δ1 − 1. The above discussion is
summarised in the following theorem.
Theorem 7.1 (Increased lookahead theorem). For α sufficiently large, there exist threshold
values M and Q such that, for all max-modifications of T1 with respect to rg1 with M(rg1 )
M and all min-modifications of T1 with respect to rb1 with Q(rb1 )  Q, inequality (24)
holds.
We note that in the proof of the above theorem we only considered a restricted case of
max and min modifications, where just a single mj and qj were increased. It is likely
that a more detailed analysis would reveal that it would be sufficient to make smaller
modifications at a number of levels.
It is interesting to note that, in order to prove the increased lookahead theorem, we
have assumed that δ1  δ2 + 2. By increasing the depth of search by at least two ply,
we are able to increase white’s relative mobility to a sufficient extent. This involves
increasing white’s relative choice and correspondingly decreasing black’s relative choice.
It is an open problem whether the conditions of the theorem can be relaxed, i.e., the above
argument does not show whether a single threshold value, resulting from either a min-
modification or a max-modification, is sufficient to ensure that increased lookahead is
beneficial. A particular unresolved case of this is when δ1 = δ2 + 1.
We also note that it follows from (28) and (29) that the rate of convergence of the ratio
of the probabilities on the left-hand side of (24) is exponential. Thus, provided α is large
enough, we do not expect the threshold values implied by the increased lookahead theorem
to be excessively large.
Using these results, we can now state sufficient conditions for the game playing
automaton Aδ1 to be a stronger player than Aδ2 , where δ1 > δ2. The result hinges upon
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the strong mobility assumption given below. If the game under consideration satisfies this
assumption then, assuming that α is large enough and that δ1  δ2 + 2, we can show
that win(δ1, δ2) > 1/2, i.e., in this case random minimaxing appears to play reasonably
“intelligently”.
When M(rg1 ) is above the threshold value M indicated in the increased lookahead
theorem, we will say that white’s subsequent choice for “good” moves is “much greater”
than white’s subsequent choice for “bad” moves”. Correspondingly, when Q(rb1 ) is above
the threshold value Q indicated in the increased lookahead theorem, we will say that
black’s subsequent choice for “bad” moves is “much greater” than black’s subsequent
choice for “good” moves.
Assumption 7.2 (Strong mobility assumption). Each move is either “good” or “bad”.
Moreover, when increasing the lookahead, white’s subsequent choice for “good” moves is
“much greater” than white’s subsequent choice for “bad” moves; correspondingly, black’s
subsequent choice for “bad” moves is “much greater” than black’s subsequent choice for
“good” moves.
The strong mobility assumption allows us to compare the probabilities of moves without
assuming that “good” moves dominate “bad” ones. The following corollary is a direct
application of the increased lookahead theorem and the above assumption.
Corollary 7.3 (Increased lookahead corollary). Assume that α is sufficiently large and that
for the game under consideration the strong mobility assumption holds. Then win(δ1, δ2) >
1/2 provided δ1  δ2 + 2.
Proof. Let T1, T2, ng1 , n
g
2 , n
b
1 and n
b
2 be as in the previous section, where n
g
j and n
b
j range
over the “good” and “bad” moves in moves(Tj ), respectively, for j = 1 and 2.
Now, since α is large, the probability that a good move will be chosen by Aδj is
approximately
P
g
j =
∑
n
g
j
prob
(
n
g
j
)
.
Similarly, the probability that a bad move will be chosen by Aδj is approximately
Pbj =
∑
nbj
prob
(
nbj
)
.
We need to show that Pg1 > P
g
2 , or equivalently that P
b
1 < P
b
2 , since P
g
j + Pbj ≈ 1 for
large α—see the discussion following (5).
If the probabilities of all “good” moves in T1 are greater than their corresponding
probabilities in T2, then the result follows. Otherwise, suppose that prob(ng1) prob(n
g
2)
for some ng1 and n
g
2 . As δ1  δ2 + 2, the strong mobility assumption implies that the
conditions stated in the increased lookahead theorem are satisfied, and thus inequality (24)
holds. It follows that, for all “bad” moves nb1 and n
b
2, we have prob(n
b
1) < prob(n
b
2) and
therefore Pb1 <P
b
2 , yielding the result. ✷
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We note that if Pg2 is close to one then there is no need to increase the depth of search
since Aδ2 will almost certainly choose a “good” move. We further observe that increased
lookahead seems to be beneficial in practice for many combinatorial games such as Chess,
Checkers, Othello and Go (see [22]). Regarding the condition δ1  δ2 + 2, it is interesting
to note that, in the experiments carried out in [22], the number of ply was increased by two
at each stage, since the authors claim that “it introduces more stability into the search”.
8. Concluding remarks
Our analysis of random minimaxing provides some insight into the utility of the
minimax procedure. Our results show that, under certain assumptions, we can closely
relate the utility of the minimax procedure for game trees with random leaf values to the
structure of the game tree under consideration. If the semantics of the game concerned
match these assumptions, then it is fair to say that random minimaxing plays reasonably
“intelligently”. In particular, we have shown that if one move dominates another then its
probability of being chosen is higher. Under the mobility assumption, the domination
theorem (Theorem 6.2) implies that, when domination occurs in a game tree, random
minimaxing is more likely to choose a “good” move. Moreover, under the strong mobility
assumption, Corollary 7.3 implies that increasing the depth of search (by at least two ply)
is “beneficial”, provided α is large enough.
Although, in practice, we can only expect our assumptions to hold approximately, we
suggest that they do provide a reasonably good model for a large class of combinatorial
games. As a consequence of the domination theorem, when given the choice between two
moves n1 and n2 where n1 dominates n2, a random minimaxing player will prefer n1.
This provides theoretical support to Hartmann’s analysis of Chess grandmaster games [9],
which showed a strong correlation between winning and having an advantage in mobility.
In addition, the domination theorem gives a plausible explanation of Beal and Smith’s
results [3]: the reason why a random minimaxing player is stronger than a player who
chooses moves according to a uniform distribution is that, in general, the former player
will maximise his/her mobility.
One way of incorporating random minimaxing into game playing software is suggested
by one of the experiments carried out by Beal and Smith [3]. In this experiment, one
Chess program, with an evaluation function based solely on material balance, was played
against another Chess program with an evaluation function based on a weighted sum of
material balance and a random evaluation, where the weight of the random component
was small. The results showed that including the random component in the evaluation
function improved the strength of play and, moreover, the improvement increased with
deeper search. Our results, considered in conjunction with these preliminary experiments,
suggest that it may be beneficial to include a small random component in the evaluation
functions of current game playing software.
We are currently attempting to generalise the domination theorem in order to improve
our understanding of the conditions, both sufficient and necessary, for prob(n1) to be
greater than prob(n2). We hope that this will allow us to obtain a more general measure
of mobility than that implicit in the domination theorem. One plausible conjecture is that,
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for large α, the mobility of a move is related to the ratio of some product of the mk’s to a
similar product of the qk’s, for k = 1,2, . . . , δ.
Appendix A. Monotonicity properties
In this appendix we prove some fundamental results concerning the monotonicity
properties of some functions closely related to the propagation function.
Lemma A.1. For all 0 < x  1 and t > 1 we have f (x, t)= (1− x)t + xt > 1.
Proof. On differentiating f with respect to x we obtain
df
dx
= t − t (1− x)t−1 > 0,
since, when t > 1, we have 0  (1 − x)t−1 < 1. The result now follows, since f (0, t) =
1. ✷
In order to analyse Eq. (14), we define the function h(x, y, t) by
h(x, y, t) = 1− x
t
1− yt ,
where 0 < x,y < 1 and t > 0. We also define the function h1(ε, y, t) by
h1(ε, y, t)= h(1− εy,1− y, t)= 1− (1− εy)
t
1− (1− y)t .
Lemma A.2. For all 0 < ε,y < 1 and t > 1, h1(ε, y, t) is strictly increasing in both y
and ε.
Proof. It is evident that h1(ε, y, t) is strictly increasing in ε, so it is sufficient to show that
∂h1
∂y
> 0.
On partially differentiating lnh1 with respect to y we obtain
1
h1
∂h1
∂y
= εt (1− εy)
t−1
1− (1− εy)t −
t (1− y)t−1
1− (1− y)t =
1
h2(ε, y, t)
− 1
h2(1, y, t)
,
where
h2(ε, y, t)= 1− (1− εy)
t
εt (1− εy)t−1 =
(1− εy)1−t − 1+ εy
εt
.
It now suffices to show that h2(ε, y, t) is strictly increasing in ε. On partially
differentiating h2 with respect to ε we obtain
∂h2
∂ε
= (1− εy)
t + εyt − 1
ε2t (1− εy)t .
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This is strictly positive by Lemma A.1, since the denominator is clearly positive. The
result now follows. ✷
Corollary A.3. Let 0 < x1, x2, y1, y2 < 1 satisfy the following inequalities:
x2 < y2, y1 < y2,
x1
y1
<
x2
y2
.
Then, for all t  1,
1− (1− x1)t
1− (1− y1)t <
1− (1− x2)t
1− (1− y2)t .
Proof. From the given inequalities it easily follows that x1 < y1 and x1 < x2. We assume
that t > 1 since the result is trivial when t = 1. Now let ε1 = x1/y1 and ε2 = x2/y2, so
0 < ε1 < ε2 < 1. Then, on using Lemma A.2, we have
1− (1− ε1y1)t
1− (1− y1)t <
1− (1− ε2y1)t
1− (1− y1)t <
1− (1− ε2y2)t
1− (1− y2)t ,
concluding the proof. ✷
The following corollary is immediate from the previous one.
Corollary A.4. With the same conditions as in Corollary A.3, for all m> 0 and q  1,
1− (1− xm1 )q
1− (1− ym1 )q
<
1− (1− xm2 )q
1− (1− ym2 )q
.
Corollary A.5. If 0 < x < y < 1, m1 >m2 > 0 and q  1 then
1− (1− xm1)q
1− (1− ym1)q <
1− (1− xm2)q
1− (1− ym2)q .
Proof. Let t = q , x1 = xm1 , x2 = xm2 , y1 = ym1 and y2 = ym2 . Then, since 0 < x < y < 1
and m1 >m2 > 0, it follows that x2 < y2 and y1 < y2. Furthermore,
x1
y1
=
(
x
y
)m1
<
(
x
y
)m2
= x2
y2
.
The result now follows immediately by Corollary A.3. ✷
We define a function J , which will be useful in establishing the monotonicity properties
of the function h(x, y, t):
J (θ) = 1− θ
u
1− θp ,
where 0 < θ < 1 and 0 <p < u.
Lemma A.6. The function J is strictly increasing in θ for 0 < θ < 1 and 0 <p < u.
M. Levene, T.I. Fenner / Artificial Intelligence 130 (2001) 1–26 25
Proof. We show that the derivative of J with respect to θ is positive. Now
dJ
dθ
= −uθ
u−1(1− θp)+ pθp−1(1− θu)
(1− θp)2 . (A.1)
Since the denominator of (A.1) is positive, it remains to be shown that
−uθu−1 + uθu+p−1 + pθp−1 − pθu+p−1 > 0.
On dividing by upθu+p−1, this is equivalent to the inequality
1
u
(
1
θu
− 1
)
>
1
p
(
1
θp
− 1
)
.
Now let β = 1/θ ; it is thus sufficient to show that the function (βz − 1)/z is strictly
increasing for z > 0, i.e., that
d
dz
(
1
z
(
βz − 1)) = − 1
z2
(
βz − 1)+ 1
z
βz lnβ > 0.
Multiplying this by z2β−z yields
β−z > 1− z lnβ. (A.2)
Since it is well known that ew > 1+w for all w = 0, inequality (A.2) follows on setting
w=−z lnβ . ✷
Corollary A.7. Let t > 0. Then,
(i) if 0 < x < y < 1, the function h(x, y, t) is strictly decreasing in t , and
(ii) if 0 < y < x < 1, the function h(x, y, t) is strictly increasing in t .
Proof. (i) Let t2 > t1 > 0. Then, by Lemma A.6,
1− xt2
1− xt1 <
1− yt2
1− yt1 ,
and thus
1− xt1
1− yt1 >
1− xt2
1− yt2 ,
yielding the result.
(ii) If y < x then, by part (i), h(y, x, t) is strictly decreasing in t , so its reciprocal
h(x, y, t) is strictly increasing in t . ✷
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