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Abstract
This paper presents current progress in a three-fold research project, focusing on increasing the movement flexibility in smart cyber-physical
environments, which are becoming more prevalent with industry 4.0. The objective is to design and develop a new research platform in the
form of a highly flexible omnidirectional mobile manipulator with a full kinematics model. The research platform entails an omnidirectional
autonomous mobile platform with an integrated collaborative manipulator, making it a single dynamic system. This task is split into three parts: 1)
designing and constructing a flexible low cost omnidirectional mobile platform, 2) the addition of a collaborative robot arm to add task execution
capabilities, 3) design the 9 DoF model for the system. This paper presents the first step towards the overall goal of collaborative omnidirectional
mobile manipulators. The constructed mobile robot was able to generate and navigate an obstacle free path, using sensor data, from an initial pose
to a goal pose.
© 2021 The Authors. Published by Elsevier Ltd.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
Peer-review under responsibility of the scientific committee of the FAIM 2021.
Keywords: Smart Manufacturing; Omnidirectional Mobile Manipulator; Mobile Manipulator; Little Helper
1. Introduction
With the increased demand for customizable products and
shorter production time from the consumer side, a need for dy-
namic production environments has increased along with it. It
is not uncommon to have different products with different tools
and moulds produced on the same production line. This could,
e.g. be with the use of dynamically programmed robots, with
interchangeable tooling facilitating a quick and effective switch
between models being produced [1]. However, most industrial
manipulators are placed in a cell, which offers the necessary
automation but limits the flexibility of the workspace. One ap-
proach to solving these problems is to integrate AMRs (Au-
tonomous Mobile Robots). The use of efficient AMRs has been
one that industries have been developing and looking into in
recent years. Since the first industrial revolution, companies
E-mail address: sb@mp.aau.dk (Simon Bøgh*).
are still trying to make productions and logistics handling ef-
ficient, faster and more flexible [1]. A group of autonomous
industrial mobile manipulators named Little Helpers (LH) have
been developed from Aalborg University, to tackle this task. LH
mobile manipulators aim to produce flexible and efficient sys-
tems through a profound degree of automation [2]. The focus
for the newer models are mainly on implementation in a re-
configurable production environment [1, 3].
The system and framework presented in this paper build
upon the forgoing LHs being the eighth generation in the se-
ries, appropriately named Little Helper 8 (LH8). The purpose
of LH8 is to increase flexibility through the use of an omnidi-
rectional base with an attached collaborative manipulator mod-
eling and creating a single dynamic system. This task is split
into three parts; 1) designing and constructing a flexible low-
cost omnidirectional mobile platform capable of moving au-
tonomously from an initial position to a goal position, while
avoiding obstacles. 2) the addition of a collaborative robot arm
for object manipulation, 3) design the 9 DoF model for the sys-
tem as a whole.
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Fig. 1. The previous generations of Little Helpers from generation one through seven (LH1 on the left and LH7 on the right)[4]
2. Background
In this work the construction of an omnidirectional research
platform in the context of industrial applications and earlier
generations of Little Helpers, is presented. The research project
Little Helper has been in the works since 2009 [2], and was de-
signed to be independent, flexible and later integrated into the
industry 4.0 concept. As of 2019, there have been seven gen-
erations of Little Helpers, with the eighth generation presented
in this paper. The different generations have focused on vari-
ous aspects of the problems encountered in industry. Further-
more, each generation has implemented different manipulators,
sensors, mobile platform etc. This part of the project concerns
designing and developing an omnidirectional mobile platform,
where earlier generations have utilized non-holonomic differ-
ential drive mobile platforms such as Neobotix and MiR or a
simple pushcart operated by the shopfloor worker. However, the
translation of the mobile robot is limited to only two degrees of
freedom in the first two earlier examples. At the same time, the
downside of the pushcart is the fact that it depends on a human
pushing it. Looking at previous little helpers Figure 1,Hi ditte
:D purpose of these robots is to:
• LH1 is designed for logistics and multiple part feeding
• LH2 is for gesture based teaching
• LH3 is for assembly and machine tending
• LH4 is for hardware independence
• LH5 is understanding human readable instructions
• LH6 is for robot co-worker in Industry 4.0
• LH7 is for dual-arm robot co-worker
As for all the Little Helpers the common approach is to have
a mobile platform and robot arm, with minor wheels and base
differences. The sensors are also positioned differently to try
and find the best solution for navigation around the environ-
ment. However, the main difference between the previous LH’s
in the implemented software.
In 1990 Carnegie Mellon University developed the omnidi-
rectional mobile Robot Uranus. It was created together with the
kinematic models and an algorithm for feedback control. The
Uranus robot was able to make use of the third DoF, as it has
mecanum wheels. The motion of these wheels created a holo-
nomic translation. The downsides of the Uranus is that it does
not have any exterior sensors like LIDARs to sense the environ-
ment. However, this limitation will not be present in relation to
this platform, since LIDARs will be added. Furthermore, the
Uranus does not have suspension, which makes it sensitive to
certain floor types. [5]
Like the Uranus, the paper presented by Fuente et al. [6],
uses a four wheeled mecanum wheel setup, with a rectangu-
lar shape as a basis for their omnidirectional robot, this will
also be the setup used for this project. On the other hand, the
setup presented by Javadi A and Mojabi [7] shows a Spherical
rolling robot with an internal mechanism for forward propul-
sion for omnidirectional movement. Another alternative omni-
directional setup presented by Sharifi et al. [8], is a four wheeled
drive/steer non-holonomic omnidirectional robot. Here omni-
directional movement is produced by having standard wheels
connected to the robot frame by a rotational joint.
The paper is divided into the following sections. Section 3
presents industrially relevant use cases for highly flexible mo-
bile manipulators. Section 4 presents the hardware and software
framework of the robot. Section 5 covers the kinematics model-
ing of the system. Section 6 presents the results of the tests con-
ducted, while Section 7 discusses the problems encountered.
Section 8 and 9 concludes the paper.
3. Use Cases
A industrial use case would be pick and place tasks. The
robot would get a signal that a component needs to go to an-
other location or needs handling at an automated smart produc-
tion line. The platform will then move there, as the collaborative
manipulator on top grasps the object. It would then move to a
given pose, where the object is expected. In Figure 2 the use
case is illustrated, where the green line indicate the omnidirec-
tional robot’s path, while the red line indicates the necessary
path of a differential drive robot in that pose. Furthermore, a
use case for the mobile base without the manipulator could be
transportation of e.g. components. This concept can be seen in
Figure 3.
4. System Design
The LH8 mobile platform is designed to be a low-cost
mecanum wheel holonomic platform. The total hardware cost
amounts to e 3, 345. The most significant difference is the use
of mecanum drive, whereas, the many other mobile robots use
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Fig. 2. Pick and place use case, where the path the LH8 would take (green line)
versus a differential drive robot (red line). In the configuration shown here,
the differential drive would have to take a longer path, because of it’s limited
amount of DoF.
Fig. 3. The mobile platform has flexibility in both the movement and the use
cases as the figure shows the platform is able to handle different tasks as trans-
porting e.g. equipment or components.
a differential drive setup to navigate. Differential drive enables
non-holonomic platforms to control only two degrees of free-
dom, i.e. to rotate and move forward, whereas the mecanum
drive, can also move laterally in addition to the other two de-
grees of freedom.
The CAD design for Little Helper 8 can be seen in Figure 4.
The plan is to have an onboard computer, but for this prototype,
a laptop is used.
4.1. Hardware Design
The final version ended up with dimensions of 0.793 x 0.568
x 0.297 m and a weight of 30 kg, which is a bit smaller than
other mobile manipulator platforms. The skeleton of the robot
is made using 0.02 x 0.02 m aluminum frames, which gives
enough strength to lift a 200 kg payload.
On Figure 4 the LH8 can be seen. The motors, torque and
RPM were selected based on the load requirements and speed
Fig. 4. On the left, the result of the LH8 can be seen whereas in the right side
the final CAD model can be seen. The CAD model has an aluminum top plate
which is why it is not transparent as the real one, which is currently being made
and the front of the CAD model is not transparent due to the light.
required. The calculations showed a need for 300 RPM and
torque of 1.58 Nm (around 50 W), but the actual power of
the brushed motor used is 100 W. Two Roboclaw 15 A motor
controllers are used in this project, where each can control two
motors simultaneously. The four mecanum wheels are of width
0.127 m and have a combined payload capacity of 200 kg. The
Roboclaw 15 A has its own internal PID, which will be used as
the controller. The sensors used are the SLAMTECH RPlidar-
A2 and an IMU. Both of these will be fused and used to acquire
information about the environment. The LIDARs are used for
the robot’s perception to move around a particular area.
The next thing in the design is the electrical diagram and
plan, which were done in SolidWorks Electrical. The main goal
of this part of the design is to limit physically the amount of
current that goes through the robot, in order to prevent short
circuits and damage in electronic components. The second main
goal is to set up a baseline to select and chose the components.
The baseline establishes the compatibility between the compo-
nents, such as the topology and operative voltage level. One
example application of this would be the choice of 5 V distri-
bution as the logical voltage level, so all the sensors that are
going to be used must indicate in their specifications that they
work in this level.
The components are divided in three main groups: power
supply, controller and peripherals.
• Power supply: group of components for the battery and
safety circuit breakers. This part of the hardware ensures
that none of the rest of components gets damaged, includ-
ing a safety function as well to stop the robot in case of
external failures.
• Controller: this group is formed by the computer, Ar-
duino board and the USB Link port. They contain the
robot operative system and the communication interface.
The communication in this project uses the following two
protocols:
– Ethernet-IP: enables the robot to communicate with
the environment, allowing the mobile platform to
interact with external elements, such as a wireless
joystick.
– Universal Serial Bus (USB): established between
the computer and its internal components, such as
the Arduino board, sensors and actuators.
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• Peripherals: group of sensors and actuators. The Little
Helper has two LIDARs, two motor controllers and four
motors for the wheels. Apart from that, each motor con-
troller has been assigned to two motors and its encoders.
4.2. Software Design
The navigation package for the LH8, was programmed in
Robot Operation System (ROS). ROS operates by managing
smaller individual programs (nodes), which perform different
sub-tasks. The nodes can communicate with each other by sub-
scribing and publishing to/from other nodes in the package. The
navigation package for the robot is based on the ROS naviga-
tion stack and it requires the packages to be in a proper structure
for it to run [9]. An overview of the navigation stack configu-
ration for this project can be seen in Figure 5. It consists of the
map server, which provides the map created by running gmap-
ping prior. Global costmap contains the cost of different tiles in
the map.
Local costmap on the other hand is made by the sensor data,
to provide information about the immediate environment [9].
The global planner is an implemented A* algorithm [10], and
is used for long-term planning from an initial pose to a goal
pose [9]. The teb local planner is a plugin for the ROS nav-
igation stack, used instead of the base local planner. It im-
plements an online local trajectory planner for an omni-drive,
where the initial trajectory generated by the global planner is
optimized during runtime. This is done with regards to mini-
mizing the trajectory execution time[11]. The local planner also
handles obstacle avoidance of dynamic obstacles in the environ-
ment. Nevertheless, amcl (adaptive Monte Carlo localization) is
a probabilistic localization system, which uses a particle filter
for localizing the robot in the map. The sensor transforms are
used to publish information about the relationship between co-
ordinate frames. The odometry is a combination of the wheel
encoders and IMU, it gives an estimated change in pose over
time. The Navigation script is used to send navigation goals to
the global planner.
Fig. 5. The configured ROS navigation stack, where: blue boxes are platform
specific nodes, orange boxes are optional provided nodes, white boxes are ele-
ments of the move base, and green is a self-made node providing goal coordi-
nates. [9]
4.2.1. Localization & Navigation
As explained in the Section 4.2, the robot localizes itself in
the map and finds a path from an initial position to a goal po-
sition, using the navigation stack implemented in ROS. While
the purpose of the former section was to give an overview, the
section here explains the major components of the navigation
stack namely, the Global and Local planner for path planning
and the AMCL algorithm for localization.
Global Planner - A*
A* (A star) like Dijkstra’s algorithm uses a pre-constructed
connectivity graph to perform a graph search aimed at finding
the shortest path from a start location to a set goal. However, as
an improvement to Dijkstra, A* includes a heuristic cost func-
tion that takes the distance from a node N to the goal node into
account, when performing a graph search. This way, the time
needed to find the shortest path is reduced due to the lower
overall cost of following the route leading towards the goal.
The total expected cost function f (N) driving this algorithm is
defined below: [12]
f (N) = g(N) + h(N) (1)
g(N) refers to the accumulated cost from the start node to
any given node N while h(N) refers to the heuristic cost from a
node N to the goal node.
Local Planner - TEB
The TEB (Timed Elastic Band) local planner follows an ad-
justable section of the global path in successive order by break-
ing the local path down into a sequence of n intermediate robot
poses/configurations [11], this is defined mathematically as:
Q = {xi}i=0....n (2)
By including the estimated time needed to go from one con-
figuration to the next (denoted by the letter τ) the objective of
the TEB local planner can be defined to be the task of opti-
mizing the sequence of configurations and the time required to
transform between them. While at the same time taking both
static and dynamic obstacles into account along with velocity
and acceleration constraints. The TEB along with the process
of optimization, is defined as follows:
B := (Q, τ) (3)
The definition of the TEB is denoted by the letter B which de-
fines it as a combination of the sequence of robot configura-





Here f (B) denotes the objective function, which according to
[11] is defined as the weighted sum of components fk, taking
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the path objective (shortest or fastest route) along with velocity




With respect to B, B∗ refers to the optimized version of the TEB.
The TEB parameters used for this robot application were set in
according to the TEB local planner tutorials found on the ROS
wiki and further tuned to optimise the LH8’s behavior [11]. The
most essential parameters tuned for the application are listed
below:
• max vel y
Since the robot build in this project is omnidirectional it
allows for a strafing velocity in the y-direction (moving
left and right). Therefore max vel y must be set to a pos-
itive value to allow for omnidirectional movement.
• acc lim y
Along with a velocity in the y-direction a acceleration
limit must also be set to allow for movement in that par-
ticular direction.
• weight kinematics nh
Initially the value for this parameter is set to a high value
(1000) since it specifies the weight for satisfying the non-
holonomic constraints. In order for the robot to consider
non-zero y-velocities, the value for this parameter should
be set low. A value of 1 is recommended.
• weight optimaltime
Though tuning it was found that in order for the robot to
move smoothly along its path instead of moving raggedly
and getting stuck, it was necessary to chose a relatively
high value for this weight (10 instead of 1). This way
there was put more pressure on choosing a more time
optimal path which ended up allowing the robot to get
to the goal in seconds instead of minuets.
Localization - AMCL
AMCL is used to make it possible to self-localize in a given
environment. It is a probabilistic localization system, which
is a merged version of Monte Carlo Localization and KLD-
sampling. This enables the robot to localize in a known 2D map
with the use of exterior sensors. It uses the sensor data to pre-
dict/estimate the current position. [12]
P(x|z1, ..., zt) =
P(zt |x, z1, ..., zt−1)P(x|z1, ..., zt−1)
P(zt |z1, ..., zt−1)
(6)
AMCL used the derived version of Bayer’s formula called
Recursive Bayesian estimation formula, which can be seen in
Equation 6, where x is the estimated position and z is the sensor
measurement. By using this formula the AMCL has no need to
store received measurement data but can process it sequentially,
which makes it ideal for localization.
5. System Modelling
A mecanum wheel is a circular wheel surrounded by free
moving rollers fastened to the hub in an angle of 45 degrees
as can be seen on Figure 6 mecanum wheel bottom figure. The
alignment of the free moving rollers enables a second transla-
tion. This translation together with three other wheels creates
the omnidirectional motion, making the vehicle able to move in
any direction in a 2D plane, while still having the same orienta-
tion depending on the different rotations of the wheels.
Fig. 6. The coordinate system of the mobile robot (top). The top figure shows
the mobile robot inertial frame x, y are the coordinates of the reference point O
in the inertial basis. The coordinate system for the mecanum wheel (bottom).
The bottom figure shows the mecanum wheel frame point O center of the mo-
bile robot to point P. Using the coordinate system the angles and sizes can be
derived.
In order to develop a kinematic model of the LH8, one has to
assign frames/coordinate systems for the LH8 as seen on Figure
6. The coordinate systems are also known as reference frames.
i Wheels αi βi γi li liy li x
0 1sw 45° 90° -45° l lx ly
1 2sw -45° -90° 45° l lx ly
2 3sw 135° 90° 45° l lx ly
3 4sw -135° -90° -45° l lx ly
Table 1. LH8 Parameters (Solutions for mecanum 4 wheel configuration which
the wheels sizes are the same). Where αi is the angle between OP and XR, βi
is the angle S i and XR, and γi is the angle Vir and Ei. li is the distance between
wheels and the base. li x is half the distance between front wheels and liy half of
the distance between front wheel and the rear wheels.
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The derived kinematics for this omnidirectional mobile
robot can be seen on Table 1 LH8 parameters, and can be de-
rived by using the illustrations from Figure 6. The forward kine-
matics giving the robot velocities and inverse kinematics which
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Using the kinematics in the simulation environment (robo-
claw complete.launch), each wheel can be controlled indepen-
dently to accomplish a motion in a specific direction. The pos-
sible directions can be seen on Figure 7 with the different wheel
configurations.
Fig. 7. By turning each mecanum wheel separately in different directions, var-
ious motions can be achieved. These motions are whats makes the mecanum
wheels special.
6. Experiments and Results
In order to test the system (software and hardware) based on
the requirements, different experiments were conducted. The
tests can be found on Youtube1
• Obstacle avoidance







These tests were performed on a flat floor in both a nar-
row/small and open environment with both static and dynamic
obstacles. The obstacle avoidance and the waypoint navigation
tests were performed both in simulation and in the real world.
The experiments were done using the newest iteration of the
LH8, which can be seen in Figure 4.
6.1. Simulations
The simulations were performed in Gazebo, and the path
planner used for the holonomic navigation is TEB local planner.
The CAD model was imported and adjusted to fit the Gazebo
ROS environment, which can be seen in the center of Figure 8.
The robot was able to accurately navigate the environment with
Fig. 8. By default, the mobile platform is located at the center of the bounded
simulation environment and can through commands move around in it. Five
obstacles, of different shapes, are placed in the scene, for testing of obstacle
avoidance algorithms.
obstacles while moving at a max speed of 0.5 m/s. The position
error of the point reached was accurate to the tolerance speci-
fied in the move base navigation which was 0.2 m, but this is
due to the accurate LIDAR and odometry readings. On Figure
9, the LH8 CAD model was simulated on Gazebo/Rviz using
the navigation stack. The simulation was successful since the
robot follows the navigation points.
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Fig. 9. It can be seen that the predicted position (red blob of arrows) in the
left figure is very imprecise as this is the initial position. However, as the robot
moves around in the environment the LIDAR data and the map are compared
to reduce the position uncertainty and the prediction gets more precise (right).
6.2. Test Results
In a non-ideal environment, the robot is prone to position
errors due to inaccuracies in the sensor measurements. These
tests were repeated for a maximum of 20 iterations and then
averaged to get the result. The results from testing showed that:
• The robot was able to avoid obstacles. This was tested by
introducing an obstacle in the path it previously took and
observe how it re-plans its path.
• The robot can navigate from an initial position to a goal
position with a max error margin of 0.33 m. It was seen
that the error would increase over time, due to drifting in
the odometry.
• Can carry a payload of maximum of 170 kg (calculated
based on individual wheel payload capacity).
• The maximum acceleration at robots max speed was
found to be 19.73 m/s2 (measured using IMU).
• The deviation tests on the LIDARs showed an error mar-
gin of 0.009 m. This was done by checking the error de-
viation in the distance measured while a particular angle
was observed.
• The battery on the robot can operate a normal work shift
of eight hours. It was tested by having the robot doing a
task until battery charge reached shutdown levels. How-
ever, the laptop used for controlling the platform, could
only function for approximately one hour.
7. Discussion
As the robot software is running on a laptop, the operating
time is decreased to half an hour, to an hour. Thus, the LH8
can perform obstacle avoidance as well as self-localization in
a known environment. The use of omnidirectional wheels has
the benefit of providing the third DoF, but if the floor is not flat
or has low friction, the wheels can either get stuck or create
slippage as the velocity increases. A result of this is the 0.33 m
max deviation from the set goal location. Doing testing, it was
found that the deviation would increase over time as the robot
went back and forth between two set locations. However, the
error margin did not pass 0.33 m due to the AMCL algorithm
slightly correcting the position. Meanwhile, to avoid oscillation
around the goal location, an x-y goal-tolerance of 0.2 m was set
along with 0.1 m theta goal-tolerance, this further contributes
to the resulting error margin.
Some of the similar mobile robots to Little Helper was taken
inspiration from are Neobotix MP0-500 and MiR 100 whose
payload capacity are 50 kg and 100kg respectively which is less
that the LH8’s capacity i.e. 170 kg. But the MiR and the MPO-
500 robot has better position accuracy i.e. +-50 mm which is
much better than the 0.33 m accuracy of the LH8 since the
robots use much better sensors like the SICK Lidars.
8. Conclusion
The industrial sector is moving towards smart cyber-physical
environments, which requires new solutions for challenges such
as transport, material manipulation and human-robot collabora-
tion in smart production.
This paper focused on the first part of building and integrat-
ing a new research platform of highly flexible and low-cost de-
sign. The flexibility come in the form of holonomic movement,
which makes it possible to complete tasks more efficiently com-
pared to e.g. differential drive. The plan is to have the finished
platform be implemented in a cyber-physical environment, but
that element was not an aspect of this part of the project.
The omnidirectional wheels of the robot allows movement in
every direction. Hence, the software provides accurate localiza-
tion and robust navigation. Overall, the LH8 self-localizes and
moves autonomously in a pre-made map of the environment.
The combined payload of the wheels amount to 200 kg. This
was chosen with the approximate weight of the collaborative
manipulator, equipment and desired handling payload in mind.
Furthermore, the chassis was designed to withstand the force
applied by the combined weight of the finished platform. The
hardware cost ended up being approximately e 3,300 in total.
Finally, based on the simulation and real life tests it can be
seen that the implemented path planner was to generate an ob-
stacle free path, using sensor data, from an initial pose to a
given pose. However, it was also observed that the error in the
estimated position in relation to the map of the testing environ-
ment, would increase over time. This was mainly due to drift
in the sensors. All in all, this project resulted in a step towards
a more flexible collaborative mobile robot, where the next step
will be to add a collaborative manipulator and improve upon the
mobile platform.
9. Future Work
The mobile platform will continue to be improved upon,
with suspension for minimizing slippage on uneven ground,
light for telling the condition, computer connected to the bat-
tery, a charging station etc. This is however just improvements,
the next step is to add a collaborative manipulator on top of the
mobile platform (see Figure 10) and make it a single dynamic
system, where both the mobile platform and the manipulator
work as one unit. This will enable the robot to reach goal poses
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faster and more efficiently, by making use of 3 DoF provided
by the mobile platform.
Fig. 10. Illustration showing the future end result of the Little Helper 8 with a
manipulator added on top.
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