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Attention shapes our expectations and perceptions: The neural mechanisms of top-down attention 
during adulthood and development 
By 
SNIGDHA BANERJEE 
Adviser: John J. Foxe, PhD 
 Top-down attention is the focusing of attention at one’s will through knowledge regarding a 
current task. There is evidence that top-down attention involves the modulation of sensory cortices by 
higher order regions. However, the mechanisms of top-down attention across sensory modalities, its 
influence on early sensory inputs, as well as interactions with motivational systems remain unclear. We 
performed the following set of electrophysiological experiments in typically developed adults and 
adolescents to examine these areas. 1) The supramodal attentional theory holds that parietally-based 
attentional mechanisms are shared across sensory modalities. We tested the supramodal theory by 
examining if lateralized parieto-occipital alpha-band activity, an established metric of top-down spatial 
attention, was observed in an audiospatial and visuospatial task. In support of the supramodal theory, 
we observed similar anticipatory alpha-band processes across auditory and visual tasks, but we also 
found an interaction of supramodal and sensory-specific attentional control processes. 2) There is 
evidence that top-down attention influences information immediately upon its arrival to sensory 
cortices, although there is debate in this area. In the current work, volitionally-driven top-down 
attention was engaged toward one of several overlapping surfaces in an illusion, in which the perceived 
brightness of the attended surface was enhanced. We observed the attentional enhancement of early 
visual evoked potentials, indicating that top-down attention shapes the earliest activations in visual 
cortices. 3) It is well known that motivation impacts attention, but the neural bases of these interactions 
remain unclear. We examined how level of interest in stimuli influenced top-down spatial attention 
mechanisms in typically-developing adolescents. Motivation enhanced established attentional processes 
v 
 
during the anticipation of high vs. low interest stimuli, but also independently influenced frontal and 
parieto-occipital activations. These findings provide potential implications to inform clinical measures to 
improve impaired attentional processes in clinical populations (e.g. individuals with autism spectrum 
disorders). In sum, these studies revealed the powerful influence of top-down attentional control and its 
interacting systems on neural activations through several stages of anticipatory and post-stimulus 
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General Introduction 
The human sensory systems are regularly bombarded with a multitude of information. For 
example, in today's age of increased reliance on technology, multitasking with several inputs of 
information is a common occurrence. In fact, the healthy human brain is well equipped for handling 
multiple sources of sensory information. A key mechanism of healthy human cognitive control is the 
ability to attend to meaningful stimuli in the environment while suppressing irrelevant stimuli. The 
attentional control system is the means by which sensory information is filtered to prevent overload. At 
the neuronal level, this translates to the enhancement or suppression of activity in neurons processing 
relevant or irrelevant stimuli. There are two general modes of attentional control: endogenous or top-
down attention, which is guided by internal goals, and exogenous or bottom-up attention, which is 
driven by a salient stimulus (e.g. a flash of light). This body of work examines the influence of top-down 
attentional control through several stages: 1) during the anticipation of stimuli across sensory domains; 
2) upon the first arrival of information to sensory cortex; and 3) under the influence of varying levels of 
motivation. These findings reveal the powerful role of top-down attention in shaping biases to 
information across different stages of stimulus anticipation and processing. These results also suggest 
that the top-down attentional control system does not function in isolation, and attentional and 
motivational systems may impact sensory processes in an interactive manner.  
Top-down attention enhances behavioral and neural measures of stimulus processing. 
A classic study examined the behavioral correlates of attentional control using a cued attention 
task (Posner et al., 1980). In this paradigm, an arrow cue pointed to a spatial location and indicated 
where a subsequent visual stimulus would be presented. Participants attended to the cued location 
covertly (without moving their eyes), and responded to target stimuli by pressing a button. The target 
stimuli appeared either at the cued location (valid trial) or the uncued location (invalid trial). Results 
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showed that in invalid trials, when a target appeared at the uncued/unexpected location, participants 
responded to targets more slowly compared to valid trials (Posner et al., 1980). This cost in reaction 
time in invalid trials was seen as a behavioral correlate for the disengagement of attention from the 
cued location, shift, and reengagement of attention at the uncued location by the attentional control 
system. This effect was amplified when the cue validity, or the probability that the cue correctly 
predicted the target location, increased (Jonides, 1983; Vossel et al., 2006). Another study 
demonstrated neural correlates for the cue validity effect using fMRI, and found increased activations in 
the right frontoparietal attentional network with greater cue validity (Vossel et al., 2006). This was 
interpreted as a neurophysiological correlate of the reorienting of attention, as right frontoparietal 
regions have also been associated with this function through studies of lesion patients (Posner et al., 
1984; Vallar and Perani, 1986; Vossel et al., 2006). Thus, with increased expectation for a cue to be valid, 
there were greater costs in reorienting attention in invalid trials measured at both the behavioral and 
neural levels. Variations of the Posner cued attention task have been used to study the behavioral and 
neural mechanisms of attentional control primarily in the visual domain, with increasing recent work 
examining attentional control across sensory modalities (Green et al., 2005; Stormer et al., 2009). 
 Since Posner’s seminal work, neurophysiological studies have led to an improved understanding 
of the neural correlates of top-down attentional control. Classic electrophysiological work in animals 
(Hernandez-Peon et al., 1956; Oatman and Anderson, 1977) established that the amplitudes of sensory-
evoked responses were increased in amplitude when attention was directed toward a stimulus and 
reduced when attention was directed to another location. These findings suggested that a sensory 
‘gating’ or ‘filtering’ mechanism allowed for the suppression of unattended inputs in comparison with 
attended inputs. Hillyard et al. (1984) examined the neural mechanisms of attentional control in humans 
by using the event-related potential (ERP) technique during a selective attention task. Participants 
covertly attended either to the left or right of a central fixation point, and blue or red vertical bars were 
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flashed at either of these locations. Twenty percent of stimuli were targets, which were bars of a shorter 
length than the standard-length bars. Participants responded to targets with a button press. Visual-
evoked responses were enhanced over parieto-occipital electrodes starting from 90 ms to 300 ms post-
stimulus for attended versus unattended stimuli, regardless of their color. In support of the classic 
electrophysiological work in animals, these findings suggested that top-down attentional control 
amplified attended signals at early stages of processing in the sensory pathway, which was termed as 
‘sensory gain control’ (Hillyard et al., 1998). 
 Neuroimaging studies provided insight into the specific brain regions modulated by top-down 
attention. Brefczynski and DeYoe (1999) used fMRI to study the cortical topography of visuospatial 
attention. Participants fixated their gaze on the central cross and a stimulus array of a segmented circle 
with various color and line orientation patterns in each segment was displayed. An auditory cue signified 
the segment in the circle to which participants would covertly direct their attention. Every two seconds, 
the color and/or stripe orientation of each segment could change randomly. Participants performed a 
feature-conjunction task to ensure attention was engaged at the cued location. At each cued location, 
they were instructed to detect specific color/orientation conjunctions (blue-horizontal) within the cued 
segment while ignoring other segments. The cued segment was shifted to greater eccentricities with 
each trial. Results showed attentional enhancements of blood-oxygen-level dependent activation 
(BOLD) responses following a progression resembling that of the retinotopic mapping in the visual 
cortex. These modulations were observed in extrastriate visual areas and primary visual cortex, and 
were located in the hemisphere contralateral to the focus of attention and stimulus presentation. In a 
passive fixation task and a task involving the uncued presentation of the target array alternating every 
twenty seconds, diffuse, non-retinotopic patterns of activation were observed. These findings showed 
that when spatial attention was directed to a specific target location in the visual field, activations were 
enhanced in specific regions of early visual cortex. 
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 Additional research also showed that top-down attention enhanced activations in visual cortices 
in a retinotopic manner (Tootell et al., 1998). However, these findings were contingent upon the 
presentation of stimuli, and this work did not examine the mechanisms top-down attentional control in 
isolation of stimulus inputs. To establish a clearer link between top-down attention and preparatory 
visual cortical activations, Kastner et al. (1999) used fMRI to examine the influences of top-down 
attention on visual cortices in the absence of stimuli. Colorful, complex images were presented in four 
nearby locations in the upper right quadrant. In a sequential condition, stimuli were presented alone in 
one of the four locations, and in the simultaneous condition, the four stimuli were presented together. 
In the attended condition, participants covertly shifted attention to the stimulus location closest to 
fixation and counted occurrences of a target. An arrow cue pointed toward the target location at the 
start of each block. In the unattended condition, participants maintained fixation at a central point and 
ignored the stimuli. The cue period in the attended condition was analyzed as the expectancy phase 
when attention was directed in the absence of stimuli. Increases in baseline activity were observed in 
striate and extrastriate cortices in the expectation of stimuli, indicating anticipatory, top-down 
attentional modulations in extrastriate cortices (Kastner et al., 1999). Attentional modulations of 
expectancy-related activity and visual evoked activity were further enhanced for upstream regions in the 
frontal and parietal attentional network. However, spatial attention effects could not be examined 
across hemifields, due to the circumscribed location of stimuli in the upper right visual field. The 
attentional modulations in the absence of stimuli observed here may have represented cortical biasing 
toward processing of the to-be-attended location. This study furthered the knowledge from previous 
work on the mechanisms of top-down attentional control in humans, by examining its influence in 
shaping biases in sensory cortices, prior to receiving sensory inputs.   
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Alpha-band Oscillations and Top-Down Attentional Control 
In recent years, an electroencephalography (EEG) metric for the study top-down attention in 
anticipation of stimulus inputs was established (Foxe et al., 1998; Worden et al., 2000; Fu et al., 2001; 
Kelly et al., 2006; Snyder and Foxe, 2010; Banerjee et al., 2011). This metric involves the measurement 
of alpha-band oscillatory EEG activity (~8-14 Hz) following an attention-directing cue. In comparison with 
fMRI methods, this EEG metric permits superior temporal resolution for an examination of anticipatory 
attentional processes at the millisecond level. Therefore, anticipatory top-down attentional mechanisms 
can be assessed in more complete separation from the contributions of subsequent stimulus processing. 
Following a discussion of the role of oscillatory activity in attention, the studies that established this EEG 
metric will be reviewed in greater depth.  
Cognitive functions, such as attention, rely on the synchronization of activity across neural 
populations through oscillatory activity (Basar et al., 2001). In 1929, German neurologist Hans Berger 
discovered the alpha rhythm (~8-14 Hz) through electroencephalography (EEG) recordings (Berger, 
1929).  It was traditionally thought that alpha oscillatory activity was generated solely by thalamic 
pacemaker neurons (Andersen and Andersson, 1968). However, studies of rodent brain slices (Silva et 
al., 1991) and laminar recordings in the visual cortices of awake-behaving macaques (Bollimunta et al., 
2008) have demonstrated that pyramidal neurons deep in the layers of sensory cortices can oscillate in 
the alpha-frequency range. Bollimunta et al. (2011) examined the interaction between cortical and 
thalamic alpha-generating mechanisms in primary visual cortex (V1) through intralaminar recordings in 
macaques. Using Granger causality modeling, these results suggested that alpha oscillations in V1 relied 
on thalamo-cortical interactions, whereas alpha oscillations in extrastriate visual cortices may be 
generated by cortically, with subsequent thalamic influences.  
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It was originally theorized that EEG synchronization in the alpha-band was a product of the 
deactivation of cortices, or cortical idling (Pfurtscheller et al., 1996). However, more recent evidence 
suggests that alpha-band activations may not represent a mere idling of cortex, but rather an active top-
down mechanism for the suppression of irrelevant inputs (Foxe et al., 1998). Due to the role of alpha in 
suppressing cortical activations, alpha-band oscillations are thought to be a product of rhythmic activity 
in GABAergic neurons (Klimesh, 2012). Haegens et al. (2011b) provided insight into how alpha activity 
related to neuronal firing rates. Local field potentials (LFPs) and spikes from were simultaneously 
recorded from somatosensory, motor, and premotor regions in macaques while they performed a 
vibrotactile discrimination task. A series of two vibrotactile stimuli (pulse trains) were delivered to one 
of the fingers of the right hand. The monkey indicated whether the second stimulus was of lower or 
higher frequency than the first stimulus with a left hand button press. Results indicated that alpha 
power in somatosensory regions decreased in amplitude during stimulus presentation compared to 
baseline. Lower alpha power was significantly correlated with higher firing rates in these regions. There 
was also a significant correlation between behavioral performance and alpha power in several 
somatosensory and motor regions, including the primary somatosensory cortex. In addition to 
amplitude, oscillations can also be characterized by their phase, or the angle that corresponds to the 
deflection of an oscillation at a moment in time. Alpha-phase predicted spiking across the recorded 
regions, with increased firing during the trough of the alpha-cycle, and decreased spiking during the 
peak of the alpha cycle. This study provides strong evidence that alpha-oscillations establish the state of 
the cortical network in an inhibitory manner, by limiting neural firing and reducing sensory processing.  
Through EEG work of the past two decades, alpha-band oscillatory activity has been shown to 
play a central role in shaping cortical biases to sensory information in humans. Prior to the work of Foxe 
et al. (1998), most neurophysiological studies of attention focused on the selective processing of sensory 
information following its presentation. Less was known regarding how top-down attentional 
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mechanisms established biased neural states prior to the arrival of sensory information. In this work, 
alpha band activity was examined anticipation of visual or auditory stimuli by recording EEG during a 
cued attention task (Foxe et al., 1998). A visual cue (the word ‘BEEP’ or ‘FLASH’) was displayed on the 
screen, which indicated whether participants should attend to the auditory or visual modality. Following 
the cue, a compound auditory and visual stimulus (S2) was presented. Two discs appeared to the left 
and right of central fixation and tones were presented to both left and right headphone ears. Visual 
targets included a slight shift in the location of one of the discs and auditory targets involved the 
presentation of a different frequency tone to each ear. Participants responded with a speeded button 
push when detecting target stimuli in the cued modality. The EEG activity in the alpha-band in the 300 
ms period before the S2 was compared across visual and auditory conditions. Results showed greater 
activity in the alpha-band over parieto-occipital regions when participants were cued to attend to 
auditory features and ignore visual features. When participants were cued to attend to visual stimuli, 
alpha-band activity was lower than in the auditory-cued condition. These findings suggested that 
increases in alpha-band activity in anticipation of auditory stimuli reflected a neural mechanism for the 
top-down attentional suppression of irrelevant visual information. Additionally, alpha-band decreases 
may have indexed the top-down preparation of visual cortices for relevant visual information. A 
subsequent study showed that alpha-band attentional suppression mechanisms were also observed 
with auditory cues and in anticipation of auditory versus visual inputs (Fu et al., 2001). Therefore, the 
parietal attentional control regions may integrate the information from cues of different sensory 
modalities in order to effectively deploy attention. In sum, these findings suggested that parieto-
occipital alpha-band modulations served as a neural mechanism for top-down attentional control across 
sensory modalities.  
Worden et al. (2000) predicted that if alpha-band activity indeed indexed the attentional 
suppression of visual processes, retinotopically-specific modulations in alpha-band activity were 
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expected to occur during the anticipatory deployment of visual attention to a spatial location. In this 
EEG study, a visual cue (an arrow) indicated whether participants should direct their attention to the 
upper left, upper right, lower left, or lower right of central fixation on a trial-by-trial basis, and the 
uncued location was ignored. A visuospatial stimulus followed (S2, rotated T) at the cued or uncued 
location, and the target T had a particular orientation that was depicted at the beginning of each block.  
If the target T appeared at the cued location, participants responded with a button press. The period in 
between the cue and the visual-spatial target was analyzed. During this time interval, there were 
relative topographical increases in alpha-band (8-14 Hz) EEG oscillatory activity over parietal cortex 
contralateral to the to-be-ignored region of space, reflecting modulations in retinotopically organized 
visual cortices. These results indicated that alpha-band increases indexed the active suppression of 
visual cortices in anticipation of to-be-ignored information. The topographic specificity of these effects 
revealed that the representations of to-be-ignored space were suppressed to allow for the efficient 
processing of attended information. 
Other work showed that event-related desynchronizations (ERD, decreases) in alpha-band 
activity occurred over parieto-occipital cortices contralateral to the to-be-attended location (Sauseng et 
al., 2005). It also indicated that alpha-band ERD occurred in response to visual stimulation and without 
specific task instructions (Pfurtscheller and Aranibar, 1977). In sum, these findings suggested the 
involvement of both involuntary sensory processes as well as top-down attentional control in alpha-
band ERD. It was not clear whether retinotopic increases in alpha-band activity observed in Worden et 
al. were driven by alpha-band desynchronization over the attending hemisphere, synchronization 
(increases) over the ignoring hemisphere, or from both of these processes. Thus, it remained possible 
that these alpha-band suppression effects were not purely a mechanism of top-down attentional 
control. To answer this question, Kelly et al. (2006) implemented careful measures to equate externally 
evoked alpha desynchronization across precue and postcue intervals. Results showed that lateralized 
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increases in alpha-band activity contralateral to the to-be-ignored location were still observed during a 
cued visuospatial task involving sustained attention. This study strengthened the evidence for alpha-
band activity as a neural mechanism for the top-down attentional biasing of activity in visual cortices.   
Studies using repetitive transcranial magnetic stimulation (rTMS) provide evidence for the causal 
role of anticipatory alpha-band modulations in the processing of visuospatial information (Capotosto et 
al., 2009; Romei et al., 2010). In Capotosto et al. (2009), rTMS was used to temporarily disrupt activity in 
right frontal and parietal regions in participants during the anticipatory period in a cued visuospatial 
attention task. These regions were selected considering the theoretical basis that dorsal frontoparietal 
areas were key regions within the top-down attentional control network (Corbetta and Shulman, 2002). 
EEG was simultaneously recorded to assess to influence of rTMS on anticipatory EEG activity. Results 
showed that the disruption of these regions impaired modulation of alpha-band activity in a visuospatial 
attention task and the degree of disruption of alpha modulation was correlated with the impairment of 
behavioral performance. Another study examined the spatially specific effects of rhythmic TMS to left or 
right parietal and occipital cortices in the alpha band (Romei et al., 2010). Results showed that 
stimulation within the alpha-band selectively impaired target detection in the hemifield contralateral to 
stimulation and enhanced detection ipsilaterally. Control stimulations in the theta- and alpha-bands did 
not show these effects. These findings provide causal evidence that parieto-occipital alpha-band activity 
represents a crucial mechanism by which top-down attentional biases are exerted on sensory cortices in 
the anticipation of sensory inputs. 
Are the neural mechanisms for top-down attentional control shared across the senses?  
Individuals with lesions to parietal cortices exhibit hemi-spatial neglect, or a deficit in attention 
or awareness of one side of space, marked by behaviors such as grooming only one side of the body 
(Mesulam, 1999). In light of studies of patients with lesions to either the left or right hemisphere of the 
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attentional system, it has been theorized that the attentional functions of the right hemisphere are 
unique. That is, the attentional functions of the right cortical hemisphere may span both left and right 
visual hemifields, whereas those of the left hemisphere may be more limited to its contralesional 
hemifield (Heilman and Van Den Abell, 1980; Mesulam, 2004). In clinical studies, patients with lesions to 
the right hemisphere showed dramatic neglect of the left hemifield, and spent most of their time 
looking at the far right side of a projected picture (Chain et al., 1979). Contrastingly, the neglect of 
patients with a left hemisphere lesion was less pronounced, and they showed only an exaggerated 
tendency to look at the left hemifield as compared to control participants (Mesulam, 2004). The 
spatially-expansive distribution of the attentional functions of the right hemisphere has been 
demonstrated across sensory modalities, including the somatosensory domain (Desmedt, 1977). In an 
EEG study, Desmedt (1977) showed that active touch exploration across hemifields resulted in 
consistent evoked activations in the right hemisphere in right-handed participants, regardless of which 
hand was used in the task. Therefore, the right parietal cortex may contain representations of both left 
and right hemispace, which may be shared across sensory modalities. 
A classic behavioral study with parietal lesion patients introduced a new perspective regarding 
the role of parietal cortices in top-down attentional control across sensory modalities (Farah et al., 
1989). Patients performed a cued spatial attention task, in which a visual or auditory cue was used to 
direct attention to a region of space in which visual targets could appear. In valid trials, the target 
appeared at the cued location, and in invalid trials, the target appeared at the uncued location. Results 
showed that reaction times in trials in which invalidly cued targets were presented contralateral to the 
lesion were disproportionately slower than trials in which invalidly cued targets were ipsilateral to the 
lesion. This pattern was explained as a "disengage deficit", in which the lesioned parietal cortex is 
unable to support the disengagement of attention from an invalid ipsilesional cue in order to redirect 
attention to a contralesional target. This disengage deficit was reported for both auditory and visual 
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cued trials. These results suggest that the parietal cortices contain representations of space that are 
“supramodal” or common across sensory modalities, and damage to these regions can impair 
attentional control across sensory modalities. More recent neurophysiological work provides further 
support for the idea that common neural mechanisms for top-down attention may exist across sensory 
modalities (Fu et al., 2001; Krumbholtz et al., 2009; Kerlin et al., 2010). 
In Chapter 2, we examine the neural mechanisms of anticipatory attentional control across 
sensory domains using the alpha-band EEG spatial attentional metric (Worden et al., 2000). Two cued-
attention tasks are used, one with auditory targets and another with visual targets.  We predict that if 
topographic alpha-band attentional modulations are observed in both auditory and visual tasks, this will 
suggest that common parietal attentional control centers are engaged in anticipation of stimuli across 
sensory domains, and provide support for the supramodal attentional theory. If topographic alpha-band 
attentional modulations are only observed in the visual task, this will provide evidence for sensory-
specific attentional control mechanisms. A third possibility is that alpha-band activations may be 
observed in both tasks, but the generator patterns may differ, suggesting an interaction between 
supramodal and sensory-specific mechanisms. 
Does top-down attention impact the earliest stages of cortical sensory processing?  
Following the presentation of stimuli, higher order regions in the top-down attentional network 
continue to influence activations in sensory cortices, and the “biased competition” model of visual 
attention provides a framework the mechanisms of these interactions (Desimone and Duncan, 1995). 
According to this model, due to limited capacity for processing information and the ability to selectively 
filter irrelevant information, stimuli compete for neural representation in retinotopically organized 
visual cortex. The competition is biased toward information that is relevant to behavior (Desimone and 
Duncan, 1995; Greenberg et al., 2012), and the control of this attentional biasing is thought to be 
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exerted by a frontoparietal network (Kastner and Ungerleider, 2000). The spatial attentional biasing of 
activations in sensory cortices has been shown to occur through the modulation of the quantity (gain 
control) of sensory information, or an amplification of neuronal activity within sensory regions for 
attended information (Hillyard and Munte, 1984; Hillyard et al., 1998).  However, the specific stage of 
visual processing in which top-down attention exerts its initial impact remains a topic of debate 
(Martinez et al., 1999; Kelly et al., 2008a). In the early selection theory, attention acts as a filter that 
regulates entry to a limited capacity channel based on the output of an early sensory stage that analyzes 
the physical properties of all stimuli in parallel (Broadbent, 1958; Navon, 1989). In line with this theory, 
it is possible that top-down attention modulates the earliest stages of sensory processing in primary 
visual cortex (V1). 
The effects of top-down attention on early sensory processes have been demonstrated at the 
behavioral level in humans. In these studies, directing top-down spatial attention to a particular location 
enhanced the perceived contrast of visual stimuli presented in that region (Carrasco et al., 2004; Liu et 
al., 2009). This perceived contrast enhancement was suggested to rely on the top-down attentional 
modulation of neuronal response gain in early visual cortices (Liu et al., 2009). Although Carrasco and 
colleagues observed evidence for attentional modulations of early visual processes, there was no 
conscious, subjective measure of stimulus contrast used in these studies. Psychometric functions 
revealed that contrast judgments increased when test stimuli were attended, yet it was not clear 
whether participants were aware of any attentional contrast modulations. Therefore, it remained 
unclear whether top-down attention influenced conscious stimulus perception. In contrast, in an illusion 
developed by Peter Tse in 2005, top-down attention induced a consciously perceptible change in the 
brightness of the attended surface. This intriguing illusion involved overlapping gray scale transparent 
circular surfaces, and covertly attending to one of the circles enhanced the perceived brightness of the 
attended surface.  Although the mechanisms of luminance gain control and contrast gain control may 
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differ (Mante et al., 2005), these studies indicate that top-down attention has a strong impact on the 
perception of basic visual properties of stimuli, which may take place in early visual cortices.  
At the neural level, the influence of top-down attention on early visual processes has been 
demonstrated in electrophysiological work in humans and primates (Motter, 1993; Ito and Gilbert, 1999; 
McAdams and Reid, 2005; Kelly et al., 2008a; Sharma et al., 2014). Intracranial studies in primates 
provide high temporal resolution at the millisecond level, and the ability to record from neurons in 
precise brain regions, including V1. McAdams et al. (2005) mapped the receptive fields (RFs) of simple 
cells when attention was directed within or away from the RF. Two regions of white noise stimuli 
appeared, where one region was cued as relevant at the start of each trial. The animals were trained to 
detect the occurrence of a colored pixel (patch) within a cued stimulus area and saccade to the target 
that had the same color as the patch, or continue fixating if a color patch did not appear in the stimulus. 
Patches also showed up in the uncued location, but animals were not rewarded for making a saccade to 
them. Patches could be presented bilaterally, and were red or green. Attention was directed to one 
stimulus location in half of the trials, and was directed to the other location in the remaining trials. In 
“attended” trials, stimuli relevant to the animal’s task overlay the RF of the neuron recorded, and in 
“unattended” trials, the animal was cued to attend to stimuli outside of the RF of the recorded neuron. 
There were no differences in overall firing rates in V1 based on attention, but the amplitude of visual 
evoked responses of simple cells was significantly modulated. The authors concluded that top-down 
attentional control may involve the gating of visual stimuli at an early stage of cortical processing. 
Additional intracranial primate work provided support for top-down attentional modulations in V1, but 
with some differences in the results and suggested mechanisms of early attentional effects (Motter, 
1993; Ito and Gilbert, 1999; Li et al., 2006). For example, unlike McAdams et al., Motter et al. (1993) 
observed higher firing rates in V1 neurons with attentional modulation. However, these studies 
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converged on the conclusion that top-down attention strongly influenced sensory processing in the 
earliest cortical stage of the visual hierarchy in non-human primates. 
Gur et al. (2008) were the first to examine top-down influences in V1 in macaques, while 
distinguishing between cortical layers. There are distinct differences in the anatomy of neurons in layer 
2 and 3 of V1. Layer 2 consists of small, densely populated pyramidal cells, whereas layer 3 is made of a 
sparser distribution of larger pyramidal cells (Fitzpatrick et al., 1983). The responses of single neurons in 
V1 were recorded while macaques performed a fixation task in which sweeping bars were presented. 
Receptive field widths and orientation selectivity of neurons were examined. Electrodes were coated 
with fluorescent dye to mark the recording sites in V1, animals were sacrificed upon completion of the 
recordings, and cytochrome oxidase stains were obtained. The intensity of this staining is relies on cell 
metabolic activity, and is correlated with neuronal functional activity. Key differences were observed for 
neurons in layers 2 and 3. Layer 2 cells generated small spikes, showed more spontaneous activity, and 
were less spatially selective compared to layer 3 neurons. Layer 2 cells had wider RFs, were less selective 
to stimulus properties including orientation and length, and had higher levels of ongoing activity. In 
contrast, layer 3 cells showed direction selectivity and were more difficult to stimulate, suggesting that 
they were involved in generating and transmitting precise, localized information about image features 
(Gur and Snodderly, 2008). Unlike layer 3 cells, layer 2 of primate V1 receives little bottom-up input 
from layer 4C, which may lead to a reduced level of inhibition. Therefore, top-down attentional control 
of activations in V1 may function through the unopposed excitation of layer 2 cells by pathways from 
higher order regions. 
In humans, intracranial work on visual attention has been limited to patients with intractable 
epilepsy, due to the invasiveness of the technique. Yosher et al. (2007) recorded local field potentials 
from large (2.2 mm) subdural electrodes in the occipital pole (areas V1 and V2) in epilepsy patients 
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during a cued attention task. In a blocked design, participants were cued to attend to a particular 
location in a sustained manner, and these locations were either inside or outside of the recorded cells’ 
RF. Gabor stimuli were shown at two locations (within and outside the RF).  Participants responded 
when detecting an orientation change of either of the Gabor stimuli, which occurred more commonly at 
the cued location. Results showed modest (8%) attentional modulations in early visual cortices. These 
findings conflicted with those of fMRI studies, which showed large (25-100%) attentional modulations in 
V1 (Brefczynski and DeYoe, 1999; Gandhi et al., 1999; Somers et al., 1999). The authors concluded that 
the attentional modulations seen in human V1 in fMRI studies could reflect changes in activity across 
neural populations, rather than single-unit or local field potential activity. However, the aforementioned 
intracranial non-human primate work provided evidence for attentional modulations at a highly local 
level in V1 (McAdams and Reid, 2005). Therefore, further electrophysiological work will be necessary to 
fully understand the impact of top-down attention on V1 activity in humans. 
The ERP technique allows a crucial methodological advantage for the non-invasive study of early 
sensory evoked processes in healthy humans. It provides high temporal resolution data of activations at 
the scalp at the millisecond level, which can be localized to cortical sources. Earlier human ERP work 
showed that attention amplified visual evoked activity starting around 80 ms after the presentation of a 
stimulus, which was described as the onset of the P1 component (Hillyard and Anllo-Vento, 1998).  
However, more recent work showed that top-down attention enhanced an earlier visual evoked 
potential component known as the C1, occurring around 60 ms after the onset of a stimulus (Kelly et al., 
2008a). The C1 has been source localized to V1, although this study did not report attentional 
modulation of the component (Di Russo et al., 2002). It has a retinotopic distribution and reverses 
polarity in the upper versus the lower visual field, which corresponds with the retinotopic organization 
of striate cortex (V1), in which lower and upper visual hemifields are mapped in the upper and lower 
banks of the calcarine fissure (Di Russo et al., 2002). The C1 component is relatively small in amplitude, 
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and its scalp topography is usually confined to a small region. Thus, in Kelly et al., a probe task was used 
to map the regions in the visual field that were optimal for the measurement of the C1 at the individual 
participant level. A lower density of EEG electrodes and lack of pre-experimental mapping procedures 
may limit the ability to effectively detect a modulation of the C1 component (Clark and Hillyard, 1996; Di 
Russo et al., 2003). The results of Kelly et al. suggest that top-down attention enhances visual inputs at 
the earliest stages of cortical processing in healthy adults, and in support, additional ERP studies (Rauss 
et al., 2008; Zani and Proverbio, 2012) have revealed attentional modulations of the C1 component 
through attentional load and object-based attention tasks.  
 Cued attention tasks have been the main method used in the studies of top-down attention, and 
these measures have revealed interesting advancements. However, such tasks do not capture the 
volitional manner in which humans deploy attention in their natural environments. In natural 
circumstances, top-down attention is often elicited without the presence of attention-directing cues, 
and the locus of attention is chosen based on the free will of the observer. There has been little work 
examining the influence of volitionally-driven top-down attention on early visual processes. Hopfinger et 
al. (2010) was one of the few studies that examined the neural correlates of “pure” voluntary attention 
shifts through the self-initiated, voluntary orienting of attention. In self-initiated blocks, participants 
pressed a button to indicate the direction they were shifting attention. In another task, arrow cues were 
used to direct attention, and participants performed a target detection task at the attended location in 
both tasks. The findings indicated that key differences exist in the recruitment of the attentional 
network when attention is driven by a cue versus self-initiated. More specifically, activity in right parietal 
cortex was enhanced during self-directed versus cue-directed attentional shifts, indicating the 
involvement of theorized attentional control centers. In contrast, there was greater activity in left 
hemisphere regions in the attentional network for arrow-directed attentional shifts, suggesting the 
involvement of additional brain regions for the processing of sensory cues. In light of these findings, it is 
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possible that more “pure” forms of top-down attention may impact preparatory and post-stimulus 
visual processes in crucially different ways from cue-directed attention. Electrophysiological measures 
would be well suited for the study of the precise temporal dynamics of top-down attentional 
modulations in early visual cortices. 
 In Chapter 3, we examine the influence of participant-driven, top-down attention on the 
modulation visual activations during the earliest stage of cortical processing.  Work using traditional 
cued attention tasks has revealed important findings regarding the neural bases of top-down attention 
(Posner et al., 1980; Worden et al., 2000). However, it has remained unclear how volitionally-driven 
attention impacts early sensory processes. In the brightness illusion of Tse (2005), top-down attention 
induces a consciously perceptible change in the brightness of the attended surface among three 
overlapping transparent surfaces. In the current work, the Tse illusion is used in a task where 
participants volitionally direct attention toward a surface of their choice. Feedback on effective 
attentional deployments is provided through the perceived brightness modulation of the attended 
surface in the illusion. This is an important methodological advantage as compared to cued attention 
tasks, in which it can be unclear whether the observer has successfully deployed spatial attention. Gabor 
stimuli are shown at attended or unattended locations, and participants perform a target detection task. 
We predict that visual evoked potentials would be enhanced for attended stimuli, starting from the C1 
component. This is the first use of a volitionally-driven attention task to examine modulations in primary 
and early visual cortices through the ERP technique. In line with the early attentional selection theory 
(Broadbent, 1958), the predicted findings would suggest that volitionally-driven top-down attention 
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What is the role of motivation in top-down attentional control? 
It is clear that motivation plays a crucial role in human attentional processes. For example, one 
might be more motivated and thus devote more top-down attentional resources when listening to an 
engaging speaker than a boring, monotonous speaker. The majority of studies on the influence of 
motivation on attention in humans have employed monetary rewards. A neuroimaging study assessed 
the role of monetary incentives on top-down attentional control during cued attention tasks, and found 
that the anticipation of winning or losing money enhanced top-down attentional modulations of visual 
cortices (Small et al., 2005). Other fMRI work showed that the learned monetary reward value of a visual 
stimulus modulated activations throughout the visual hierarchy, including in V1 (Serences, 2008). This 
evidence suggests that motivation (through the anticipation of rewards) shapes activations in the top-
down attentional network and sensory cortices. In support, a study in which participants anticipated 
food images when hungry or sated suggested that the intraparietal sulcus may integrate information 
across motivational and spatial domains to regulate top-down attention (Mohanty et al., 2008). 
However, the mechanisms of the interactions between motivational and top-down attentional systems 
during the anticipation of events remain unclear. Additionally, evidence suggests that the brain regions 
involved in cognitive control (Casey, 2008) and top-down attention (Smith et al., 2011) continue to 
mature through adolescence, indicating that motivation may have different influences on attention 
during this period as compared to adulthood.  
 
The neural bases of motivation 
A foundation of human motivation is the anticipation of rewards, ranging from basic rewards 
such as a sip of cool water on a warm day, or more complex rewards such as greater financial and social 
power through a promotion. Reward prediction and evaluation requires the integration of sensory 
information with reward value, expectation, and memory (Haber, 2011). Additionally, an action plan 
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must be generated by cognitive and motor systems to generate appropriate and efficient behavioral 
responses to sensory information. The cortico-basal ganglia network plays a key role in reward 
processing and associated behavioral responses. Through this network, the prefrontal cortex sends 
information to the basal ganglia for additional reward processing to effectively modulate learning, which 
contributes to the formation of goal-directed behaviors and action plans (Haber, 2011). 
The striatum is the main input center of the basal ganglia, and it combines cortical, thalamic, 
and amygdalar inputs and transmits this processed information through other regions of the basal 
ganglia to frontal cortices involved in motor planning and execution (Graybiel et al., 1994). The striatum 
has a modular structure, with cortical inputs remapped onto distributed local modules of striatal 
projection neurons. Evidence for this modularity was found through anterograde tracing in non-human 
primates (Flaherty and Graybiel, 1991). Each striatal module receives inputs from different regions of 
somatosensory and motor cortex representing specific body parts, which converge again in basal ganglia 
output cells in the globus pallidus. The striatum also receives modulatory inputs from dopaminergic 
substantia nigra. Following striatal output to the pallidal structures, projections from the ventral 
pallidum arrive at the mediodorsal nucleus of the thalamus, which sends projections to regions of 
prefrontal cortex (Haber, 2011). Additionally, an anterograde tracer study in the rhesus monkey 
revealed direct pathways between the ventral striatum and the nucleus basalis in the basal forebrain, 
suggesting that the ventral striatum may even be able to directly impact frontal cortices by bypassing 
the pallidal-thalamic loop (Haber et al., 2004). 
An electrophysiological study by Aosaki et al. (1994) revealed the role of dopaminergic system in 
reward-based sensorimotor learning processes. Monkeys received auditory or visual conditioning stimuli 
that were paired with a reward (fruit juice). Through conditioning, monkeys learned to respond 
behaviorally to reward-associated stimuli by licking.  These findings showed that the number of a 
subgroup of striatal neurons known as Tonically Active Neurons (TANs) that responded to the reward-
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predicting stimuli increased from 15% pre-conditioning to 50-70% post-conditioning. Analysis of the 
temporal latencies of TAN responses revealed that a highly significant coordination of TAN activity took 
place following reward conditioning. In addition, destruction of dopamine containing fibers from the 
substantia nigra to the striatum disrupted TAN response patterns as well as licking behavior. This 
indicated that the learning-dependent modulations of TAN responses relied on tonic dopaminergic 
input. These findings suggest that sensorimotor learning processes at the cortical level may rely on 
dopaminergic influences on striatal activity.  
 The thalamus was traditionally viewed as a mere relay center, which transmitted information in 
a one-way direction from the basal ganglia to cortex (Haber, 2011). It is now thought that thalamic 
inputs to the striatum may also play an important role in reward processing. Neuroanatomical work 
showed that the main outputs of the centromedian parafascicular (CM-Pf) complex of the thalamus lead 
to striatal regions of the brain involved in reward processing (Jones, 1997). Additionally, monkey 
electrophysiology work by Matusumoto et al. (2001) demonstrated that a majority of CM-Pf neurons 
exhibited modulations of discharge rates across sensory modalities of stimuli having behavioral 
significance. In contrast, TANs in the striatum preferentially responded to stimuli associated with 
reward. Inactivation of CM-Pf neurons by a GABAA receptor agonist inhibited activations of TANs in the 
striatum, and decreased behavioral responses to reward-associated stimuli. The authors suggested that 
that thalamic CM-Pf neurons provide striatal neurons with inputs regarding behaviorally significant 
sensory events, which converge with dopaminergic nigrostriatal inputs to the striatum that convey the 
motivational value of stimuli. These converging inputs to the striatum support the processing of reward 
value of sensory stimuli, and the shaping of appropriate behavioral responses by cortico-basal ganglia 
circuits (Matsumoto et al., 2001).    
The aforementioned electrophysiological studies with primates examined neural processes 
associated with immediate rewards. However, many behaviors are driven by long-term reward goals 
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(Chelazzi et al., 2013). Howe et al. (2013) used fast-scan cyclic voltammetry (FSCV) to measure striatal 
dopamine signals as rats navigated mazes to reach remote rewards. FSCV is an electrochemical 
technique that can be used to monitor release and uptake dynamics of endogenous monoamine levels 
in animals in vivo (John and Jones, 2007). Dopamine signals gradually increased as rats navigated the 
mazes, and the dopamine increases scaled dynamically with both the distance and size of the rewards 
(Howe et al., 2013). More traditional theories centered around the initiation of motivated behaviors 
through transient dopamine release to reward-predictive cues (Berridge, 2007). In contrast, these 
findings suggest that sustained dopamine signaling may provide long-term motivational drive, and serve 
as a control mechanism to shape behaviors.  
The Interaction of Motivation and Top-Down Attention Systems 
Intracranial work with primates has indicated that dopaminergic activity within prefrontal 
regions involved in attentional control may drive top-down modulations in sensory cortices. Noudoost & 
Moore (2011) examined the role of prefrontal dopaminergic activity in top-down attentional 
modulations in visual extrastriate regions (V4). A Dopamine 1 (D1)-like receptor antagonist was used to 
selectively block D1-receptors (D-1Rs) in the frontal eye fields (FEF), which are regions involved in 
saccadic target selection (Schall and Hanes, 1993) and the control of spatial attention (Thompson et al., 
2005). Monkeys performed a target selection task in which they made free-choice saccades within our 
outside the recorded FEF receptive field. Additionally, responses of single V4 neurons with RFs that 
overlapped FEF RFs were also measured during periods of passive fixation in a delayed saccade task. 
Behavioral findings showed that D1-R manipulation increased the monkey’s tendency to make saccades 
to targets in the FEF receptive field. Additionally, the visually driven response of V4 neurons was 
enhanced by 17% post-antagonist infusion, and this was not due to systematic changes in eye position 
across conditions. D1-R manipulation in FEF enhanced the magnitude, reliability, and visual selectivity of 
responses in V4, which are established effects of visual attention (McAdams and Maunsell, 1999; 
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Reynolds et al., 2000; Mitchell et al., 2007). These results suggest that prefrontal D1-Rs are a component 
of the neural circuitry underlying the top-down attentional control of signals in visual cortices. They also 
indicate that an ‘optimal’ level of dopamine may be necessary for the effective top-down control of 
activity in visual cortices, with supporting evidence that too much or too little D1-R stimulation in 
prefrontal cortices impairs cognitive abilities such as spatial working memory (Vijayraghavan et al., 
2007). 
Using Positron Emission Tomography (PET), Dang et al. (2012) examined the role of dopamine in 
the coupling of attention-related networks during resting state in healthy human adults. PET is a useful 
measure that allows for the analysis of dopamine synthesis capacity in vivo in humans. Results showed 
that during resting state when internal cognition was dominant, dopamine enhanced coupling between 
the key attentional networks (default mode network and frontoparietal control network). However, 
these findings did not provide insight into the interaction of attentional and motivational systems, as 
participants were tested at resting state and did not perform tasks engaging these processes. In 
contrast, Mohanty et al. (2008) measured fMRI in a task that involved appetitive motivation and 
attentional control processes. Participants were either hungry or sated while they performed a cued 
attention task, in which cues indicated upcoming food or tool targets. Results showed that activations in 
parietal regions of the attention network were more positively correlated with speed of attentional 
shifts to food targets when hungry than when sated. These findings indicate that motivational signals 
may interact with top-down attentional control signals, and these interactions can be observed at the 
behavioral and neural levels. 
In Chapter 4, we study the role of motivation in regulating top-down attention in typically 
developing (TD) adolescents. Existing work has mainly used monetary rewards as a motivational factor 
(Small et al., 2005; Engelmann et al., 2009; Smith et al., 2011; Ivanov et al., 2012), however, these 
findings have limited generalizability, as many motivating factors in daily life are not monetary in nature. 
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It is also important to note that although several studies employed monetary incentives to drive 
motivation, there is evidence that the value of monetary rewards is less evident to children and 
adolescents as compared to adults (Bagley et al., 2007; Vaidya et al., 2013). In contrast, educational 
research has long regarded level of interest in subject matter as an effective motivating factor to 
promote attention and learning during development (Hidi, 1990). Therefore, level of interest in stimulus 
materials may have a more effective and lasting impact than monetary incentives on top-down 
attention, especially in developmental populations, but the neural bases of these processes are unclear.  
In Chapter 4, survey measures are used to assess level of interest in several items on an 
individual participant basis. Using these data, high and low interest stimulus classes are developed. 
Participants perform a cued attention task while EEG is recorded, in which they anticipate either high or 
low interest stimuli. We assess both broadband anticipatory ERP measures (Dale et al., 2008; Seiss et al., 
2009; Murray et al., 2011), as well as alpha-band measures of top-down spatial attentional control 
(Worden et al., 2000; Banerjee et al., 2011).  We predict that ERP and measures of top-down attentional 
control and behavioral target detection will be enhanced for high interest stimuli. The predicted pattern 
of results will indicate that motivational systems interact with top-down attentional control networks to 
bias sensory activations and enhance the processing of anticipated information. The findings from this 
work have the potential to inform the development of clinical measures to increase motivation and 
improve top-down attentional control to relevant information in populations with attentional control 
impairments, and these implications are further discussed in Chapters 4 and 5. 
Summary 
 Chapters 2 and 3 of this work examine central mechanisms of attentional control within and 
across sensory modalities in healthy adults. Through EEG/ERP measures, we assess the neural 
mechanisms of top-down attentional control during the anticipation of stimuli, and immediately upon 
the arrival of sensory inputs. In Chapter 4, the impact of motivation on the neural mechanisms of top-
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down attention is examined in adolescents. This study contributes to benefiting limitations in the 
understanding of the development of top-down attentional control, and the influence of motivation on 
these processes. The findings of the sum of this work reshape existing concepts on the neural 
mechanisms of top-down attentional control during development and adulthood. This work has the 
potential to aid the development of interventional techniques aimed at children with attentional control 
deficits, which are further detailed in Chapter 5. 
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Abstract 
 Oscillatory alpha-band activity (8-15 Hz) over parieto-occipital cortex in humans plays an 
important role in suppression of processing for inputs at to-be-ignored regions of space, with increased 
alpha-band power observed over cortex contralateral to locations expected to contain distractors. It is 
unclear if similar processes operate during deployment of spatial attention in other sensory modalities. 
Evidence from lesion patients suggests that parietal regions house supramodal representations of space. 
The parietal lobes are prominent generators of alpha-oscillations; raising the possibility that alpha is a 
neural signature of supramodal spatial attention. Further, when spatial attention is deployed within 
vision, processing of task-irrelevant auditory inputs at attended locations is also enhanced, pointing to 
automatic links between spatial deployments across senses. Here, we asked whether lateralized alpha-
band activity is also evident in a purely auditory spatial-cueing task, and whether it had the same 
underlying generator configuration as in a purely visuo-spatial task. If common to both sensory-systems, 
this would provide strong support for “supramodal” attention theory. Alternately, alpha-band 
differences between auditory and visual tasks would support a sensory-specific account. Lateralized 
shifts in alpha-band activity were indeed observed during a purely auditory-spatial task. Crucially, there 
were clear differences in scalp topographies of this alpha-activity depending on the sensory system 
within which spatial attention was deployed. Findings suggest that parietally-generated alpha-band 
mechanisms are central to attentional deployments across modalities but that they are invoked in a 
sensory-specific manner. The data support an interactivity account, whereby a supramodal system 
interacts with sensory-specific control systems during deployment of spatial attention.  
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Introduction 
One influential theory of attention proposes that a single control system allocates attention to 
locations in space regardless of the sensory modality to be attended (a “supramodal” spatial attention 
system; see Farah et al., 1989). An alternative account is that spatial attention could be allocated 
independently by several sensory-specific control systems. Studies of patients with parietal lesions have 
provided strong support for the former account, with further supporting evidence for a supramodal 
system coming from electroencephalography (EEG) (Eimer et al., 2003; Stormer et al., 2009; Kerlin et al., 
2010) and functional magnetic resonance imaging (fMRI) studies (Macaluso et al., 2003; Shomstein and 
Yantis, 2006; Smith et al., 2009). However, other findings point to a third possibility, whereby a 
supramodal system interacts with sensory-specific control systems during the deployment of spatial 
attention – what we will term the interactivity thesis (Spence and Driver, 1996; Eimer et al., 2002; 
Santangelo et al., 2010). The present study was designed to adjudicate between these competing 
accounts. Here, we assess the role of alpha-band (8-15 Hz) oscillatory mechanisms in the anticipatory 
deployment of both auditory and visual spatial attention. We chose to interrogate alpha-band activity, 
specifically because it is mainly generated by those structures in the right parietal lobe implicated in the 
supramodal theory, and also because it has been firmly established as a mechanism by which attention 
is deployed within vision (Foxe et al., 1998; Worden et al., 2000; Dockree et al., 2007; Rihs et al., 2007b). 
On the other hand, it is not yet clear whether this oscillatory mechanism is also invoked during the 
deployment of attention in a purely auditory spatial task. If this mechanism were found to be common 
to both sensory systems, this would provide compelling support for the supramodal account. 
Alternatively, a sensory-specific account would be supported if the spatially specific alpha-band activity 
seen during visuo-spatial deployments, was absent during auditory deployments. The third possibility is 
that alpha-band activity is invoked during both auditory and visual deployments but that there are 
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systematic differences in terms of the cortical regions generating these effects. Under this last scenario, 
alpha-band activity would likely represent a mechanism that has both supramodal and sensory-specific 
generators, providing support for the interactivity thesis. 
 If a supramodal system does indeed control deployment of spatial attention, neural 
mechanisms for the suppression of irrelevant/distracting information found during visuo-spatial 
attention tasks might be expected to be similarly deployed during spatially selective attention to 
stimulation in other sensory modalities. Retinotopically-specific increases of power in the 8-15Hz 
("alpha") frequency band of the EEG have been repeatedly implicated in the anticipatory deployment of 
visuo-spatial attention (Worden et al., 2000; Kelly et al., 2006; Thut et al., 2006a; Gomez-Ramirez et al., 
2009). These alpha increases have parieto-occipital scalp distributions indicative of neural generators in 
visual cortex with receptive fields corresponding to the spatial location of the distractors, strongly 
suggesting that alpha-band increases reflect an active attentional suppression mechanism (see Foxe et 
al., 1998; Snyder & Foxe, 2010, Gomez-Ramirez et al., 2007). In support of this interpretation, a 
transcranial magnetic stimulation (TMS) study found that disruption of frontal or parietal regions of the 
attentional control system disrupted modulation of alpha-band activity over primary visual areas in a 
visual spatial attention task, and that the degree of disruption of alpha modulation was related to 
impaired behavioral performance (Capotosto et al., 2009). The functional role of this process is 
bolstered by a number of additional studies that have shown a relationship between the magnitude of 
anticipatory alpha-band activity and subsequent performance (Thut et al., 2006a; Kelly et al., 2009b; 
O'Connell et al., 2009). In a particularly compelling demonstration, Romei and colleagues (2010) used 
short-train TMS of visual cortex to show that alpha-band stimulation (10Hz) selectively disrupted target 
detection in the visual field contralateral to stimulation, an effect that was not observed using other 
stimulation frequencies (5 Hz Theta and 20 Hz Beta).   
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Here we assessed whether these alpha-band mechanisms would also be evoked in a purely 
audio-spatial task. The experimental setup was carefully titrated such that there were no visual cues 
whatsoever as to the location of the auditory imperative stimuli. We then compared alpha-band activity 
during spatial deployments in this pure audio-spatial task to those recorded during the equivalent visuo-
spatial task, asking whether lateralized alpha effects would be evident under both settings and if so, 
whether these oscillatory mechanisms were generated by the same cortical regions or showed sensory-
specific generator patterns.  
  




Twenty neurologically typical adults (12 female; M =25.31 years of age, SD = 4.59) served in the 
study. All participants were recruited from the psychology department at the City College of New York. 
Data from two of the twenty participants were excluded due to excessive eye blinks that resulted in an 
insufficient number of trials after artifact rejection. Thus, eighteen participants (11 female; M= 23.15 
years of age, SD = 4.16) remained in the sample. Two participants were left-handed by self-report, and 
all had normal or corrected-to-normal vision and normal hearing. All subjects provided written informed 
consent and received a modest fee for participation ($12/hour). All materials and procedures were 
approved by the institutional review board of the City College of the City University of New York and 
ethical guidelines were in accordance with the tenets of the Declaration of Helsinki. 
There were two phases to the experiment: 1) a purely auditory spatial task (see Figure 2.1 A) 2) 
followed by a visuo-spatial task (see Figure 2.1 B). This task order was a crucial design feature. Since the 
primary question here concerned whether putatively visual oscillatory mechanisms would also be 
observed during a purely auditory spatial task, we felt it essential to conduct the auditory task first 
without presenting any visuo-spatial cues to the participants. We reasoned that if the visual task were 
administered first, participants might develop a task strategy for processing stimuli in visuospatial 
coordinates, and this strategy could then carry over to the auditory task if it were administered 
afterwards. There is much precedent for the continued activation of circuits responsible for a formerly 
relevant task, even if participants are fully aware that the task will not be relevant again (Wylie et al., 
2004). Thus, all participants completed the auditory task before the visual task. Additionally, since the 
occurrence of lateralized alpha-band effects during visuo-spatial tasks is not in dispute, having been 
replicated many times by many investigators (Kelly et al., 2005; Kelly et al., 2006; Rihs et al., 2009), this 
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secondary visuo-spatial task was conducted here to ensure that the effect was again replicated in this 
specific cohort, and so that topographies of putative alpha-effects could be compared across sensory 
modalities. 
Data from the first two participants from the visual task were not included in the grand average 
due to equipment failures during delivery of the stimuli. Thus, eighteen participants were included in the 
final group for the auditory task, and sixteen participants were included in the final group for the visual 
task.  
Stimuli, Apparatus, and Procedure 
              Participants sat in a darkened, electrically shielded, sound-attenuated booth and fixated on a 
cross displayed continuously on the center of a cathode ray tube (CRT) computer monitor (NEC 
FE2111SB, 40 x 30 cm), placed 100 cm in front of them. Stimuli were delivered using Presentation 
software (Neurobehavioral Systems, Albany, CA). Speakers were placed to the left and right of the 
computer monitor (centered approximately 14° from midline), and were completely hidden from view 
behind a permanent opaque black curtain to prevent their explicit visuo-spatial mapping. Participants 
were never able to see the speakers. Gaze direction was monitored using an Eyelink 1000 eye-tracking 
camera (SR Research Ltd., Ottawa, Ontario) to ensure that participants maintained central fixation. 
Horizontal electro-oculogram (HEOG) data were also analyzed to confirm that there were no effects of 
systematic eye movements. 
We employed a classic S1-S2 cued attention task, where each trial consisted of a cue (S1), an 
intervening blank preparatory period, followed immediately by a task-relevant second stimulus (S2) (see 
Figure 2.1). Tasks of this type often use probabilistic cues, where participants are told to respond to all 
targets, even at the uncued location (e.g. Posner et al. 1980). Here, instructional cues were used (e.g., 
Worden et al., 2000) such that participants were directed only to respond to targets at the cued location 
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and suppress/ignore stimuli at the uncued location. Thus, all stimuli at uncued locations served as 
distractors, suppression of which would be expected to benefit task performance. On each trial, a 
symbolic auditory cue (the spoken phoneme /ba/ or /da/) was presented for 120 ms at 60 dB SPL from 
both speakers simultaneously (see Figure 2.1 A). Assignment of the cues /ba/ or /da/ to signify attend-
right or attend-left trials was counterbalanced across participants. Auditory cues were produced using 
Open Mary Text-to-Speech System (Schröder and Trouvain, 2003). The use of auditory cues is a crucial 
design feature, as typical visual arrow cues may introduce confounds. Arrow cues have been 
demonstrated to induce exogenous visuospatial attention effects due to the over-learned association 
between an arrow and a spatial location, even when the task is entirely non-spatial (see Ivanoff & 
Saoud, 2009). Additionally, auditory cues have been successfully used previously to induce alpha 
attention effects (Fu et al., 2001). 
Following the S1-S2 (cue-target) interval of 1000 ms, auditory S2's were delivered in the form of 
band-delimited noise bursts of three frequency ranges (300-1400 Hz, 600-1800 Hz, and 900-2700 Hz) for 
125 ms at 60 dB SPL (see Figure 2.1 A). Auditory S2's occurred from the left, right, or both speakers with 
equal probability (33.3%). For bilateral auditory S2’s, noise bursts within two different frequency ranges 
were presented to each side to facilitate spatial segregation of the two sounds. Participants responded 
by depressing the left button of a computer mouse with their right index finger upon detection of an S2 
containing a gap at the cued location (target) and withheld responses otherwise. In the auditory task, 
the probabilities for stimuli at the cued location were as follows: noise with a gap=.20 and noise without 
a gap = .80. At the uncued location in the auditory task, the probabilities were as follows: noise with a 
gap = .25, noise without a gap = .25 and no auditory stimulus = .50 (see Figures 2.1 C and 2.1 D). It is 
important to note that a noise with a gap at the uncued location did not constitute a target and did not 
call for a response. A stimulus with a gap could be presented on both sides, but participants were 
instructed to only attend to the cued location. Bilateral trials were included in order to examine 
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suppression of stimuli at the uncued location.  Participants were instructed to use the cue information 
and maintain central fixation.   
The duration of the gap in the auditory noise-burst S2s was determined psychophysically on an 
individual subject basis prior to beginning the experiment. There were fifty possible gap durations 
ranging from 1 ms to 50 ms. A beginning level of 79.4% target detection rate was titrated for each 
subject using the Up-Down Transform Response method  (UDTR;  Wetherill and Levitt 1965). Due to 
inability to meet the target performance during the UDTR procedure, one participant was placed at the 
highest gap-detection level (50 ms) for the auditory experimental blocks. Participants performed the 
auditory task UDTR, followed by the auditory task, a break, and then the visual UDTR and task. 
Participants were given a cumulative account of their performance at regular intervals throughout the 
procedure. About 600 trials per task (auditory and visual) were collected for each participant during the 
EEG portion of the experiment. 
The visual task was designed to be as similar to the auditory task as possible; except that the 
S2's were visual (the cues remained auditory). The S2's were grey-and-white Gabor patches on a black 
background that appeared at the furthest left and/or right peripheral extent of the monitor (centered at 
9.15° from midline) to maintain as comparable a location to the auditory S2’s as was feasible (see Figure 
2.1). These stimuli were constructed using a 12.9 cycles per degree sinusoidal wave with values ranging 
from black (monitor RGB = 0,0,0) to 98.82% white (RGB = 252,252,252) enveloped with a 2-D Gaussian 
with a width at half-maximum of 1.19° visual angle. The sinusoid was oriented at 45° relative to 
horizontal. The target was a ring ranging in brightness from 1.27% grey (RGB = 3,3,3) to 100% white 
(RGB = 255,255,255) by eighty discrete levels. The ring had an inside diameter of 0.45 degrees visual 
angle and an outside diameter of 0.67 degrees visual angle. The target ring and Gabor mask were 
combined using a screen overlay.  
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For the visual task, participants were instructed to press the left mouse button when they 
detected a bright ring in the center of the Gabor at the cued location and to withhold responses 
otherwise. Participants also performed a UDTR session prior to the visual condition in order to 
determine the target ring brightness level for a 79.4% detection rate. The Up-Down Transform Response 
(UDTR) method was used to bring participants to equivalent levels of stimulus detection before the main 
experimental sessions began. Thereafter, we did not adjust the stimulus levels throughout the 
experiment since the intention was to compare electrophysiological responses to stimuli containing the 
same properties.  Four participants were unable to attain the predetermined target performance level 
during the UDTR procedure. These participants were therefore placed at the maximal target contrast 
level (i.e. white against black) during the experimental blocks. All participants were provided feedback 
on their cumulative signal detection for this task in the same manner as in the auditory task. The 
stimulus probabilities for cued and uncued locations were exactly the same in the visual task as in the 
auditory task (see Figures 2.1 C and 2.1 D).   
EEG Recordings and Analysis 
              Continuous EEG was acquired through the BioSemi ActiveTwo electrode system (Amsterdam: 
The Netherlands) from 168 Ag-Cl electrodes, digitized at 512 Hz. With the Biosemi system, every 
electrode or combination of electrodes can be assigned as a reference, which is done purely in software 
after acquisition. Biosemi replaces the ground electrodes that are used in conventional systems with 
two separate electrodes that are used in conventional systems with two separate electrodes: Common 
Mode Sense (CMS) and Driven Right Leg (DRL) passive electrode. These two electrodes create a 
feedback loop, thus rendering them as references. EEG data were processed using the FieldTrip 
toolbox (Donders Institute for Brain, Cognition and Behaviour, Radboud University Nijmegen, the 
Netherlands. See http://www.ru.nl/neuroimaging/fieldtrip) for MATLAB (The MathWorks Inc., 
Natick, Massachusetts). 
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Raw data were re-referenced to the nasion for analysis after acquisition. Data were epoched 
(200 ms pre-S1 onset to 1000 ms post-S1 onset) and then averaged off-line. Three hundred trials for 
each cue direction in each sensory modality were collected for each subject. We defined baseline as the 
mean voltage over 200 ms to 50 ms preceding the onset of the stimulus. Trials with eye-blinks and trials 
where the angle of the eye was greater than three degrees from central fixation were rejected on the 
basis of eye-tracking data. Trials for which four or more electrodes had voltage values spanning a range 
of greater than 120 μV were rejected, to exclude periods of high muscle activity and other noise 
transients. 
Analysis Strategy 
Behavioral data:  A repeated-measures ANOVA was used to examine performance (correct 
positive responses divided by total targets presented) for visual and auditory tasks (modality x cue 
direction). A repeated-measures ANOVA was also performed on reaction time data for visual and 
auditory tasks (modality x cue direction). The two participants whose behavioral data for the visual task 
were corrupted were not included in these repeated-measures ANOVA analyses.   
Electrophysiological data:  The temporal spectral evolution (TSE) method was used to focus 
analysis on alpha-band activity. To derive TSE waveforms, the data were first band-pass filtered between 
8-15 Hz (4th-order digital Butterworth, zero-phase). Then, the instantaneous amplitude of the complex-
valued analytic signal was derived by the Hilbert-transform (Le Van Quyen et al., 2001). Frequency and 
temporal resolution are determined wholly by the filtering step and are not altered by the Hilbert 
transformation. This procedure results in all positive-valued data. Since we were interested in the 
average change of alpha-band power following the presentation of the cue information, we re-baselined 
the data prior to averaging across trials. Thus any change from zero - the baseline - would indicate a 
change in alpha power.  Use of a narrow band-pass filter introduces an artifact near the edge of the 
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epoch, so our baseline window for this procedure was reset to -100 to 0ms to avoid including the edge 
artifact in the baseline calculation. Thus, voltage values in the epoch represent absolute change in alpha-
band power from baseline levels. Data were ultimately grand-averaged across subjects for purposes of 
illustration. Our analyses then proceeded in two stages, assessing two separable aspects of the alpha-
band response. 1) The aim in the first stage was to assess our primary hypothesis as to whether 
previously characterized spatially-specific alpha-effects would be common to both audio-spatial and 
visuo-spatial conditions. 2) The second stage aimed to assess whether general attentional deployment 
processes in the alpha-band (i.e. when left versus right space was not considered as a factor) would be 
common or separable between sensory modalities. An alpha criterion of p < .05 was used.  
Stage 1 Analysis: Assessing spatially-specific alpha suppression effects across modalities: 
            Repeated-measures ANOVAs were used to analyze main effects and interactions of cue direction 
(left or right) and region of interest (ROI, left or right hemiscalp) on alpha power amplitudes. These 
ANOVAs were performed for each task (auditory and visual) and for each of six time windows, for a total 
of twelve statistical tests. The regions of interest chosen for testing were based on scalp topographies in 
existing studies (Worden et al., 2000; Kelly et al., 2008b) with electrode clusters over left and right 
parieto-occipital scalp. These locations are outlined in Figure 2.4. The time windows of 400-500 ms, 500-
600 ms, 600-700 ms, 700-800 ms, 800-900 ms and 900-940 ms were selected for analysis based on the 
observed timecourses of differential anticipatory alpha-band shifts in previous studies (e.g. Worden et 
al., 2000; Fu et al., 2001). The last 60 ms of the anticipatory period prior to the S2 were excluded from 
these analyses to preclude inclusion of oscillatory effects caused by the onset of S2 stimulus processing, 
since it was anticipatory effects that were of primary interest. An alpha criterion of .05 was used and 
corrected for multiple comparisons where appropriate. 
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Stage 2 Analysis: Assessing right parieto-occipital alpha-band activity between modalities: 
A second stage of analysis aimed to characterize potential topographic differences in terms of 
general spatial attention deployments as a function of sensory-modality (i.e. regardless of which side of 
space was to be specifically attended). This was done by averaging across cue-right and cue-left 
conditions within modality, allowing for examination of sensory- specific alpha-band attentional 
processes that are common across left and rightward directed attention for each sensory condition 
(auditory and visual). The first stage of analysis was ‘blind’ to these common processes since they are 
subtracted out in the left-versus-right comparison. For this analysis, only the sixteen participants who 
completed both auditory and visual tasks were included.  Scalp topographies and latency of alpha power 
increases between the auditory and visual tasks were statistically assessed using repeated-measures 
ANOVA with the factors of modality (auditory or visual) and ROI. We again considered the time-period 
preceding the arrival of the anticipated imperative S2 (700-940 ms post-S1). In this second stage of 
analysis, we did not have previous literature to rely on in terms of defining specific scalp regions a-priori 
to select for statistical comparisons but we had solid reason to expect a strong right parieto-occipital 
focus for alpha-band activity during the anticipatory period from previous intersensory work (Foxe et al., 
1998; Fu et al., 2001) and assumed that this would be evident for both modalities in the current 
datasets. The main question was whether this right parieto-occipital alpha focus would be identical or 
different across modalities. We approached this issue by quantitatively assessing the regions containing 
peak alpha power in each time window (700-800 ms, 800-900ms, 900-940 ms) within a given sensory 
modality, picking the three adjacent scalp sites that showed maximal alpha power. The scalp-sites 
chosen through this method for each task-modality are illustrated in Figure 2.5. When these regions 
differed between tasks, we then submitted them to the statistical analyses described above. An alpha 
criterion of .05 was used and corrected for multiple comparisons where appropriate. We did not test the 
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600-700 ms time window as the electrodes where peak alpha power was observed were completely 
overlapping for the auditory and visual tasks during this period. 
In response to a reviewer’s suggestion, the TSE signals for this stage of analysis were GFP 
normalized using the Global Field Power (GFP) using the freely available software Cartool (for a 
description of this process sees Brunet et al., 2010). Repeated measures ANOVAs were conducted on 
the normalized data using the factors of condition and electrode for three time bins (700-800 ms, 800-
900 ms, 900-940 ms post-S1). Paired-samples t-tests were performed for the normalized TSE data 
between auditory and visual conditions using all electrodes and all timepoints, which was corrected for 
multiple comparisons.  
 
  




For the auditory task, the mean gap level (n = 18) determined by UDTR was 28.28 ms (SD = 10.60 
ms). Mean performance for the auditory task was 78.68% (SD = 13.57%) for cue-left and 72.14% (SD = 
17.55%) for cue-right conditions (see Figure 2.2 A). For the visual task, the mean target ring brightness 
level (n = 16) determined by UDTR was 58.83% (SD = 22.90%).  Mean performance for the visual task 
was 60.08% (SD = 23.32%) for cue-left and 62.13% (SD = 26.31%) for cue-right conditions (see Figure 2.2 
A).   
A plot of the horizontal electro-oculogram traces in the cue left and cue right conditions time-
locked to the S1 for auditory and visual tasks is included (see Supplemental Materials, Figure S.2.1). 
Paired-samples t-tests of each trace across conditions (left horizontal electrode in auditory task cue left 
vs. cue right, right horizontal electrode in auditory task cue left vs. cue right, left horizontal electrode in 
visual task cue left vs. cue right, and right horizontal electrode in visual task cue left vs. cue right) 
revealed no significant differences between any of these pairs. Eye-tracking was used to ensure 
appropriate fixation and mean gaze deviation from fixation across participants in the period between S1 
and S2 was 0.5233° on the horizontal axis (SD = 0.2446). A plot of the mean gaze deviation from fixation 
for each participant in auditory and visual tasks between the S1 and S2 was included (see Supplemental 
Materials, Figure S.2.2). A paired-samples t-test between auditory and visual tasks revealed no 
significant difference in gaze deviation between the tasks, t(15) = -.368, p = .718. 
The lower performance of some participants for the visual task may be attributed to fatigue in 
the latter half of the testing session. We opted to retain participants that did not maintain 79.4% 
performance following behavioral titration with the Up-Down Transform Response (UDTR) procedure, 
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since even though these individuals showed performance declines relative to beginning levels, they 
were nonetheless able to effectively deploy attention as instructed and to discriminate targets. Upon 
examination of the d' (discriminability index) values for each participant, it was clear that all participants 
performed above chance (d' >0), except one participant, who performed below chance only in one 
hemifield. For the auditory task, the mean discriminability index was d'=1.70 for cue left (SD = 0.73) and 
d'=1.45 for cue right (SD = 0.58). For the visual task, the mean discriminability index was d'= 0.87 for cue 
left (SD = 0.56) and d' = 0.87 for cue right (SD = 0.72). Individual performance levels for both tasks and 
each hemifield are tabulated in Supplemental Materials (Table S.2.1). In response to a reviewer’s 
comment, topographies were compared for participants who were at similar levels of performance for 
auditory and visual tasks to ensure that the pattern of effects remained unchanged. Participants with 
the lowest quartile of performance in the visual task were removed and grand averages were produced 
for these auditory and visual task data (see Supplemental Materials, Figure S.2.4). These topographies 
were very similar to those in the original analysis throughout the periods of interest.  
Repeated-measures ANOVAs on performance with factors of cue-direction (attend right or left) 
and modality (auditory or visual task) revealed a main effect of modality (F(1,15) = 12.088, p = .003). This 
main effect was driven by better performance in the auditory task (M = 75.41%, SD = 15.81%) than the 
visual task (M = 61.09%, SD = 24.48%). When the four participants who did not meet target performance 
for the visual task and the one participant who did not meet target performance for the auditory task 
were removed, a paired-samples t-test showed that auditory task performance (M = 80.27%) remained 
significantly better than visual task performance (M = 64.95%) (t(23) = 3.266, p = .003). Analysis of the 
reaction time data revealed no significant differences between auditory and visual tasks (see Figure 2.2 
B). 
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Electrophysiological data 
Stage 1: Assessing spatially-specific alpha suppression effects 
The upper panel of Figure 2.3 displays alpha-band TSE topographies as a function of cuing 
condition (left or right), for auditory and visual tasks (600-940 ms post-S1). The lower panel of Figure 2.3 
shows the maps of the difference between this pair of conditions (i.e. cue-left minus cue-right). Bilateral 
parieto-occipital alpha foci are evident for both modalities (note that the red and blue coloring in the 
difference maps is simply a function of the direction of the subtraction). Both alpha foci, in fact, 
represent increased alpha-power relative to baseline. It can be readily appreciated from these 
difference maps that the topography of these alpha-lateralization effects are highly similar between 
modalities.  
Figure 2.4 displays TSE waveforms from parieto-occipital scalp sites showing the shifts in alpha 
power dependent on cue direction that were observed for each of the auditory and visual tasks. For the 
auditory task and visual task, we performed two separate repeated-measures ANOVAs comparing left 
hemisphere and right hemisphere regions of interest across the two cue conditions. For the auditory 
task, we found main effects of Hemisphere and Cue x Hemisphere interactions for the periods from 400-
800 ms post-S1 (see Table 2.1). For the visual task, we found significant Cue x Hemisphere interactions 
from 600-700 ms and 900-940 ms post-S1, with no significant main effects or interactions during the 
intervening time periods (700-900 ms), although these approached significance. Table 2.1 includes a 
summary of these results. 
Stage 2: Assessing right parieto-occipital alpha-band activity across modalities 
 In the second phase of analysis, potential alpha-band topographical differences between the 
auditory and visual tasks were explored. Here, the data from left and right conditions were collapsed 
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within modality in order to analyze differences in deployment of attention for each sensory modality 
regardless of the specific spatial location to be attended. Figure 2.5 (E-F) shows the regions of interest 
that were used in this analysis (their selection is described in Methods). For 700-800 ms post-S1, a 
significant modality by region of interest interaction was observed (F(1,15) = 4.612, p = .048), and this 
interaction was also evident for the 800-900 ms period (F(1,15) = 5.070, p =.040). For these two time-
windows spanning the 700-900 ms post-S1 period, alpha power was greatest over the right parietal 
cortex for both auditory and visual tasks as predicted, with the focus during the auditory task showing a 
distinctly more lateral distribution to that seen during visuospatial deployments. From 900-940 ms 
period post-S1, the foci of peak activation for auditory and visual tasks remained distinct, and there was 
a significant modality by region of interest interaction, F(1,15) = 6.166, p = .025. Figure 2.5 illustrates the 
differences in topography between the two tasks during these three time windows.  
 These data were Global Field Potential (GFP) normalized, and repeated measures ANOVAs were 
conducted using the factors of condition and electrode for three time bins (700-800 ms, 800-900 ms, 
900-940 ms post-S1). A significant condition x region interaction was observed for 800-900 ms (F(1,15) = 
6.4, p = .023) and also for 900-940 ms (F(1,15) = 7.464, p = .015). However, no condition x region 
interaction was observed for the time bin of 700-800 ms post-S1. Figure 2.6 displays the results from the 
paired t-tests across all electrodes and all time points for these data. Significant differences (p<.05) were 
observed for parieto-occipital electrodes between the conditions from 780-940 ms post S1, including 
the electrodes used in the original analysis (see Figure 2.5 E-F).
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Discussion 
We set out to assess the contribution of shared versus sensory-specific mechanisms in the 
deployment of spatial attention, by comparing alpha-band oscillatory activity under conditions of pure 
audio-spatial and visuo-spatial attention.  This measure of preparatory spatial attention has been very 
well-characterized in the visual domain and provides a reliable measure of top-down control of spatial 
attention processes. Auditory directional cues were explicitly used in both cases to avoid the previously 
mentioned confounds around visually-presented arrows. Using tightly matched stimulus setups across 
sensory-modalities, the current data clearly demonstrate a central role for parieto-occipital alpha-band 
oscillatory mechanisms in the directing of both audio-spatial and visuo-spatial attention. In this regard, 
these results point to a supramodal role for alpha-band oscillatory mechanisms.  Specifically, the 
deployment of spatial attention toward anticipated auditory or visual events resulted in lateralized 
increases in alpha-power over parieto-occipital cortex contralateral to unattended space (ipsilateral to 
the cued location). Topographic mapping of these lateralized alpha-effects (i.e. maps of the difference 
between cue-left minus cue-right conditions) across the late pre-S2 anticipatory period revealed very 
similar distributions for the attend-auditory and attend-visual conditions (see Figure 2.3). It is clear from 
these data that alpha-band oscillations play a key role in the deployment of spatial attention within both 
the auditory and visual systems. It is also clear that structures within the right parietal lobe produce the 
majority of this phasic alpha-band activity during both sensory tasks, consistent with lesion data 
showing cross-sensory attentional deficits when these same structures are compromised (Brozzoli et al., 
2006). 
In a second stage of analysis, the data were collapsed across spatial-cueing conditions in order 
to examine potential between-modality differences, independent of spatial considerations. Using this 
approach, further support for a supramodal spatial attention system was seen in the 600-700 ms post-
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S1 time window. A highly focused right parieto-occipital alpha distribution was observed and this map 
was extremely similar between modalities, suggesting common processes for spatial attention during 
this epoch. Thereafter, however, clear topographical differences in alpha power emerged between the 
auditory and visual tasks, pointing to additional sensory-specific spatial mechanisms. In this late 
anticipatory period before onset of the imperative S2 (800-940ms) alpha-power increases were evident 
over quite distinct regions of right parietal cortex depending on the sensory modality of the task, 
suggesting contributions from sensory-specific mechanisms. Despite these clear dissociations of 
topography during the 800-940 ms post S-1 period, it was also notable that the auditory and visual alpha 
foci were nested in very close adjacency to each other. This topographic proximity suggests that there 
may be sensory-selective sub-fields in tightly neighboring regions, perhaps within a complex of closely 
related parietal regions.  
Parietal Role in Spatial Selective Attention and Supramodal Deployment Mechanisms 
Structures within the right parietal lobe are heavily implicated in the deployment of visuo-
spatial attention, with damage to these structures often resulting in severe deficits in the ability to 
deploy spatial attention (Heilman and Van Den Abell, 1980; Vallar and Perani, 1987; Farah et al., 1989; 
Foxe et al., 2003). One paradigmatic finding in parietal lesion patients is impairment in the ability to 
disengage attention from an ipsilesionally presented visual stimulus (i.e. a right hemifield input) to 
attend to a subsequently presented contralesional stimulus. In a seminal study, Farah and colleagues 
(1989), rather than using typical visual-visual stimulus pairings, investigated the effect of cross-sensory 
pairings on the attentional disengagement abilities of parietal lesion patients. Specifically, they tested 
whether an ipsilesional auditory stimulus would capture and hold spatial attention, thereby interfering 
with subsequent processing of a contralesional visual target. They reasoned that if auditory cues 
impacted the subsequent deployment of spatial attention to a visual stimulus, this would provide 
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support for a supramodal role for right parietal areas in controlling spatial attention. And indeed, this is 
precisely what was found, with patients showing impairment in their ability to disengage attention 
regardless of the sensory modality of the initial ipsilesional cue. Consistent with Farah’s supramodal 
model, visuo-spatial neglect resulting from parietal lesions often extends across sensory modalities (e.g. 
Vallar, 1997; Brozzoli et al., 2006).  Additional evidence for a supramodal system derives from consistent 
findings that directing attention to a location within a given sensory modality results in enhanced 
processing, not only for stimuli presented in the attended sensory modality, but also for stimuli 
presented at that location in task-irrelevant sensory modalities (Teder-Sälejärvi et al., 1999; McDonald 
et al., 2000; Eimer and Driver, 2001). The thesis is further bolstered by imaging studies showing similar 
fronto-parietal attentional networks engaged whether attention is directed within visual, auditory, or 
tactile space (Macaluso et al., 2003; Shomstein and Yantis, 2006; Krumbholtz et al., 2009; Smith et al., 
2009).  
Transcranial magnetic stimulation (TMS) and electrophysiology studies also provide some 
support for supramodal representations in the parietal lobe. For example, Chambers et al. (2007) used 
TMS over parietal cortex during somatosensory-spatial and visuo-spatial tasks. Spatially aligned visual or 
somatosensory cues directed participants to attend to visual or somatosensory targets in the left or 
right hemifield. By delivering single pulse TMS over the right angular and supramarginal gyri of the 
inferior parietal lobe, they interfered with reflexive attentional shifts to both somatosensory and visual 
stimuli, when somatosensory cues were used (Chambers et al., 2007). Complicating a straightforward 
supramodal interpretation though, similar interference was not seen for visual cues, possibly indicating 
dominance of visual over other types of information in this node of the spatial orienting system. Of 
particular relevance to the current work, Kerlin et al. (2010) examined alpha-band activity in a cued 
auditory spatial task. Arrows instructed participants to attend to spoken sentences on one side while 
ignoring sentences presented on the other side. Examining alpha power during the S2, they found 
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lateralized effects over parieto-occipital cortex that reflected the hemifield of auditory selective 
attention. The important point here is that the topographies of these spatially-specific alpha effects 
appeared highly similar to those reported previously for visuo-spatial attention tasks (Worden et al., 
2000; Kelly et al., 2006; Kelly et al., 2010). It needs to be pointed out though that only auditory attention 
was examined and so no direct comparisons between modalities were possible. 
Sensory-specific Deployment Mechanisms 
Despite substantial evidence supporting a supramodal account, there is an increasing 
accumulation of data suggesting a more complex story. For one, in the afore-mentioned studies where 
spatial attention was seen to spread from the attended modality to co-located task-irrelevant stimuli in 
another modality, the enhancement seen for the task-irrelevant stimuli was typically smaller than if 
those stimuli had in fact been primarily attended (Eimer et al., 2002). This implies some top-down 
differentiation of the relevant sensory modality. Also consistent with additional sensory-specific 
mechanisms, imaging studies have not always demonstrated complete overlap of the fronto-parietal 
control network (Krumbholtz et al., 2009). For example, Wu et al. (2007) found that although generally 
similar frontal-parietal regions were activated during orientation of both visual and auditory attention, 
there were also sensory-specific activation differences in a subset of parietal and frontal regions. It is 
also noteworthy that some, though not all, of the imaging studies that have found substantially 
overlapped networks have used visually presented arrows to cue location (Smith et al., 2009), which is a 
limitation as mentioned earlier. 
Findings from the current study suggest that supramodal spatial attention processes are 
engaged during 600-940 ms post-S1, as evidenced by similar lateralized shifts in alpha power over 
parietal electrodes in this time window (Figure 2.3). However, in Stage 2 of the present analysis, 
collapsing across spatial cues revealed sensory-specific increases in alpha power over topographically 
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distinct regions directly preceding the S2 (Figure 2.5 C-D). This is consistent with the known functional 
anatomy of attentional control regions within the intraparietal sulcus (IPS) of non-human primates (see 
Grefkes and Fink, 2005 ). Also, although compromise of spatial attention is often found across sensory 
modalities in neglect patients, it is also the case that more careful psychophysical testing has shown 
clear distinctions in the extent of involvement across modalities (e.g. Sinnett et al., 2007). It seems 
reasonable to propose that the relatively gross lesions that are common in neglect patients would likely 
involve a large tract of parietal cortex that might compromise a number of sensory-selective regions but 
that this would not always be the case when lesions are more punctate. In this latter case, dissociations 
between sensory systems would be more likely and this is what has been seen. It is also intriguing that 
the alpha focus we observed over parietal cortex during auditory deployments in the current study was 
more lateral than the visual focus, suggesting perhaps that parietal regions closer to the temporal lobe 
control attention for functions in that lobe. In support, anatomic tracer studies in macaques have shown 
greater connectivity between ventral intraparietal cortex (VIP) and auditory cortical regions than were 
seen for more dorsal IPS regions (e.g. Lewis and Van Essen, 2000). Additionally, PET and fMRI studies on 
auditory sound localization have shown activation in right parietal cortex regions, including the right 
inferior parietal lobule (Zatorre et al., 2002; Brunetti et al., 2008).  
Study Limitations 
An important consideration in attention cueing studies such as this concerns potential effects of 
the sensory modality within which the instructional cue is delivered (Foxe and Schroeder, 2005). Here, 
we employed exclusively auditory symbolic cues, explicitly because of concerns about the use of visual 
arrows. However, this raises the possibility that using auditory cues to predict upcoming visual 
imperative S2s may not be exactly equated with the use of the same auditory cues to predict an 
upcoming auditory target. In the former scenario, in addition to deploying spatial attention, the 
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participant must also switch sensory modality between the cue and target. In the latter case, no such 
cross-modal switch is necessary.  Studies by Harvey (1980) and Turatto et al. (2002, 2004) have 
convincingly shown that this issue of cross-modal switching has real impact on performance in terms of 
reaction times. For example, Turatto et al. (2004) presented within-modality and across-modality 
stimulus pairs, using variable inter-stimulus-intervals (ISIs) between both stimuli. The first stimulus of 
the pair was always irrelevant to the task, whereas subjects were required to make a speeded 
discrimination response to the occurrence of the second stimulus. Even though the first stimulus of the 
pair was completely irrelevant, reaction times to the second stimulus were significantly slower when the 
sensory modality switched relative to instances where the S1 and S2 were of the same modality. The 
results make it clear that some attentional resources must have been automatically captured by the 
modality of the S1. In a second experiment, the modality of the S2 never switched such that participants 
were in no doubt as to which modality they should respond to. Even so, the totally irrelevant S1 resulted 
in relatively slowed RTs to the cross-modal S2. These results have obvious implications for the present 
study where the auditory spatial task required no cross-modal switch but the visuo-spatial task did. 
However, we believe that this is not a significant issue here as in all of these studies the automatic 
sensory capture effect was found to have a relatively short-lived epoch. While these cross-modal effects 
were found to be robust at ISIs of 150 ms, they were highly attenuated for 600 ms ISIs and nonexistent 
for 1 second delays (Turatto et al., 2004). In the current study, the cue-target interval used was fully 1 
second, and so it is highly unlikely that cross-modal switch effects can have impacted the alpha 
processes of interest here, which were all observed during the late delay-period.  
One inherent compromise of the current design pertains to the sequencing of the auditory and 
visual tasks. That is, in order to avoid providing any visuo-spatial cues prior to assessing “pure” auditory 
spatial attention, the auditory task was always run before the visual task.  It is likely that it was this 
sequencing that led to the observed waning of performance of the visual task relative to the auditory 
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task, despite the fact that both tasks were initially titrated to have equivalent performance levels at the 
individual subject level.  Unlike the auditory task, performance of the visual task declined after initial 
titration, and it seems likely that this occurred because the visual task was always conducted in the 
second half of the recording session as subjects began to fatigue. It is important, however, to note that 
while this fatigue effect was a necessary consequence of design considerations, we believe that it is 
highly unlikely that these modest performance differences could have impacted the frank shifts in the 
neural circuits that were observed here between tasks. 
Another potential issue with the current study pertains to the slight spatial offset of the auditory 
S2 stimuli during the auditory task (14°) relative to the S2 stimuli in the follow-up visual task (9.2°), 
which was necessitated because the speakers flanked the screen. It could be argued that topographical 
differences uncovered in this study might in part reflect this spatial disparity. We consider this extremely 
unlikely for a number of reasons.  First, auditory spatial localization abilities for the brief broadband 
noise bursts we used here are relatively crude, and the standard deviation of absolute sound localization 
also grows with increasing eccentricity (Recanzone et al., 1998). In a careful study in macaques, 
localization thresholds for noise-bursts ranged from 3.2-4.1° degrees (Recanzone et al., 2000). The 
disparity here was 4.85°, which falls very close to this threshold. Even had participants been presented 
the visual and auditory targets during the same task, we strongly suspect that it would have been very 
difficult for them to resolve this small spatial difference. The second key point is that when we 
compared the alpha topographies for cue-left versus cue-right conditions between modalities (the 
spatially specific aspect of the data); no differences were observed although this is the aspect of the 
data that would be expected to modulate as a function of spatial differences.  
In turn, if we take the position that participants could indeed precisely resolve these spatial 
differences between modalities and across tasks, the effects still do not accord with a spatial disparity 
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account. That is, topographical mapping of visual cortex in primates has shown that there is dramatically 
decreased cortical representation in early retinotopic cortices as the eccentricity of stimulation 
increases (Tootell et al., 1988), the so-called cortical magnification factor. For eccentricities between 10-
14°, our difference of 4.85° would correspond to an approximately 5-6 mm shift along retinotopic cortex 
(Virsu and Rovamo, 1979), a shift that is not consistent with the frank changes in topography over 
unilateral parietal scalp that we observe here. Finally, in the current study, distracter space was very 
broadly defined, as the left half of space was merely pitted against the right. That is, participants would 
not have to respond to stimuli occurring anywhere near the uncued hemispace, such that such fine-
resolution representations of distracter space were unnecessary. Therefore, it is more likely that 
participants used a coarse representation of the to-be-ignored space (i.e., “left” or “right”).  
Conclusion 
These results show that auditory-spatial attention recruits similar alpha-band oscillatory 
mechanisms to visuo-spatial attention, as evidenced by lateralized shifts in alpha-activity over parieto-
occipital cortex contralateral to unattended space. However, clear topographic differences between 
auditory and visual tasks also suggest that sensory-specific mechanisms are recruited, providing support 
for the interactivity thesis. These results are in accord with EEG and fMRI studies (i.e. Eimer et al., 2002; 
Santangelo et al., 2010) that suggest a hybrid role for the parietal cortex, where supramodal spatial 
attention mechanisms act in concert with sensory-specific processes. 
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Table 2.1 
Summary of main effects and interactions for alpha power by Cue (left versus right) and Hemisphere (left 
or right parieto-occipital regions of interest) in each time window.  
  
Task 400-500 ms 500-600 ms 600-700 ms 700-800 ms 800-900 ms 900-940 ms 
Auditory Main effect of 
Hemisphere 
(F(1,17) = 6.957, 
p = .017)  
Main effect of 
Hemisphere 
(F(1,17) = 8.790, 
p = .009)  
Main effect of 
Hemisphere 
(F(1,17) = 
12.038, p = 
.003) 
Main effect of 
Hemisphere 
(F(1,17) = 13.550, 
p = .002) 
NS NS 
 Cue x 
Hemisphere 
interaction 
(F(1,17) = 6.747, 




(F(1,17) = 8.964, 




(F(1,17) = 5.812, 




(F(1,17) = 5.443, 
p = .032) 
NS NS 
Visual NS NS Cue x 
Hemisphere 
interaction 
(F(1,15) = 4.892, 
p = .043) 
Marginal Cue x 
Hemisphere 
interaction  
(F(1,15) = 4.197, 











(F (1,15) = 
4.848, p = 
.044) 
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Figure 2.1: A schematic of the experimental paradigm illustrates the sequence of events and their timing 
within a trial, for each of the auditory (A) and visual (B) tasks. The spoken phoneme (/ba/ or /da/) served 
to cue participants to attend-right or to attend-left for the occurrence of a possible target. These 
auditory cues were followed 1000 ms later by the imperative stimulus (S2: Gabors in the visual task and 
a noise burst in the auditory task). In the depiction of the visual task (B), a target ring is present in the 
left Gabor. Panels (C) and (D) delineate the stimulus probabilities at cued and uncued locations for 
auditory and visual tasks. 
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Figure 2.2: Performance on the auditory and visual tasks. Accuracy as a function of task and cue 
direction is illustrated in panel A, and reaction time as a function of task and cue direction is illustrated 
in panel B. 
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Figure 2.3: Scalp topographic maps of alpha power (from 600-940 ms) for cue left and cue right 
conditions, for each of the auditory and visual tasks. In the lower half, cue right is subtracted from cue 
left to illustrate the parietal distribution of the cue-specific alpha power topographies that is seen in 
both the auditory and visual tasks. 
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Figure 2.4: Alpha power in each region of interest (ROI) dependent on cue direction. Comparing left and 
right ROI's for each of the auditory and visual tasks, alpha power is greater over the parieto-occipital 
cortex ipsilateral to the direction of attention for several post-S1 time windows, for both visual and 
auditory tasks. 
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Figure 2.5: Scalp topographies of alpha power averaged over cue condition for the auditory and visual 
tasks. For each time interval from 600 to 940 ms (panels A-D), topographies are displayed separately for 
auditory and visual tasks. To illustrate differences in the scalp distribution of alpha power between the 
sensory conditions, these are accompanied by a composite display of the same auditory and visual scalp 
topographies and their centers of maximal activity. The lowest panels (E-F) display the electrodes used 
for the Stage 2 analysis. The gray circle shaded electrode represents the midline occipital electrode as a 
bearing, as the scalp has been rotated to depict mainly right hemisphere electrodes. 




Figure 2.6: Paired t-tests of all electrodes and all time points across auditory and visual conditions 
(corrected for multiple comparisons). Parieto-occipital electrodes outlined in white show significant (p 
<.05) difference across the two conditions from 780-940 ms post-S1.Significant differences were also 
observed for a few parietal electrodes from 400-700 ms, but distinct topographical shifts were not 
observed for this time period. 
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Table S.2.1 
D-prime values are tabulated for each participant. All participants except participant #7 showed target 
detection above chance (d' >0) in both hemifields. Participant #7 showed target detection below chance 
in one hemifield (cue right condition) but performed above chance for the other hemifield. 
Auditory Task 
Cue Left  
Auditory Task 
Cue Right  
Visual task 
Cue Left  
Visual Task 
Cue Right  
1  0.5634  1.0566  0.8671  1.1392  
2  1.9458  1.9458  1.0204  1.5147  
3  2.3561  2.3561  0.0835  1.5155  
4  2.9425  1.6875  0.7488  1.3445  
5  1.4980  1.4980  1.0637  1.5584  
6  2.2857  1.4532  1.1979  0.8232  
7  1.3969  1.5789  0.6888  -1.0323  
8  1.6875  1.0825  0.6946  0.1455  
9  1.0644  0.8847  0.7301  0.7301  
10  1.6519  1.1002  0.5058  0.5058  
11  1.8646  1.4831  0.5540  0.5540  
12  1.6513  1.4265  1.7575  0.5501  
13  0.2068  0.2068  1.0060  1.2277  
14  2.9939  0.9240  0.4645  2.0209  
15  2.4702  2.4702  2.3700  0.5356  
16  1.1180  2.3987  0.2355  0.7600  
17  1.5515  1.5515  N/A  N/A  
18  1.4265  1.0476  N/A  N/A  
mean  1.7042  1.4529  0.8743  0.8683  
SD  0.7345  0.5846  0.5621  0.7156  
  





    
Figure S.2.1: Horizontal electro-oculogram traces for each task in each condition (average across all 
participants, n = 18 for auditory task, n = 16 for visual task). Paired-samples t-tests showed no significant 
differences for each channel between cue conditions, confirming that participants did not move their 
gaze toward targets. 
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Figure S.2.2: Mean eye gaze deviation in each task by participant. There was no significant difference in 
eye gaze deviation between the two tasks. 
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Figure S.2.3: Scalp topographies for all time bins between the S1 and S2 for auditory and visual tasks. 
Maximum alpha power was observed during the 700-940 ms post-S1 time period. 
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Figure S.2.4: In response to a reviewer’s suggestion, participants with the lowest quartile performance 
in the visual task were removed from the grand average to examine whether any topographical changes 
occurred due to a difference in behavioral performance. These plots are collapsed or averaged across 
conditions. Topographies are similar for the periods of interest (600-940 ms) in the original analysis (see 
Figure 2.5). 
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A novel illusion by Peter Tse (Figure 3.1) was the first example in which attention influenced 
perceived brightness of stimuli in a “consciously perceptible” and “voluntarily manipulable” manner. In 
support, behavioral work showed that internal cognitive factors played a role in regulating brightness 
perception, suggesting that higher order regions may modulate early visual activations through early 
attentional selection. Although electrophysiological work in monkeys has revealed attentional 
modulations in primary visual cortex (V1), it remains unclear whether activations in early visual cortices 
are impacted by attention in humans. In humans, although access to V1 through intracranial measures is 
rare, the C1 ERP component provides a robust metric for early visual processes and has been localized to 
V1. In the current study, participants engaged volitional, top-down attention (without the use of 
attention directing cues) to regions of the Tse illusion while high-density EEG was recorded. We 
predicted that the C1 component, which peaks from ~65-90 ms post-stimulus, would be modulated by 
volitional attention. Results showed that behavioral performance was significantly enhanced by 
attention, although magnitude of this effect depended on the stimulus location. For the C1 component, 
a main effect of attention was observed, (p = .047), for stimuli in the upper visual field. For the 
subsequent P1 component, main effects of stimulus location (p < .001) and attention (p = .028) were 
observed. In line with the early selection theory, these findings suggest that top-down attention signals 
from higher order regions in the attentional network modulate activations in V1.  
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Introduction 
Peter Tse (2005) was the first to describe an extraordinary visual brightness illusion whereby 
covertly deploying spatial attention to one surface among several overlapping circular surfaces changed 
the perceived brightness of the attended surface (Tse, 2005) (see Figure 3.1).  To our knowledge, this 
illusion was the first example in which attention was shown to influence perceived brightness in a 
“consciously perceptible” and “voluntarily manipulable” manner (Tse, 2005). This illusion raises a 
number of intriguing questions. Foremost, since spatial attention can influence basic visual perceptual 
processes (Somers et al., 1999; Carrasco et al., 2004), at what level of the sensory processing hierarchy is 
this influence exerted?  It was traditionally thought that neurons in primary visual cortex (V1) processed 
visual input in a feed-forward, veridical manner, For example, brightness perception was posited to be a 
bottom-up process, with evidence from animal and human studies pointing to lateral inhibition 
mechanisms in V1 as a potential neural substrate (Syrkin et al., 1994; McCourt and Foxe, 2004). 
However, it has become more apparent that V1 activations are influenced by input from higher-order 
cortices, such as higher-level perceptual information (Hsieh et al., 2010). “Early selection” is the 
attentional mechanism through which information is enhanced during early stages of visual processing 
and unattended information is suppressed (Broadbent, 1958). The Tse illusion would appear to suggest 
that top-down, volitionally driven attention can influence the processing of basic visual elements, such 
as surface brightness. In turn, if covert attention can affect ongoing processing in early visual cortices, a 
logical extension is that any newly arriving inputs to regions so affected would also receive differential 
processing.  
The influence of top-down attentional signals in V1 has been demonstrated in a number of 
intracranial studies in non-human primates (Motter, 1993; Ito and Gilbert, 1999; McAdams and Reid, 
2005; Li et al., 2006; Sharma et al., 2014). Intracranial measures allow for high temporal resolution as 
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well as the ability to record directly from cells in V1. Ito & Gilbert (1999) presented a cued focal or 
distributed attention task to macaques, in which the animals judged whether a peripheral target line 
was brighter or dimmer than a reference line adjacent to central fixation. Four peripheral test lines were 
presented, with or without flankers of the same brightness and orientation. These flankers were 
presented to examine the effects of context. In the focal condition, there were small but insignificant 
attentional modulations in V1 neurons with receptive fields that covered the target. These modulations 
were significantly enhanced with the addition of contextual information (flanker) outside of the target 
receptive field. The authors concluded that top-down attention modulated V1 activations. However, 
they suggested that this modulation was not merely based on activations in cells with receptive fields 
encompassing the stimulus location, but rather an interaction between V1 cells with different receptive 
fields.  
Other intracranial primate work also observed top-down attentional modulations in V1. Li et al. 
(2006) recorded in V1 neurons of macaques during contour detection, a higher-order process in object 
recognition. When contours were more salient, V1 activations increased monotonically, depicting a clear 
link between higher-order contour integration processes and V1 activity. In contrast with Ito & Gilbert 
(1999), McAdams et al. (2005) showed that attentional modulations occurred through the presentation 
of stimuli in the receptive field of the recorded neuron. The receptive fields of V1 simple cells were 
mapped while the animals directed attention within or away from the receptive field. The time of the 
peak visual evoked response occurred at 60 ms for both attended and unattended conditions, indicating 
that attention did not change the timing of the peak response. Attention enhanced the amplitude of 
visual evoked responses of simple cells in V1, but did not alter overall firing rates (McAdams and Reid, 
2005). The authors suggested that attention did not change the threshold of simple cell responses, but 
enhanced the visual responses that already met the threshold. Also, they posited that attention may 
modulate visual inputs rather than create spikes independent of visual inputs. Taken as a whole, there is 
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strong evidence from this animal work for a role of top-down attention in the modulation of incoming 
sensory inputs during the initial stages of processing in V1. 
Psychophysical work in humans reports subjective changes in the perception of contrast as a 
function of top-down attention (Carrasco et al., 2004; Liu et al., 2009), suggesting that top-down 
attention may modulate activations in early visual cortices. In support, neuroimaging studies have 
reported top-down attentional modulations in V1 and early visual cortices (Tootell et al., 1998; Kastner 
et al., 1999; Somers et al., 1999; Ernst et al., 2013), but were unable to resolve the temporal dynamics of 
early sensory processes due to limitations in temporal resolution. However, it has been argued that the 
V1 attentional modulations seen in fMRI studies may be a product of later feedback from higher-order 
regions, rather than the shaping of initial sensory inputs (Martinez et al., 2001). Thus, 
electrophysiological measures are well suited to examine the temporal dynamics of attentional 
modulations of early sensory processes. 
Human ERP studies have shown that top-down attention may influence early activations in 
sensory cortices  (Kelly et al., 2008a; Rauss et al., 2008). Event related potential (ERP) studies showed 
attentional modulations of a visual evoked potential component (C1) with an onset as early as 60 ms 
post-stimulus (Kelly et al., 2008a; Rauss et al., 2008; Zani and Proverbio, 2012). Source analysis of the C1 
suggested generators in V1, although this work did not report attentional modulation of this component 
(Martinez et al., 2001). In addition, a magnetoencephalography (MEG) study also suggested that spatial 
attention enhanced initial feed-forward activations in V1 as well as primary auditory cortex, which 
suggested cross-sensory mechanisms of early selection (Poghosyan and Ioannides, 2008). Due to 
conflicting findings in the human electrophysiological literature, there remains significant debate 
regarding the precise circumstances, or if indeed, attentional modulations of the C1 component are 
observed at all. In Clark & Hillyard (1996), participants directed spatial attention to the left or right of a 
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central fixation point, patterns were flashed randomly to the left or right of fixation, and participants 
responded to infrequent targets at the attended location. In this case, the authors concluded a lack of 
attentional modulation of the C1 component. Other ERP studies only showed effects of top-down 
attention in later components generated in extrastriate cortices, but did not show modulation of the C1 
(e.g. Hillyard and Anllo-Vento, 1998; DiRusso et al., 2003).   
Additionally, ERP work examining the influence of attentional load on V1 activations have 
revealed mixed results. In Martinez et al. (2013), participants detected a single feature or a feature 
conjunction at fixation while peripheral distractors were presented unpredictably. A reduction of C1 
amplitude for high-load, centrally presented stimuli was observed, but this finding was interpreted as 
unrelated to attention. In contrast, Rauss et al. (2008) found significant reductions of C1 amplitudes with 
increased attentional load for stimuli presented in the upper visual field in a similar task. In line with the 
perceptual load theory of attentional selection, increasing cognitive demands at a spatial location 
redirects resources away from peripheral distractors and reduces their processing at early sensory 
stages (Lavie and Tsal, 1994). Thus, in Rauss et al., C1 modulations as a factor of perceptual load may 
reflect the early attentional selection of information in V1 under varying task demands. 
The variability in the human neurophysiological literature may stem from several 
methodological factors. In ERPs, there is variability in the projection of activations to the scalp based on 
cortical geometry and folding, and skull and scalp thickness. Key differences between participants in the 
V1 retinotopic maps surrounding the calcarine fissure are reported (Brindley, 1972; Stensaas et al., 
1974; Aine et al., 1996), which may contribute to this variability. Szczepanski et al. (2010) used fMRI and 
transcranial magnetic stimulation to reveal individual differences in spatial attentional biases across 
cortical hemispheres. Results showed that topographically organized frontoparietal areas each generate 
a spatial bias or weight toward the contralateral hemifield, and these weights were summed to compute 
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an individual’s overall spatial attentional bias (Szczepanski et al., 2010). Individual participant variability 
in the strength of frontoparietal attentional weights in each hemisphere was observed (Szczepanski and 
Kastner, 2013). These findings suggest that individual differences may exist in attention effects across 
cortical hemispheres, and therefore, spatial conditions should be considered individually to obtain a 
complete understanding of attentional modulations during spatial attention tasks. However, spatial 
conditions are often averaged in attention studies, and individual differences in attentional mechanisms 
across hemispheres are very seldom considered in such studies. Additionally, most studies do not use a 
pre-experiment participant-based topographic mapping procedure (e.g. as used in Kelly et al., 2008a), 
which can greatly weaken the ability to detect small amplitude early attention effects. 
Although cued attention studies provide important knowledge, they rely on the assumption that 
attention-directing cues engage top-down attention processes. In these tasks, participants fixate on a 
central point while a cue (e.g. an arrow) is shown, and then deploy spatial attention toward the cued 
location. However, there is evidence that the use of a stimulus to cue attention also engages exogenous 
or involuntary attention processes. Additionally, the efficacy of attentional deployments is often 
uncontrolled in standard cued-attention paradigms (Posner et al., 1980). For example, the use of arrow 
cues could trigger over-learned associations and reflexive orienting toward a cued location (Ivanoff and 
Saoud, 2009). Additionally, an fMRI study showed that different frontoparietal regions were activated 
for volitional versus arrow-cued attentional shifts (Hopfinger et al., 2010). These findings indicate that 
top-down attention involves a distinct network, and that attention-directing cues may recruit additional 
regions than those used for volitionally-driven top-down attention.  
A methodological advantage of using the Tse illusion in an attention experiment is that it 
provides feedback to the participant regarding the effectiveness of a given spatial attention deployment. 
In the current study, volitional attention was engaged in the absence of attention-directing cues to 
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control for the influence of involuntary attentional processes. The event-related potential (ERP) 
technique allowed for an examination of early stimulus-evoked processes with high temporal resolution. 
This will provide insight into the specific stage of visual processing where top-down attention exerts its 
earliest effects. We predicted that early visual evoked potentials (C1 and P1 components) would be 
enhanced for attended stimuli, which would suggest that volitionally-driven attention impacts inputs at 
the earliest stages of sensory processing. 
  




 Thirty-six neurologically typical adults were recruited for this study, and twenty-eight (3 female; 
M = 30.08 years of age, SD = 8.31) were included in the sample.  Eight participants (3 female) were not 
included in the sample due to poor signal-to-noise ratio. Participants were recruited from the participant 
pool at the Cognitive Neurophysiology Lab, The Human Clinical Phenotyping Core of the Rose F. Kennedy 
Intellectual and Developmental Disabilities Research Center (IDDRC), and through the neurosciences 
department at Albert Einstein College of Medicine. Two participants were left-handed by self-report, 
and all had normal or corrected-to-normal vision and normal hearing. All subjects provided written 
informed consent and received a modest fee for participation ($12/hour). All materials and procedures 
were approved by the institutional review board of the Albert Einstein College of Medicine and the City 
University of New York, and ethical guidelines were in accordance with the tenets of the Declaration of 
Helsinki. 
Stimuli Apparatus and Procedure 
 Participants sat in a darkened, electrically shielded, soundproof booth and fixated on a point 
displayed continuously on the center of a LCD computer monitor (Viewsonic VP2655wp, 55 x 65 cm), 
placed 100 cm in front of them. Stimuli were delivered using Presentation software (Neurobehavioral 
Systems, Albany, CA). Gaze direction was monitored using an Eyelink 1000 eye-tracking camera (SR 
Research Ltd., Ottawa, Ontario) to ensure that participants maintained central fixation. Horizontal 
electro-oculogram (HEOG) data were also analyzed to ensure that there were no effects of systematic 
eye movements.  
 A three-surface, illusion-inducing, stimulus array was presented as a background image on the 
monitor at all times (Figure 3.1). Participants were required to fixate at a point in the center of the 
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image throughout the experiment. A participant-guided task was used, where presentation and location 
of stimuli were timed based on participant responses. Participants were instructed to randomly choose 
a circular surface in the illusion that they would attend to in the beginning of each trial. Once the illusion 
was perceived (darkening of the attended circle), the participant pressed an arrow key on the keyboard 
corresponding with the location of the chosen attended circle. The left arrow key corresponded with the 
upper left circle, the right arrow key with the upper right circle, and the down arrow key with the lower 
circle. Following this button press, a random interval from 700-900 ms was presented, followed by a 
sinusoidal grating (Gabor) in one of the three circles for 125 ms (see next paragraph for detailed visual 
stimulus parameters). The Gabor stimuli were presented with 50% probability at the chosen/attended 
location, and with 25% probability at each of the other two unattended locations.  Twenty percent of 
Gabors were targets, which were characterized by a white ring overlaid on the standard Gabor. After a 
600 ms delay following the presentation of the Gabor, a prompt was presented on the top of the screen 
above the background illusion image, stating "Did you see a target?" Participants responded as quickly 
as possible after the prompt with a left mouse click if they detected a target, and with a right mouse 
button click if they did not detect a target, regardless of stimulus location. See Figure 3.2 for a diagram 
of stimulus events in a trial. 
 The Gabor stimuli were constructed using a 3.1 cycles/° sinusoidal wave with values ranging 
from black [monitor red– green– blue (RGB) 0,0,0] to 98.82% white (RGB 252,252,252) enveloped with a 
2-D Gaussian with a width at half maximum of 0.93° visual angle. The sinusoid was oriented at 45° 
relative to horizontal. The target was a ring ranging in brightness from 1.27% gray (RGB = 3,3,3) to 100% 
white (RGB = 255,255,255) by 80 discrete levels. The ring had an inside diameter of 1.02° visual angle 
and an outside diameter of 1.5° visual angle. The target ring and Gabor mask were combined using a 
screen overlay. 
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 The brightness of this white ring in the target Gabors determined its difficulty level during the 
detection task. Behavioral performance was titrated online by varying the target ring brightness level 
based on hit rates and false alarm rates during the experiment. After every thirty trials (a mini-block), hit 
rates and false alarms were calculated, and if participants had greater than a 75% hit rate and no false 
alarms, the target brightness was decreased by one level. When hit rate was greater than 75%, but there 
was more than one false alarm in a mini-block, the brightness of the target was increased by two levels 
in the subsequent mini-block. Alternatively, if hit rate was between 65%-75% and there was more than 
one false alarm in a mini-block, the target brightness was increased by one level in the subsequent mini-
block. If hit rate was between 65% and 75% with no false alarms, the same target brightness level was 
used in the subsequent mini-block. For hit rates lower than 65% in a mini-block, the target brightness 
was increased by one level in the subsequent mini-block. There were 150 trials in a block, and the last 
target brightness level from the last mini-block of the previous block was used for the first mini-block of 
a new block. 
EEG Recording and Analysis 
 Continuous EEG was acquired through the BioSemi ActiveTwo 10-20 electrode system from 168 
Ag-Cl electrodes, digitized at 512 Hz. With the Biosemi system, every electrode or combination of 
electrodes can be assigned as a reference, which is done purely in software after acquisition. Biosemi 
replaces the ground electrodes that are used in conventional systems with two separate electrodes that 
are used in conventional systems with two separate electrodes: common mode sense and driven right 
leg passive electrode. These two electrodes create a feedback loop, thus rendering them as references. 
EEG data were processed using the Field-Trip toolbox (Donders Institute for Brain, Cognition, and 
Behavior, Radboud University Nijmegen, Nijmegen, The Netherlands; http:// 
www.ru.nl/neuroimaging/fieldtrip) for MATLAB (MathWorks).  
Neural Mechanisms of Top-Down Attention    77 
 
 Raw data were re-referenced to average reference for analysis after acquisition. Data were 
epoched (100 ms before to 400 ms after the Gabor onset) and then averaged offline (average of 220 
trials per condition). We defined baseline as the mean voltage over 100 ms preceding the onset of the 
stimulus until the stimulus onset. A low-pass filter of 55 Hz and a high-pass filter of 1.15 Hz were used 
(4th order digital Butterworth, zero phase). Trials with eye blinks and trials in which the gaze was greater 
than 1.5° from central fixation were rejected on the basis of eye-tracking data. Trials for which four or 
more electrodes had voltage values greater than 120 µV were rejected, to exclude periods of high 
muscle activity and other noise transients. 
Statistical Analysis 
Behavioral Data 
 A repeated-measures ANOVA was used to examine hit rate, sensitivity index (d-prime) and 
reaction time. The factors were stimulus location (with the levels of left, right, or down) and attention 
(with the levels of attended and unattended). For reaction time to targets, only trials with responses less 
than 1100 ms were included in order to exclude extreme outliers. 
Electrophysiological Data 
 The time points for the C1 and P1 were 80-100 ms post-stimulus and 140-160 ms respectively. 
These times were selected by examining grand average scalp topographies (averaged across attended 
and unattended conditions) across participants, and referring to existing literature on these 
components. The stimuli presented in this study were low-contrast in nature, with grayscale Gabor 
stimuli presented against a gray background. The stimuli were constructed in this manner in order to 
limit any exogenous attention shifts due to high contrast between the Gabors and background. Thus, the 
P1 was delayed compared to its classical timing, as supported by existing knowledge on the delayed 
timing of visual-evoked potentials to low-contrast stimuli (Luck, 2005).  
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Stimuli at different spatial locations are represented in retinotopically mapped regions of visual 
cortex, with more peripheral locations mapped deeper within the calcarine sulcus (Tootell et al., 1988). 
Thus, the topographic distribution of neural responses projected to the scalp may differ depending on 
stimulus location. We observed topographic differences across stimulus location conditions with the 
factor of attention collapsed. The onset of the C1 component was indistinguishable from the P1 
component for stimuli in the “down” below-midline condition. This may be attributed to the positive 
polarity of the C1 component below the midline and dipolar cancellation when stimuli are presented 
along the vertical meridian (Vanegas et al., 2013). The left and right stimulus locations were peripheral 
and both above midline. The C1 component was negative in polarity and clearly distinguishable from the 
P1 component in these conditions. Thus, for the C1 component, repeated measures ANOVAs were 
performed for only above midline locations (left and right). 
Regions of interest (ROIs) were identified at the group level for the C1 and P1 components (see 
Figure 3.3 A-B). For each stimulus location condition (left, right, down) and each component’s time 
period, attended and unattended conditions were averaged, and the average amplitude across the time 
points was calculated. This was done to in order to select an ROI that represented the peak activation in 
both attended and unattended conditions. The ROIs that resulted were located on the midline occipital 
scalp, similar to the ROIs used in the existing C1 literature (Kelly et al., 2008a; Rauss et al., 2008). Within 
these ROIs, the average amplitude across the time points for each component was calculated. This value 
was calculated for each condition (stimulus location, attended/unattended), for each participant. Using 
these values, repeated measures ANOVAs were performed with the factors of stimulus location and 
attention. In order to assess the relationship between the neural mechanisms of early selection and 
behavioral performance, hit rate was correlated with C1 amplitude using a Pearson’s correlation 
(attended minus unattended conditions).  
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In order to examine latency of the C1 onset, Global Field Power (GFP) (Brunet et al., 2010) and 
jackknife waveforms (Keisel et al., 2008; Miller et al., 2008) were computed. GFP is the standard 
deviation of the potentials at all electrodes of an average-reference map. High GFP is a product of scalp 
potential fields with pronounced peaks and troughs and steep gradients, while low GFP is observed for 
maps which have shallow gradients (Brunet et al., 2010). Therefore, plotting GFP over time allows for a 
visualization of the initial onset of the visual evoked potential in each stimulus location condition. In 
addition, the jackknife method was used to determine the precise onset latency of the C1 component in 
left and right conditions. In the jackknife method, each of the participants in a sample is subtracted from 
the grand average iteratively to produce a set of (n-1) jackknife waveforms representing the electrodes 
within the region of interest. Latencies are scored for each of these waveforms using a time window of 
interest, identifying the peak within this window, and computing the onset latency using a criterion. The 
criterion to determine onset latency in this case was the time at which the amplitude was 70% of the 








 The mean ± SE target ring brightness level across all participants (n = 28) was 17.59 ±0.69. Mean 
± SE behavioral performance (hit rate), discriminability index (d-prime) and reaction time are 
summarized in Table 3.1.  
Eye tracking was used to ensure appropriate visual fixation and median gaze fixation across 
participants was calculated (Figure 3.4). For x- and y -coordinate median gaze deviation across 
conditions, repeated-measures ANOVAs with the factors of stimulus location and attention revealed no 
significant main effects or interactions.  
For hit rate, repeated-measures ANOVAs with the factors of stimulus location (left, right, down) 
and attention (attended, unattended) revealed a main effect of stimulus location (F(2,26) = 5.510, p = .01, 
and a main effect of attention (F(1,27) = 11.874, p < .005).  For d-prime, repeated-measures ANOVAs 
showed a significant main effect of attention (F(1,27) = 8.670, p < .01) and a stimulus location x attention 
interaction (F(2,26) = 3.854, p < .04).  The interaction was driven by a higher d-prime in the down condition 
compared to left and right conditions. There was a slightly increased false alarm rate in the right 
attended condition (2.04 ± 0.49%) as compared to left attended (1.52 ± 0.38%) and down attended (1.72 
± 0.48%) conditions. However, for false alarm rate, repeated-measures ANOVAs revealed no significant 
main effects of stimulus location or attention. For reaction time, repeated-measures ANOVAs showed a 
main effect of attention (F(1,27) = 27.65, p < .001).  
Electrophysiological Data 
 For the C1, with factors of upper-midline stimulus location (left, right) and attention (attended, 
unattended) a main effect of attention was observed (F(1,27) = 6.94, p < .02). See Figure 3.5 A-B for the 
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waveforms for the C1 component across left and right conditions. See Figure 3.6 for the voltage maps 
across the scalp. Additionally, a significant negative correlation was observed between d-prime and C1 
amplitude for left stimuli (r = -.63, n = 28, p <.001). See Figure 3.7 for this correlation.  
For the P1, with factors of stimulus location (left, right, down) and attention (attended, 
unattended), a main effect of attention (F(1,27) = 9.32 p < .01) was observed. See Figure 3.8 A-B for the 
waveforms for the P1 component across conditions, and Figure 3.8 C for the voltage maps across the 
scalp.  
Figure 3.9 displays the Global Field Power (GFP) in each condition. Additionally, the jackknife 
analysis revealed that the average onset latency for the C1 was 84.5 ms for the left attended condition, 
85.3 ms for the left unattended condition, 83.6 ms for the right attended condition, and 84.4 ms for the 
right unattended condition.  
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Discussion 
 This study examined the early neural mechanisms of volitional attention, an area that has not 
been thoroughly studied in humans. High-density electroencephalography was recorded during a novel 
visual attention task. Participants engaged attention volitionally toward regions of a brightness illusion 
in which visual targets were subsequently presented, without the presence of an attention-directing 
cue. We found robust behavioral attentional modulations in reaction time, d-prime, and hit rate, 
indicating that attention enhanced the discrimination of targets from non-targets. Importantly, we 
observed significant attentional modulations of the C1 component. In previous work, the C1 was shown 
to be generated in primary visual cortex (V1), but attentional modulations of this component were not 
observed (Martinez et al., 1999; Di Russo et al., 2003). In the current study, attentional modulation of 
the C1 was significantly correlated with behavioral performance for stimuli in the upper left visual 
hemifield. In later stages, the P1 component was modulated by attention across stimulus locations. 
These findings supported the prediction that volitional attention influences the earliest cortical stages of 
visual processing in primary visual cortex (V1). These results were consistent with behavioral and ERP 
studies in humans (Carrasco et al., 2004; Kelly et al., 2008a; Rauss et al., 2008) and electrophysiological 
studies in non-human primates (Motter, 1993; Ito and Gilbert, 1999; McAdams and Reid, 2005; Li et al., 
2006; Sharma et al., 2014) showing early attentional selection across several task domains. 
Advantages of the Volitional Paradigm in the study of Top-Down Attention 
Most neurophysiological studies of top-down attention have used stimulus-based cueing 
measures to direct attention. Behaviorally, cueing measures have been shown to engage involuntary 
attentional processes (Ivanoff and Saoud, 2009). Cue-directed attention may elicit several processes that 
differ from volitional attention, such as an involuntarily-triggered increase in alertness that may interact 
with attentional processes, involuntary shifts of attention to the cue, maintenance of attention to the 
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cue, decoding the meaning of the cue, disengaging from the cue, and inhibiting processing of a central 
cue if it remains visible (Hopfinger et al., 2010). The current study was the first to use a novel brightness 
illusion (Tse, 2005)  to examine the neural mechanisms of volitionally-driven top-down attention 
without a cueing stimulus. The ERP technique was used, allowing for a precise examination of 
attentional modulations of early sensory activations. Additionally, the perceived brightness modulation 
in the illusion served as feedback that top-down attention was effectively deployed. Thus, participants 
were able to voluntarily and consciously control attention through top-down means.  
Considerations of Stimulus Parameters and C1 Scalp Distributions 
In the current study, the original, unaltered stimulus from Tse (2005) was used, which included 
two locations in the left and right upper hemifield, and one location in the lower hemifield along the 
midline. Although the current results showed attentional modulation of the C1 component for upper 
hemifield stimuli, a clear C1 attentional effect was not observed for the lower hemifield location. This 
may have been due to the midline location of the stimuli in this condition.  As mentioned before, for 
stimuli presented along the vertical meridian, interference between dipolar sources may lead to a 
cancellation of the signal observed at the scalp (Vanegas et al., 2013). However, there were large 
behavioral attentional effects observed in the midline location, suggesting that voluntary attention was 
effectively deployed in this condition. Due to the lack of a clear C1 component observed in the lower, 
midline location, only upper hemifield stimulus presentation conditions were used for further analyses 
of the C1.  
In previous work, pre-experimental measures were used to map the C1 component on the scalp, 
and optimal stimulus locations chosen on an individual participant basis for the recording of the C1 
component (Kelly et al., 2008a). These careful measures resulted in a robust C1 component across 
participants, which could then be examined in the context of spatial attention. The two stimulus 
locations lay along a diagonal, one in the upper visual field and one in the lower visual field. In the 
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current study, pre-experimental measures were not used at the individual participant basis to select 
regions of optimal stimulus locations for measuring the C1. Instead, C1 effects were observed using 
common stimulus presentations across all participants, and common regions of interest on the scalp 
were used to examine ERPs.  Additionally, the C1 attentional modulation was observed at more than 
one stimulus location (across left and right hemifields). These findings indicate that C1 attentional 
modulations occured reliably across participants, even without a pre-experimental mapping procedure. 
Hemispheric Distributions and Timing of Attentional Modulations 
The right parietal cortex has been theorized to play a greater role in attentional control than the 
left parietal cortex, as demonstrated through the study of unilateral neglect patients (Heilman and Van 
Den Abell, 1980; Mesulam, 2004), and transcranial magnetic stimulation in healthy adults (Muri et al., 
2002). In support, in an ERP study of the neural processes during a line bisection task, a negative 
potential over parieto-occipital cortices was observed (Foxe et al., 2003). This component was earlier in 
latency and larger in amplitude over the right versus left hemisphere, suggesting the right hemisphere 
control of visuospatial attention.  Surprisingly, neuroimaging work has shown greater activation of left 
hemisphere regions in the attentional control network during cued attention tasks (Corbetta et al., 
2000; Hopfinger et al., 2010), reinforcing the idea that cue-directed attentional processes may not 
accurately reflect the neural mechanisms involved in more “pure” forms of top-down attentional control 
(i.e. volitionally driven). Unlike cue-directed attention, volitional attentional shifts showed a hemispheric 
asymmetry consistent with unilateral neglect patients (Corbetta et al., 2005), whereby the right 
hemisphere of the frontoparietal network was equally involved in orienting to either visual field. These 
results suggest that when an attention directing cue is not present and attention is volitionally deployed, 
the special role of the right hemisphere in attentional control emerges. The current work also suggested 
differences in attentional modulations across cortical hemispheres. Although C1 attentional modulations 
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were observed across left and right stimulus locations conditions, behavioral performance (d-prime) and 
C1 attention effects were only correlated for the left stimulus location condition. This indicated that 
with increased discrimination of targets from non-targets, participants showed a corresponding 
enhancement in C1 amplitude for attended versus unattended stimuli presented in the upper left 
hemifield. It is possible that when the left visual hemifield is stimulated, V1 is modulated with increased 
efficiency, likely due to top-down signals from right parietal attentional control centers. These findings 
provide support for attentional control regions in right parietal cortex in adults (Heilman and Van Den 
Abell, 1980; Foxe et al., 2003; Mesulam, 2004).  
In the current study, the latency analysis revealed that the C1 onset occurred at around 84 ms 
across left and right conditions, which was delayed relative to existing work. For example, in Kelly et al. 
(2008), C1 onset occurred around 57 ms. The P1 component was also delayed relative to classical timing, 
with onset around 120 ms. The delay in the C1 and P1 components in the current study may be 
attributed to the low contrast nature of the stimuli used in the task, as visual-evoked potentials are 
known to be delayed to low-contrast stimuli (Luck, 2005). Additionally, although the C1 has been source 
localized to the primary visual cortex across several studies, with some variability in onset latency of the 
component (Clark et al., 1995; Martinez et al., 1999; Di Russo et al., 2002; Di Russo et al., 2003), it has 
been asserted that C1 attentional modulations may not represent a modulation of the occipitally 
generated C1, but rather reflect an overlap with the later P1 (Ding et al., 2013). Considering the 
opposing polarity of the C1 and P1 effects for the upper hemifield stimuli used here, it is unlikely that 
the C1 attentional modulations observed here was a product of an overlap by later attentional 
modulations.  
Conclusions 
These findings demonstrate that volitionally-driven attention modulates the C1 component, 
which is generated in primary visual cortices. In line with the early selection theory, this suggests that 
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signals from higher order regions enhance information during early stages of visual processing and 
suppress unattended information. These results are supported by electrophysiological studies in 
humans and primates that showed top-down attentional modulations in early sensory areas (Motter, 
1993; Somers et al., 1999; McAdams and Reid, 2005; Li et al., 2006; Kelly et al., 2008a; Rauss et al., 2008; 
Sharma et al., 2014). These findings confirm that top-down attention has a powerful influence on 
processes throughout the visual hierarchy, and shapes sensory inputs in primary visual cortices. 
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Table 3.1 
Summary of average behavioral performance measures (± standard error) including hit rate, d-prime, 

























d-prime 3.36  ±0.14 3.09      ±0.11 3.27  ±0.13 3.22      ±0.08 3.70  ±0.12 3.24     ±0.10 
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Figure 3.1: Illusion from Tse (2006). When fixating at the center point at the intersection of the three 
circles and covertly attending one of the circles, the attended circle is perceived to darken. 
  




Figure 3.2: Sequence of events in a trial. 
  




Figure 3.3: (A) Regions of interest used in each stimulus location condition for the C1 component. 
Regions of interest were selected from grand average peak activations (attended and unattended 
conditions averaged) in each stimulus location condition during 80-100 ms post-stimulus. (B) Regions of 
interest used in each stimulus location condition for the P1 component. Regions of interest were 
selected from grand average peak activations (attended and unattended conditions averaged) in each 
stimulus location condition during 140-160 ms post-stimulus. 
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Figure 3.5: (A) C1 component in left attended and unattended conditions. The gray highlighted region 
represents the time period of this component. (B) C1 component in right attended and unattended 
conditions. The gray highlighted region represents the time period of this component. 
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Figure 3.6: Topographical voltage maps during the earliest post-stimulus attentional modulations in 
each condition. In the left and right (upper hemifield) conditions, the C1 attentional modulation was 
more negative for the attended condition as compared to the unattended condition.  
  




Figure 3.7: C1 amplitude and behavioral performance for the left condition (attended-unattended). Note 
the negative correlation between C1 amplitude and d-prime (r = -.63, n = 28, p <.001).  
  




Figure 3.8: (A) P1 component in left attended and unattended conditions. The gray highlighted region 
represents the time window for the P1 component. The Gabor stimulus onset occurs at 0 ms. (B) P1 
component in right attended and unattended conditions. (C) P1 component in down attended and 
unattended conditions. (D) Topographical voltage maps during the P1 time period (140-160 ms post-
stimulus) in all conditions. 
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Figure 3.9: Global Field Power (GFP) in each stimulus location condition. 
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Abstract 
Background:  Voluntary allocation of top-down attentional control to important environmental inputs is 
a crucial mechanism of healthy cognitive functioning. Top-down attention is clearly influenced by an 
observer’s level of interest in the events under scrutiny. For example, an individual passionate about 
soccer but bored by botany will obviously be more attentive at a soccer match than an orchid show. 
Several studies have examined the influence of monetary rewards on attention, but the impact of more 
common motivating factors (i.e. the level of interest) is unclear. Here we manipulated the salience of 
stimulus materials to assess motivational impact on performance of a spatial attention task in typically 
developing (TD) adolescents (12-to-15 years old), while we also assayed event-related potential (ERP) 
measures of anticipatory top-down attention. 
Methods: High-density EEG was recorded while 24 participants performed a cued spatial attention task 
in which individualized stimuli of either high or low interest were presented in separate blocks. 
Participants responded to target images at the cued location. Stimulus sets were designed based on 
survey measures of participants’ level of interest in several items (e.g. sports).   
Results: As predicted, performance was improved for the spatial target detection task with high interest 
items.  Further, the impact of motivation was observed in parieto-occipital processes associated with 
anticipatory top-down spatial attention.  Activity over these regions in anticipation of high interest 
versus low interest stimuli was also increased irrespective of the direction of cued attention. There was 
also evidence for stronger anticipatory attentional and motivational modulations over the right versus 
left parieto-occipital cortex. 
Conclusions: These data clearly demonstrate that motivation enhances top-down attentional processes, 
and also independently shapes activations in sensory regions in anticipation of events.  They also 
suggest that attentional functions across hemispheres may not fully mature until late adolescence. 
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Individuals with autism spectrum disorders (ASD) show deficits in top-down attentional control, often 
accompanied by increased motivation to attend to stimuli within restricted interests. This work provides 
a foundation to assess how motivation may regulate top-down attentional control processes, and 
improve social and cognitive functioning in children with ASD. 
Keywords: spatial attention, top-down attention, motivation, development, ERP, adolescence, alpha, 
ADAN, EDAN, LDAP, BRN. 
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Introduction 
In a complex sensory environment, top-down selective attention operates to enhance relevant 
information and suppress irrelevant distracting inputs (Kastner and Ungerleider, 2000). Attentional 
processes in the brain may be impacted by the motivational encoding of stimuli.  For example, fMRI 
studies using monetary incentives have shown that rewards enhance activations in regions of the 
attentional network (Small et al., 2005; Engelmann et al., 2009; Smith et al., 2011). However, these 
findings may have limited generalizability, as many of the motivating factors in daily life are non-
monetary in nature. Other common motivating factors, such as a person’s level of interest in the subject 
matter, likely have a significant and lasting impact on attentional processes. Indeed in educational 
research, level of interest in subject matter has long been regarded as a motivating factor that promotes 
attention and learning processes during development (Hidi, 1990), but the neural bases of these 
processes have not been extensively studied yet.  The current study aimed to interrogate the neural 
mechanisms of top-down attentional biasing in typically developing children, and the role of motivation, 
through level of interest in stimulus materials, in regulating these processes.   
A common approach to the study of top-down spatial attention is to use covert cued attention 
tasks, in which an informational cue serves to direct attention toward a particular spatial location or 
stimulus feature (Posner et al., 1980; Snyder and Foxe, 2010). In turn, enhanced amplitude of sensory 
evoked potentials to the cued stimulus or feature is a well-established neurophysiological marker of the 
influence of biased attention on post-stimulus sensory processing (Mangun and Hillyard, 1988; Eimer, 
1996; Hillyard and Anllo-Vento, 1998; Foxe and Simpson, 2005; Frey et al., 2010). In these cued designs, 
top-down processes are deployed to shape neural receptiveness in sensory regions in anticipation of the 
to-be-acted-upon stimulus (Foxe et al., 1998; Worden et al., 2000; Banerjee et al., 2011). Anticipatory 
top-down spatial attention has been shown to enhance a family of broadband ERP components 
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contralateral to the cued location, including the Anterior Directing Attentional Negativity (ADAN) (Nobre 
et al., 2000; Kennett et al., 2007), the Early Directing Attention Negativity (EDAN), the Late Directing 
Attentional Positivity (LDAP) (Harter et al., 1989), and the Biasing Related Negativity (BRN) (Grent-'t-Jong 
and Woldorff, 2007). These components are mainly observed over frontal and parieto-occipital regions, 
and are thought to reflect both early and late phases of anticipatory biasing of cortices associated with 
attended stimulus properties (Dale et al., 2008). Additionally, oscillatory alpha-band (~8-14 Hz) 
modulations have been observed over parieto-occipital cortex contralateral to a to-be-ignored location, 
and are taken to reflect the anticipatory suppression of retinotopically organized representations of 
sensory space (Worden et al., 2000; Kelly et al., 2006; Thut et al., 2006a; Rihs et al., 2007a; Banerjee et 
al., 2011; Belyusar et al., 2013). Together, alpha-band and broadband responses provide insight into the 
temporal dynamics of anticipatory top-down attentional control at the millisecond level. In turn, these 
anticipatory mechanisms give rise to the selective modulations that are observed subsequently during 
post-stimulus sensory processing (Thut et al., 2006b; Kelly et al., 2009a). 
Although there is evidence that top-down attentional capacities improve across development 
(Smith and Chatterjee, 2008), the neural bases of these processes have not been as extensively studied 
in children as in adults.  In the only study on the neural bases of anticipatory spatial attention in children 
that we are aware of,  ERPs following a spatial cue and in anticipation of target stimuli were examined in 
6-to-9 year olds (Harter et al. (1989). The electrophysiological data showed patterns generally consistent 
with those observed in adults (e.g. Nobre et al., 2000), whereas the behavioral data showed unexpected 
superior performance for stimuli presented to the right hemifield. While intriguing, in this early 
attention study, eye-tracking was not performed, introducing the possibility that participants might have 
engaged in systematic eye movements toward target locations, an issue that is likely to be especially 
acute in young children in this age-range. The findings of Harter and colleagues will clearly bear 
replication.  
Neural Mechanisms of Top-Down Attention    103 
 
Motivational factors have been shown to strongly impact attention (for a review, see Chelazzi et 
al., 2013), suggesting that motivational signals impact frontal and parietal brain regions involved in top-
down attentional control. Dopaminergic neurons in the midbrain (ventral tegmental area and substantia 
nigra) are thought to play a crucial role in reward and motivational processes. These neurons have 
ascending connections to regions involved in motivation and goal-directed behavior, including the 
striatum, nucleus accumbens, and frontal cortex (Schultz et al., 1997). Additionally, motivation 
influences behavior through an interaction of reward systems and sensory inputs, involving parallel 
cortical-striatal-thalamic-cortical loops (Masterman and Cummings, 1997; Chambers et al., 2003; Haber, 
2011). The striatum is thought to serve as the primary input center of the basal ganglia, with the 
majority of its inputs arriving from cortex (Haber, 2011). In addition to prefrontal cortical inputs to the 
striatum, autoradiographic tract tracing in rhesus monkeys has shown connections from the inferior 
parietal lobule to the caudate nucleus of the dorsal striatum, which may underlie visual selective 
attention processes (Yeterian and Pandya, 1993). However, there is also evidence that the striatum may 
directly impact frontal cortices, bypassing the pallidal-thalamic loop, as anterograde tracing in the 
rhesus monkey revealed direct pathways between the ventral striatum and the nucleus basalis in the 
basal forebrain (Haber et al., 2004).  
The impact of motivational signals on prefrontal regions in the attentional control network and 
sensory areas has been solidly demonstrated in human neuroimaging work. For example, Small et al. 
(2005) employed fMRI during a cued spatial attention task to examine the influence of monetary 
incentives on attention-related brain activations in adults, and found modulations in key prefrontal 
areas of the attention network as well as limbic regions. Additionally, there were greater top-down 
attentional modulations in visual cortices during the incentive conditions compared to a non-incentive 
condition. In support, other fMRI work showed that the learned monetary reward value of a visual 
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stimulus directly influenced its neural representation throughout the visual hierarchy, including early 
visual areas (Serences, 2008).   
 
However, motivational factors appear to have different effects on top-down attention during 
adolescence as compared to adulthood. Smith et al. (2011) mapped the influence of monetary reward 
on sustained attentional processes from early adolescence through adulthood. Participants performed a 
continuous performance task, in which serial streams of letters were shown, and they were told that 
responses to a target letter would be rewarded. A feedback bar increased with hit rate, indicating 
increases in the amount the participant had won. Adolescents showed faster reaction times for 
rewarded versus non-rewarded targets, an effect not observed in adults.  With increasing age, decreases 
in activity in inferior temporal cortex and posterior cingulate (regions associated with reward and 
saliency processing) were observed. Additionally, there were linear age-related increases in the 
activation of brain areas involved in sustaining attention. Thus, developmental changes across 
adolescence appear to impact the relative roles of reward and attentional systems on performance. It 
has been proposed that during adolescence, an earlier maturation of limbic regions as compared to 
prefrontal areas (necessary for cognitive control) may be a basis for greater risk-taking behaviors (Casey, 
2008). Later phases of adolescence have been associated with greater efficiency in cognitive control, 
due to maturation of prefrontal brain regions (Yurgelun-Todd, 1997; Rubia et al., 2000).  By this 
reasoning, one might expect that motivation could have greater impact on attentional processes in 
adolescents compared to adults. 
Despite the use of monetary rewards in research on motivation, there is evidence that they may 
not be an appropriate incentive during development. In a study examining the efficacy of a wage-
payment model as an incentive for children to participate in research, children below nine years of age 
showed an inability to comprehend the role and value of money. A neuroimaging study examining 
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neural sensitivity to absolute and relative anticipated reward in 12-to-15 year olds and adults showed 
that activity in the ventral striatal regions of the reward network in anticipation of these types of 
monetary rewards developed with age (Vaidya et al., 2013).  Level of interest in items or events may 
serve as a more effective motivational factor for children and adolescents (Hidi, 1990). The current study 
therefore examined the neural mechanisms of top-down attention in typically developing children, and 
the role of motivation, by manipulating the degree of interest a given participant expressed in the 
stimulus materials being used. High and low interest stimulus classes were designated through pre-
experimental assessment of participants’ interests. High-density EEG was recorded during a blocked 
cued spatial attention task in which adolescents anticipated high or low interest stimuli. EEG/ERP 
measures of top-down spatial attentional control were assessed, and modulations of these components 
by motivation were examined.  
  




Data from twenty-four typically developing male adolescents between the ages of 12 and 15 
were included in this study from an initial cohort of 29 recruited participants. Two original participants 
had very poor signal-to-noise ratios in their EEG data and three additional participants showed an 
inadequate distinction in their level of interest between high and low interest items on the interests 
survey (see Survey Measures below). Hence, twenty-four participants remained in the sample (mean age 
= 15.07, SD = 0.96). The use of an all male population here results from the fact that this study is 
intended as foundational work for planned studies of attentional mechanisms in children with an autism 
spectrum disorder (ASD), a developmental disorder that is substantially more prevalent in males 
(Principal and (CDC), 2014). Participants were recruited through the database of the Cognitive 
Neurophysiology Laboratory and the Human Clinical Phenotyping Core of the Rose F. Kennedy 
Intellectual and Developmental Disabilities research Center at the Albert Einstein College of Medicine, 
and through flyers posted in the Bronx community near Einstein. Children provided written assent, with 
their parent or guardian giving written informed consent. Head trauma, seizures, attention deficit 
disorder, psychiatric, learning, or developmental disorders, or having a first degree relative with a 
developmental disorder constituted exclusionary criteria. All participants had normal or corrected-to-
normal vision and normal hearing. A modest fee was provided for participation ($12/hour). All materials 
and procedures were approved by the institutional review boards of the Albert Einstein College of 
Medicine and City College of the City University of New York. Ethical guidelines were in accordance with 
the tenets of the Declaration of Helsinki. 
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Survey Measures 
Prior to performing the computerized task while EEG was recorded, participants completed a 
survey measuring their level of interest in item classes. This measure was taken to obtain a more 
quantitative measure of the interests of children in the study, since previous work on interests and 
attention in children used common stimulus sets that were not based on the interest levels of individual 
participants in the sample  (Sasson et al., 2008).  The survey in the current study was constructed 
from110 items, of which the first 106 items asked which item in a pair of items the participant preferred. 
The items from the first 110 questions in the survey are shown in Table 4.1. Items 1-5 were selected as 
high interest items for the typically developing sample based on parental anecdotes of the interests of 
thirty-nine typically developing boys (ages 12-15) who expressed initial interest in completing the pre-
study interests survey. Items 6-10 were selected through the review of restricted interests reported in 
existing Autism Diagnostic Observation Schedule (ADOS) and Autism Diagnostic Interview (ADI) data for 
sixty potential participants with ASD (ages 11-16) in the lab database. Items 11-15 were included in the 
survey as potential low interest items for both TD and ASD children, as these items were not stated as 
interests by parents of the TD children or in the reviewed ASD clinical diagnostic measures.  
To obtain interest scores for each item, the number of selections of each item as “preferred” 
was summed to result in an interest score for each surveyed item. The sample of TD children in the 
current study showed higher interest in videogames and sports than in anime and flowers for example. 
On an individual participant basis, interest scores were verified to ensure that the scores for high 
interest items were at least double those of low interest items. As above, three children were not 
included in the sample due to an inadequate distinction in level of interest between high and low 
interest items. 
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The last four questions in the interests survey asked children to detail the specific items that 
they liked most, to list the things they like that did not appear on the survey, how much it bothers them 
when they were interrupted while doing things that they liked (a lot, a little, not at all), and if they had 
family members or friends who shared their interests. These items were included to obtain a more 
specific account of the interests of each child, and to ensure that the participants did not exhibit an 
atypical pattern of restricted interests. In addition to the interests survey, all participants completed the 
Subthreshold Autism Trait Questionnaire (SAT-Q) to rule out autism traits in the current typically 
developing sample (Kanne et al., 2012). The average SAT-Q quotient in the current TD sample was 19.63 
(SD = 6.46), comparable to the values of TDs in the existing literature (Kanne et al., 2012).  
Parents of participants completed the Yale Special Interests Survey on the development of their 
child’s interests (Klin and Volkmar, 1996), as described in (Klin et al., 2007). In the instructions for the 
survey, the difference between a special interest and an ordinary hobby was described, and parents 
were questioned as to whether their child expressed a special interest during preschool, elementary 
school, and adolescent phases of development. If they did observe a special interest during a phase of 
development, they were asked several questions about the intensity of the interest and whether it 
hindered their child’s social interactions. The results of this survey allowed us to determine whether any 
typically developing children showed atypical developmental patterns related to their interests that 
might exclude them from the study. The advantage of this measure was to ensure that the TD group did 
not exhibit any patterns of restricted and circumscribed interests that are often observed in individuals 
with autism spectrum disorders (Szatmari et al., 1989; Boyd et al., 2007). 
Stimulus Apparatus and Procedure 
 Participants were seated in a darkened, double-walled, electrically shielded, soundproof booth 
(Controlled Acoustical Environments, Industrial Acoustics Company, Bronx, NY) and fixated on a point 
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displayed continuously on the center of an LCD computer monitor placed 80 cm in front of them 
(Viewsonic VP2655wp, 55 x 65 cm). Stimuli were delivered using Presentation software 
(Neurobehavioral Systems, Albany, CA). Gaze direction was monitored using an Eyelink 1000 infra-red 
eye-tracking camera (SR Research Ltd., Ottawa, Ontario) to ensure that participants maintained central 
fixation. Participants placed their chin on a chinrest to stabilize their head, as head stability was 
advantageous for stable eye tracking recording. Horizontal electro-oculogram (HEOG) data were also 
analyzed to ensure that there were no effects of systematic eye movements. 
Figure 4.1 A shows the sequence of events in each trial. During a trial, a plus sign was present at 
central fixation (1.4° visual angle, RGB = 255,255,255) on which participants were required to fixate their 
gaze. The background of the screen was black (RGB = 0,0,0). Each trial started with a gray arrow cue 
(1.6° visual angle, RGB = 127,127,127) presented at central fixation, that pointed leftward or rightward 
for 600 ms, and participants were instructed to covertly pay attention to the side of the display toward 
which the arrow pointed without moving their eyes. The cue was followed by a 1000 ms cue-target 
interval, after which a visual stimulus appeared to the left or right of fixation for 100 ms (centered 7° 
from fixation). After a 20 ms delay, a mask consisting of a scrambled, unidentifiable version of a non-
target image from all stimulus categories appeared at both left and right stimulus locations for 100 ms. 
Images for masks were scrambled by generating a random phase structure of the same size as the 
image, and adding it to the original phase of the image. Masks were used to increase task difficulty. 
Following the mask, a 1000 ms fixed inter-trial interval occurred before the next trial, during which only 
the fixation cross was present on the screen. Participants pressed a response button as quickly as 
possible if they detected the target picture at the attended location. See Table S.4.1 for a breakdown of 
stimulus probabilities for all conditions, and Figure S.4.1 for the stimulus probabilities at the cued and 
uncued locations. Left, right, and bilateral stimuli occurred equiprobably (33.3%). Twenty percent of 
stimuli were targets. Stimulus probabilities were developed based on existing literature, which indicates 
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that endogenous attentional mechanisms are more fully engaged with greater cue validity (~80%), or 
probability that a stimulus will be presented at the cued location (Posner et al., 1980; Vossel et al., 
2006). As a result, there were three times more unilateral stimuli presented in the attended versus 
unattended conditions. An equal number of bilateral stimuli were administered across attended and 
unattended trials. Due to the difference in probability of unilateral stimuli across attended and 
unattended trials, special steps were taken to analyze visual evoked potentials after the cue-target 
interval, which are described in the EEG Recording and Analysis section. 
The stimulus classes used in the experiment were based on the aforementioned interests survey 
results, and included videogames, sports, anime, and flowers. Each stimulus set was administered in a 
separate block. At the start of each block, instructions appeared with a picture of the target image. All 
target and nontarget images were grayscale (4.9° visual angle). The target was a particular image in each 
stimulus class (e.g. a man kicking a soccer ball in the sports block, see Figure 4.1 B for sample target and 
non-target images used in sports blocks). The luminance of stimuli was equated using the SHINE toolbox 
for Matlab (Willenbockel et al., 2010). Four blocks of 100 trials were administered for each stimulus 
class. Block duration was approximately 4.7 minutes (plus breaks). Targets were automatically changed 
in a subsequent block for a particular stimulus class when performance was greater than 70% in order to 
increase task difficulty. Thus, as participants became practiced in the detection of a particular target, 
targets were changed to avoid ceiling effects in behavioral performance. For each stimulus class, only 
one target image was used per block, and there were five total possible target images in each stimulus 
class for the full experiment. Also, for each stimulus class, there were fifteen nontargets that differed 
from the targets, and non-targets were randomly selected from this set on a trial-by-trial basis. There 
was no overlap in the image sets used for targets and non-targets, to control for any potential 
exogenous orienting to non-target images that might have been assigned as a target in a previous block. 
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In practice blocks prior to the experimental blocks, participants were permitted to move their 
eyes to look at stimuli. This was done to acquaint participants with the local features of the stimuli, since 
they were presented in the periphery and were difficult to distinguish without one block of practice per 
stimulus class.  
EEG Recording and Analysis 
 Continuous EEG was acquired through the BioSemi ActiveTwo electrode system from 168 Ag-Cl 
electrodes, digitized at 512 Hz. With the Biosemi system, every electrode or combination of electrodes 
can be assigned as a reference, which is done purely in software after acquisition. Biosemi replaces the 
ground electrodes that are used in conventional systems with two separate electrodes that are used in 
conventional systems with two separate electrodes: common mode sense and driven right leg passive 
electrode. These two electrodes create a feedback loop, thus rendering them as references. For more 
information on the Biosemi system conventions, please visit the website (http://www.biosemi.com/). 
EEG data were processed using the Field-Trip toolbox (Donders Institute for Brain, Cognition, and 
Behavior, Radboud University Nijmegen, Nijmegen, The Netherlands; http:// 
www.ru.nl/neuroimaging/fieldtrip) for MATLAB (MathWorks).  
Raw data were re-referenced to the average reference for analysis after acquisition.  For the 
anticipatory ERP analysis, a low-pass filter of 45 Hz and a high-pass filter of 0.5 Hz were applied to the 
continuous data (4th-order digital Butterworth, zero-phase), to allow for the examination of slow and 
sustained anticipatory components (e.g. Biasing Related Negativity, BRN). Data were epoched (400 ms 
before to 1300 ms after the cue onset for anticipatory data, and 200 ms before to 600 ms after the 
subsequent stimulus onset for post-stimulus data) and then averaged offline. There was an average of 
258 trials per condition for the anticipatory analyses. For the post-stimulus ERP analysis, a low-pass filter 
of 45 Hz and a high-pass filter of 1.15 Hz were used, with the goal of examining visual evoked potential 
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components (e.g. C1, P1, N1, P3). For all analyses, trials with eye blinks and trials during which gaze was 
greater than 2° from central fixation were rejected on the basis of eye-tracking data. 
For both anticipatory and post-stimulus analyses, channels with voltage values >120 µV were 
interpolated by the use of linear, distance weighted interpolation. Trials in which four or more 
electrodes had voltage values greater than 120 µV were rejected. The average number of trials per 
condition for the post-stimulus ERP analyses will be subsequently detailed. For both ERP analyses, the 
baseline was defined as the mean voltage over the 100 ms period preceding the onset of the cue (S1) or 
the potential target stimulus (S2).  
The temporal spectral evolution (TSE) method was used to focus analysis on alpha-band activity 
during the anticipatory period (Vanni et al., 1997; Foxe et al., 1998). To derive TSE waveforms, the data 
were first bandpass filtered between 8 and 14 Hz (fourth-order digital Butterworth, zero-phase). Then, 
the instantaneous amplitude of the complex-valued analytic signal was derived by the Hilbert transform 
(Le Van Quyen et al., 2001). Frequency and temporal resolution are determined wholly by the filtering 
step and are not altered by the Hilbert transformation. This procedure results in all positive-valued data. 
Because the average change of alpha-band power after the presentation of the cue was of interest, the 
data were re-baselined before trials were averaged. Thus, any change from zero, the baseline, would 
indicate a change in alpha power. Use of a narrow bandpass filter introduces an artifact near the edge of 
the epoch, so the baseline window for this procedure was reset to 100 to 0 ms to avoid including the 
edge artifact in the baseline calculation. Thus, voltage values in the epoch represent absolute change in 
alpha-band power from baseline levels. Data were ultimately grand-averaged across subjects for 
purposes of illustration. 
Two different analyses were performed to examine post-stimulus visual evoked potentials. As 
mentioned in the Stimulus Apparatus and Procedure section, there was a greater number of unilateral 
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stimuli presented in the attended versus unattended conditions. However, the numbers of bilateral 
stimuli were equal across these conditions. To account for these differences in stimulus probabilities, 
the following measures were taken. In a first analysis, only bilateral non-target stimuli were analyzed for 
left attended and right attended conditions (average of 85 trials per condition: high interest attend left, 
high interest attend right, low interest attend left, low interest attend right).  
In a second analysis, only unilateral non-targets were assessed. Due to the greater number of 
unilateral stimulus trials in attended conditions, the number of trials in the attended conditions was 
equated with the number of trials in the unattended conditions. To do this, the number of trials in the 
unattended condition was calculated, and the same number of trials was randomly selected from the 
attended condition for each subject. There was an average of 67 trials in each condition for the 
unilateral analysis (left attended, left unattended, right attended, and right unattended). The number of 




Repeated-measures ANOVAs were used to examine sensitivity index (d-prime), and reaction 
time. Based on signal detection theory (Green and Swets, 1964), d-prime combines the information 
from successful target detections (hits), incorrect classifications of non-targets as targets (false alarms), 
and misses and correct rejections of targets. The factors used in the ANOVA were target location (left, 
right) and motivation (high or low interest). As typically performed in an endogenous attention 
paradigm, participants were instructed to only respond to targets at the cued location. For reaction time 
to targets, only trials with responses between 200 ms and 1000 ms were included in order to reduce the 
effect of outliers or anticipatory responses. 
Neural Mechanisms of Top-Down Attention    114 
 
Anticipatory ERP Data 
 Repeated measures ANOVAs with the factors of motivation (high or low interest), cue direction 
(left, right), and region of interest (left or right hemiscalp) were used for the analysis of anticipatory 
broadband ERP components. See Table 4.2 for a description of these components, and an outline of the 
time periods and regions of interest used for these analyses. Regions of interest were chosen based on 
the extensive existing literature detailing these components (Harter et al., 1989; Nobre et al., 2000; Dale 
et al., 2008; Murray et al., 2011). 
Exploratory Analyses: Motivation Effects during the Anticipatory Period 
The aforementioned methods consisted of more conservative approaches to the analysis of 
high-density ERP data in order to limit the number of statistical tests performed, with the spatio-
temporal properties of the componentry delimiting the tests. This conservative approach raises the 
likelihood of missed effects in assessing the independent effects of motivation on anticipatory ERPs. 
Considering the richness of the current data matrix, it is entirely probable that other periods and brain 
regions would be modulated by motivational factors that may be missed with traditional analyses (i.e. 
type II errors). An exploratory analysis was therefore performed as a means of fully exploring the 
richness of the data set and as a hypothesis-generating tool for future research. A simple method was 
employed for testing the entire data matrix for possible effects, termed statistical cluster plots (Molholm 
et al., 2002; Murray et al., 2002). Data were averaged across the cue direction conditions, and cluster 
plots were derived by calculating point-wise, paired, two-tailed t-tests between the high and low 
interest conditions. The results were then arrayed on a single grid, with scalp regions (electrode 
positions) plotted on the y axis and post-stimulus time plotted on the x axis, thus providing a snapshot 
overview of significant differences between conditions across scalp regions over time. In the present 
data, periods of significant difference were only plotted if an alpha criterion of 0.05 was exceeded and 
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then only if this criterion was exceeded for at least twenty consecutive data points (~40 ms) (Guthrie 
and Buchwald, 1991).  
Thereafter, activations across time windows within these resulting time periods (700-800 ms, 
800-900 ms, 900-1000 ms, and 1000-1100 ms post-cue) and from scalp regions within the resulting 
regions of interest were computed. Using these values, repeated measures ANOVAs with the factors of 
motivation and region of interest were performed to examine main effects and interactions. 
Effects of Attention on Anticipatory Alpha-Band Activity 
 A repeated measures ANOVA was performed with the factors of motivation, cue direction, and 
region of interest to examine the effects of attention on anticipatory alpha-band activity. Existing 
literature has established that alpha modulations increase toward the end of a cue-target interval over 
parieto-occipital channels (e.g. Worden et al., 2000). Thus, the average activity from 1400-1500 ms over 
parieto-occipital regions of interest was used for this analysis (Murphy et al., 2014). Additionally, paired-
samples t-tests was performed across cue left and cue right conditions for activations within the right 
parieto-occipital region of interest to examine spatial alpha-band spatial attentional modulations in the 
right hemisphere alone. This was performed in light of prior attention work indicating that alpha-band 
activity is most prominent over the right parieto-occipital cortex (Foxe et al., 1998; Foxe and Snyder, 
2011). 
Measuring Attentional and Motivational Effects on Subsequent Visual Sensory Processing 
 For bilateral stimuli, repeated measures ANOVAs with the factors of motivation, attention, and 
region of interest were performed for the C1 (60-80 ms post-S2), P1 (110-150 ms), N1 (180-220 ms), and 
P3 (280-320 ms) components. As above, the factor of motivation was not examined for unilateral 
stimuli, due to insufficient trials. Therefore, for unilateral stimuli, repeated measures ANOVAs were 
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performed for the aforementioned components, with the factors of attention, stimulus location, and 
region of interest. Regions of interest and time periods were chosen based on prior work detailing the 
spatio-temporal dynamics of these components (Foxe and Simpson, 2002; Kelly et al., 2008a).  
  




 Median gaze deviation and standard deviation of gaze are shown in Figure 4.2. Participants 
maintained highly accurate fixation to the central fixation cross (within 0.5 degrees along the horizontal 
median). 
Behavioral Performance Data 
All main effects and interactions meeting statistical significance (p<.05) are reported here and in 
the subsequent results sections. In addition, main effects and interactions approaching significance 
(p<.1) are reported in the results sections, but are not further discussed. 
For d-prime, there was a significant main effect of motivation (F(1,23) = 12.27, p = .002), a 
significant main effect of stimulus location (F(1,23) = 14.26, p = .001), and a significant motivation by 
stimulus location interaction (F(1,23) = 17.63, p < .001). These findings were driven by higher d-prime 
scores for high versus low interest stimuli, and higher d-prime scores in the right hemifield. For reaction 
time, there was a marginal main effect of motivation (F(1,23) = 3.84, p = .062). See Table 4.3 for a 
summary of the behavioral data. 
Anticipatory ERP data 
 Table 4.4 outlines the statistical findings for each broadband ERP component examined during 
the anticipatory period. There was no evidence for an early directing attention negativity (EDAN) over 
posterior electrodes, and this component was not investigated further. The ADAN (Figure 4.3), BRN 
(Figure 4.4), and LDAP (Figure 4.5) were observed. Additionally, a frontal negativity ipsilateral to the 
attended location (Ipsilateral Frontal Negativity, Figure 4.6) was observed in the time period of 1200-
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1400 ms post-cue, which will be discussed further. Modulations of these components by attention and 
motivation are outlined in Table 4.4.  
 Of the anticipatory components, the LDAP and Ipsilateral Frontal Negativity (IFN) showed 
modulation by both attention and motivation, although the main effect of motivation for the IFN was 
marginal (see Table 4.4). These attentional modulations were observed contralateral to the cue 
direction for the LDAP, and ipsilateral to the cue direction for the IFN. For the LDAP, a significant 
interaction of motivation x ROI was observed (F(1,23) = 5.96, p = .023). Follow-up paired t-tests showed 
that this interaction was driven by greater amplitude over the right ROI for the high versus low interest 
condition (t(23) =2.49, p = .021). 
Anticipatory alpha-band data 
 See Figure 4.8 for findings in the alpha-band during the anticipatory period. Results from the 
motivation x cue x ROI ANOVA of anticipatory alpha-band activations showed a main effect of ROI, F(1,23) 
= 13.02, p = .001, and an interaction of cue x ROI, F(1,23) = 6.45, p = 0.018. The main effect of ROI was 
driven by higher overall alpha power over the right parieto-occipital ROI (see Figure 4.8 for ROIs). 
However, the interaction of cue x ROI was not based on increased alpha-band activity contralateral to 
the to-be-ignored location, as seen in adults (Worden et al., 2000; Kelly et al., 2006). Instead, there was 
higher alpha power over the right vs left ROI for both cue left and cue right conditions, although this 
difference was less pronounced for the cue right condition (see Figure 4.8 C). Paired t-tests of cue left 
and cue right activations (with interest conditions collapsed) revealed significantly higher alpha power 
for the cue left versus cue right condition over the right parieto-occipital ROI, t(23) = 2.30, p = .031. Scalp 
topographies collapsed across cue conditions also showed a peak over right parieto-occipital cortex 
(Figure 4.8 D), with greater power in the high versus low interest condition, but this difference was not 
significant.  
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Motivational Effects  
For the exploratory analysis, the effect of motivation alone on broadband ERP activations was 
tested over several time windows over all electrodes through the use of statistical cluster plots. Clusters 
of electrodes over frontal and parieto-occipital regions showed significantly higher amplitude in the high 
interest versus low interest condition (see Figure 4.7). Repeated measures ANOVAs on parieto-occipital 
electrodes within these clusters revealed a main effect of motivation and a main effect of region of 
interest (ROI) across time windows in the cue-target interval spanning from 700-1100 ms (see Figure 
4.7). The main effect of motivation was driven by larger broadband ERP amplitude for the high interest 
condition versus the low interest condition. The main effect of ROI was based on larger broadband ERP 
amplitude over the right versus the left parieto-occipital region of interest. The statistical values for 
these main effect of motivation in each time window were: 700-800 ms, F(1,23) = 9.54, p = .005; 800-900 
ms, F(1,23) = 9.48, p = .005; 900-1000 ms, F(1,23) = 8.67, p = .007; 1000-1100 ms, F(1,23) = 9.28, p = .006. The 
statistical values for the main effect of ROI in each time window were: 700-800 ms, F(1,23) = 6.53, p = 
.005; 800-900 ms, F(1,23) = 11.88, p = .002; 900-1000 ms, F(1,23) = 4.53, p = .044; 1000-1100 ms, F(1,23) = 
5.37, p = .030. 
Attentional and Motivational Effects on Subsequent Visual Sensory Processing 
Bilateral Non-Target Analysis 
 For the bilateral non-target analysis, see Figure 4.9 A and B for visual evoked potential 
waveforms, and 10 A for scalp topographies. For C1 amplitude, there was a significant interaction of 
attended location x ROI (F(1,23) = 14.73, p = .001). This was driven by greater negative-going C1 amplitude 
at the ROI contralateral to the attended location. For the P1, the same interaction was found (F(1,23) = 
26.98, p <.001), driven by greater positive-going amplitude at the ROI contralateral to the attended 
location. For the N1, there was an interaction of attended location x ROI (F(1,23) = 7.20, p = .013), but it 
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was driven by greater negative-going amplitude ipsilateral to the attended location. For the P3, the 
same interaction (F(1,23) = 68.37, p <.001) was driven by greater positive-going amplitude at the ROI 
contralateral to the attended location. There were no significant interactions with the factor of 
motivation, and main effects of motivation were not considered as differences in features across high 
and low interest stimuli may have influenced the amplitudes of these components (Taylor, 2002). 
Unilateral Non-Target Analysis 
For the unilateral non-target analysis, see Figure 4.9 C and D for visual evoked potential 
waveforms, and Figure 4.10 B and C for scalp topographies.  For C1 amplitude, there were significant 
main effects of attention (F(1,23) = 6.63, p = .017) and ROI (F(1,23) = 16.71, p <.001). The main effect of 
attention was based on greater negative-going amplitude for the attended versus unattended condition, 
and the main effect of ROI was driven by greater negative-going amplitude at the right versus left 
parieto-occipital ROI. For the P1, there was a significant main effect of attention (F(1,23) = 7.19, p = .013), 
driven by greater positive-going amplitude for the attended versus unattended condition across ROIs. 
For the N1, there was a main effect of ROI (F(1,23) = 9.23, p = .006), which was driven by greater negative-
going amplitude over the right parieto-occipital ROI. A significant interaction of stimulus location x ROI 
was also observed (F(1,23) = 7.06, p = .014), with greater negative-going amplitude ipsilateral to the 
stimulus location. For the P3, there was a main effect of attention (F(1,23) = 29.10, p <.001), with greater 
positive-going amplitude for the attended versus unattended condition. There was also an interaction of 
attention x ROI (F(1,23) = 29.10, p <.001), based on greater amplitude over the contralateral ROI for the 
attended condition. 
P1 Latency Effects 
 An examination of unilateral non-target stimuli only (without bilateral stimuli) revealed that the 
P1 component latency for attended stimuli appeared to be significantly increased over the hemisphere 
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ipsilateral to stimulation (see Figure 4.11 A-B). Latency differences were not observed over the 
ipsilateral ROI in the bilateral stimulus analysis (see Figure 4.11 C-D). To analyze the P1 latency effects 
for unilateral stimuli, maximum activation within the P1 time period (100-180 ms) and within left and 
right parieto-occipital regions of interest (Figure 4.9) was computed and the corresponding time point 
was obtained for each condition at the participant level. Then, the resulting values were averaged across 
stimulus location conditions for contralateral and ipsilateral regions of interest separately.  
A repeated measures ANOVA (attention x ROI) was performed, and a main effect of attention 
(F(1,23) = 11.46, p =.003) and an interaction of attention x ROI (F(1,23) = 17.21, p <.001) were observed.  The 
main effect of attention resulted from an overall increased P1 latency in attended versus unattended 
conditions. To further examine the attention x ROI interaction, paired samples t-tests were performed, 
which revealed significant increases in P1 latency for attended versus unattended conditions, but 
ipsilateral to the stimulus location (t(23) = 4.37, p <.001). Additionally, a comparison of P1 latency for 
attended stimuli alone over ipsilateral versus contralateral ROIs showed that latency was selectively 
increased at the ipsilateral ROI (t(23) = 3.08, p =.005).  There were no significant differences in P1 latency 
across attended and unattended conditions contralateral to the stimulus location (i.e. the sensory 
regions receiving input from the attended field). Also, there was no significant difference in P1 latency 
for unattended stimuli alone over ipsilateral versus contralateral ROIs. 
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Discussion 
Influences of motivation on anticipatory attentional processes in adolescents  
Level of interest in aspects of the environment, say in a given object or in an event, clearly 
influences how individuals direct attention. Thus, the individual with high interest in soccer and low 
interest in botany would be more attentive during a soccer game than an orchid show. Level of interest 
can also be thought of as 'motivation'.  To date, most of the studies that have considered how 
motivation influences cognitive processes have focused on monetary reward, which is readily 
manipulable and good incentive.  However, other more common motivating factors in daily life, such as 
level of interest in a topic, are equally motivating. In fact, interest may have more direct relevance as a 
motivating factor during the study of children, for whom the value of money may not be as readily 
evident (Bagley et al., 2007; Vaidya et al., 2013). 
Here we set out to establish, for the first time, the role that level of interest in a to-be-attended 
stimulus class plays in the effective allocation of attention in boys between the ages of twelve and 
fifteen.  These data show, as predicted, that performing a spatial target detection task with high interest 
items indeed led to better performance than did performing the same task with low interest items.  
Further, the impact of motivational context could be observed on parieto-occipital processes associated 
with anticipatory top-down spatial attention.  An exploratory analysis further revealed increased brain 
activity over parieto-occipital regions in anticipation of high interest versus low interest stimuli, 
irrespective of the direction of cued attention. This increased activity was sustained over much of the 
anticipatory period (~600-1100 ms post-cue), and was stronger over the right hemisphere.  These data 
clearly demonstrate that motivational systems function in conjunction with top-down attentional 
mechanisms, and also that they exert independent influences by shaping activations in sensory regions.   
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Intracranial work in non-human primates has supported the idea of a “salience map” in the 
lateral intraparietal area of the intraparietal sulcus (IPS), which integrates the spatial location and 
reward value of anticipated stimuli (Gottlieb, 2007). In an fMRI study, activations in the IPS and other 
regions of the attentional network were more positively correlated with the speed of attentional shifts 
to food targets (calculated from reaction time data) when participants were hungry versus satiated 
(Mohanty et al., 2008). These results support the idea that a salience map in IPS may be dynamically 
modulated by the current motivational relevance of stimuli to guide spatial attention. In the current 
work, increased activation over parieto-occipital regions in anticipation of high interest (vs. low interest) 
stimuli was observed. In addition, behavioral performance (d-prime) was enhanced for high versus low 
interest stimuli. In sum, these findings suggest that the motivational relevance of stimuli is encoded by 
parietal salience maps, thus shaping top-down spatial attention control at the behavioral and 
neurophysiological levels. 
The anticipatory mechanisms of top-down attention in adolescents  
To date there have been very few studies examining the neurophysiology of cued spatial 
attention in children and adolescents.  In the current study we identified several classic anticipatory 
broadband ERP components that have been associated with top-down spatial attentional biasing 
contralateral to the attended location in adult studies, including the ADAN, LDAP, and BRN. The ADAN is 
a frontal negativity (~350-500 ms post-cue) that has been associated with the initiation of anticipatory 
shifts in spatial attention (Harter et al., 1989). The LDAP is a late and tonic posterior positivity (~550-800 
ms post-cue) thought to reflect enhancement of visual cortical excitability in anticipation of upcoming 
stimuli (Jongen et al., 2007; Murray et al., 2011).  The BRN is a posterior negativity contralateral to the 
attended location (~900 ms to beyond the presentation of a subsequent target), and is thought to 
represent specific sustained baseline shifts that bias target-specific brain areas to enhance perceptual 
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sensitivity (Grent-'t-Jong and Woldorff, 2007). We observed top-down attentional modulation of all of 
the aforementioned components in adolescents contralateral to the attended location, in a manner that 
resembled activations in adults. This suggests that these anticipatory spatial attentional mechanisms are 
quite mature by mid-adolescence. 
In addition to classic anticipatory responses, we also observed a late negativity over frontal 
cortex that was ipsilateral to the attended hemifield (ipsilateral frontal negativity: IFN) at ~1 s post-cue 
to the subsequent stimulus.  To our knowledge, such a response has not been previously reported in the 
literature. Unlike other anticipatory negativities, like the earlier frontal EDAN observed in adults (~250-
400 ms post-cue) that occurs contralateral to the cued (attended) region, the IFN occurred over cortices 
that were contralateral to the to-be-ignored (unattended) region of space. In light of evidence for 
topographic maps in frontal eye field regions (Silver and Kastner, 2009), it is possible that adolescents 
employ a frontally-based mechanism for the suppression of the to-be-ignored spatial representations.  
This mechanism underlying the IFN resembles that of the PD component, which is thought to reflect the 
suppression of the impact of salient distractors during visual search (Gaspar and McDonald, 2014). 
However, the PD was shown to occur relatively early (~250 ms after visual search display onset) and over 
parietal cortices in healthy adults, as compared to the later and more frontally focused IFN in 
adolescents in the current study. In adults, these suppression mechanisms may be performed by more 
posterior regions during an earlier stage of processing, with less reliance on frontal mechanisms.  
The current results indicated notable divergence from what is commonly observed in adults 
when engaged in similar cued spatial attention tasks, suggesting that some top-down spatial attentional 
processes might not yet be fully mature by early to mid-adolescence. We did not observe evidence for 
the early directing-attention negativity (EDAN, ~250-300 ms, Nobre et al., 2000; Praamstra and Kourtis, 
2010; Murray et al., 2011; Hopf and Mangun, 2000). The EDAN has been associated with the processing 
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of directional cues and the initiation of anticipatory shifts of attention, and is considered a reliable early 
marker of the top-down control of spatial attention in frontal cortices (Nobre et al., 2000; Kennett et al., 
2007), suggesting that this process may not emerge until late adolescence.  Such an interpretation is 
complicated by the fact that an EDAN response  was reported in the one study that we are aware of to 
examine anticipatory activity in a cued spatial attention design in children (6-9 years old, Harter et al., 
1989).  However, eye tracking measures were not used in that study, raising the possibility that 
systematic eye movements occurred toward stimulus locations and overt attentional mechanisms were 
engaged. 
In adults, lateralized alpha-band modulations contralateral to the uncued location have been 
associated with the anticipatory, top-down suppression of to-be-ignored hemispace (Worden et al., 
2000; Banerjee et al., 2011). The causal role of parieto-occipital alpha-band modulations in top-down 
spatial attentional control has been shown through transcranial magnetic stimulation work in adults 
(Capotosto et al., 2009). In this study, disruption of activity in frontal or parietal regions of the 
attentional control network interfered with the modulation of alpha-band activity over primary visual 
areas in a visual spatial attention task, and the degree of disruption of alpha modulation was related to 
impaired behavioral performance (Capotosto et al., 2009). To the best of our knowledge, lateralized 
alpha-band activity has not been previously examined in children in a cued spatial attention task, 
although robust alpha-band modulations have been observed in children during an inter-sensory 
attentional control task (Murphy et al., 2014). It is thus entirely possible that the suppression of to-be-
ignored spatial locations via retinotopic shifts in alpha-band activity is a later developing mechanism of 
top-down spatial attentional control. The implications of these findings will be discussed in further detail 
in the subsequent sections.  
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The current findings indicate that a fully mature attentional control system is not attained by 
mid-adolescence. In support, developmental cognitive control studies have shown that older 
adolescents have greater attentional capacity and processing speed than younger children in several 
standardized neuropsychological measures (Anderson et al., 2001). The attentional control system may 
continue to be shaped by crucial developmental milestones through mid-adolescence, and highly 
efficient attentional control functions may be attained only in later adolescence and early adulthood. 
Attentional and Motivational Hemispheric-Specific Effects  
Clinical work with patients with parietal lesions and transcranial magnetic stimulation in TD 
adults has indicated that the right parietal cortex serves as an attentional control center with functions 
spanning both left and right hemispaces (Muri et al., 2002; Mesulam, 2004). In support, in an ERP study 
of the neural processes during a line bisection task, a negative potential over parieto-occipital cortices 
was observed (Foxe et al., 2003). This component was earlier in latency and larger in amplitude over the 
right versus left hemisphere, suggesting the right hemisphere control of visuospatial attention (Foxe et 
al., 2003).  EEG cued attention work has also revealed a lateralization of attentional functions over right 
parieto-occipital cortex. In these studies, TD adults were cued to attend to the auditory or visual 
modality, and bilateral compound audiovisual stimuli were subsequently presented (Foxe et al., 1998; Fu 
et al., 2001). An overall focus of increased anticipatory alpha-band activity over the right parieto-
occipital cortex was observed when visual information was ignored, likely reflecting the activation of 
attentional control centers. This type of task was also performed by TD children (9-to-16 years old), 
revealing similar patterns of alpha-band activity over right parieto-occipital cortex when attention was 
deployed to the auditory modality (Murphy et al., 2014). These findings indicate that like TD adults, TD 
children (9+ years old) employ right parietal attentional control centers when suppressing irrelevant 
sensory information. 
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Interestingly, although not commonly observed in adults, there was a right hemifield advantage 
in children in the current results. That is, behavioral performance (d-prime) was enhanced for stimuli 
presented to the right versus the left visual hemifield, in line with previous cued spatial attention work 
in children (Harter et al., 1989), whereas a significant bias in behavioral performance for the right visual 
hemifield is not evident in adults in cued spatial attention tasks (Posner et al., 1980; Worden et al., 
2000; Banerjee et al., 2011). Although the LDAP was modulated by spatial attention in a classical 
manner, contralateral to the cue direction, motivation influenced LDAP activations primarily when 
attention was directed to the right hemifield. That is, the effects of motivation on the LDAP were 
observed ipsilateral to the cue direction, over right parieto-occipital cortex (see Figure 4.5 C). These 
findings suggest that motivation had stronger influences on attentional functions of the right versus left 
parieto-occipital cortex in adolescents.. Results from the exploratory analysis on the independent effects 
of motivation during the anticipatory period also showed stronger modulations over the right parieto-
occipital cortex, indicating a special role for the right hemisphere in attentional and motivational 
processes in adolescents. However, the influence of motivation on anticipatory spatial attention 
components in adults, including the LDAP, remains unknown, and therefore, comparisons of these 
functions across development are unclear 
In TD adults, spatial attention can also be efficiently deployed across visual hemifields, as 
indicated by alpha-band modulations contralateral to the to-be-ignored space (Worden et al., 2000; 
Banerjee et al., 2011). In adolescents in the current study, alpha-band activations were predominant 
over right parieto-occipital cortex, and activity in this region was modulated as a function of 
cued/attended location. The current findings indicate that right parietal attentional control centers may 
be developed in adolescents of the current age group, but that attentional functions across hemispheres 
are not fully mature. One possibility is that, due to immature attentional architecture across 
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hemispheres, attentional control functions may depend to a greater degree on a right parietal 
attentional control center until late adolescence or early adulthood.  
Motivational and Attentional Effects in the Processing of Subsequent Visuospatial Stimuli 
Influence of Motivation on Visual Evoked Potentials  
Surprisingly, motivation did not interact with visuospatial attention effects, as assessed for the 
VEPs to imperative stimuli. Given the strong influences of motivation during the anticipatory period, it 
was expected that motivation would influence attentional modulations following the presentation of 
imperative stimuli. The influence of motivation on early perceptual processes remains unclear, as there 
is little neurophysiological work in this area. In fMRI studies of TD adults using cued spatial attention 
tasks, modulation of activity in visual striate and extrastriate regions by motivation were reported (Small 
et al., 2005; Mohanty et al., 2008). However, the temporal resolution of fMRI is insufficient to assess 
whether these effects occurred during active stages of temporal analysis, or later, during re-entrant 
feedback (Baines et al., 2011). One ERP study of TD adults examined the influence of motivation on early 
perceptual processes, and results showed that motivation modulated VEPs starting from the N1 
component (Baines et al., 2011). These findings suggested that motivation did not influence very early 
perceptual processes in TD adults (indexed by the C1 and P1 components) in V1 and extrastriate regions. 
Although there is little developmental work in this area, it is possible that the motivational 
enhancement of post-stimulus visual evoked potentials emerges in late adolescence or early adulthood, 
when attentional control capacities are mature, and activations in paralimbic regions that drive 
involuntary attentional processes are reduced (Smith et al., 2011).  
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Attentional Modulations of Visual Evoked Potentials: Bilateral and Unilateral Stimuli 
For bilateral stimuli, VEPs were modulated by spatial attention over contralateral parieto-
occipital regions, as commonly seen in adults (Hillyard and Anllo-Vento, 1998; Kelly et al., 2008a). 
Attentional modulation was seen during the timeframes of the C1, P1, and P3 components.  The 
modulation of C1 might be considered of particular interest, as there is ongoing debate as to whether 
spatial attention influences early sensory processes reflected in the C1 (Clark and Hillyard, 1996; 
Martinez et al., 1999; Kelly et al., 2008a). Whereas we have reliably demonstrated such modulation 
using a design in which C1 activity was clearly attributable to V1 (Kelly et al., 2008a), other studies have 
not shown such modulations (Clark and Hillyard, 1996; Martinez et al., 1999). The current data are 
consistent with the former account, and indicate that spatial attention influences sensory processing as 
early as V1 in an adolescent cohort. For unilateral stimuli, attention enhanced C1 and P1 amplitudes, but 
these effects were seen across ROIs, which may be attributed to paradigmatic factors which will be 
discussed below. N1 amplitude was not increased contralateral to the attended location for bilateral or 
unilateral stimuli. Previous work in healthy adults similarly showed that the N1 effect was abolished for 
bilateral stimuli in a task involving similar probabilities of bilateral and unilateral stimuli as in the current 
study (Luck et al., 1990). Also, the N1 attention effect for unilateral stimuli was increasingly attenuated 
according to the proportion of bilateral stimuli in a task (Heinze et al., 1990; Luck et al., 1990). The N1 
effect has been tied to the orienting or engaging of attention to a task relevant stimulus. This process is 
thought to be reduced with the inclusion of bilateral trials (Luck et al., 1990), in which a stimulus is 
always present at the attended location. Finally, although C1 and P1 components were modulated 
contralateral to the attended stimulus location in bilateral trials and across hemispheres in unilateral 
trials, P3 amplitude was modulated contralateral to the location of spatial attention for both unilateral 
and bilateral stimuli. 
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Findings from the analysis of unilateral stimuli differ from a previous study in children (6-to-9 
years old), which showed that P1 and N1 were modulated by spatial attention over ROIs contralateral to 
attention in a manner similar to adults (Harter et al., 1989). However, in Harter et al., only unilateral 
stimuli were used, and targets were equiprobable at attended and unattended locations (50% cue 
validity). Eighty percent cue validity was used in the current work to effectively drive top-down attention 
(Posner et al., 1980; Vossel et al., 2006).  Therefore, participants in the current work likely learned to 
expect a stimulus at the attended location. Such paradigmatic factors may have contributed to the 
differences observed across these studies, but further work will be necessary to determine if these 
disparities can be attributed to developmental or experimental factors.  
Attentional Modulation of P1 Latency 
In the analysis of unilateral stimuli, we also found that the latency of the P1 component was 
differentially modulated by attention, as the P1 component in the attended condition showed increased 
latency over the ipsilateral region of interest (see Figures 4.11 A and B). There was no difference in P1 
latency across attended and unattended conditions over the contralateral ROI. This P1 latency effect 
was not observed in the bilateral stimulus analysis. In the unilateral condition, sensory information was 
only presented to one hemifield, and this information was transferred from the contralateral to the 
ipsilateral hemifield. However, the P1 delay cannot be attributed merely to the collosal transfer of visual 
information (Brown et al., 1994; Ipata et al., 1997), as it was selective to the attended condition. Thus, it 
is possible that during mid-adolescence, top-down spatial attentional mechanisms may delay the 
transfer of attended information from the contralateral to the ipsilateral hemisphere. In the bilateral 
condition, both hemispheres were engaged in processing contralateral inputs, which may have reduced 
the attentional modulation of information transferred across hemispheres. In contrast, a P1 latency shift 
for attended unilateral stimuli was not observed in younger children when cue validity was equal across 
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attended and unattended conditions (Harter et al., 1989). Further examination of these effects across 
stages of development through the use of different degrees of cue validity will reveal if this process is 
truly driven by top-down attention, and whether it is unique to a particular period of development. 
Future Directions 
The current findings indicate that signals from motivational and top-down attention systems are 
integrated in the brain, and motivational state can crucially impact top-down attention control 
functions. Additionally, the current work revealed crucial differences in attentional functions across 
cortical hemispheres in adolescents as compared to adults. Although top-down attentional control may 
be taken for granted in daily life, individuals with neurological disorders, such as autism spectrum 
disorders (ASD), exhibit impairments in this crucial cognitive mechanism. Like parietal lesion patients, 
individuals with ASD are slower to disengage the focus of attention compared to typically developed 
(TD) individuals (Wainwright-Sharp and Bryson, 1993; Townsend et al., 1999; Haist et al., 2005; Keehn et 
al., 2010), with neurophysiological studies showing critical differences ranging from deficits in early (P1 
modulation, Townsend and Courchesne, 1994) to late (P3, Ciesielski, 1995) attentional components. 
Behavioral indices of attentional deficits in ASD have been correlated with post-stimulus neural 
signatures, including atypical event-related potential (ERP) component gradients based on the locus of 
attention (Ciesielski et al., 1990; Townsend and Courchesne, 1994; Teder-Sälejärvi et al., 2005), and 
impoverished activation of the frontoparietal attention network (Haist et al., 2005). Individuals with ASD 
are often more motivated to attend to stimuli within restricted and circumscribed interests (RCI, e.g. 
trains or anime) (Boyd et al., 2007; Sasson et al., 2008), which impair social functioning. In future work, 
knowledge from the existing work may be used to assess how increasing motivation through stimuli of 
high interest may be used to regulate attentional control deficits to social and non-social information in 
individuals with ASD. 
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Table 4.1 
Items in adolescent interests survey 
1) sports 6) anime 11) flowers 
2) videogames 7) maps 12) furniture 
3) cartoons  8) history 13) buildings 
4) movies 9) trains 14) clothing 
5) dinosaurs 10) numbers 15) mammals 
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Table 4.2 
Anticipatory Broadband ERP components (timings and regions of interest). 
Component Description Time (Post-cue) Region of Interest 
ADAN Frontal contralateral negativity 380-420 ms AF7, F5, AF8, F6 
LDAP 
Posterior contralateral 
positivity  600-660 ms PO3, PO4 
BRN 
Posterior sustained 
contralateral negativity 1500-1600 ms P7,P9,P8,P10 
IFN Ipsilateral frontal negativity 1200-1400ms AF7 F5 AF8 F6 
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Table 4.3 










d-prime 2.64 ± 0.14 3.06 ± 0.14 3.17 ± 0.06 3.20 ± 0.06 
RT (ms) 609.3 ± 12.2 591.8 ± 13.9 600.0 ± 13.1 585.7 ± 12.9 
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Table 4.4 
Results for repeated-measures ANOVA for defined anticipatory ERP components with the factors of 
interest, cue, and region of interest (ROI) 
Component Attention Effects Interest Effects 
ADAN Interaction of cue x ROI, F(1,23) = 10.87, 
p = .003, driven by greater (negative-
going) amplitude contralateral to the 
attended hemifield. 
None observed 
LDAP Cue x ROI interaction, F(1,23) = 12.07, p 
=.002, driven by greater (positive-
going) amplitude contralateral to the 
attended hemifield. 
Interest x ROI interaction, F(1,23) = 
5.96, p =.023, follow up t-tests 
detailed in the section above.  
BRN Cue x ROI interaction: F(1,23) = 21.93,  
p =.000, driven by greater (negative-





Interaction of cue x ROI, F(1,23) = 7.89, p 
= .010, driven by greater (negative-
going) amplitude ipsilateral to the 
attended hemifield. 
Marginal main effect of interest, 
F(1,23) = 3.31, p = .082, driven by 
greater (negative-going) amplitude 








Figure 4.1: Target and nontarget image examples are from a “sports” (high interest) block (A). The series 
of events in a trial are shown in panel (B). 
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Figure 4.2: Standard deviation of gaze along x- and y- axes in each condition (A). Median gaze deviation 
from central fixation (B). These values indicate that participants maintained highly accurate fixation 
around the central fixation cross throughout the task. 
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Figure 4.3: Anterior Directed Attentional Negativity (ADAN) waveforms in left (A) and right (B) frontal 
scalp regions between the cue (0 s) and S2 (1.6 s). The gray region highlights the time period of this 
component. 
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Figure 4.4: Biasing Related Negativity (BRN) waveforms over left (A) and right (B) lateral parieto-occipital 
regions between the cue (0 s) and S2 (1.6 s). The gray region highlights the final time period of this 
sustained anticipatory component, which increases in amplitude through the end of the epoch. The 
scalp topographies display the spatially lateralizing negativities independent of interest condition from 
1200-1600 ms post-cue (C). 
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Figure 4.5: Late Directed Attentional Positivity (LDAP) waveforms over left (A) and right (B) parieto-
occipital regions between the cue (0 s) and S2 (1.6 s). The gray region highlights the time period for this 
anticipatory component. 




Figure 4.6: Ipsilateral Frontal Negativity observed over left (A) and right (B) frontal regions between the 
cue (0 s) and S2 (1.6 s). The gray region highlights the time period for this anticipatory component. 
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Figure 4.7: To visualize the effects of interest alone on anticipatory broadband activations, cue 
conditions were averaged, and paired t-tests were performed across all electrodes and all time points 
between the cue and S2. The resulting map shows electrode regions and time periods that are 
significantly different across high and low interest conditions in the form of red and yellow patches (A). 
Waveforms from electrodes in these regions of interest over left (B) and right (C) parieto-occipital 
cortices show an enhancement of activity for the high interest condition across cortical hemispheres. 
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Figure 4.8: Alpha-band (8-14 Hz) activations over left (A) and right (B) parieto-occipital regions between 
the cue (0 s) and S2 (1.6 s). As in adults (e.g. Worden et al., 2000; Banerjee et al., 2011), a ramping of 
alpha-band activity was observed during this anticipatory period, and overall amplitude was higher over 
the right versus left parieto-occipital cortex (1400-1500 ms) (C and D). However, there was no evidence 
for the lateralized alpha attentional modulations typically seen in adults (e.g. Worden et al.).  
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Figure 4.9: Visual evoked components over left and right parieto-occipital regions for the bilateral non-
target analysis (A). Visual evoked components over contralateral parieto-occipital regions for the 
unilateral non-target analysis (B).  
  





Figure 4.10: Scalp topographies of visual evoked potentials for unilateral non-target analysis (A and B), 
and for the bilateral non-target analysis (C). The same axes were used for each component in the 
bilateral analysis (C) as pictured for the unilateral analysis (A and B).  
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Figure 4.11: Visual evoked potentials from the unilateral stimulus analysis over ipsilateral (A) and 
contralateral (B) regions of interest are pictured here. Data was averaged across stimulus location 
conditions for ipsilateral and contralateral regions of interest separately to generate these figures. For 
the bilateral stimulus analysis, data over ipsilateral (B) and contralateral (C) regions of interest are 
shown here. We observed that P1 latency was increased selectively for the attended conditions over the 
ipsilateral ROI versus contralateral ROI for the unilateral stimulus analysis only. 
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Table S.4.1 
Approximate stimulus probabilities for all trial types (NT = non-target, T = target, No = no stimulus, L = 
cue left, R = cue right). The trial types highlighted in orange all contain a unilateral left stimulus. The trial 
types highlighted in blue all contain a unilateral right stimulus. The trial types highlighted in green all 
contain bilateral stimuli. 
Left Stimulus NT NT T T No No No No NT NT T T NT NT T T 
Right Stimulus No No No No NT NT T T NT NT NT NT T T T T 
Cue L R L R R L R L L R L R L R L R 
Probability (%) 21.6 5.3 5.4 1.3 21.4 5.4 5.3 0.9 13.1 13.6 0.9 0.6 1.6 1.4 0.9 1.3 
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Figure S.4.1: Stimulus probabilities at cued and uncued locations. 
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General Discussion 
 The preceding chapters examined the neural mechanisms of top-down attention across 
different phases of stimulus anticipation and processing. The following conclusions stem from a 
summary of our results: (1) parietally-generated alpha-band mechanisms are central to top-down spatial 
attentional control across sensory modalities, but they are elicited in a sensory-specific manner (see 
Chapter 2), (2) top-down attentional control impacts very early inputs to sensory cortices (see Chapter 
3), and (3) motivational state exerts unique and combined effects with top-down attention to modulate 
activations in anticipation of stimulus events (see Chapter 4). These results reveal the powerful role of 
top-down attention and interacting systems in shaping neural activations across stages of stimulus 
anticipation and processing. 
In Chapter 2, the alpha-band EEG metric was employed to examine the neural mechanisms of 
attentional control in anticipation of spatial stimuli in the visual or auditory modalities. If the 
supramodal theory held, lateralized increases in parietal alpha-band activity were expected during 
attentional deployments in both visuospatial and audiospatial tasks. Results showed lateralized 
increases in alpha-band activity contralateral to the to-be-ignored spatial location during the late cue-
target interval (~600-940 ms post-cue) when either visuospatial or audiospatial attention was deployed. 
This period of lateralized activity exhibited similar parieto-occipital scalp distributions across 
audiospatial and visuospatial tasks. Shortly thereafter (~900-940 ms post-cue), when data across cue 
conditions were averaged, the region of peak alpha-band activation over right parieto-occipital cortex 
was clearly distinct across auditory and visual tasks.  These findings suggest that alpha-band activity 
plays a central, supramodal role in the deployment of spatial attention across sensory modalities, but 
also that sensory-specific attentional control centers may be located in right parietal cortex. 
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Following the anticipatory period, top-down spatial attention continues to shape sensory 
processes, as indexed by the increase in amplitude of sensory activations following the presentation of 
an attended versus unattended stimulus (e.g. Hillyard et al., 1998; Hillyard and Munte, 1984). These 
findings support the early selection theory, in which attention acts as a filter that regulates entry to a 
limited capacity channel, based on the output of an early sensory stage that analyzes the physical 
properties of all stimuli in parallel (Broadbent, 1958; Navon, 1989). Thus, in line with early selection 
theory, top-down attention may modulate the processing of information upon its arrival to primary 
sensory cortex. However, the specific stage during which top-down attention exerts its earliest impacts 
on sensory processing has been a matter of significant debate across human ERP and monkey 
intracranial literature (Martinez et al., 1999; McAdams and Reid, 2005; Li et al., 2006; Kelly et al., 
2008a). 
In Chapter 3, the influence of volitionally-driven, top-down spatial attention on the C1 
component, a visual evoked potential source localized to V1 (Di Russo et al., 2002), was examined. A 
novel illusion was employed, in which spatial attention was directed toward one of three overlapping 
transparent surfaces, and top-down attention enhanced the brightness of the attended surface in a 
“consciously perceptible” and “voluntarily manipulable” manner (Tse, 2005). Volitionally driven top-
down spatial attention enhanced behavioral performance (d-prime, RT) for attended versus unattended 
stimuli. It also enhanced C1 amplitude for attended versus unattended stimuli in the upper visual field. 
These findings are consistent with behavioral and neurophysiological studies in humans (Carrasco et al., 
2004; Kelly et al., 2008a; Rauss et al., 2008) and electrophysiological studies in non-human primates 
(Motter, 1993; Ito and Gilbert, 1999; McAdams and Reid, 2005; Li et al., 2006; Sharma et al., 2014) 
indicating that attention influences the earliest visual cortical processes across several task domains.  
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Despite the extensive literature on the neural mechanisms of top-down attentional control in 
adults, it has not been well understood how these cognitive mechanisms are shaped through 
development. In addition, although the impact of motivation on attention is clearly observable in daily 
life, the influence of motivation on established ERP markers of top-down attentional control have 
remained unclear. In Chapter 4, we examined the role of motivation in shaping top-down attentional 
processes in typically developing adolescents (12-to-15 years old). Several studies have used monetary 
rewards to examine the influence of motivation (Small et al., 2005; Smith et al., 2011), but it has been 
shown that the value of money is as not clearly evident to children and adolescents (Bagley et al., 2007; 
Vaidya et al., 2013). Therefore, level of interest may serve as a more appropriate motivational factor in 
developmental work. We predicted that motivation (through high interest in expected stimuli) would 
enhance established measures of top-down attention and improve behavioral performance. We 
characterized key differences in the neural mechanisms of top-down attention in our adolescent group 
versus adults in the existing literature, including the lateralization of attentional functions across cortical 
hemispheres. These findings suggested that some top-down spatial attentional systems may not mature 
until late adolescence. We also observed that motivation enhanced measures of top-down spatial 
attention, but also served to independently enhance activations in frontal and parietal regions in 
anticipation of expected high interest events. These results support the theory that a parietal salience 
map is modulated by the current motivational relevance of stimuli to guide spatial attention (Gottlieb, 
2007; Mohanty et al., 2008).  
A developmental model of top-down attentional control 
Adolescents (12-to-15 years old) showed key differences in top-down spatial attentional 
mechanisms from adults in our prior bodies of work. For example, attentional modulations of 
established anticipatory broadband ERP measures (e.g. ADAN, LDAP, BRN) were spatially lateralized in a 
Neural Mechanisms of Top-Down Attention    154 
 
manner similar to adults, but lateralized alpha-band increases over parieto-occipital regions were not 
observed. This suggests that the top-down suppression of to-be-ignored space through lateralized 
alpha-band increases may not develop until late adolescence. However, like adults (Foxe et al., 1998; Fu 
et al., 2001), adolescents in our study showed greater alpha power over right parieto-occipital cortex, a 
region suggested to contain top-down attentional control centers (Heilman and Van Den Abell, 1980; 
Foxe et al., 2003; Mesulam, 2004). This indicated that adolescents may rely to a greater degree on 
functions of right parietal attentional control regions, as left parietal regions may not be mature. 
However, as adolescents showed enhanced behavioral performance for the right hemifield, it is 
possible that right parietal control regions contain greater representations of ipsilateral space during 
development. In an early ERP study of top-down spatial attention in younger children (6-to-9 year olds), 
participants also showed a bias in behavioral performance toward the right hemifield (Harter et al., 
1989).  This contrasts with healthy adults, who often show an attentional bias toward the left hemifield, 
as revealed in line bisection studies (Bowers and Heilman, 1980; Foxe et al., 2003). It is likely that a 
redistribution of attentional faculties occurs in right parietal attentional control regions as the left 
parietal cortex attains attentional representations of the contralateral (right) hemifield through 
development. Therefore, by adulthood, right parietal attentional control centers may regulate 
attentional functions to the contralateral (left) hemifield to a greater degree than the ipsilateral (right) 
hemifield. This developmental model fits well with parietal lesion data, as adult patients with a left 
parietal lesion show a slight dominance of attention to the left hemifield. By adulthood, the functions of 
the right attentional control centers may be redistributed to serve left (contralateral) space to a greater 
degree. Thus, with removal of attentional functions of left parietal regions to the right hemifield, adult 
right parietal attentional control regions may drive a bias toward the left hemifield.  In contrast, during 
development, immaturity of the left parietal cortex may not manifest in a leftward bias. Instead, greater 
ipsilateral representations in right parietal attentional control regions may bias attention to the right 
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hemifield. The results also showed that children may use additional frontally based mechanisms for top-
down attentional control (IFN, Chapter 4), which may compensate for the relatively limited functions of 
an immature parietal attentional network.  
Figure 5.1 depicts a developmental model for top-down attentional control and the influence of 
motivation on these systems, which is informed by the current work as well as existing literature. A 
frontoparietal network of regions has been shown to be activated during top-down attentional control 
in healthy adults, including the frontal eye fields (FEF) and intraparietal sulcus (IPS) (Corbetta and 
Shulman, 2002). Figure 5.1 B displays the connections from FEF to IPS regions in adults, and highlights 
the special role of right parietal attentional control centers, with representations of both left and right 
visual space in adults (Heilman and Van Den Abell, 1980; Foxe et al., 2003; Mesulam, 2004).  During mid-
adolescence, right parietal attentional control centers may mainly contain representations of right visual 
space, which may be redistributed by adulthood as left parietal cortex reaches maturity. The influence 
of the striatum is depicted, with connections to frontal and parietal cortices, as informed by anatomical 
work in rodents and non-human primates (Yeterian and Pandya, 1993; Haber, 2011). As previously 
mentioned, converging findings for increased spatial attentional and motivational modulations in right 
versus left parieto-occipital regions during mid-adolescence were observed in the current work (Chapter 
4). It is possible that the connections between the striatum and left IPS are developed by adolescence, 
and that the reduced influence of motivation on left parietal activations relies mainly on the immature 
attentional functions of the left parietal cortex. The dashed outline of left IPS depicts the continuing 
development of this region, and the bold outline around right IPS displays the relative maturity of this 
area during mid-adolescence (Figure 5.1 A). Additionally, an earlier maturation of limbic regions as 
compared to prefrontal areas is thought to occur during adolescence (Casey, 2008; Casey and Jones, 
2010; Somerville et al., 2011). The dashed outline around FEF and the bold outline around striatum 
portray the relative imbalance in the developmental stage of these regions during mid-adolescence 
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(Figure 5.1 A). In adults, both the striatal and FEF regions are mature (depicted through bold outlines), 
leading to balanced contributions of these regions to attentional control functions (Figure 5.1 B). By 
adulthood, spatial attentional functions across cortical hemispheres are mature, and spatial attention is 
efficiently controlled across visual hemifields. 
Future Directions and Translational Implications 
Are parietally-based supramodal representations of space particular to vision and audition? 
EEG work in TD adults has shown that anticipatory alpha-band activity in somatosensory regions 
is also lateralized by attention in a tactile spatial discrimination task, providing further support for 
lateralized alpha-band modulations as a supramodal attentional mechanism (Haegens et al., 2011a). 
Participants performed a tactile discrimination task where a visual cue directed attention to the left or 
right hand. Lateralized alpha-band activations were observed ipsilateral to the attention-directing cue, 
as observed in cued visuo-spatial and audiospatial attention (Worden et al., 2000; Banerjee et al., 2011), 
but focused over somatosensory regions. The strength of these lateralized somatosensory alpha-band 
modulations was regulated by the validity of the attentional directing cue, or how predictive it was of an 
upcoming stimulus at the cued location (Haegens et al., 2011a), which reinforced the idea that stronger 
attentional biases are built by increased cue validity. However, in this case, the alpha-band activity was 
observed over somatosensory cortices rather than over parietal regions, and the authors concluded that 
alpha-band activity is focal and functionally specific to the sensory areas in question.  
In Chapter 2, alpha-band activity was observed over the same region of parieto-occipital cortex 
in both audiospatial and visuospatial attentional deployment during the initial phase (600-700 ms post-
cue), followed by the activation of sensory-specific parietal subregions. In a strictly supramodal account, 
it can be predicted that alpha-band modulations would be observed over similar parietal regions during 
this anticipatory phase even when attention is deployed in the somatosensory modality, due to common 
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representations of sensory space in parietal cortices. These findings raise the possibility that the 
mapping of personal rather than extrapersonal space contributes toward differences in anticipatory 
attentional mechanisms across somatosensory versus audio- or visuo-spatial cued attention tasks. 
However, transcranial magnetic stimulation (TMS) work indicated that alpha-band activity in posterior 
parietal cortices (PPC) played a specific role in tactile spatial perception (Ruzzoli and Soto-Faraco, 2014). 
Results showed that TMS over intraparietal sulcus (IPS) in the PPC impaired tactile detection for 
contralateral stimuli and improved detection of stimuli at the ipsilateral hand, as in visuospatial 
attention work (Romei et al., 2010). Crossing the left hand to right hemispace (or vice versa) inverted 
the effects of TMS on sensory detection, such that when the contralateral hand was crossed to the 
ipsilateral space, detection was improved rather than worsened for tactile stimuli presented in that 
region. These findings indicate alpha-band activity in PPC may induce spatially specific enhancements of 
tactile detection expressed in an external reference frame, rather than an anatomically based 
organization specific to somatosensory cortices. In light of this evidence, it is possible that parietally-
based external reference frames are shared across sensory modalities, and alpha-band activations over 
these regions may also be involved in somatosensory spatial attention. However, further work using a 
combination of TMS/EEG measures during cued tactile spatial attention will be necessary to strengthen 
this understanding.  
Alpha-band suppression and early selection 
In Chapter 3, we found that very early visual activations, which were localized to V1 in previous 
work, were enhanced by top-down attention. Further work is necessary to shed light on the relationship 
between alpha-band activity and gain control in sensory regions. Lateralized alpha-band activations have 
been significantly correlated with behavioral indices of stimulus detection, suggesting that alpha-band 
activity is related to sensory perception (Thut et al., 2006a; Handel et al., 2011). In Handel et al. (2011), 
participants attended to a random-dot kinematogram at a spatially cued location and reported 
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perceived motion direction. Results showed that alpha lateralization correlated with the perception of 
motion direction, as participants were worse at detecting the motion direction of stimuli in the 
unattended hemifield. Such findings suggest that the effective anticipatory top-down attentional control 
through lateralized alpha-band activity directly impacts basic perceptual processes in sensory cortices.  
Kerlin et al. (2010) examined the relationship between alpha-band EEG activity and gain control 
in early auditory cortices through an audiospatial cued attention task. Gain control of the speech signal 
in early auditory cortices was computed through a combination of source localization and regression 
measures. Results showed lateralized EEG alpha-band modulations over parietal cortices, and the 
strength of this hemispheric alpha lateralization predicted an individual’s attentional gain of the speech 
signal in early auditory cortices. These findings indicated that parieto-occipital alpha-band modulations 
may play a role in the amplification of attended signals in sensory cortices (sensory gain control).  
However, there were a few caveats to this work. Attentional mechanisms elicited in this study may differ 
from a typical cued attention task, due to the long duration of the speech stimuli (~1300 ms). Also, there 
was no comparison visuospatial attention task, so it was unclear how these findings related to 
lateralized alpha-band modulations during a stream of visual stimuli. The analysis of alpha-band activity 
was limited to the post-stimulus interval, and anticipatory alpha-band modulations were not examined. 
Despite these considerations, this is one of the few studies that examined the relationship between 
lateralized alpha-band activity and gain control in auditory cortices in humans. 
These studies indicate that lateralized alpha-band activity may represent a mechanism through 
which top-down biasing signals influence gain control processes in early sensory cortices. It is possible 
that these mechanisms depend on direct connections from parietal attentional control centers to early 
sensory regions, but this remains unclear. This is partly due to a limited understanding of the structural 
and functional connectivity between parietal attentional control centers and primary sensory cortices in 
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humans. However, neuroimaging work indicated that intraparietal sulcus (IPS) may serve as attentional 
control region with direct pathways to early visual cortices, including V1 (Lauritzen et al., 2009; 
Greenberg et al., 2012). 
An fMRI study in TD adults measured functional connectivity between visual cortices and 
regions of IPS during a sustained visual spatial attention task (Lauritzen et al., 2009). A coherency 
analysis was used to measure functional connectivity for every pairwise combination of these cortical 
regions. Coherency matrices for a passive fixation condition were subtracted from matrices for 
sustained attention, to reveal coherency differences specific to top-down visual spatial attention. 
Results showed that attention-related activity in IPS preceded that in early visual cortices by a few 
hundred milliseconds, which suggested that top-down signals from IPS were transmitted to early visual 
areas. Another study used fMRI and diffusion spectrum imaging (DSI, a white matter imaging technique) 
to examine connectivity between IPS and six retinotopic regions in visual cortex (Greenberg et al., 2012). 
Rapid serial visual presentations (RSVP) of letters were presented simultaneously at six spatial locations, 
and participants monitored one spatial location at a time for a red target digit. Results showed direct 
topographic white-matter connections between IPS and visual cortex (including V1), suggesting that 
these fibers transmit top-down attentional signals to shape sensory gain control processes in V1. It is 
possible that anticipatory lateralized alpha-band activity reflects the transmission of top-down 
attentional biasing signals through such pathways. Intracranial measures may provide an improved 
understanding of the relationship between alpha-band activity and gain control in primary sensory 
regions. In addition, an examination of direct connections between parietal cortex and other sensory 
regions (primary auditory cortex) will reveal whether parietal attentional control centers also influence 
early sensory activations outside of the visual domain.   
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Relationships between broadband ERP and alpha-band indices of anticipatory spatial attentional control 
Anticipatory broadband ERP spatial attentional components are mainly observed over frontal 
and parieto-occipital regions, and are thought to reflect both early and late phases of anticipatory 
biasing of cortices associated with attended stimulus properties (Dale et al., 2008). In Chapter 3, we 
observed the spatial attentional modulation of such established broadband ERP measures (ADAN, LDAP, 
BRN) in adolescents. However, we did not find adult-like lateralized alpha-band activations during the 
anticipatory period, suggesting that these mechanisms of anticipatory top-down attentional control are 
not fully mature by mid-adolescence. ERP studies of healthy adults have shown that both broadband 
ERP and alpha-band activations are modulated by top-down attention during the anticipatory period 
(Nobre et al., 2000; Worden et al., 2000; Grent-'t-Jong and Woldorff, 2007; Banerjee et al., 2011). This 
raises the possibility that lateralized alpha-band activity and certain anticipatory broadband spatial 
attentional components reflect different aspects of a related underlying mechanism. However, ERP 
evidence suggests that although the spatial attentional modulations of alpha-band activity and the LDAP 
both occur in the late anticipatory period over parieto-occipital regions, they may play different roles in 
top-down spatial attention, by impacting behavioral indices of target detection in different ways (Kelly 
et al., 2009b) .  
Like alpha-band modulations, the BRN increases in in amplitude through the end of the cue-
target interval over parieto-occipital regions, and Grent-t’-Jong et al. (2011) examined the relationship 
between these indices of top-down spatial attentional control.  Alpha event-related desynchronizations 
(ERDs, decreases) contralateral to to-be-attended space were examined, which are thought to reflect 
enhanced cortical excitability in anticipation of attended information (Sauseng et al., 2005). The BRN is 
suggested to reflect specific, sustained baseline shifts that bias target brain areas to enhance perceptual 
sensitivity (Grent-'t-Jong and Woldorff, 2007), and has a similar scalp distribution as alpha ERDs over 
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parieto-occipital cortices contralateral to to-be-attended inputs. In three cued spatial attention 
experiments, targets were either perceptually difficult (low contrast) or easy (high contrast), and 
participants were either instructed to respond immediately upon target detection, or after a delay. 
Results showed that BRN activity had the earliest onset and greatest amplitude when the target stimulus 
was expected to be perceptually difficult. In contrast, alpha ERDs were less sensitive to perceptual task 
difficulty, but modulated by response instructions, with earlier onset and greater amplitude when 
immediate versus delayed responses were required. The authors concluded that the BRN and alpha 
ERDs may represent two separate mechanisms of top-down attentional control, and alpha ERDs were 
suggested to reflect an attentionally maintained task set linking stimulus specific information and task-
specific response requirements. A caveat to these findings is that only alpha ERDs were examined, and 
therefore the relationship between the BRN and alpha-band suppression mechanisms (event related 
synchronizations, or increases contralateral to the to-be-ignored space) were not examined. To improve 
understanding in this area, future experiments in this area should examine a lateralization index that 
encompasses both ERS and ERD metrics. 
Using level of interest as a motivating factor to improve attentional control deficits 
TD infants show the ability to orient attention toward the direction of eye gaze cues as early as 
three months (Hood et al., 1998). Some of the existing literature in this field has shown that individuals 
with ASD, like TD individuals, are able to use eye-gaze and head direction (social cues) to induce shifts in 
attention (Swettenham et al., 2003; Kylliainen and Hietanen, 2004). However, several studies have 
reported that social cues are more salient to TD individuals than individuals with ASD (Chawarska et al., 
2003; Ristic et al., 2005; Senju and Hasegawa, 2005), suggesting that individuals with ASD fail to use a 
specialized mechanism for social cues that TD individuals employ. In support, neuroimaging work 
showed activation of a more extensive frontoparietal network when attention was directed by social 
cues in TD individuals compared to individuals with ASD (Green and McDonald, 2010).  
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It remains unclear whether the attention deficits observed in ASD are related to poor attention 
to social stimuli (i.e. due to reduced motivation) or a deficit in the general ability to effectively deploy 
attention. There is evidence that some attentional control abilities may be intact in ASD under the ‘right’ 
circumstances (O'Hearn et al., 2008), and the rudiments of a frontoparietal network for voluntary spatial 
attention could be activated in individuals with ASD when they are given more time to orient attention 
(Haist et al., 2005). This suggests that the frontoparietal attentional circuitry can be regulated in ASD 
under certain conditions, and that these networks are not merely defective. Additionally, it is important 
to note that despite the attentional impairments reported above, individuals with ASD have been shown 
to excel at visual search tasks, and are sensitive to minute changes in their environment often unnoticed 
by TD peers (Simmons et al., 2009). However, individuals with ASD have been suggested to lack “global 
precedence”, and greater attention to local rather than global details may support high performance in 
visual search tasks (Jolliffe and Baron-Cohen, 1997). 
Restricted and circumscribed interests (RCIs) may contribute to atypical, hyperfocused or 
hyperselective attentional patterns during development in ASD. According to DSM-IV diagnostic criteria 
for ASD, RCIs are exemplified by attention to particular items that is atypical both in intensity and focus, 
and detrimental to social functioning. RCIs have been observed in 86% of high functioning individuals 
with ASD (Szatmari et al., 1989). Increased severity of RCIs has been correlated with weaker connectivity 
between frontal and parietal areas (Weng et al., 2010), regions in the top-down attentional network. 
Individuals with ASD are highly motivated by stimuli within RCIs, as shown by increased activity in 
reward processing brain regions in anticipation of such stimuli (Dichter et al., 2010) and improved social 
interaction when discussing topics confined to these interests (Nadig et al., 2010). It seems entirely 
possible that during early development, increased attention to stimuli of RCI and reduced attention to 
social and nonsocial stimuli outside RCIs result in atypical development of frontoparietal networks 
(Markam and Markam, 2010). There is evidence that attentional control can be regulated in adults with 
Neural Mechanisms of Top-Down Attention    163 
 
ASD through increased motivation with monetary rewards (Schmitz et al., 2008). However, as 
mentioned before, the value of monetary rewards may be limited for children and adolescents (Bagley 
et al., 2007; Vaidya et al., 2013). Individually optimized rewards based on interests may serve as a more 
effective motivating factor in work with children with developmental disorders, such as ASD. In support, 
general stimuli of RCI obtained from a group of individuals with ASD have been used to show increased 
activation in brain regions for reward processing in ASD (Dichter et al., 2010).  
Using the foundation from our study of TD adolescents (Chapter 4), our future work aims to 
characterize the influence of motivation on the neural mechanisms of anticipatory attentional control in 
adolescents with ASD. As types of RCIs are specific to each individual with ASD, stimuli will be tailored to 
each individual’s interests to assess the role of motivation in regulating attentional control processes in 
this population.  This work will involve an examination of top-down attentional control processes to 
non-social (arrow) and social (eye gaze) cues in anticipation of stimuli of high and low interest in 
adolescents with ASD. These findings will potentially inform current interventional tools to improve 
attentional control processes to social information in children with ASD, and benefit cognitive and social 















Figure 5.1: A developmental model of top-down attentional control and influence from motivational 
functions of the striatum, informed by the current work and existing literature (Heilman and Van Den 
Abell, 1980; Corbetta and Shulman, 2002; Foxe et al., 2003; Mesulam, 2004; Casey, 2008; Casey and 
Jones, 2010). The visuospatial representations of each hemifield are shown in parietal cortices, with 
right parietal cortex as the attentional control center. The relative maturity of brain regions in the 
network is portrayed by dashed (immature) versus solid (mature) outlines. Immature connections are 
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