with which we may associate the corresponding forms <t>n = E an"X(tn"), t"v £ $.
K=1
A finite estimator (1) is unbiased if E = 1-Then we have Var c" = E(j>2, which we write as ||</>"||2, for the corresponding form (2) . While the correspondence between (1) and (2) is straightforward for finite combinations, the appropriate correspondence for limits presents some difficulties. To avoid these, we now adopt a slightly different point of view.
Denote by fic the probability measure on sample path space for a process equal in law to X(t) + c/3(t). Then, for « £ fi, we regard X(t, w) = Y(t, w) = w(<), evaluation of the sample path at t. The processes differ only in that X(t) is considered as an element in L2(mo), whereas Y(t) is considered as an element in L2(p.c). In this way we restrict attention to a single set of sample paths. An estimator c(«) is now a function of the sample path. It is unbiased if / c(co) dnc = c for every c, and is linear if it is in the subspace Hy(S) of L"(juc) spanned by the Y(t) for t in S.
A singular case arises when there is a form (2) with <j>n = 0 but E any/3(tnv) ^ 0 or, more generally, when there is a sequence of elements (2) with J' <f>2 dn0 -> 0 but is well-defined and bounded on the linear hull of the X(t), t £ S. Then L extends to a bounded linear functional on the subspace HX(S) of L2(,u0) spanned by the X(t) for t in S. This implies that X(t) -> X(t) + c/3(t), or equivalently X(t) -> Y(i), extends to a bounded linear operator. Conversely, Y(t) -> X(t) is always bounded. Thus elements of HX(S) are also in Hy(S), and conversely.
By the Riesz representation theorem, there is now a unique in HX(S) such that L<f> = f <f>\p dno for <f> £ H X(S). t/< is determined from Exm = m, te s-t ^ £ hx(s).
For t, £ S, we have / Ei" a>Y(t,) dfic = c ^ a,/3(t") = c / Y, a,X(t,)t[> dn0 and also We summarize the results in a theorem: Theorem 1. The BLUE for c on the basis of observations Y(t) = X(t) + c/3(t), t G S, satisfies
CbLu(u) = lK«)/|M| ' "^"ar ^BLU = l/ll^ll j where \p solves (3). If (3) has no solution then cBLu = c and c is perfectly estimableThe theorem could also be derived from the relation EX(t)cBLV = /?(<) Var cBLu , t G S, which is similar to the integral equation obtained by Grenander in [3] , We find the above representation particularly attractive in that the solution of (3) is linear in (}(t),
3. Relation to maximum-likelihood estimation. Theorem 1 may be used to show that cBlu is also the maximum-likelihood estimator when the process X(t) is Gaussian. We now regard nc as a Gaussian measure and restrict attention to the <r-field generated by the X(t) for t in S. The claim then follows from the result that the Radon-Nikodym derivative dpjdno = exp (ci -\c \\i\\2),
where ^ solves (3). This is equivalent to a somewhat different form given in [3] . Clearly (4) is maximum for c = ^/||^||2. The proof of (4) is not difficult. Using a moment-generating function argument, it suffices to show that
for finite linear combinations y^./' a"X(t"), t, G S. Carrying out the integrations in (5)' we obtain, with use of (3) for the right side,
The last expression is seen to be the same as the left side of (5). The derivative (4) would also be used in the Gaussian case for the signal-detection problem of testing the hypothesis that c = 0. The likelihood ratio test will be based on the BLUE ^/||^||2. 4. Lower bounds for the variance of the BLUE. Calculation of cBLU, or equivalently solving (3) , is in most practical situations difficult if not impossible because R(s, t) is not known precisely. Therefore adequate approximations are needed. In this section we describe a procedure which, in the spirit of the Cramer-Rao inequality, gives a lower bound for Var cBlu • The procedure will be used in the examples of the following sections to obtain estimators nearly as good as the BLUE.
Denote by HX(T) the Hilbert space spanned by the X(t) for t in T. Note HX(S) is a subspace of H X(T). While solution of (3) may be difficult, we may more easily be able to construct a \£> G HX{T) satisfying EXm = 0(0, t G S.
The equation need not be satisfied for t (J S. Clearly such a ip exists if, and only if, c is not perfectly estimable from observations over S. Note is not unique. If P is the projection operator onto HX(S) and \p £ HX(T) satisfies (6), then EX(t)P\p = EX{t)4> = P(t) for t £ S, so that tp = PJp is the solution of (3). Since ||^|| = ||Pi£|| < H^ll, we are led to Assume that X(i), t = 0, ±1, • ■ • , is a zero-mean wide-sense stationary sequence with covariance function R(s, t) = R(s -t). c is to be estimated from observation of Y{t) = X(t) + c for t = 1,2, ■ ■ ■ ,N. This corresponds to fi(t) = 1 in the general case. Of interest is the efficiency relative to the BLUE of the sample mean Y = Y(t), which does not involve knowledge of R in calculation.
Grenander and Szego show in [3] and [5] that
where R(t) = (2^)_1 J_,' e"x/(X) d\ and the spectral density / is positive and continuous.
This implies that
AT-»co
The same result is derived in [1] under weaker assumptions on /; the proof is based on approximation by trigonometric polynomials. We shall establish a somewhat stronger result than (7) under still weaker assumptions, employing a different method of proof.
It is important to note that the standard definition of relative (asymptotic) efficiency as used in (8) is not necessarily the best one from a practical standpoint. Of more interest perhaps is a comparison, for two different estimators, of the minimum sample sizes needed to attain a given accuracy of estimation. On account of (7), one could still say that Y is asymptotically as good as cBLU in this new sense. Thus (7) is a better result than (8) . The latter formula is particularly empty in meaning when consistent estimation is not possible, for then (8) simply states that Var cBhu and Var Y approach the same nonzero limit as N -> °°. One could then hardly say that Y is as good as cBLU asymptotically unless its variance approaches this limit as rapidly as does that of cBLU . In the following theorem we find that efficiency of Y relative to the BLUE, even in this wider sense, depends strongly on the behavior of the spectral distribution function at the origin. The condition (10) says essentially that 1// is integrable, but allows / to have zeros removable by |p(X)|2. The condition on F, certainly allows superposition of a finite discrete spectrum on an absolutely continuous spectrum.
6. Estimating the mean of a stationary process. We consider the analogue of the previous section for continuous time. X(t), -°° < t < oo, is a zero-mean wide-sense stationary process with spectral measure dF(\) = dF.(\) + (2jr)"1/(X) d\ (13) on the line. Again dFs(\) is singular with respect to dX. Observations Y(t) = X(t) + c for 0 < t < T are used to estimate c. The sample mean becomes Y = T_I f0T Y(t) dt (mean-square integration), and its efficiency relative to cBLV is of interest. The continuous-time analogue of (7) is proved in [3] and [5] for the case of a nondeterministic process X(t) with Fs = 0. Restrictions are placed on / and the moving average representation of the process. The proof involves relating the estimation problem to the problem of prediction. We make somewhat different assumptions and establish the direct analogue of Theorem 3.
Theorem 4. Let X(t) have spectral measure (13). 
T-* oo By reasoning as in Theorem 3, we find that Var cBLU -dF(0) is no less than the infimum over all n, ai + • • • + an = 1 and 0 < h , • • ■ , tn < T of (2tt)_1 exP (^»X)|2 /(X) dX, which is just Var cBLV when F, = 0. Thus it suffices to prove (17) when F, vanishes, and we assume this from here on.
In the remainder of the proof, n is the integer and p(\) = by exp (-it,\) the function in (15). Without loss of generality we may assume that the t, > 0 and that p(0) 5^ 0. We set a = max {h , ■ ■ ■ , tm}.
In [3] , Grenander shows that for the spectral density (1 + X2)"" This type of model is used by Chernoff and Zacks [2] in connection with estimation of a mean value subject to change over time. They give an explicit but computationally difficult-to-use formula for cnLV based on observations F(0), • • • , Y(N). 6liLU is not consistent as N -> <». Mustafi [6] shows that are asymptotically efficient in the usual sense that Var cBLu/Var cN -> 1 as N -* <». We cannot say that cN is asymptotically as good as cBlu in the expanded sense described in Sec. 5 without a more detailed analysis. However, it is not difficult to show that Var cN = X2(l -A) + 0(A*V), so that the optimum variance is at least approached exponentially fast.
We also mention a continuous-time model sometimes encountered in applications. Assume that X(t), 0 < t < T, is continuous in mean and that the regression function 0(£) is in the range of R(s, t). Thus /?(<) = [ R(t, s)a(s) ds, Jo 0 < t < T, for some function a(s). This relation immediately yields EX(t) f0T a(s)X(s) ds = p(t) for 0 < t < T, so that \p = f0T a(s)X(s) ds characterizes the BLUE based on observations Y(t) -X(t) + c/3(t). We have ||^||2 = f0T a(t)/3(t) dt, whence
The results might be compared with the commonly-used correlator estimator
8. Case of several regression constants. We have restricted attention to a single regression constant c so as not to obscure the results. More generally, however, we might observe Y(t) = X{t) + 1" c,-/3,(0 for t £ S, where the /3,(i) are known and the Cj are to be estimated. We discuss this situation and some applications briefly.
We retain the viewpoint and notation of Sec. 2, with the exception that fjc represents measure on path space for a process equal in law to X(t) The theorem may be used to show that cBLU is again the maximum likelihood estimator in the Gaussian process case. The claim follows from the representation duc/d^o = exp {cT\f/ -\cTVc) of the Radon-Nikodym derivative, which may be established by the method of Sec. 3. We may also obtain lower bounds for the covariance matrix o-(cBLU) by the method of Sec.' 4. Suppose \pt , ■ ■ ■ , \pm are in HX(T) and satisfy EX(t)\j/j = /3,(<) for t £ S, j = 1, • • • , m. Then the solutions of (22) are = P\pj , where P is the projection onto HX(S). If V is the covariance matrix of the iand a is any constant vector, then a7 Va = ||a7i/'||2 = ||Pa:ri/'||2 < Ha^H2 = aTVa. Therefore V > V, and it follows that <t(cBlu) = V'1 > V~\ Theorem 5 may be used to prove a generalization of part of the Gauss-Markov theorem for the case of correlated errors and arbitrary parameter. Suppose in the above setting we wish to estimate y ~ aTc = /. afii , where a is a given non-zero vector. By The solution differs radically from that of the previous paragraph.
