Abstract. Let (M, g) and (K, κ) be two Riemannian manifolds of dimensions m and k, respectively. Let ω ∈ C 2 (N ), ω > 0. The warped product M ×ω K is the (m + k)-dimensional product manifold M × K furnished with metric g + ω 2 κ. We prove that the supercritical problem
Introduction and statement of main results
We deal with the semilinear elliptic equation
where (M, g) is a n−dimensional compact Riemannian manifold without boundary, h is a C 1 −real function on M s.t. −∆ g + h is coercive and p > 2. The compactness of the embedding H is achieved and so problem (1.1) has always a solution for any p ∈ (2, 2 * n ). In the critical case, i.e. p = 2 * n , the situation turns out to be more complicated. In particular, the existence of solutions is related to the position of the potential h with respect to the geometric potential h g := n−2 4(n−1) S g , where S g is the scalar curvature of the manifold. If h ≡ h g , then problem (1.1) is referred to as the Yamabe problem and it has always a solution (see Aubin [1, 2] , Schoen [10] , Trudinger [11] , and Yamabe [12] for early references on the subject). When h < h g somewhere in M, existence of a solution is guaranteed by a minimization argument (see for example Aubin [1, 2] ). The situation is extremely delicate when h ≥ h g because blow-up phenomena can occur as pointed out by Druet in [6, 7] . The supercritical case p > 2 * n is even more difficult to deal with. A first result in this direction is a perturbative result due to Micheletti, Pistoia and Vétois [9] . They consider the almost critical problem (1.1) when p = 2 Theorem 1. Assume n ≥ 6 and ξ 0 ∈ M is a non degenerate critical point of h − n−2 4(n−1) S g . Then (i) if h(ξ 0 ) > n−2 4(n−1) S g (ξ 0 ) then the slightly subcritical problem (1.1) with p = 2 * n − 1 − ε, has a solutions u ε which concentrates at ξ 0 ,
(ii) if h(ξ 0 ) < n−2 4(n−1) S g (ξ 0 ) then the slightly supercritical problem (1.1) with p = 2 * n − 1 − ε, has a solutions u ε which concentrates at ξ 0 as ε → 0. Now, for any integer 0 ≤ k ≤ n − 3 let 2 * n,k = 2(n−k) n−k−2 be the (k + 1)−st critical exponent. We remark that 2 * n,k = 2 * n−k,0 is nothing but the critical exponent for the Sobolev embedding H
, when (M, g) is a (n − k)−dimensional Riemannian manifold. In particular, 2 * n,0 = 2n n−2 is the usual Sobolev critical exponent. We can summarize the results proved by Micheletti, Pistoia and Vétois just saying that problem (1.1) when p → 2
In the present paper, we give a positive answer when (M, g) is a warped product manifold. We recall the notion of warped product introduced by Bishop and O'Neill in [3] . Let (M, g) and (K, κ) be two riemannian manifolds of dimensions m and k, respectively. Let ω ∈ C 2 (M ), ω > 0 be a differentiable function. The warped product M = M × ω K is the product (differentiable) n−dimensional (n := m + k) manifold M × K furnished with the riemannian metric is g = g + ω 2 κ. ω is called warping function. For example, every surface of revolution (not crossing the axis of revolution) is isometric to a warped product, with M the generating curve, K = S 1 and ω(x) the distance from x ∈ M to the axis of revolution.
Assume h is invariant with respect to K, i.e. h(x, y) = h(x) for any (x, y) ∈ M × K. If we look for solutions to (1.1) which are invariant with respect to K, i.e. u(x, y) = v(x) then by (1.2) we immediately deduce that u solves (1.1) if and only if v solves
Here we are interested in studying problem (1.4) when the exponent p approaches the higher critical exponent 2 * n,k = 2 * m , i.e. p = 2 * m − ε for some small real parameter ε. It is clear that if v is a solution to problem (1.3) which concentrates at a point ξ 0 ∈ M then u(x, y) = v(x) is a solution to problems (1.1) which concentrates along the fiber {ξ 0 } × K, which is a k−dimensional submanifold of M. It is important to notice the the fiber {ξ 0 } × K is totally geodesic in M × ω K (and in particular a minimal submanifold of M × ω K) if ξ 0 is a critical point of the warping function ω.
Therefore, we are lead to study the more general anisotropic almost critical problem
where (M, g) is a m−dimensional compact Riemannian manifolds, a ∈ C 2 (M ) with min M a > 0, h ∈ C 2 (M ) such that the anisotropic operator −div g (a(x)∇ g u) + a(x)hu is coercive and ε ∈ R.
Our main result reads as follows.
Theorem 2. Assume m ≥ 9 and ξ 0 ∈ M is a non degenerate critical point of a. Then
then if ε > 0 is small enough the slightly subcritical problem (1.5) has a solutions u ε which concentrates at ξ 0 as ε → 0,
then if ε < 0 is small enough then the slightly supercritical problem (1.5) has a solutions u ε which concentrates at ξ 0 as ε → 0.
In particular, Theorem 2 applies to the case a = ω m where ω is the warping function. We recall that if ξ 0 is a critical point of the warping function ω, then the fiber Γ := {ξ 0 } × K is a minimal k−dimensional submanifold of the warped product manifold M × ω K equipped with the metric g = g + ω 2 κ. Let
which turns out to be a weighted mean of sectional curvatures of Γ. From the above discussion and Theorem 2 we immediately deduce the following result concerning the supercritical problem (1.1).
Theorem 3. Assume m ≥ 9, h is invariant with respect to K and p = 2 * m − ε.
, then if ε > 0 is small enough the supercritical problem (1.1) has a solutions u ε , invariant with respect to K, which concentrates along Γ as ε → 0, (ii) if h(Γ) < Σ g (Γ), then if ε < 0 is small enough then the supercritical problem (1.1) has a solutions u ε invariant with respect to K, which concentrates along Γ as ε → 0.
Let us state some open problems about the anisotropic problem (1.5). The paper is organized as follows. In Section 2 we introduce the necessary framework. In Section 4 we reduce the problem to a finite dimensional one, via a Ljapunov-Schmidt reduction and in Section 5 we study the finite dimensional problem and we prove Theorem 2.
Setting of the problem
Let H the Hilbert space H 1 g (M ) endowed with the scalar product
Let · H be the norm induced by ·, · H , which is equivalent to the usual one. We also denote the usual
We recall (see [9] ) the following inequality
with the norm u Hε = u H + |u| sε where we set
We remark that in the subcritical case ε > 0 the space H ε is nothing but the space H 1 g (M ) with norm · H . By (2.1), we easily deduce that
Finally, we can rewrite Equation (1.5) as
where
Now, let us introduce the main ingredient to build a solution to problem (2.3), namely the standard bubble
. It is well known that the functions
are all the positive solutions to the critical problem −∆U = U 2 * m −1 on R m . We are going to read the euclidean bubble U δ,y on the manifold M via geodesic coordinates. Let χ be a smooth cut-off function such that 0
B(0, r), |∇χ| ≤ 2/r, where r is the iniectivity radius of M . Let us define on M the function
We will look for a solution of (2.3) or, equivalently of (1.5), as u = W δ,η + Φ, where
We remark that as ε goes to 0 the function W δ,η blows-up at the point ξ 0 . The remainder term Φ belongs to the space K ⊥ δ,η , which is introduced as follows. It is well known that any solution to the linearized equation
Let us define on M the functions
Let us introduce the spaces
In order to solve problem (2.3) we will solve the couple of equations
where π δ,η :
The finite dimensional reduction
First of all, we solve equation (2.7). We set
Lemma 4. For any real numbers α and β with 0 < α < β, there exists a positive constant C α,β such that, for ε small, for any η ∈ R m , any real number t ∈ [α, β] and any
Proof. The proof is the same of [[9] Lemma 3.1] which we refers to Lemma 5. If m ≥ 9, for any real numbers α and β with 0 < α < β, there exists a positive constant C α,β such that, for ε small enough, for any η ∈ R m , any real number t ∈ [α, β]
Using [ [9] , Lemma 3.2], by direct computation it is easy to prove that
≤ C α,β |ε| |log |ε|| .
It remains to estimate the term
Since ξ 0 is a critical point for the function a we have
Therefore, Proposition 6. If m ≥ 9, for any real numbers α and β with 0 < α < β, there exists a positive constant C α,β such that, for ε small enough, for any η ∈ R m , any real number t ∈ [α, β], there exists a unique solution Φ δε(t),η ∈ H ε ∩ K ⊥ δε(t),η of equation (2.7) such that Φ ε,δε(t),η H,sε ≤ C α,β |ε| |log |ε|| .
Moreover Φ ε,δε(t),η is continuously differentiable with respect to t and η.
Proof. In order to solve equation (2.7) we look for a fixed point for the operator
Since m ≥ 9 a simple application of mean value theorem gives
Thus by (3.5) and by Lemma 5 we have that
H,sε + C α,β |ε| |log |ε|| , so if Φ H,sε ≤ 2C α,β |ε| |log |ε|| and for ε small T ε,δε(t),η (Φ) H,sε ≤ 2C α,β |ε| |log |ε||. Moreover by (3.4) we have
for some K < 1 if Φ i H,sε ≤ 2C α,β |ε| |log |ε|| and ε small enough.
Therefore, a contraction mapping argument proves that the map T ε,δε(t),η admits a fixed point Φ δε(t),η . The regularity of Φ δε(t),η with respect to η and t follows by standard arguments using the implicit function theorem.
The reduced problem and proof of Theorem 2
Let J ε : H ε → R be the energy associated to problem (1.5) defined by
It is well known that any critical point of J ε is a solution to problem (1.5). Let us introduce the reduced energỹ
where W δε(t),η is defined in (2.4), δ ε (t) = |ε|t (see (2.5)) and Φ δε(t),η is given in Proposition 6.
Proposition 7.
(i) If (t, η) is a critical point ofJ ε , then W δε(t),η +Φ δε(t),η is a solution of (2.6) and then is a solution of problem (1.5).
(ii) We havẽ
C 1 −uniformly with respect to η ∈ R m and t ∈ [α, β]. Here
and a m , . . . , d m are constants which only depend on m.
Proof. The proof of [i] is quite standard and can be obtained arguing exactly as in the proof of Proposition 2.2 of [9] .
The proof of [ii] follows in two steps.
Step 1 We prove thatJ
Proof. First, let us prove the C 0 −estimate. We have that
we need an estimate of the term
By (3.3) we get that
and, by Holder inequality and by Proposition 6 we obtain
The following estimate is analogous to (4.11) in [ [9] , Lemma 4.2]: for any θ ∈ (0, 1)
Similarly, following again [ [9] , Lemma 4.2] it is easy to prove that
that concludes the proof of the C 0 −estimate.
Let us prove the C 1 −estimate. We point out that
By (4.4) and (4.5) we have
At this point, by (4.6), we have
Arguing as in (4.26) of [ [9] , Lemma 4.2] we have that, for 0 ≤ k ≤ m, and for θ ∈ (0, 1)
Again, arguing as in [[9], Lemma 4.2] we have
M a(x) f ε (W δε(t),η + Φ δε(t),η ) − f ε (W δε(t),η ) − f ′ ε (W δε(t),η )Φ δε(t),η Z k δε(t),η dµ g = o(|ε|).
It remains to estimate the term
By easy computation we have that
). This, in light of Proposition 6 ensures that
The estimate for J
can be obtained in a similar way. This concludes the proof.
Step 2 We prove that J ε W δε(t),η satisfies expansion (4.2) C 1 −uniformly with respect to η ∈ R m and t ∈ [α, β].
Proof. Let us prove the C 0 −estimate. It holds
First of all, let us estimate the integrals I 1 , I 2 and I 3 .
We seth(y) = h(exp ξ0 (y)). Then we get
We notice that, by direct computation, and considering that δ = |ε|t
Therefore we get 
Now, let us estimate the integrals I 4 , I 5 and I 6 . We setã(y) = a(exp ξ0 (y)) and we denote by ∂ã ∂ys the derivative ofã with respect to its s-th variable. Therefore, we have and by mean value theorem we get for some θ ∈ (0, 1) 
