University of Windsor

Scholarship at UWindsor
Electronic Theses and Dissertations

Theses, Dissertations, and Major Papers

2-1-2022

Robot Learning From Human Observation Using Deep Neural
Networks
Michael Elachkar
University of Windsor

Follow this and additional works at: https://scholar.uwindsor.ca/etd
Part of the Artificial Intelligence and Robotics Commons, and the Electrical and Computer Engineering
Commons

Recommended Citation
Elachkar, Michael, "Robot Learning From Human Observation Using Deep Neural Networks" (2022).
Electronic Theses and Dissertations. 8793.
https://scholar.uwindsor.ca/etd/8793

This online database contains the full-text of PhD dissertations and Masters’ theses of University of Windsor
students from 1954 forward. These documents are made available for personal study and research purposes only,
in accordance with the Canadian Copyright Act and the Creative Commons license—CC BY-NC-ND (Attribution,
Non-Commercial, No Derivative Works). Under this license, works must always be attributed to the copyright holder
(original author), cannot be used for any commercial purposes, and may not be altered. Any other use would
require the permission of the copyright holder. Students may inquire about withdrawing their dissertation and/or
thesis from this database. For additional inquiries, please contact the repository administrator via email
(scholarship@uwindsor.ca) or by telephone at 519-253-3000ext. 3208.

Robot Learning From Human Observation Using Deep Neural Networks

By

Michael Elachkar

A Thesis
Submitted to the Faculty of Graduate Studies
through the Department of Electrical and Computer Engineering
in Partial Fulfillment of the Requirements for
the Degree of Master of Applied Science
at the University of Windsor

Windsor, Ontario, Canada

2022

© 2022 Michael Elachkar

Robot Learning From Human Observation
Using Deep Neural Networks
by
Michael Elachkar
APPROVED BY:

______________________________________
M. Toulabi
Department of Electrical and Computer Engineering

______________________________________
R. Ruparathna
Department of Civil and Environmental Engineering

______________________________________
M. Ahmadi, Co-Advisor
Department of Electrical and Computer Engineering

______________________________________
S. Alirezaee, Co-Advisor
Department of Electrical and Computer Engineering
February 3, 2022

DECLARATION OF ORIGINALITY

I hereby certify that I am the sole author of this thesis and that no part of this thesis has
been published or submitted for publication.
I certify that, to the best of my knowledge, my thesis does not infringe upon anyone’s
copyright nor violate any proprietary rights and that any ideas, techniques, quotations, or any
other material from the work of other people included in my thesis, published or otherwise, are
fully acknowledged in accordance with the standard referencing practices. Furthermore, to the
extent that I have included copyrighted material that surpasses the bounds of fair dealing within
the meaning of the Canada Copyright Act, I certify that I have obtained a written permission
from the copyright owner(s) to include such material(s) in my thesis and have included copies of
such copyright clearances to my appendix.
I declare that this is a true copy of my thesis, including any final revisions, as approved
by my thesis committee and the Graduate Studies office, and that this thesis has not been
submitted for a higher degree to any other University or Institution.

iii

ABSTRACT
Industrial robots have gained traction in the last twenty years and have become an integral
component in any sector empowering automation. Specifically, the automotive industry
implements a wide range of industrial robots in a multitude of assembly lines worldwide. These
robots perform tasks with the utmost level of repeatability and incomparable speed. It is that
speed and consistency that has always made the robotic task an upgrade over the same task
completed by a human. The cost savings is a great return on investment causing corporations to
automate and deploy robotic solutions wherever feasible.
The cost to commission and set up is the largest deterring factor in any decision regarding
robotics and automation. Currently, robots are traditionally programmed by robotic technicians,
and this function is carried out in a manual process in a well-structured environment. This thesis
dives into the option of eliminating the programming and commissioning portion of the robotic
integration. If the environment is dynamic and can undergo various iterations of parts, changes
in lighting, and part placement in the cell, then the robot will struggle to function because it is
not capable of adapting to these variables.
If a couple of cameras can be introduced to help capture the operator’s motions and part
variability, then Learning from Demonstration (LfD) can be implemented to potentially solve
this prevalent issue in today’s automotive culture. With assistance from machine learning
algorithms, deep neural networks, and transfer learning technology, LfD can strive and become a
viable solution. This system was developed with a robotic cell that can learn from demonstration
(LfD). The proposed approach is based on computer vision to observe human actions and deep
learning to perceive the demonstrator’s actions and manipulated objects.
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Chapter 1 : Introduction

In this thesis, I have developed a system of robot learning from demonstration (LfD). The
proposed approach is based on computer vision to observe human actions and deep learning to
perceive the demonstrator’s actions and manipulated objects. This LfD method is demonstrated
and tested for a pick-and-place application, one of the most common robotic assembly tasks.
Robot programmers or technicians are highly trained and specialized in their field, hence making
this a highly skilled position that can be potentially replaced with technology. This chapter
presents research motivation, objectives, methodologies, thesis contributions, and outline.

1.1 Motivation
Repeatability and accuracy are the main fundamentals of robots in all industrial automation
environments.

Robots are prevalent in today’s industry, notoriously performing repetitive or

dangerous tasks in the various assembly lines. Trained technicians would program robots before
being commissioned into a production environment to perform a specific job. This method is
suitable when the robotic cell is well structured, and all parameters are fixed. A standard pickand-place operation is a great example. If a position of an object is placed on a conveyor in a
random position and orientation, the robot will struggle to grip the object it is intended to pick.
There will be failed attempts and multiple retries which will hinder the jobs per hour and overall
cycle time of the cell. Therefore, working in a dynamic production atmosphere with several
uncertainties will create a tremendous challenge for robot programmers. They will constantly be
re-programming these robots when something changes in the workplace.
Due to these challenges, imitation learning can be adapted to mimic human understanding from a
trainer’s demonstration. One of the most challenging tasks in LfD is knowledge transformation
from human to robot. To this end, the robot should perceive the human’s demonstrations through
various sensors. For instance, in a pick-and-place or material handling robotic application, the
robot should pick an object and place it in a different location. The robot should learn the following
from human demonstrations: things to be assembled, the picking orientation of a robotic arm, the
gripping force of the gripper, the trajectory of the robotic arm to approach the object, as well as
the arm movement to fulfill the task.
The motivation for this thesis is to develop a practical LfD paradigm for industrial robots
learning to perform assembly tasks.
2

1.2 Objectives
According to the motivation presented in the previous sections, the main goal of this thesis is to
develop an LfD paradigm that enables an industrial robot to perform a pick-and-place task. To
this end, this research follows these sub-objectives.
•

Object detection

To grip an object successfully, first, the robot should find the object’s location in its workspace.
This is a challenging task, especially in uncontrolled environments. This study aims to find an
accurate method for object detection in the presence of some variations in terms of object shape,
object pose, lightening conditions, etc.
•

Object classification

To pick up an object, the robot not only should know the exact location of the object, but it also
should identify the object classification. This is because the gripper parameters such as its
orientation and force must be adjusted according to the object type. This research aims to find a
fast classification method to differentiate manipulated objects needed in assembly operations.
•

Pose estimation

In addition to object location and type, the object’s position plays a crucial role in successful
gripping. This study investigates which pose and orientation estimation methods are suitable for
the LfD framework.
•

Action recognition

To learn how to perform a task, the robot should perceive the human’s behavior and break it
down into primitive actions. This thesis aims to determine which primitive actions can be used
for the pick-and-place application and how the robot can recognize them from a series of
demonstrations.

1.3 Methodologies
To attain the research objectives, the following research methods were deployed:
3

•

Computer vision

To determine the location of an object, classify its type and recognize the demonstrator actions,
computer vision algorithms have been used in this research. They are based on visual sensors to
capture images or videos to enable the robot to view objects and learn the assembly skills
demonstrated by a human. LfD methods based on computer vision are more accessible than other
methods such as kinesthetic teaching, as the demonstrator can freely and naturally perform the task
without any training. Today's most common robot in the automation industry is a six-axis Fanuc
robot or a Fanuc robot with 6 degrees of freedom (DoF). However, cameras need to be calibrated
to convert pixels into real-world coordinates.
•

Deep neural networks

Before the advent of deep neural networks, computer vision systems displayed limited capabilities.
Nowadays, many computer vision systems leverage deep learning algorithms. Deep learning
computer vision systems now outperform human performance in many domains such as object
recognition, robotic control, and grip selection. One of the main advantages of machine learning
algorithms is their generalization capability. In a standard pick-and-place application, the robot
detects the grip position for the unseen object. This research deploys state-of-the-art deep
networks such as YOLO and GraspNet for object detection and grasp selection based on a
convolution neural network (CNN). Furthermore, I combined the CNN with Long Short-Term
Memory (LSTM) model for human action recognition.
•

Transfer learning

Deep neural networks are data-hungry, requiring vast amounts of training examples to reach their
best performance. The training datasets should be large and diverse. Training samples should be
annotated by hand in the supervised learning algorithms, which is a tedious and time-consuming
task. To tackle this problem, transfer learning has emerged, which makes it possible to reuse a
model that was already trained.

That model was trained with many samples in various

applications, only utilizing a few training samples. GoogLeNet model was used in this project,
which was previously trained on the ImageNet dataset consisting of about fourteen million images.

4

1.4 Contributions
This thesis contributes to some new solutions in LfD for robotic assembly tasks, listed below:
•

A computer vision system for capturing images of the objects and recording videos of
human demonstrators. Two cameras were installed to allow a robot to watch and learn
pick-and-place tasks from LfD.

•

A deep learning-based framework that can perform all required tasks for an assembly task,
including object detection, object classification, pose estimation, grasp selection, and action
recognition.

•

An experimental setup with industrial robots and multiple demonstrators was implemented
in this thesis. The empirical evidence can be a stepping stone to more complex tasks using
LfD.

1.5 Outline
This thesis is divided into six chapters. Chapter 1 is an overview of the thesis. Chapter 2 is the
background of the state-of-the-art in LfD. Theoretical grounds needed in this research are
presented in Chapter 3. Chapter 4 is the proposed method, and Chapter 5 illustrates the
experiments conducted in this thesis and their corresponding results. Finally, Chapter 6
concludes the thesis with a detailed overview of the outcome.

1.6 Summary
This chapter recapped the main overview of this thesis explaining the motivation and
objectives. The three main methodologies were each explained and their importance to this
application from Deep Neural Networks to Transfer Learning. The contributions were also
touched on and set the tone for the detailed report. Now let’s dive into the State-of-the-Art LfD
required to covert this concept into a functioning paradigm.
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Chapter 2 : State-Of-The-Art

Industrial robots have been deployed in various applications. They are based mainly on robot
programming, suitable only in controlled and well-structured environments. However, modern
assembly lines require robots to work with other robots and engage with humans. Collaboration
with humans renders a dynamic and uncontrolled workplace inevitable. Robots should learn
from human demonstration rather than being programmed in advance to address this issue. This
chapter reviews the robotic programming paradigm and the recent advancements in robot
learning.

2.1 Industrial Robots Applications
Various types of industrial robots are currently deployed in assembly lines. Almost all types of
these robots are controlled by a position-based program followed by a set of desired trajectories
and perform tasks such as material handling, picking, sealing, dropping, etc. [1, 2]. These robots
can perform the given tasks within the environment they were programmed for with high accuracy
and speed. However, if any changes to the environment occur, the robots fail to perform their
required tasks and will require re-programming by a skilled programmer or technician. This
process is time-consuming, expensive, and requires professional robot programming knowledge
and experience. In other words, not only are they not adaptive to the changes in their programming
environment, but they cannot perform new tasks without significant changes to their programming
code and previously taught positions. Authors in [3] investigated part assembly with collaborating
robots but needed predefined CAD base models of the parts along with the table geometry to plan
the sequence of moves required to assemble that task.
A robot should interact with at least two objects or parts in a production line. Each object would
be considered a subsection of the robot’s program tasks. Robotic tasks in an assembly line include
computing orders of each operation that would produce a part. In the following, I will be reviewing
some of the main applications of robotics in the industry (Figure 2-1).
Since robotic operations in assembly lines include gripping various parts and connecting them,
estimation of the required forces and pressure, velocity, torque, positional data, and orientation is
crucial for correctly performing the tasks. For successful execution of assembly tasks, robots need
to start with estimating the positions of each part. Next, the sequence of operation will be
generated based on the robotic program.
7

(a)

(b)

(c )

(d)

(e)
Figure. 2-1: Application of industrial robots.
(a): Pipe connecting operation. (b): Groove Installation Operation. (c): Pick & Place Operation.
(d): Peg Insertion Task. (e): Bolt Rundown Task.
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In the connecting pipes task, the robot places two union nuts on a tube [5]. The robot can position
the bolt into the slot that has a groove, allowing the bolt to slide into a set fixed position [5]. Bolt
screwing is another application that involves screwing a tapping bolt into a type of material. Since
the material type is unknown, each task is considered a new environment for the robot [5-8]. Pickand-place is one of the fundamental robotic applications. The study includes a robot to pick up an
object and place it on another fixture or secondary position [5, 9, 10]. In the peg insertion task,
the robot requires a gripper to grasp a peg from one location and insert it in a hole in a different
location. A peg-in-hole application is a widely used task in the industry and, therefore, has
attracted the attention of many researchers [11-21].
Despite the successful robotic deployment in the industry relating to new tasks, robots should be
re-programmed in terms of deceleration, acceleration, speed, accuracy, position, and orientation.
A good example is a screwing task with some of the materials being inconsistent in their size and
orientation. Dealing with various shapes makes controlling the angle of insertion and rotation
more complicated.

To resolve inconsistencies in a dynamic environment, learning from

demonstration (LfD) can be the solution to allow the robot to manage various situations based on
human operation traits.

2.2 Learning from demonstration (LfD)
Currently, industrial robot programming is being performed by skilled robot programmers or
technicians, which can be extremely costly. An average robot programmer in North America
charges $100/hrs. These tasks can generally take the robot programmer approximately 30 hours
to complete the task, based on the task and its complexities. Such constraints make it hard for
general users to implement robotic-based solutions in their business and provide a window of
opportunity to create robots capable of learning from demonstration.
Learning from demonstration also called learning from imitation, enables robots to use their
sensors to reproduce the same steps and actions performed by the user [22].
The robot imitation procedure includes three general steps. (i) sensing the environment, (ii)
understanding the required task, and (iii) the execution. The steps above can be further explained
as observing an action using sensors, producing the execution plan, and executing the task. In the
following figure, the process of learning from demonstration and its challenges are displayed.
9

Figure. 2-2: Industrial robotic training cell.
In this study, the main challenges of LfD were reported as “interpretation of observed behaviors,
integration of the interpretation and motion-control systems.” In other words, recognizing human
behavior from sensory input and finding methods of reproducing the same behavior are the two
essential tasks in LfD based robots.
As mentioned above by other researchers, to have a robotic system based on LfD, challenges such
as correct mapping, applicability and robustness should be addressed. Accurate mapping includes
mapping joints and their related movements; bearing means, the designed LfD can work for
multiple scenarios. The developed algorithm's applicability would ensure the systems' feasibility
since it can achieve multiple goals with minimal training. Robustness is the foundation of the
system as it not only re-creates the observed movements but also it would be able to operate in the
cases where an unwanted change would happen in the environment in which the robot is working,
such as facing an obstacle.

10

In LfD architecture, most tasks are represented as a sequence of movements usually modeled as
dynamic movement primitives. One can name the dynamic movement primitives as the building
blocks of LfD based approaches. Having a high-level nature, LfD is preferred to the conventional
robot programming techniques currently being used in the industry [24]. References [4, 25, 26]
are examples of recent studies that applied LfD to assembly robots. In [27], a robot learns to
perform peg-insertion tasks based on the user’s demonstrations. They used a dual-arm robot
equipped with a real-time vision system. They defined the tasks as pressuring, sustaining, and
separating. To avoid complex moves, they included sets of transitions to ensure the smoothness
of the movements. Moreover, they reported that LfD programming managed to reduce the
complexity of the programming (high level). [28] Modeled and simulated the robotic tasks by
transferring the demonstration of the user into a sequence of object-relevant movements. Later,
they simplified the movements using a movement-recorded library. Authors in [29] used
impedance-based sensors to collect the force required for a task and mixed it with a vision system
to further improve the learning capability of their system. While their method was novel, they
failed to include the robot factors such as excessive force caused by the delay in the mechanical
structure of the robot.

2.3 Challenges in LfD
To deploy LfD for actual applications in the industry, algorithms should provide a high degree of
reproducibility, be easy to operate, and work intelligently concerning the environments they
operate in. To reach this performance metric, certain issues must be taken into consideration.

2.3.1 Object Poses
Many robotic applications require the estimation of object poses. If the object’s pose is not
determined accurately, the robot will fail to perform the required manipulations. This process is
currently done with robot sensors. Vision-based systems have been widely used for object pose
estimations [13]. Authors in [14] proposed a 3D Kinect vision system that used cloud images to
estimate the objects’ orientations. A dotted and arrow-based platform was proposed, which would
assist with estimating the pose, orientation [30]. However, this method is not applicable in real
industrial robots because having a dot-arrow painted surface in a functioning assembly line is
impossible since the parts would easily scratch and destroy the prints. In [31], a convolution neural
network, trained on data from the high-resolution camera and predefined 3D models of the objects,
11

is proposed to estimate various orientations of the objects. Although their method could detect the
objects, it failed to execute multiple tasks in a required sequence. In [32], the authors attempted
to correct possible orientation errors using additional sensory inputs. Several datasets have been
proposed for benchmarking pose estimation in robot manipulation applications [92][93]. Recent
advancements in pose estimation can be found in [94][95].

2.3.2 Grasp Forces
In any robotic task, the force applied to the object under manipulation should be proportional to
its physical characteristics to ensure gripping the object without slipping or causing damage. If
the applied force is insufficient, the thing will slide or fall out and potentially be damaged. On the
other hand, if the force is too great, it can shatter the object or hurt the robot manipulator [33-35].
In current industrial systems, the required forces for each object grasping are pre-determined and
pre-programmed. Industrial robots have sensors on robot manipulators or joints alongside a
feedback-based control system to estimate the force torque. In LfD based systems, the robot
should learn the vital forces while demonstrating each task. Authors in [37] proposed using
impedance-based control interfaces limited to groove sliding tasks. The impedance sensors were
placed on the operator’s body to collect forces required based on impedance and later converted
the collected data into an impedance-based control scheme. They replaced the mounted sensors
with motor signal-based force-torque estimation. While their approach was novel, it lacked the
accuracy for tasks that require highly accurate movements. Grasping of deformable objects was
addressed in [129]. A deep-learning model was proposed to estimate the fingertip forces using
motor encoder values, motor current, and wire tension. A framework to learn fingertip force from
a human teacher was proposed in [130] for grasping and manipulation tasks. The demonstration
station measures fingertip force without attaching a force sensor on fingertips or objects. In [131],
a learning-based approach was developed to map tactile sensor signals to force using neural
networks. They proposed a new input feature layer for spatial signals and leveraged information
about the sensor surface to regularize the loss function. Fingertip forces were learned from a
human demonstrator in [132] for a soft wearable hand robot.

2.3.3 Task Sequence
On a production line, the function of a robot is not limited to only one task, but it is the execution
of a series of tasks in a specific sequence. Moreover, defining an optimum task sequence can
12

significantly increase the production and maintenance costs by increasing the operation speed and
decreasing stress on robotic joints [38, 39]. Authors in [10] proposed a motion planning algorithm
for finding the optimum task execution sequence. Novel algorithms for optimizing task execution
based on part size and execution priority were proposed in [16]. They implemented an initial
algorithm to create new sequences of tasks based on some prior information and user-based
recorded movements. Next, they implemented a “learning from exploration” algorithm to further
optimize the tasks by trying each task and comparing them against one another.
Although the above methods are promising, they can be complicated. In recent years, due to
simplicity and reproducibility, learning the task sequence from user demonstration has gained lots
of attention [9, 13, 16, 25, 40, 41]. Authors in [42] proposed an LfD based method to learn and
detect the constraints between production parts. Moreover, they improved the robots’ execution
sequence by introducing alterations in execution. Based on the literature review, the main
challenge in sequencing is to have a robotic system capable of automatic sequencing with highlevel accuracy.

2.4 Teaching Methods in LfD
To teach a robot a task, first, it should collect data from the demonstrations. Acquired data would
include trajectories, forces, torques, shapes, and orientations. Data acquisition can be done by
sensors or taught by a user. In a user-based approach, the user would physically move and guide
(demonstrates) the robot through desired paths and perform desired tasks while the robot is saving
the data. Later, the data from the demonstration is used by a robot (through the means of LfD
based algorithm) to reproduce the same moves. Current demonstration techniques can be divided
into three main groups [43-46]: sensor-motion demonstration, kinesthetic demonstration, and
controller-based demonstration.

2.4.1 Sensor-based Methods
To teach a robot through demonstration, first, movements of the user need to be captured by means
of sensors. Sensor-based approaches are convenient because the demonstrator can perform the
task efficiently. Different types of sensors such as vision, optics, force, magnetic, and inertia have
been used for this purpose.

The vision-based approach is easier to implement with fewer
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constraints and even more accurate [47-51]. The demonstrator can act more naturally in these
systems because no sensors are attached to the demonstrator’s body.
Authors in [52] installed LEDs on a glove to capture the orientation of the wrist, tactile sensors on
fingertips, and captured motions using impulse-motion capturing technique. Color markers were
utilized to improve the accuracy of vision-based motion detection and learning systems [53]. In
[54], authors studied methods for capturing human full-body movements, using 34 markers in their
motion capturing setup. They obtained continuous movements such as walking, kicking, jumping,
and raising arms. Full-body movements segmentation was performed manually in [55] to create a
labeled table of the motions and be used later by artificial-based intelligent algorithms.

2.4.2 Kinesthetic
Kinesthetic teaching means teaching the robot by physically moving and guiding the robot through
tasks by the user. Figure 2.2 b shows an example of kinesthetic teaching in which the demonstrator
moves the robot to a location to pick up an object. During the training, the robot is recording the
movements and coordinates. Once the demonstration is over, the robot will start performing the
tasks. Kinesthetic teaching is a more accessible alternative to conventional programming. Unlike
conventional programming, where the program has to be transferred from a system with different
dynamics, kinesthetic teaching is performed directly on the robot [8, 56, 57]. On the negative side,
in kinesthetic teaching, the quality of robot learning and the dexterity of the human demonstrator
are closely related. Plus, kinesthetic teaching would be challenging for humanoid robots or mobile
robots.
Despite the promising aspects of the kinesthetic method, it might fail to correctly learn the required
torques and forces. Moreover, large robots with long arms are hard to move through kinesthetic
teaching. Authors in [58] recorded kinesthetic moves with the help of a user. They placed a button
on the arm for initiating and stopping the recording. This study divided the task into multiple
smaller tasks, and the subtasks were recorded individually. Subsequently, they attached all
recordings to form a complete program.

2.4.3 Teleoperation
Robots can be controlled using teleoperation (or remote operation). In this method, a user would
perform the movements with the control module while the robot is recording the movements.
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Given the simplicity of this method, teleportation has gained attention in the industry in recent
years.

(a)

(b)

(c )

(d)

Figure. 2.3: Different types of demonstration.
(a): Sensor-based. (b): Kinesthetic. (c): Teleoperation. (d): Simulation-based.
It has been used for tasks such as pick and place [59], creating multi-robot collaborative solutions
[60], grasping force-sensitive objects [61], assembly-related tasks [62-64], and remotely operating
and controlling robots [65-67]. When used for assembly-related tasks, data such as orientation and
force is sent to the robot by the user. Authors in [68] proposed using semi-teleportation controlbased techniques to teach a robot to perform valve manipulation tasks remotely. They integrated
a camera into the robot to further simplify the teaching process through visual control. Vocal
commands were incorporated into the robots learning process in [69], in which certain words
changed the importance of specific tasks.

In [70], a speech recognition method was used to

identify the user’s voice and extract relevant commands for robot learning.

Other speech

recognition-based approaches for human-robot interaction (HRI) can be found in [57,71-80].
Despite previous efforts, there is a lack of an intelligent system capable of deciding and
understanding new voice commands previously unknown to the robot [78, 81-85].
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2.4.4 Simulation-based Methods
Actual robots are expensive, and collecting data is a time-consuming task. To tackle these issues,
three-dimensional (3D) simulators have been used before executing the program on a real robot.
This process enables a reach study to ensure the robot is placed correctly as well as cycle time
verification as the simulation mimics the actual production speed. Robot Operating System (ROS)
is compiled of software libraries. These libraries are based on the framework of tools that can
facilitate the development of robot applications. In [124], ROS was used to teach a robot to
perform assembly tasks through LfD. V-REP, or CoppeliaSim is another robot simulator. It has
several embedded components such as different robots, grippers, cameras, and force sensors [125].
Objects grasping was performed in CoppeliaSim using deep reinforcement learning [126].
Although simulators are more convenient than real robots, they can simulate the actual behavior
of the robots because the dynamics and control effects are not considered in the simulations.
Virtual reality (VR) and augmented reality (AR) methods have also been proposed to eliminate
the need for real-world robotics setup. Through VR and AR, virtual objects, various camera
technologies, and different robots can be used, enhancing the perception of the real robot and
boosting industrial robots’ performance. In [127], a VR interface was developed to facilitate
human perception in LfD for multiple robots learning during a grasping task. A review of AR
research in robotics in medical robotics, motion planning, human-robot interaction, and multiagent systems is presented in [128].

2.5 Summary
The challenges in LfD were reviewed and highlighted in this chapter with a perspective from the
automation industries today. To reach this performance metric, certain issues must be taken into
consideration. From object poses to grasp estimation to sequence retention, these high level
obstacles have to be resolved in order to successfully deploy this concept in the industries.
After understanding the challenges that are created due to the unknowns of the grasp forces, object
pose, and task sequences, the importance of the teaching methods became even more relevant.
Now more effort has been channeled towards the theoretical background to further enhance the
transfer learning model.
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Chapter 3 : Theoretical Background
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This project proposes a vision-based system that enables robots to learn assembly tasks from
human demonstrators.

To this end, state-of-the-art computer vision and machine learning

techniques were implemented.

Specifically, deep neural networks will be used for object

detection, object classification, and human action recognition. Therefore, this chapter will briefly
cover some theoretical concepts of convolutional neural network (CNN) and Long short-term
memory (LSTM) and their applications in learning from demonstration methods.

3.1 Machine Learning
Machine learning (ML) is a subset of artificial intelligence (AI) aiming to build a model to mimic
human’s ability in making predictions or decisions. Unlike conventional algorithms, which must
be explicitly programmed, ML algorithms are based on sample data to extract implicit knowledge.
Over the past decade, ML algorithms have been used in various applications, such as autonomous
vehicles, speech recognition, recommended systems, and robotics.
Take a pick-and-place (Material Handling) application in robotics as an example; ML algorithms
can detect and translate human movements into robotic joint activities and reproduce the required
commands. In this approach, a set of prerecorded videos alongside their labels – called training
set or dataset – will be used to train the algorithm. Once the algorithm is introduced, it can detect
and categorize the objects it would see in the future based on their labels. Later information such
as the type of the object, orientation, and forces necessary will be produced by the machine learning
algorithm to control the robotic arm to mimic the user manual movements of the joint. The
execution section includes the robot detecting the object’s location, moving towards it, grabbing
with reasonable force, lifting, and moving to a secondary location for final placement.
However, ML-based solutions have some drawbacks. They require massive datasets, carefully
labeled for the training. Moreover, the accuracy of predicted labels is closely related to the quality
of the training set. Gathering the dataset for industrial robots can be challenging and timeconsuming. Furthermore, any significant changes in the environment might require re-recording
the dataset under new conditions and retraining the algorithms from scratch.
Machine learning algorithms can be divided into five main groups: supervised learning,
unsupervised learning, semi-supervised learning, reinforcement learning, and transfer learning, as
briefly described below.
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•

Supervised learning:

Supervised learning aims at learning a function to convert an input to a known label. The
function is obtained from training samples consisting of a pair of input objects and the desired
title, which humans have provided. Traffic sign recognition by autonomous vehicles is an
example of supervised learning.
•

Unsupervised learning:

Unsupervised learning, only inputs are available, and their corresponding label is unknown. The
aim is to automatically learn the structure from that unlabeled data without human intervention.
Fraud detection systems that flag up unusual credit card transactions are based on unsupervised
learning.
•

Semi-supervised learning:

There are situations where a limited number of labeled data and many unlabeled samples are
available. Semi-supervised learning can be deployed in these cases, combining supervised and
unsupervised methods. Facebook, for instance, uses this approach to recognize facial images.
•

Reinforcement learning:

Assume the agent (a robot, for example) wants to learn how to interact with its environment.
The agent should learn an optimal policy that specifies which action to take in response to each
possible input received from the environment. Consider a robot that wants to learn how to walk
as an example. In this case, the input is the set of joint positions and angles for all the limbs, and
the output is a set of actuation or motor control signals. Instead of being told which action
exactly to take, the agent just receives a reward (or punishment) response to the corresponding
action.
•

Transfer learning

Transfer learning means transferring information from one dataset to another via a shared set of
parameters. That is to say; a model that was trained with numerous samples in a different
application with few training samples can be reused. For example, a deep learning model trained
on millions of general images to detect tumors in medical images can be used.

This project will use transfer learning methods for object detection, object classification, and action
recognition. In particular, YOLO trained on the ImageNet dataset and GoogLeNet pre-trained on
the HMDB database will be utilized for object detection and action recognition, respectively.
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3.2 Neural Networks
Being inspired by the biological neural networks, artificial neural networks (ANNs) are distributed
computing systems consisting of neurons (also called nodes) and connections between them (also
called edges). The connections have a weight that adjusts during the learning process to minimize
the difference between the networks predicted output and the actual output. This type of learning
is called supervised learning because the true output value for each input is known in advance.
Neurons are usually divided into several groups, which are called layers.
Multilayer perceptron (MLP) is one of the most common ANNs. It is a feed-forward ANN in
which the information passes from the input nodes to the output nodes through the hidden nodes.
In other words, MLP does not have any cycles or loops. This neural network has three layers: an
input layer, a hidden layer, and an output layer. Figure 3.1 shows the architecture of the MLP.
Apart from the input nodes, other neurons map their input to their output through a nonlinear
function, called the activation function. MLP utilizes backpropagation for training, a supervised
learning technique [92]. The input is unstructured data, represented by a fixed-dimensional vector.
So, it would be challenging to use MLP for the inputs with variable size or shape, such as images
of video frames.

Figure. 3.1: MLP architecture including input, hidden, and output layers.
Experimental results show that the neural network error plummets by increasing the number of
hidden layers. This has led to the idea of deep neural networks (DNNs), which have several hidden
layers [93]. However, training DNNs is challenging because increasing the depth renders more
training data inevitable, resulting in higher memory requirements and computational complexity.
Firstly, there is a positive correlation between several weighted connections and the number of
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required training samples. Since DNNs have numerous connections to be trained, a colossal
amount of data is necessary to adjust these connections and train the model. Collecting large
training datasets is highly time-consuming in real applications. Transfer learning techniques have
been proposed to reuse a trained model and fine-tune it with fewer training samples to tackle this
issue. Secondly, DNN algorithms are computationally expensive. To speed up these processes,
graphics processing units (GPUs) can be utilized to precipitate rendering matrix-vector
computations for image or video inputs.

3.2.1 Convolutional Neural Network (CNN)
In the previous section, MLPs are explained, which assume that input samples are unstructured
vectors. This assumption poses essential restrictions on the variable-sized inputs such as images.
Consider a picture with the size of W×H×C, where W is the width, H is the height, and C is the
number of channels (e.g., in an RGB color image C = 3). If the sizes of input images vary, a
different-sized weight matrix W is required for each image. If the input image size are fixed, the
weight matrix would have many parameters that should be adjusted during the training process.
Assume a network with D hidden units and input images with the size of W×H×C; the number of
parameters in the weight matrix would be W×H×C×D.

In addition, MLP is sensitive to

translation. The output of the MLP would be different for similar patterns at other locations
because the weights are not shared across locations (Figure 3.2). This is a severe problem in some
applications, such as image classification, where an object might appear in any location.

Figure. 3.2: MLP sensitivity to location [94].
Convolutional neural networks have been proposed to address these problems, which are designed
specifically for images. As their names imply, CNNs are based on convolution operation instead
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of matrix multiplication. They segment the input image into overlapping 2D patches, and then
with a set of small weight matrices (usually 3× 3), called filters. To make the neural network
translational invariant, convolution operation has been utilized instead of matrix multiplication. In
other words, the weight matrix has a particular sparse structure in the CNN, and the elements are
tied across spatial locations. This type of weight matrix makes CNN translation invariance and
considerably reduces the number of weight matrix parameters.
A CNN is typically comprised of several layers that perform three operations on the data:
convolution, pooling, or rectified linear unit (ReLU). Figure 3.3 shows the CNN architecture. In
the following, each layer will be briefly explained.
•

Convolutional layer:

It convolves the input image with a set of filters (also called kernels) to extract specific features
such as edges and corners from the image. After passing a convolution layer, the image becomes
abstracted to a feature map called an activation map. Equation (3-1) shows the 2D convolution
operation.

Figure. 3.3: Different layers in CNN [95].

(3-1)
Figure 3.4 illustrates convolution at a local point which is the sum of the products of the
elements located on the exact positions of the two matrices. According to (3-1), the kernel then
slides over the input image, summing up the local windows at each point.
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Figure. 3.4: Illustration of 2D Convolution at a Local Point.
An image is convolved with the size of a

kernel with the size of then

the size of the feature map would be In

any situations it is

desired that the feature map and the input image have the same size. To this end, 0s are added to
the image with extra rows and columns, called zero-padding (figure 3.5).

Figure. 3.5: Illustration of zero-padding [96].
Due to the overlap between sliding filters, adjacent elements in the feature map have similar values.
This redundancy can be reduced by skipping some pixels before performing the convolution
operation. This is called stride and reduces the correlation between output elements and improves
computation speed. Figure 3.6 shows the stride of two in horizontal and vertical directions.
Assume a color image with three channels (R, G, B). In this case, a kernel should be defined for
each input channel. Each channel should be convolved with its corresponding kernel and then
summing over channels as figure 3.7 illustrates to obtain the output.
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Figure. 3.6: Illustration of stride of 2 [96].

Figure. 3.7: Convolution operation for multiple inputs [96].
•

Pooling layer:

This layer reduces the number of connections that should be adjusted during each of the training
steps. The pooling layer performs nonlinear down-sampling methods such as max pooling and
average pooling. Figure 3.8 shows the max pooling operation with a 2×2 filter.

Figure. 3.8: Max pooling operation [96].
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•

Rectified linear unit (ReLU)

To train deep models, non-saturating activation functions should allow faster and more effective
training. The most common activation function in deep neural networks is ReLU which maps
negative values to zero and maintains positive values.
•

Fully connected layer (FC)

The convolution, pooling, and ReLU layers extract features from the input image, and the
architecture shifts them to the fully connected layer for classification. In general, CNN has
several FC layers before the last layer. The output of the FC layer is a vector with dimensions
equal to the number of prediction classes. This vector may contain negative or greater than one
component. The CNN architecture has a “softmax” function in the final layer to convert them to
the probabilities for each class.

3.2.2 Recurrent Neural Networks (RNNs)
The previous chapter explained CNN, mainly designed for image-based applications such as object
detection and classification. However, in many applications, such as human action recognition
from videos, the input is a sequence of elements (frames in our case). To predict the output, the
current element is important, and an introductory sequence of elements should be taken into
consideration. Sequential data analysis is used in many applications such as machine translation,
speech recognition, text classification, video captioning, etc. [97].
Recurrent neural networks (RNNs) are specifically designed to be used in the applications like
natural language processing or video captioning, which rely on sequential information. The basic
architecture of an RNN is shown in figure 3.9. As can be seen, RNNs compute some memory
based on its prior memory (ht-1) and the current input (xt) at any time step of a sequence. This
computed memory is used to make predictions for the current time step (OT) and is passed on to
the next step (ht+1) as an input. Equations (3-2) and (3-3) show the relationship between variables
in RNN, where f is the activation function, b is biased, and w is the weight of connections.
(3-2)
(3-3)
25

Figure. 3.9: Architecture of RNN [98].
Like training of an MLP, RNN training is based on a backpropagation algorithm. However, for
the training of an RNN, the gradient is the sum of the gradients at each step. This process is
called backpropagation through time (BPTT) [129]. BPTT aims to capture long dependencies
between the sequence elements and utilize them in the RNN training process. Take machine
translation as an example in which the actual meaning that a sentence depends on the words that
are not near each other. Although RNN strives to consider long-distance dependencies in its
training procedure, the gradients in long sequences have a high chance of going to zero. This
phenomenon is called vanishing gradient and has a detrimental effect on network training. When
the gradients drop to zero, the model cannot learn the relationship between events. Long shortterm memory (LSTM) recurrent neural networks have been proposed to address this issue.

3.2.3 Long short-term memory (LSTM)
LSTM is a variant of RNN designed to combat the vanishing-gradient problem caused by
multiplying the weight matrix at each time step. The high-level architecture of LSTM is shown in
figure 3.10, which is different from traditional RNNs. Unlike RNN, which has only the hidden
state ht, LSTM has a memory cell ct controlled by three gates: the output gate Ot, the input gate It,
and the forget gate Ft.
While the input gate determines what gets read in, the output gate defines what gets readout.
The forget gate resets the cell. These gates are computed as follows:
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(3-4)
Then, the candidate cell state is computed by:
(3-5)
The actual update to the cell is either the candidate cell (if the input gate is on) or the old cell (if
the not-forget gate is on):
(3-6)

Figure. 3.10: Architecture of LSTM oplordrsreator 𝒅𝒐𝒕 𝒅𝒆𝒏𝒐𝒕𝒆𝒔 element-wise
multiplication.
According to (3-6), if Ft = 1 and It = 0, the cell remembers long-term memories. Finally, the
updated hidden state ht is computed from the cell state Ct bypassing each of its elements through
a tanh function and then doing an element-wise product with the output gate values:

(3-7)
The LSTM decides whether to keep or discard long-distance correlations through the forget gate.
The corresponding old cell state units are discarded if the forget gate output is zero. The model
can learn long-distance correlations between temporally distant elements when the forget gate
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output is one. The output gates also play a critical role in LSTM. The output gate unit determines
what portion of the cell state Ct is revealed in the form of ht. In this way, only necessary data
propagate to other cells, while the rest of the cell state remains for future decisions.

3.3 Common Architectures
This section briefly reviews two CNN-based architectures that are used in this project for object
detection, object classification, and action recognition tasks.

3.3.1 LeNet
This network was proposed by Yann LeCun in 1998 handwritten digits classification [99]. Figure
3.11 shows this model. It consists of distinct layers in deep learning, including convolution,
pooling, and fully connected layers. Due to the limited computational power of the devices at that
time, LeNet had only two convolution layers. The model was trained on the MNIST dataset with
binary images of handwriting samples. Since the recognition rate of LeNet was 3% higher than
MLP at the first trial, it became the steppingstone for other deep neural networks such as AlexNet
[100]

Figure. 3.11: Architecture of LeNet [96].

3.3.2 GoogLeNet
Google developed a GoogLeNet model based on the LeNet model in 2015 [101]. They introduced
the inception module, which is the core element of GoogLeNet to do the convolution and pooling
layers. Figure 3.12. illustrates the inception module, which has three convolutions and maxpooling in parallel. The concatenation block combines outputs of these layers to obtain the final
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output. Unlike conventional CNNs in which each convolution layer has a fixed kernel-filter size,
convolution layers in GoogLeNet have different kernel-filter sizes. The idea of multiple kernelfilter sizes is that different kernel sizes extract feature information at different granular levels. For
example, a 3×3 convolution kernel extracts more granular information than a 5×5 kernel. The
1×1 convolution layer operates average pooling. In other words, it maintains spatial dimensions
the same but reduces the number of channels.

Figure 3.12: Illustration of the inception module [130].
Assume the input volume of 224×224×160, which is convolved with a 1×1×20 filter kernel.
The output volume would be 224×224×20. GoogLeNet model consists of 9 inception blocks
and global average pooling (figure 3.13).
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Figure. 3.13: Architecture of GoogLeNet [96].

3.3.3 YOLO
While classification models provide class labels for objects, they don’t give any information about
the object’s location in the image. The localization technique predicts bounding boxes around an
object within an image. Unlike localization that assumes there is only one object in an image, a
prior assumption in detection technique is that an image may have several objects of interest.
There are three primary deep learning-based object detectors: R-CNN [102], Single Shot Detector
(SSDs)[103], and YOLO [104].
R-CNNs are one of the first deep learning-based object detectors. In an R-CNN, R stands for
region proposals that could contain objects. A selective search algorithm generates region
proposals. Slow object detection is one of the problems with the standard R-CNN, which is due
to a considerable number of proposals that would have independent flows through convolution
neural networks. In addition, the region proposals are fixed, and the model cannot learn them. To
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overcome the computational challenges of R-CNN, Fast and Faster R-CNN models have been
proposed [105]. Despite these efforts, the speed of the R-CNN family is lower than one-stage
object detectors such as Single Shot Detectors (SSDs) and YOLO.
In this project, YOLO is used for object detection. It is based on the GoogLeNet to extract features
from the input image to produce a bounding box representing the object’s location in the image.
Figure 3.14 illustrates the YOLO.

Figure. 3.14: YOLO architecture [106].
Each object in an image is determined by a bounding box which consists of 5 attributes: x, y, w,
h, and c. The (x, y) coordinates represent the center of the bounding box. The (w,h) are the
predicted width and height of the box. Finally, the parameter c represents the confidence
prediction of each class (for example, person, car, etc.).
The input image is divided into S × S grid cells. The grid corresponds to a detected object if the
object’s center falls into a grid cell. Since a single grid might be responsible for multiple objects,
some pre-define different shapes, called anchor boxes, are considered for each grid. In other
words, the number of anchor boxes determines the maximum number of objects per grid. Each
grid cell predicts B anchor boxes and confidence scores for those boxes. Moreover, C
conditional class probabilities are assigned to each grid cell. Since one set of class probabilities
is predicted per grid cell, regardless of the number of boxes B, the output of the YOLO is
encoded as an S × S × (B ∗ 5 + C) tensor. Consider Figure 3.15, since S = 7, B = 2 and C = 20,
the final prediction is 7 × 7 × 30.
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Figure. 3.15: Details of YOLO output.

3.4 Summary
In short, the significance of transfer learning has really come to fruition. Transfer learning enabled
the previously trained network to be used with adjustments in this setup. The time savings, due to
the various applications derived from a minimal amount of training data sets. This is what allows
this method to be very desirable, and if used correctly, can be the foundation of the LfD. Grasp
recognition is another key factor that needs a more in depth analysis and understanding of the role
it plays in this LfD network. This is reviewed in the next chapter as it was an integral component
of the proposed method.
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Chapter 4 : Proposed Method

Typical robotic assembly systems have a high-performance yield within a well-structured
working environment where the object position and task trajectories are fixed. However, these
systems struggle in dynamic environments where the position of objects can vary from part to
part. The Learning from Demonstration (LfD) paradigm is utilized in this example, allowing the
robot to learn actions and trajectories replicating human actions through demonstrations.
This thesis focuses on a material handling application like the traditional Pick & Place concept,
which is the cornerstone of the automotive industry. This application requires the robot to grip
an object placed on the desktop and move it to a new position. To this degree, the robot should
detect the target object, learn a grasping pose, and understand the required trajectories to reach
the goal position.

4.1 General Considerations
To perform vision-based gripping of objects, some practical issues must be considered. Usually,
there are some trade-offs between these issues which affect the design decision of the visionguided grasping system.
(i) Control system:
A vision-based robotic control system unit is either an open or closed-loop system. In the
closed-loop system, needing to sense the end-effector location via the vision system or use an
eye-in-hand system where the camera is attached to the robot's end-effector. Closed-looped
systems are typically slow because of the control required based on real-time, primarily because
of the computationally intensive image processing. On the other hand, open-loop control
requires a more accurate camera calibration. In this project, open-loop control is utilized in
which a vision system is used only to determine the object’s position and orientation before
grasping action. This is mainly because Cognex cameras are used and they have an accurate
calibration setup and the need for a fast pick-and-place operation.
(ii) Vision system:
Vision-based robotic systems for grasping use 2D imaging or 3D imaging systems. Stereo vision
systems use two 2D cameras and extract 3D information by examining the relative positions of
objects in the two cameras. The decision regarding the type of vision system should be made
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based on the application. 2D imaging systems are used when the objects always sit flat on a
workspace without any pitch or yaw changes. Plus, when the objects are consistent in their size
and shape, the 2D vision would be the best choice. On the other hand, in applications where the
objects are stacked or randomly placed in dunnage for picking, Stereo vision systems should be
utilized to determine the 3D workspace. In addition, in high accuracy assembly applications,
such as installing a door on an automobile, a 2D imaging system cannot be used. In this project,
2D vision system are implemented as the objects have a fixed size and are located flat on the
workspace.
(iii) Camera position:
In visual vision-based robotic grasping, the camera is placed at a fixed point in the workspace
(called eye-to-hand) or attached to the gripper (called eye-in-hand). Each of these approaches
displays their own merits and drawbacks. The eye-to-hand setup utilizes a wide-angle view or
field of view (FoV), eliminating issues caused by a moving camera. On the negative side, this
setup requires coordinate transformation and accurate camera calibration. The eye-to-hand setup
is selected because our camera has a toolbox for precise calibration.
(iv) Object geometry:
The complexity of a grasping system depends on the type of object. Take a spherical object
which is symmetrical as an example; there is no need to align the gripper with a graspable
dimension of the object. In this project, four different objects are used, and the robot should pick
the cylinder, rectangle, square, and circle objects (see figure 4.1).

4.2 Grasp Recognition
There are various grasping poses to grasp an object in the pick-and-place application. However,
only a few are effective and have a high success rate. For instance, grasping poses at the top of
objects have a lower grasp failure probability. For grasping poses recognition without any human
intervention and programming efforts, in this project, grasping is deployed for the learning by
demonstration technique based on deep learning (DL) [107]. Particularly, it leverages the power
of a convolutional neural network (CNN) trained for robotic grasping using RGB images. The
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CNN receives images of the target object in the workplace and produces three outputs: grasp
quality and two components of the rotation angle on a unit circle.
The proposed grasping method consists of four critical steps presented in Figure 4.1, including
Object Detection, Object Classification, Pose Estimation, and Grasping. In the following, details
of each step will be presented.

Figure. 4.1: The proposed grasp recognition method.

4.2.1 Object Detection
Object detection is the task of identifying instances. Object detection identifies the objects of a
specific type within an image or video. While detecting objects of interest is a trivial task for
humans, machines have difficulty detecting objects, especially in scenes with multiple objects.
Object detection aims to replicate human intelligence using computer vision and artificial
intelligence for locating objects. Object detection methods are usually based on machine learning
or deep learning.
Machine learning object detection methods extract some features from the object image and then
use classification techniques to classify the classes. Haar [108], Scale-invariant feature
transform (SIFT) [109], and Histogram of oriented gradients (HOG) [110] features have been
used frequently for object detection. This group of object detection methods often uses a support
vector machine (SVM) to do the classification [111].
On the other hand, deep learning techniques prevent the need to define features in advance and
perform end-to-end object detection. These methods are typically based on convolutional neural
networks [112-113]. Deep learning-based object detection methods are broken down into two
main categories: one & two-stage strategies. In one-stage networks, such as YOLO [114], CNN
generates network forecasts for areas throughout the image. Then, the projections are deciphered,
translating into decisive bounding boxes for the items. In the two-stage networks, such as R-CNN
[115], the initial stage identifies potential regions that might contain an object. The second stage
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classifies the objects within the region proposals. While one-stage networks are faster than twostage networks, their detection accuracy is inferior to two-stage networks, especially for small
object detection. More details about object detection for robot grasping can be found in [116].
In this project, YOLO v2 is selected for the object detection because the objects are not too small,
resulting in a high detection error. Moreover, the high detection speed of this one-stage method
would be a virtue in real-world applications. Figure 4.2 shows the simplified version of the YOLO
neural network. It was inspired by the GoogLeNet model for image classification [117] and had
24 convolutional layers followed by two fully connected layers.

Figure. 4.2: YOLO architecture [115].
Every item or object in an image is defined by a bounding box that contains five attributes: x, y,
w, h, and c. The center of the bounding box is represented by the x and y coordinates. The
width and height of the box are determined by the (w,h) variables. Lastly, a confidence
prediction depicted by the c parameter is used in each class, measured by the IOU between the
predicted box and the ground truth box.
The input image is divided into S × S grid cells. Each grid parallels a detected item as long as
the center of the object is within the boundary of the grid cell. A single grid could be the cause
or link to many objects. Also worth noting, various pre-defined shapes and anchor boxes can
also be considered concerning each grid. This means that the number of anchor boxes is directly
proportional to each grid’s maximum number of objects. There is a prediction of B anchor boxes
in each grid cell along with confidence scores. The variable C stands for conditional in the
probability class, which is assigned to each grid cell as well.

Class probabilities are predicted

per grid cell, regardless of box quantities, while the output of the YOLO is translated into an
SxSx(Bx5+C) tensor. In the figure below, If S=7 and B=2 and C=20, the final prediction should
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translate into 7x7x30. Refer to Figure 3.15 in the previous chapter for the illustration of the
calculations in the YOLO.
Since there are four different objects (Figure 4.3), the robot should manipulate them, C=4 in our
case. In addition, its assumed that in the pick-and-place task, objects do not overlap with each
other. In other words, unlike assembly tasks, the objects are not located on top of each other. So,
the number of anchor boxes is set to B=1, which considerably reduces the YOLO network training
time.

(a)

(b)

(c)

(d)

Figure. 4.3: Pick-and-place objects.
(a): Cylinder object. (b): Rectangle object. (c): Round object. (d): Square object.

4.2.2 Object Classification
YOLO object detection determines the exact location of the object within the image and identifies
the object class. The model is trained from scratch for object classification or one can use a pretrained CNN models, called transfer Learning. Learning from scratch requires an entirely new
build of a model and training it from the first layer. This method is computationally expensive
and requires plenty of training data. On the other hand, in transfer Learning, one can take
advantage of pre-trained models and add some extra layers to allow the model to adjust for our
specific task. In other words, the pretrained network has already learned a standard set of image
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features, and by training the additional layers, the network can understand the particular features
needed to classify the new samples.
The transfer learning approach is utilized in this project since collecting a training set with
numerous samples is a tedious task. Fortunately, there are several pre-trained models were trained
on millions of images from the ImageNet database [118]. To choose a pretrained network, one
should take several parameters such as network accuracy, speed, and size into consideration.
GoogLeNet was selected because it has a tradeoff between these characteristics. With 7 million
parameters and a depth of 22 layers, the GoogLeNet reaches an accuracy of 68% to classify images
of ImageNet into 1000 categories. Figure 4.4 shows the general overview of the GoogLeNet
architecture.
The following steps to convert the GoogLeNet pretrained system into a You Only Look Once
secondary network were taken.
(i) First, the GoogLeNet parameters are loaded. Figure 4.4 shows the last part of the GoogLeNet
network, consisting of loss3_classifier and output layers required for the classification task.
However, these layers must be replaced by other layers for the detection task (see step iv).
(ii) Then, the inception_4e_output layer is selected from the pre-trained network for feature
extraction. Experimental results show that the optimal feature extraction layer has 8 to 16 times
smaller feature widths and heights than the input image. This is due to spatial resolution and
output-feature quality trade-off. According to Figure 4.5, inception_4e_output has a 14x14x832
output feature that is 16 times smaller than the input image with 224x224x3. It is worth mentioning
that optimal feature extraction layer selection is usually based on empirical experimentation.
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Figure. 4.4: Architecture of GoogLeNet.
(iii) After selecting the feature extraction layer, all layers after that are removed.
(iv) Finally, new layers for the YOLO object detection task are added. This subnetwork is called
the detection subnetwork, and it usually consists of a set of convolutions, ReLU, and batch
normalization layers, followed by the transform and output layers (Figure 4.7). The transform
layer converts the CNN output into object detections format. The output layer consists of training
parameters such as the loss function. Figure 4.5 shows the proposed object classification based on
the GoogLeNet pretrained network. This figure depicts, two sets of successively connected
convolution, ReLU and batch stabilization levels, are utilized.
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Figure. 4.5: End Part of the GoogLeNet.

Figure 4.6: Characteristics of the inception_4e_output layer.
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Figure. 4.7: General overview of an object detection network based on a pre-trained model.

Figure. 4.8: End part of the proposed object detection network.

4.2.3 Pose Estimation
After the robot has learned to detect and classify the objects, it should know the object’s pose to
grasp it successfully. The pose of an object consists of its position and orientation. The position
is represented by three elements (X, Y, Z) which are a distance from the origin of the coordinate
system along each axis. The orientation defines the object’s angle about each axis of the base
coordinate system, represented by Yaw, Pitch, and Roll (W, P, R). Figure 4.9 shows the position
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and orientation of an object. The coordinate system origin can be defined differently (Figure 4.9).
Figure 4.10 shows the tool and user frames in the Fanuc robot.

Figure. 4.9: Position and orientation components.

Figure. 4.10: Reference frames.

Figure. 4.11: Definition of reference frames in the fanuc robot.
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(i) Position Estimation:
The robot needs the object’s position to pick it up automatically in the pick-and-place application.
In vision-driven robotics, an object detection algorithm is used to detect the part of the object.
These algorithms give the object position to a reference point defined in the image (usually the
top-left corner of the image). Therefore, the object position is converted in the captured image to
the user reference frame. The following steps should be performed:
•

First, the camera pixels are converted to real-world coordinates (mm, for example). This
process is called camera calibration and relates the real world to the pixel world. For this
purpose, a grid of fiducials with known spacing between them is used (Figure 4.10). Since a
Cognex camera is used in this project, the calibration wizard is utilized for producing the grid
and automatically calibrating the camera. The calibration wizard locates the grid pattern and
calculates a mathematical transformation from pixels to mm.
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Figure. 4.12: Camera calibration using Cognex calibration wizard and fiducial grid.
•

Then, the user reference frame needs to be set to the origin in the image. The robot arm is
then moved to the origin in the image (Figure 4.12) with the robot teach pendant and record
the position as the user reference frame with X=0, Y=0, Z=0 (Figure 4.14).

Figure. 4.13: Origin in the image.
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Figure. 4.14: Setting the user reference frame.
(ii) Orientation Estimation:
As mentioned before, a pose consists of the position and orientation. After finding the grip
position, the robot should find the grasp orientation. The robot learns the grasp orientation from
the human hand demonstration. In other words, the robot gripper orientation is obtained from the
demonstrator’s hand orientation. Since hand and finger detection is challenging [119], a marker
is attached to the demonstrator’s hand to facilitate hand detection and tracking. Figure. 4.14 shows
an experimental setup for orientation estimation through demonstrator’s hand detection. It should
be noted that the center of the marker corresponds to the Tool Center Point (TCP) of the gripper
(Figure 4.15).

Figure. 4.15: Grasp orientation estimation using human demonstration.
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Figure. 4.16: Tool Center Point of the gripper.
In this project, the robot learns to find the optimum pose with high grasping efficiency from the
human demonstrator. The human demonstrator picks each object several times with different
poses. These demonstrations are recorded by a Cognex camera installed at the top of the
workspace. The GraspNet neural network is used based on CNN [106]. Figure 4.16 shows the
architecture of this deep neural network which receives an RGB image as its input. It has four
convolutional layers with 8, 8, 16, and 16 filters of size five × five and a stride of 2. An average
pooling layer reduces the feature map to 1 × 1. Finally, two fully connected layers were
implemented to produce grasp quality and angle. The grasp quality (Q) output shows the grasp
success probability, and it is obtained by a sigmoid activation function to map the output to a
range of [0, 1]. The other two values encode the rotation angle Φ as
1

𝑂

= 2 arctwoan 𝑂2

(4-1)

1

The cosine (O1) and sine (O2) components are the rotation angle on a unit circle.

Figure. 4.17: Architecture of GraspNet.
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4.2.4 Grasping
The camera captures the image of the workspace to detect the object’s bounding box. Then, the
object is classified. Both object detection and classification tasks are performed by YOLO neural
network. In the next step, the position and orientation of the detected object is obtained. Then,
the robot moves its arm to the detected position and changes its gripper yaw, pitch, and roll to the
corresponding orientation of the object.
To simplify this process, its assumed that the height of each object is known in advance. So, the
Z component of the grip location is set to half of the height of the object, while (X, Y) components
are obtained by the object location algorithm. It is worth mentioning that grasp force is set to a
predefined amount. This is because objects are solid in this project and the gripper can use the
same force value to pick them.

4.3 Action Recognition
The basic idea of vision-based action recognition is to recognize the human’s activity from a series
of images or videos. In other words, it aims to describe human behavior based on action primitives,
occurring in time order. In robot pick-and-place learning from demonstration, action primitives
are defined as basic skills such as pick, move, and place which are required for object
manipulation. It’s imperative to recognize human action from videos in this project, a recurrent
neural network (RNN) is used. RNN is a type of deep neural network in which the output of the
network solely depends on the previous elements within the series. Such architecture gives RNN
the capability to be utilized in applications such as action recognition consisting of a sequence of
elements that are not independent [120]. RNN suffers from a vanishing gradient problem [121]
which adversely affects the neural network training because the effect of the initial inputs become
negligible for the upcoming sequence of data after a few layers. To tackle this problem, Long
Short-Term Memory (LSTM) has been proposed. LSTM has some gates which determine how
much data should pass into the next time step. The same gates also modify the weights during the
training phase. If the gradient is to vanish during the backpropagation, the same thing will happen
in the forward propagation to negate the weight influence on the prediction, not being optimized
during the backpropagation.
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Most of the deep learning-based action recognition systems consist of a CNN followed by an
LSTM [121][122]. The CNN extracts features from each frame and feeds them to the LSTM to
classify action primitive in the corresponding frame. Figure 4.18 shows an overview of the action
recognition network [121].

Figure. 4.18: Architecture of CNN-LSTM network for action recognition [121].
The combination of CNN and LSTM extracts both temporal and spatial information. The CNN
receives each frame of the demonstration and extracts spatial feature (xi) by GoogLeNet which
was pretrained on the HMDB database [122]. The data set contains 7000 clips over 51 action
classes. These actions can be grouped into five types. However, general facial actions and facial
actions with object types are discarded because in this project the demonstrator’s body is used
recognize the required action for object manipulation. In other words, only general body
movements type, body movements with object interaction type, and body movements for human
interaction type are used for GoogLeNet training. As figure 4.18 shows, each LSTM cell
receives xt from the CNN as well as ht (hidden state) and ct (cell state) from the previous LSTM
cell to produce corresponding action primitives.
To extract feature vectors (xt) from video frames, activations function on the last pooling layer of
the GoogLeNet network are utilized. Since the output size of the pool5-7x7_s1 layer is 1024,
each frame is converted to a feature vector with a size of 1024. In the next step, an LSTM
network is created that has a sequence input layer, an LSTM layer, and a fully connected layer.
The sequence input layer has an input size equal to the feature size of the CNN (1024). The
LSTM layer has 2000 hidden units with a dropout layer afterward. The fully connected layer has
an output size corresponding to the number of classes (5 in our case), a softmax layer, and a
classification layer.
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4.4 Summary
This action recognition systems consist of a CNN that feeds directly into the LSTM. The CNN
extracts features from each frame and feeds them to the LSTM to classify action primitive in the
corresponding frame. This is the core foundation that enable this LfD to function appropriately,
and it is evident based on the results in the next chapter.
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Chapter 5 : Experimental Results
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This chapter explains the equipment and software used in this project. The setup includes two
cameras and a Fanuc robotic arm with a gripper to grasp objects. Then, datasets used for transfer
learning and fine-tuning our deep neural networks are used for object recognition, grasp detection,
and demonstrator action recognition. Afterwards, our data collecting procedure for pick-and-place
application through human demonstration will be introduced. Finally, the experimental results for
object recognition, grasp detection, and action recognition are presented.

5.1 Experimental Setup
A modular cell was designed with high flexibility, user-friendly, and space-saving to facilitate
robot training learning from a demonstration environment. The heart of this system is the Fanuc
M-10iA robot, one of the most ubiquitous robots in the industry. To give the robot the ability to
learn from humans, two cameras were installed in the cell to capture the demonstrator’s actions.
The robot is expected to recognize the working space of different objects and adapt its programs
to perform the specific task demonstrated by humans.

Figure. 5.1: The experimental setup for learning from a demonstration environment.
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5.1.1 Hardware
A collection of hardware is needed to perform pick-and-place tasks based on human
demonstration, such as a robot manipulator to act and cameras to detect the objects and recognize
actions. Standard hardware such as the Fanuc robot and Cognex camera frequently used in
industrial projects are utilized.

Figure. 5.2: FANUC M-10iA robotic arm.
(i) Robotic arm
A FANUC M-10iA robotic arm and a compact robot with the highest axis speeds were used with
the best repeatability in its class. It has been used frequently in the automotive industry for
multiple applications, including top-speed pick and place, cutting, coating, and machine tending.
Figure 5.2. shows the robotic arm used in this project. Characteristics of the robot are depicted
in Table.5.1. The robots communicate via LAN connection and the R-30iA robot cabinet with
the following features shown in Table.5.2. The sensory data is gathered via the LAN connection
and transmits the commands signals back after processing them.
Since the initial goal of this research project is to develop an LfD method based on the most
common and available hardware setups in the automation industries, they do not use ARM
processors; our options are limited to using a laptop as the processor or cloud computing. It is
noteworthy to mention that since teaching the robot happens only once (then a pre-trained network
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will be utilized), the processor will not need to be utilized for training again unless a need arises
to train the robot.
Another option that could be utilized is in the form of a Cloud-based computing solution. The
actual speed of this process is the most significant advantage as it allows data to be sent and
received using the robot’s IP address. Industry 4.0 has been implemented by many automation
companies, and some have not upgraded their systems to drive 4.0 standards. Industry 4.0 can
allow continuous connectivity of all devices and robots to a network. Therefore, a laptop was used
as the central processor for the programming and training of all robots. It is predominately used
in all automation companies due to its cost-effectiveness and capabilities. Notwithstanding,
implementing the same LfD method in online cloud-based computing is different from using
laptops. The communication protocols are the significant differences that need to be applied to
certify the correct robot is accessed and trained. Figure 5.3. shows the Fanuc robot processor.

Table 5.1: FANUC M-10iA specification.
Robot Specifications

Robot Motion Speed

Robot Motion Range

Axes

6

J1

210 °/s (3.67 rad/s)

J1

+340° - 360°

Payload

10kg

J2

190 °/s (3.32 rad/s)

J2

±250°

H-Reach

1420mm

J3

210 °/s (3.67 rad/s)

J3

±290°

Repeatability

0.08mm

J4

400 °/s (6.98 rad/s)

J4

±380°

Robot Mass

130kg

J5

J5

±380°

J6

±720°

400 °/s (6.98 rad/s)

Structure

Articulated

J6

600 °/s (10.47 rad/s)
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Table 5.2: FANUC M-10iA specification.
ADVANCED COMMUNICATION

ADVANCED I/O FEATURES

EFFICIENT COOLING SYSTEM WITH
SEPARATED AIR CIRCUIT

Simple down- and upload of
robot programs to the server

Available types of I/O
•
•

DI/DO (digital)
RI/RO at the robot arm
(digital)

Built-in Ethernet

Cooling by external air for
maximum efficiency

Rear to rear airflow, saving floor
GI/GO (grouped digital I/O)

(100 BaseTX)

space and the possibility to have
many controllers side by side

FANUC I/O-link (Master)
UI/UO (digital I/O for remote control by
All components are IP 54 sealed;

external PLC)

hence no filters are necessary

E-mail function as an option

(reduced
AI/AO (analog I/O)

maintenance and cost reduction).

WI/WO (arc welding I/O)

Fully sealed internal air circuit

SI/SO (standard operation panel

No external air coming into the

interface)

component side

I/O setup can be separately backed up

No dust can enter the controller

and restored using PCMCIA

and cause short circuits

Fieldbus (option)
•
•
•

PROFIBUS
DEVICENET
DLINK

memory card or USB1
Fans on the controller door and in
the controller rack ensure optimum
cooling of all components
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Figure. 5.3: Internal processor of the fanuc robot.
(ii) Vision sensors
Fanuc robots used in this study have internal force, gyro, and torque sensors. In addition, the
gripper has pressure sensors that provide information about gripping objects. Since the proposed
LfD system is based on visual demonstration, it requires high-resolution cameras to detect the
objects, find grip positions and orientations, and recognize the sequences of the demonstrator’s
movements. For this purpose, the In-Sight 7000 series Cognex camera is used. Figure 5.4 shows
the Cognex camera used in this project. Being a full-featured and powerful vision system, this
camera performs fast and accurate tasks suitable for this project. This camera can capture
images in monochrome and color models in different resolutions. Moreover, it has various tool
configurations such as location and measurement tools used in this project. Captured images by
our vision system are shown in Figure 5.5. Table.5.3 shows details of our Cognex camera.

Figure. 5.4: Cognex In-Sight 7500.

56

Figure. 5.5: Captured images by cognex in-sight 7500.
Table 5.3: Cognex camera specification
User Interface

In-Sight Explorer EasyBuilder, Cognex VisionView PC Software, and VisionView 900 HMI
touchscreen panel

1/3" CMOS Imager

S-Mount/M12 Lenses

Image Modes

Lighting

Maximum Acquisition
Speed

Monochrome and Color
Standard: Autofocus (liquid lens) 6.2 mm or manual focus 8 mm
Optional: Manual focus 3.6 mm, 6 mm, 12 mm, 16 mm, 25 mm
640*480, 800*600, 1280*960
Diffuse white LED ring light, Red, blue, and IR LED ring lights and lens filters, and polarized light
cover

40 fps,75 fps (mono),55 fps (color),40 fps (mono),24 fps (color)

Relative Processing

1x, 2x

Speed
Location Tools

Pattern, Edge, Circle
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Inspection Tools

Pattern, Pixel Count, Grayscale and color, Brightness & Contrast, Edges

Measurement & Counting

Distance, Angle & Diameter, Patterns & Edges

Tools
Advanced Features

OCR, Blob Detection, Image Filters

Data Output

Pass/Fail
General Protocols: TCP/IP, UDP, FTP, Telnet, RS-232C
Industrial Protocols: OPC UA, EtherNet/IP with AOP, PROFINET Class B, QSS, Modbus TCP,
SLMP/SLMP Scanner, CC-Link IE Field Basic

Communications & I/O

Connectors: Industrial M12 Ethernet, M12 Power & I/O
Inputs & Outputs: Acquisition trigger, General purpose input4, General purpose outputs
Power

24 VDC ±10%, 48 W (2.0 A) maximum when the illumination is on

5.1.2 Software
This project used deep learning algorithms from object detection to pose estimation. Human
action recognition was the final piece to tie the detection and pose estimation together. To train
deep neural networks, MATLAB 2021a was used, which was installed on a computer with 32G
RAM, a processor Intel ® Core™ i7-9700KF CPU@3.6GHz. Deep Learning and Computer
Vision toolboxes were mainly used.

5.2 Datasets
As mentioned in Chapter 3, the proposed method is based on transfer learning and using pretrained neural networks for object detection and classification, pose estimation, and action
recognition. The pre-trained models were trained on large general-purpose datasets. Reusing
them in this project should be finetuned with the new samples collected. This section describes
both public datasets and models.
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5.2.1 Dataset for Object Detection and Classification
YOLO object detection method determines the object’s location and the object class. YOLO,
which was trained on the ImageNet dataset, has more than 14 million images from 20,000 typical
categories such as "balloon" or "car,” etc. [117]. To have bounding objects for object
localization, at least one million images have been hand-annotated.

Figure. 5.6: Samples of ImageNet dataset [117].
Our object detection and recognition database contain images of four classes: cylinder, rectangle,
round, and square. Twenty samples were collected under different lighting conditions and
various object locations (Figure 5.7). The data uses augmentation techniques to increase the
number of training images and improve network accuracy. The original image has undergone
random rescaling, cropping, and adding noise. This technique increases the diversity in the
training set and boosts the number of training samples without actually increasing the number of
labeled training samples. The transform function in MATLAB to augment the training data and
improve the data to 100 samples per class were utilized.

It should be noted that the bounding box of the original images should be manually determined.
Bounding boxes in YOLO are represented by four numbers, (x,y) of the top left corner and width
and height of the bounding box. Since the network input size is [224 224 3] and the captured
images used in this project are more significant than 224 x 224, all photos were resized in a
preprocessing step before training.
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Figure. 5.7: Samples of the dataset for object detection & classification
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5.2.2 Dataset for Pose Estimation
To grasp an object, both the position and orientation of the grasp should be determined. Deep
neural networks trained on large data sets can estimate various poses. GraspNet 1 billion is a
large-scale benchmark for general object grasping. Each object has a label consisting of 4
different fields. The ‘points’ record the grasp center point coordinates in the model frame. The
‘offsets’ have the gripper’s rotation, depth, and width. The ‘collision’ shows if the grip position
crashed within the model. Finally, the ‘scores’ indicate how the grasp would be successful. An
object can have several grasps (Figure 5.8). The ‘scores’ field shows the stability of each hold
based on the friction between the gripper and object surface. The lower score the grasp achieves,
the greater the stability. Figure 5.9 shows some of the objects in this dataset.

Figure 5.8: Different Grasps of an Object

Figure. 5.9: Samples of the GraspNet 1Billion dataset.
The GraspNet model needs to be fine-tuned with our data, like object detection. The robot is
expected to learn the grasp position and orientation from human demonstration. Two markers
are attached to the demonstrator’s hand and the object to facilitate this task. Since our things are
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solid in our case, there is no need to adjust the gripper force, and it can set it to its maximum
value. Five demonstrators were involved in the data collection process. Each object was
grasped by demonstrators 20 times from various directions. However, most of the grasp points
were from the surface of the things because it is easier for the robot. Figure 5.10 shows some of
our grasp dataset samples.

Figure. 5.10: Some grasp samples collected in this project.

5.2.3 Dataset for Action Recognition
A vision-based system was used in this project to recognize human activity during the
demonstration. Action recognition using videos is more challenging than image classification.
This is mainly due to the inaccurate ground truth data for video data sets, multiple actions in a
video, and the need for a large amount of training data for video-based classifiers. This research
used an LSTM neural network based on GoogLeNet trained on the HMDB51 database. This
dataset includes 51 actions such as walking, swimming, or sitting. Figure 5.11 shows some frames
of this dataset.

Figure. 5.11: Samples in the HMDB51 database.
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Human demonstrations are decomposed into action primitives to enable robots to learn
manipulation skills in this project. Five action primitives were designed: idle, MoveJ, MoveL,
pick, and place. Figure 5.12 shows these action primitives. For example, the pick-and-place task
sequence <idle, move, pick, move, place, move, idle> action primitives. The idle action (Figure
5.12 (a)) is defined when the demonstrator’s hand is not in the camera field of view. The move
action (Figure 5.12 (b)) is when the demonstrators move their hands to pick, place, or change the
object position. Two different movements are defined in this research: MoveL and MoveJ. The
MoveL command linearly moves the robot along the Tool Center Point (TCP) between two
cartesian data sets. This entails a more complex calculation to keep each joint moving in a linear
fashion keeping the tool on a straight-line path with respect to the world. Unlike MoveL, MoveJ
results in a curved way for the device. In this type of movement, each joint simultaneously
reaches the desired end location. Pick and place action primitives (Figure 5.12 (c,d)) are defined
when the demonstrator holds the object for picking or placing.
It is worth mentioning that for more complex assembly tasks, such as peg-in-hole or slide-in-thegroove applications, other robot movements, such as MoveC, should be defined in the action
primitives. MoveC moves are similar to MoveL but with a constant speed and circular blends. It
should be noted that action primitives should be defined based on the application type. Take the
bolt screwing application as an example; rotation action should be added to this task’s list of
action primitives.

Figure. 5.12: Action primitives defined in this project.
(a): idle. (b): move. (c): pick. (d): place.
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5.3 Object Detection Results
To utilize object detection and classification modules described in the previous chapter, first, the
training images' region of interest (ROI) labels must be determined. For this purpose, the Image
Labeler app in the MATLAB image processing toolbox was used in Figure 5.13. Shows the
image labeling and ground truth generation for object detection in this project. After training set
creation, I trained the YOLO v2 network on a single GPU. Figure 5.14 shows the training
process. According to Figure 5.15, the training loss converges very fast after 100 iterations.

Figure. 5.13: Image labeler app in MATLAB.
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Figure. 5.14: Ground truth generation.

Figure. 5.15: Training loss chart.

5.4 Grasping Results
After the object position is determined on the workspace, the robot can reach this location to
grasp the object. The top camera captures these images and gives them to the GraspNet model to
generate the grasp orientation. The methods were tested by performing a single object grasp for
four different objects (Figure 5.4). For each trial, 25 attempts to try to grasp were implemented.
The object’s position and orientation were different in other trials.
Table 5.4 shows the grasp performance. It should be noted that the grasp success rate is high
because the manipulated objects have symmetric shapes. A good illustration is a cylinder or
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round object. If there is an error in the grasp orientation, the grasp action will still be successful
due to these objects' symmetric shapes. Figure 5.4 illustrates grasp detection.
Table 5.4: Grasping performance
Picking Objects

Picking

Successful

Successful

Times

Times

Rate

Cylinder

25

25

100%

Rectangle

25

23

92%

Round

25

25

100%

Square

25

24

96%

Figure. 5.16: Grasp detection results from the objects in the experiment.

5.5 Action Recognition Results
The video-based action recognition module detects the demonstrator’s actions to perform the
specific assembly task. This deals with multi-action recognition scenarios, unlike other cases in
which only one action is presented in each video clip. In other words, each video clip consists of
a series of predefined action primitives such as {idle, MoveJ, MoveL, pick, place}. Since it
mainly focuses on pick-and-place tasks in this project, the consequence of these actions is the
same in all video clips. That is to say, the place action, for example, cannot happen before the
pick action.
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However, differentiating actions with high similarities, like MoveL and MoveJ, is challenging
due to lighting variation and occlusion in the video clips. Some parameters should be extracted
from the video stream. For example, start and endpoints, speed, and movement acceleration
should be set to move a robot. To simplify the problem, its assumed that the speed, and
acceleration parameters as predefined, so the action recognition module should only extract start
and endpoints from the demonstrations. Two stickers are attached to the demonstrator’s hand
and the manipulated object to facilitate this task.
A sliding window of 15 frames was selected from a demonstrated video and fed into the CNNLSTM network to obtain the action recognition results - the sliding window approach results in
more consistent recognition results than the single frame approach. Assume a video clip with
two actions: move (frame 1 to 20) and pick (frame 21 to 30). If the action move is recognized
based on frames 1 to 15, a moving label is assigned to each frame within this sliding window.
By shifting the sliding window, the action move is again recognized based on frames 2 to 16.
Furthermore, each frame within this sliding window is assigned the move label. When the
sliding window reaches frame 21, the last frame gives the pick label. This process is repeated
until we get to frame 30. Finally, the sum of the brands representing each action class for each
frame. This approach is expected to generate more reliable action recognition results as it is less
sensitive to video clips' noise, illumination, and occlusion.
Table 5.5 Shows the confusion matrix. As it can be seen, the idle action was recognized
perfectly because this action is entirely different from other actions as there is no moving object
in the frames. MoveJ and MoveL are similar, so they contribute to high errors. Pick and place
actions are identical, but they can be differentiated by considering temporal information of the
demonstrator’s hand closing and opening.

67

Table 5.5: Confusion matrix for action recognition
Idle

50

0

0

0

0

MoveJ

0

45

5

0

0

MoveL

0

7

43

0

0

Pick

0

0

0

48

2

Place

0

0

0

3

47

Idle MoveJ MoveL Pick Place

5.5 Summary
With the use of industry components such as a Fanuc robot and a pair of Cognex camera’s, the
experimental cell was setup for numerous trials in this LfD. One of the two Cognex camera’s
captures images which generate the grasp object, thanks to the GraspNet model. Within 25
attempts per object, the grasp the results were conclusive even with various positions on the
work surface and in different orientations. Also worth noting, the action recognition module
only extracted start and endpoints from the demonstrations. A demonstration video is fed into
the CNN-LSTM network to obtain the action recognition results. This approach generated more
reliable action recognition results as it is less sensitive to noise, illumination, and occlusion.
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Chapter 6 : Conclusion & Future Work
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6.1 Summary
The main goal of this thesis was to develop a robot learning environment to enable a robot to
learn from human observation. The proposed vision-based LfD system leverages deep neural
networks for object detection, pose estimation, and human action recognition to teach the robot
pick-and-place assembly skills. An experimental setup was built using a Fanuc robotic arm and
multiple Cognex cameras. In this research, the main focus is on deep neural networks and
computer vision algorithms to extract manipulation features for robot learning. Since deep
learning models require a considerable amount of training data from scratch and collecting actual
samples is a tedious and time-consuming task, especially in the unconstrained natural working
environment, the transfer learning method was used to reuse the pre-trained models for our
application. The pre-trained models were fine-tuned using a small data set collected during
demonstrations. LfD is a challenging task as it needs several modules such as object
classification, grasp detection, and action recognition. To simplify, its assumed that some
parameters are determined in advance, and the robot does not need to learn them from the
demonstrator. For example, in the grasp module, the gripper force is assumed and set to its
maximum value, and it should not be adjusted according to the object type. This method was
chosen because this application only dealt with solid objects. Moreover, it was assumed that
some of the robot motion parameters such as speed and acceleration are pre-programmed, and
the demonstrator should teach them to the robot.
The proposed LfD environment has two main phases: robot learning and execution phases. The
robot uses a top camera during the learning phase to observe the workspace and localize the
object. In addition, the robot relies on this camera to learn from the human demonstrator, the
grip position, and orientation. A front camera was used to recognize the demonstrator's actions
and teach the robot which movement to perform the assembly task successfully. The robot
mimics the demonstrator’s actions based on the acquired knowledge during the learning and
execution phases. The performance of the proposed LfD system was evaluated through a series
of pick-and-place trials. Experimental results based on learning from five human demonstrators
manipulating four objects show that the Fanuc robot performed the assembly task successfully in
95% of trials.
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6.2 Contributions
The novelties of this thesis are as follows:
•

Developing a practical setup for LfD learning. Advanced assembly lines require interactions
between robots and human workers. In this project, an experimental setup was developed in
which a real-world industrial robot learns from observing human demonstrators accomplish an
assembly task. The proposed method is based on real-world robots and equipment, unlike
simulation environments. Cognex cameras were used to teach Fanuc robots to perform pickand-place tasks in a dynamic working environment. Some common uncertainty factors in
uncontrolled working environments such as lighting conditions, different object types in
various locations, and several demonstrators with varying teaching methods were considered
in this research.

•

Using passive observation. Most of the previous efforts in LfD are based on kinesthetic
teaching or teleoperation teaching. These methods have several limitations which restrict
their deployment in real robotic applications. For example, kinesthetic ways in which the
demonstrator manually moves the robot are not suitable to teach heavy industrial robots with
many degrees of freedom. On the other hand, teleoperation requires unique input interfaces
and a lengthy teacher training process to train demonstrators with great skill. An LfD
method was developed based on passive observation to address these inherent issues. In this
method, the robot is not involved in the learning phase and only observes the demonstration
actions through a vision system.

•

Using deep learning methods. Passive observation methods rely on machine learning
techniques to extract executable features from human actions and map them to the robot to
execute them. This research used deep learning methods for object detection, grasp pose
estimation, and human action recognition. This research's deep learning models have shown
promising results, including YOLO, GraspNet, and LSTM models.
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6.3 Future Work
Although the proposed LfD environment shows satisfactory results in the pick-and-place
application, the following functionalities can be added to the developed system in the future:
•

Providing feedback during the learning phase.

Teaching quality should be improved to lead sophisticated tasks to robots through demonstration.
One possible solution would be providing real-time feedback during the learning phase. The
input can correct both the teacher’s and the robot’s actions. Suppose the demonstrator moves the
object in the wrong direction, for example. In that case, this action can be corrected through an
online feedback system to prevent the robot from learning a false step. Additionally, the teacher
can supervise the robot’s execution through Graphical User Interface (GUI) to provide feedback
on the robot learning performance. The executed sequence of actions is stored if the teacher
confirms the robot’s learning. Otherwise, the robot performs another series of steps needed to
complete the task.
•

Providing trajectory learning

In this project, symbolic learning was used in which the task is decomposed to predefined motion
elements such as pick, place, idle, motion linear, motion joint, etc. This approach is suitable for
teaching robots regarding high-level tasks such as pick-and-place applications. In addition, the
demonstrator should have basic knowledge of robot programming, considering the robot’s
kinematics and physical limitation. Trajectory learning is another LfD method for exact
assembly tasks such as peg insertion or bolt screwing. For trajectory learning, human skeleton
joints should be tracked by special sensors, such as a Kinect camera, and transferred to the robot
motor space.
•

Leveraging reinforcement learning

Although deep learning methods have high generalization capability to enable the robot to adapt
to the unseen situation, reinforcement learning (RL) algorithms can prevent the need for
professional robotic demonstrators. RL is easy for the demonstrator because the teacher requires
almost no prior knowledge about the robot, giving only positive or negative feedback on the
robot’s performance. This method is also highly desirable for teaching robots with many degrees
of freedom or when the robot is expected to perform tasks in unstructured environments.
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•

Performing more complex assembly tasks.

This thesis focused on the pick-and-place application, one of the leading robotic assembly tasks.
However, the assembly includes other duties such as peg-in-hole, slide-in-the-groove, and bolt
screwing. A combination of the functions above may be required in complex assembly tasks.
These tasks need unique robotic systems such as two robots in one cell with coordinated motion
and multiple end effectors. Therefore, other LfD methods such as a mixture of Kinesthetic,
teleoperation, and vision-based teaching methods might be required.
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