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The problem of scheduling jobs on a single machine with release dates, precedence onstraints 
and general cost functions is considered. An algorithm of the branch-and-bound type for 
minimizing maximum cost is proposed. The algorithm is based on the eliminative properties of 
a block of jobs. Dominance relations between lower bounds are discussed and some heuristic 
methods for minimizing maximum cost are analyzed. Computational experiments reveal the high 
efficiency of the algorithm; it has solved test problems with 300 jobs. 
1. Introduction 
The problem considered in this paper may be stated as follows. Each of n jobs, 
identified by the integers from the set J= { 1, . . . , n}, is to be processed without inter- 
ruption on a single machine which can execute at most one job at a time. Job j 
becomes available for processing at its release date 9 and requires a processing time 
Pj. The jobs are partially ordered by a binary relation G which must be respected 
in the execution of the jobs as follows: if (i,j) E G, then the execution of job i must 
be completed before the execution of job j can begin; the relation G specifies 
precedence constraints. Associated with each job j is a nondecreasing function fj; 
if job j has a completion time C’, a cost $(C’) is incurred. The objective is to 
find a feasible precedence order of the jobs which minimizes the maximum cost 
f,,,a maxj,Jfi(Cj). Graham et al. [5] refer to this problem using the notation 
1 IPreWilf,,, . 
Lenstra et al. [9] have shown that this problem is NP-hard in the strong sense, 
which indicates that the existence of a polynomial algorithm is unlikely. However, 
there exist polynomial algorithms for special cases of this problem. When all release 
dates are equal (1 IprecI f,,) it can be solved in O(n’) time using the algorithm of 
Lawler [7], and when preemptions are allowed (1 Jpmtn,prec,rilf,,) the problem is 
still solvable in O(n*) time by the algorithm of Baker et al. [l]. In both cases the 
worst-case running time O(n*) has been obtained under the assumption that each 
4 can be evaluated in unit time for any value of the argument. 
The enumerative methods have been successfully applied only to the case when 
A(Cj) = Cj-dj, je J, where 4 is the due date of job j and cj- djg Lj, its lateness. 
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The algorithms for solving this case, that is the problem 1 )prec,ri)L,,, , have been 
studied by Baker and Su [2], McMahon and Florian [12], Lageweg et al. [a], Lenstra 
(81, Carlier [3] and Grabowski et al. [4]. 
The most effective approaches are those given by Cat-her and Grabowski et al. 
The branch-and-bound algorithm of Cat-her is based on properties of the solution 
generated by Schrage’s algorithm, a heuristic method (an extended Jackson’s rule) 
suggested by Schrage [14], see also [3,13]. This heuristic determines the branching 
rule applied in the algorithm and is used in each node of a search tree to generate 
the complete solution of a sequencing problem assigned to a node. The branch-and- 
bound algorithm proposed by Grabowski et al. uses a branching rule based on cer- 
tain dominance conditions. In both algorithms, a subset of feasible (complete) solu- 
tions is prescribed to a node of a search tree and branching consists in dividing this 
subset by adding new (artificial) precedence constraints to those determining the 
subset of feasible solutions of the ancestor. The dominance conditions and the pro- 
perties of Schrage’s heuristic enable us to discard, during the branching, the subsets 
of feasible solutions which are dominated by a solution already obtained in the 
node. 
This branching technique, together with tight lower bounds, results in the surpris- 
ingly high efficiency of both these algorithms. This has encouraged us to attack the 
problem with general functions& using essentially the same branching technique as 
that proposed by Grabowski et al.; this technique is more general since it uses only 
the inherent properties of any feasible solution. 
In this paper, we present a branch-and-bound algorithm for the problem 
1 IPreWilf,,, , which has been successfully tested for examples with up to 300 jobs 
within the range of linear and piecewise linear functions 4. 
The paper is organized as follows. In Section 2, notation and some basic defini- 
tions are introduced. Section 3 contains dominance conditions which imply the 
branching rules of the algorithm. In Section 4, various lower bounds are presented 
and the dominance relations between some of them are established. Heuristic 
methods are discussed in Section 5. Section 6 contains a complete statement of the 
algorithm including two variants of branching and some details of the implementa- 
tion of lower bounds. Computational results are shown in Section 7. 
2. Notation and definitions 
We begin with the notation and some definitions. Let a permutation K= 
(x(l), *-*I n(n)) on J define a job processing order; n(i) is the element of J which is 
in position i of x. For a permutation R, the (earliest) completion time of job n(i), 
denoted by Cn(i), is given by 
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and consequently, the maximum cost for n, denoted by&,(n), has the form 
Let F be an arbitrary relation on J. We say that a permutation II on J satisfies F 
if for every ordered pair (n(i), n(j)), (w(i), n(j)) E F implies i< j. Let us denote by 
Y(F) the set of all permutations on J satisfying F. In the sequel we say simply a per- 
mutation n whenever R is defined on J. A permutation n is feasible if it satisfies 
the relation 0. Obviously, if GCF, then Y(F)CXk Y(G), The relations containing 
G are used in the sequel to specify certain subsets of X. A permutation B*EX 
minimizing fmax(z) over the set X is an optimal permutation. 
A partial sequence (a@,), n(ur + l), . . . . n(uz)) is called a block of II if 
.&a&Q = fn(uz) 
( 
K? 
rMQ)+ ,Fu J%(k) ’ 
I > 
We denote by P the set of jobs in a block of n: 
P= {n(i): uI lisuz}. 
A simple illustration of a block of jobs is given in Fig. 1. 
It is often advantageous to substitute the release dates 5 by their modified values 
i;j (see Lageweg et al. [6], Baker et al. [l]). Various requirements are imposed on 9 
which are dependent on the aims of such a modification. We consider the modifica- 
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Fig. 1. The block of jobs in n=(2,3,1,5,4): (n(ul),x(u2))=(1,5). 
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tion with respect o F, where Fis a partial order on J such that GCF, defined by 
the following procedure: renumber the jobs in topological order (i.e. such that if 
(i,j) tz F, then icj) and set 
Q = max{c+pj: (j,k)EF)), k = I ,..., n. 
We shall also use the following notation. For a relation F on J and IC J, 
and 
I”= {jcl: (j,i)&F, ieI\ (j)> 
I” = {jol: (i,j)eF, itzl\ {j}); 
I’ (I’) is the set of jobs from I without descendants (ancestors) in f, with respect 
to F. For F and IC J, let p(l)=minje, pi and p(l)= Cja,Pj. 
Finally, we introduce the notion of d block as defined by Baker et al. [l]; to 
distinguish this type of a block from that defined previously, we call it a b-block. 
Let .T~ be the modified values of 5 with respect o F, and let the jobs from IC J be 
ordered according to nondecreasing 5. A set BcI is called a b-block with respect 
to I if it is a minimal set of jobs such that if jeI\ B, then either CjST(B) or 
pizP(B)+p(B). 
3, Dominance rules 
We first derive some dominance conditions which form a basis of the approach 
applied in our branch-and-bound algorithm. 
Let F be a relation on J such that GC F, and let R E Y(F). The dominance rules 
specify subsets of permutations from Y(F) which are dominated by A. On the other 
hand, they give necessary conditions for a permutation PE Y(F) to be better than 
rr, thus implying branching rules for our algorithm. 
Let (n(q), . ..) K(z.+)) be the block of n and P, the set of jobs in the block, and 
let P” and Pb be defined for relation F. We define: 
4(j) = rj-r,(U,), jeP, 
4(j) =fj(Cn(Uz)) -fn~ut)(Cn~uz~), jo P, 
Eb = {jePb: db(j) < 01, E,= {jePp”: d,(j)cO) 
zb= ((n(h)9j):je&), Z,, = ((4 40: je E,). 
Each job jo& has a release date less than the release date of job n(q) and 
moreover, if it is moved immediately before job n(q), that is to the position ut, 
then the resulting permutation still belongs to Y(F). Similarly, for each job j E E,, 
the cost incurred by completing job j at the completion time of job n(uz), that is 
at G(Uz), is less than the cost of completing job n(z+) at time Cn(lczIt and the per- 
mutation generated from n by moving job j immediately after job n(z+), that is to 
the position u2, belongs to 7cF). 
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Suppose that /3 is a permutation on J and let /?(j,) E P (/3(i0) E P) be a job that 
in the permutation @precedes (follows) all the remaining jobs from P. 
The first dominance rule gives the sufficient conditions for a permutation fl to be 
dominated by 7t. 
Theorem 3.1. If ~&WO)) 2 0 and d,(B(io))r 0, then fmax(n) sfmax(j?). 
Proof. BY the definition of /I(jo) and DUO), PC {p(i): j. I; is io} , By the assump- 
tion, rp(jO) 2 1;1(,,,) and f~(&&,2~) L&,,#&,,~). This, and the fact that the func- 
tions 4 are nondecreasing and Pj are positive imply 
io u2 
z ho) ( rDCW + kFjo PBW > ( L ho) rN4) + kFu, h(k) > 
= fs(io)(G(u2)) 1 fn(u2)(Gc(u2)) = fmax(a)r 
which completes the proof. •i 
The next dominance rule is given by the following corollary. 
Corollary 3.2. Suppose that for an arbitrary relation F on J, K E Y(F) and the sets 
Z, and Z, are defined for A. If /?E Y(FUZt,UZ,), then.fm,,(n)sfma,(j?). 
Proof. If follows from the definitions of Zb and Z, that ~$,(/3(j,))zzO and 
A,(/3(i0))z0. Applying Theorem 3.1, we get. the desired result. 0 
4. Lower bounds 
Besides dominance rules, which enable us to discard certain subsets of feasible 
solutions during the branching, an important component of our algorithm, from the 
point of view of its influence on the efficiency, is the lower bounding procedure. 
Various lower bounds have been used in the enumerative methods built so far for 
the problem 1 Iprec,rill,,, . To this er,3 Baker and Su [2] and Carlier [3] use the 
relaxed problem in which preemptions are allowed. Other types of relaxation have 
been suggested by the remaining authors dealing with this problem, however, none 
of those methods was reasonably justified from the point of view of its efficiency. 
Nowicki and Smutnicki [ 1 l] provide an answer to this question showing that for the 
problem 1 ]rilLma, the lower bound based on the problem with preemptions 
dominates a number of lower bounds based on other relaxations. Here, we extend 
this result to the problem llprec,rilf,, and simultaneously indicate the lower 
bound for which this assertion does not hold. 
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Consider the following lower bounds on the value of minnEY(F)fmax(~); the 
worst-case running times given below are valid under the assumption that each 4 
can be evaluated in unit time for any value of its argument. 
(1) LB, = the minimum value off,, in the relaxed problem 1 Ipmtn,prec,rilf,,; 
this problem is solvable in 0(n2) time (Baker et al. [l]). 
(2) LB2= maxipJJ;.(q+Pj); its calculation requires 0(n2) time. 
(3) LB3 = the minimum value off,, in the relaxed problem 1 Iprec,ri = r(J)lfmax; 
this problem is solvable in 0(n2) time by Lawler’s algorithm [7]. 
(4) LBr= minj,~~&(C,&,), where C,& is the minimum value of C,,,, in the 
relaxed problem 11 prec,ril Cmax; the calculation of LB4 requires O(n2) time; C,& is 
easily obtained by ordering the jobs according to nondecreasing 5. 
(5) LBs=max{tl,...,tk), where tip i=l,...,k, ksn, are the values of LB4 com- 
puted for job sets 4, i= l,..., k, which are determined as follows: 
J,=J, Ji+,=4\{jr), i=l,..., k-l, 
where ji*o Ji” satisfies the condition 
&(G&J~) rJ(C&& for&45 
we denote by Cz*,, the minimum value of C,,,, in 1 Iprec,rilC,,,, with job set IC J. 
(6) LB6= minj,~~fj(C$.J, where C& is the minimum value of C,,,, in the pro- 
blem 1 I prec’,ri) C,, in which the precedence constraints “prec”’ are given by 
FU {(W: io J\ {j)), 
i.e. the job jo J” has to be processed last. This lower bound follows from the 
following inequalities: 
where the first one is a consequence of the well-known inequality “minmaxr 
max min”. The calculation of LB6 requires 0(n2) time. 
In order to show relations between the lower bounds defined above we need the 
following result; this is an extension of [3, Proposition 31, see also Nowicki and 
Zdrzalka [lo]. For IC J and F, let h(l) be defined by 
W) = n$ cf;.(W) +aU)). 
Lemma 4.1. LB, = rn=n h(l). 
Proof. It is easily verified that LB1 r/z(l) for each IC J. It remains to show that 
there exists I,C J such that LB1 = h(l,). To this end consider an optimal schedule 
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for 1 (pmtn,prec,rilf,,, obtained using the algorithm of Baker et al. [l]. If follows 
from the construction of an optimal schedule that for each job jo J there exists a 
b-block B with respect o some subset of J such that Jo B” and 
4(?(B) +p(B)) I A@(B) +p(B)) for each i E B”. 
Hence, setting IO = B’, where B’ is a b-block corresponding to k for which LB, = 
fk(Ck), we obtain the desired result, Cl 
Theorem 4.2. The folio wing inequalities hold true for each instance of the problem 
f I precdd f,,, : 
(i) LB, 1 LB2, 
(ii) LB, L LB:,, 
(iii) LB, z LB4, 
(iv) LB, z LB5. 
Proof. (i) By Lemma 4.1, 
LB1 L {y)“:: h({j}) = LB,. 
(ii) The inequality follows immediately from the fact that 1 Iprec,ri=P(J)J f,, 
has the same minimum value off,,, as 1 Ipmtn,prec,ri=J(J)If,,,, and the latter 
problem is a relaxation of 1 Ipmtn,prec,ri( f,,, . 
(iii) By Jackson’s rule, C&,x can be obtained by ordering the jobs according to 
nondecreasing 5. Let BC J be the last b-block with respect o J in such an order- 
* ing. It is clear that C,,,,, =@)+p(B). We have also B’CJ’. Indeed, suppose that 
!; E J\ Ja. Then, there exists j E J such that (k,j) E F, and consequently, FkC i;j. 
This, however, implies that if ke B, then jo B and therefore, kc B \ B”; if k $ B, 
then ke B”. By Lemma 4.1 and the inclusion BaC J”, 
LB, 1 h(B) = $ &V(B) + P(B)) 2 ~9 .$(C&,) = LB4. 
(iv) The inequality follows from (iii). This completes the proof of Theorem 
4.2. •i 
For LB6, we give two examples howing that there exists no dominance relation 
between LB, and LB6. 
Example 4.3. Let n=2, 
l-1 =o, PI = 2d, flW=G 
r2 = d, ~2 = d, fi(G) = C2 + d. 
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An optimal schedule for the problem with preemptions is shown in Fig. 2(a); 
LB, = 3d. On the other hand, 
fi CC,&> = 44 fi(C,*:x, = 44 
and therefore, 
LB6 = min(rld,4d} = 4d. 
Thus LB, < LB6. 
Example 4.4, Let n = 2 and let the release dates and processing times be the same 
as in Example 4.3. Suppose that ft(C,) = C, and fi(Cz)=O. Figure 2(b) shows an 
optimal schedule for the problem with preemptions; LB, =2d. Now, 
A <C::,> = 4d, x?K$J = 0. 
Thus 
LB6 = min(4d, 0} = 0 < LB,. 
5. The heuristic methods 
In our branch-and-bound algorithm, a permutation generated by a heuristic 
method is used as an initial solution. There are two well-known heuristics for the 
problem 1 lril L,,, : the extended Jackson’s rule, known also as Schrage’s heuristic 
[3,14], and its modification proposed by Potts [13]. Their worst-case performance 
ratios are equal to 2 and 1 S, respectivejy; the average behaviour is much better, [4]. 
Both these heuristics can be easily adapted for the problem 1 Iprec,r&,,, . Here- 
after we assume that the sets Ib, Ia (ZCJ) and the modified release dates 5 are 
defined with respect o the original precedence relation G. 
Extended Jackson’s rule (EJ). Suppose that jobs from the set SCJ have been se- 
quenced in the first ISI positions and the machine becomes available at time t. Let 
Define 
and 
z = min r., 
je(J\.§$ J 
s = max(z, t). 
Q= (~E(J\S)~: I.$s> 
R = {Jo Q: .fj(S+pj) ~fk(~+pk), k~ Q). 
w 
d d d zei d 
(a) W 
Fig.2. Optimal schedules for the problems with preemptions: (a) Example 4.3, (b) Example 4.4. 
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Then, the job to be sequenced in position ISI + 1 is chosen from the set R. If there 
is a choice, the job with the longest processing time is chosen. 
An upper bound on the absolute rror of the heuristic EJ follows from the follow- 
ing considerations. Suppose that n has been obtained using EJ, and let 
fmi&) = fn(u*)(h(u,) + P(P)), 
where uI is as small as possible and P is the corresponding set of jobs in a block 
of n. Then, either job a(~,) is the first job in 1~ or the machine is idle immediately 
prior to processing job n(u,). If follows from the application of EJ that in either 
case rz(,,) = P(P), and consequently, by Lemma 4.1, 
Alax 2 W) = gj fjvm +P(m = E$ ~(G(“J 
Thus, 
&ax(n) -.&lax(a*) =&I(U&z(U~,) - 2; &(G(U~,). (1) 
Obviously, if 
then R is an optimal permutation. Note that (1) holds if R is any subset of Q. Thus 
the inequality (1) also holds for the heuristic which sequences the jobs in accordance 
with nondecreasing 5. 
Call the job ktz Pa satisfying the condition 
an interference job. 
We cbserve that an interference job belongs to the set I?, and therefore, accor- 
ding tct Theorem 3.1, the permutation /I obtained from K by shifting an interference 
job immediately after job w(r.+) satisfies the necessary condition for it to be better 
than A. This leads to the following modification of EJ; essentially, it is the modifica- 
tion introduced by Potts [13] for the problem 1 lrilLmax. 
Modified extended Jackson’s rule (MEJ). Initially g : = Q, and F: = 4;. 
Step 1. Determine a by applying algorithm EJ and find&,&r). If f,,(n)<g, 
set g : = &Jn). 
Step 2. If Step 1 has been repeated n times or no interference job exists, the pro- 
cedure terminates; the permutation associated with the current g is the output per- 
mutation. Otherwise, set F: = F U ((K(u~), k)}, where k is an interference job, and 
go to Step 1. 
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6. The algorithm 
The branch-and-bound method for solving the 1 Iprec,rilfmsx problem can now 
be described as follows. 
6.1. A node of a search tree 
We associate with each node of a search tree a pair (n,F), where rr is a permuta- 
tion and F, a relation on J. It is assumed that rr satisfies F and Fs> G, where G is 
the original precedence r lation. The relation Fdetermines the subset of feasible per- 
mutations Y(F)CX which is associated with node (n,F); in fact, node (n,F) cor- 
responds to the subproblem with precedence constraints given by the relation F. The 
algorithm starts from the initial node (a;G), the root of a search tree, where a is 
any feasible permutation. The computation can be reduced by using a heuristic 
method to generate a good initial permutation. To this end, one of the algorithms 
EJ or MEJ can be used. 
For each node (rt, F), we determine: f,,(n), a lower bound LB on mins,vcF&,,(S), 
a current upper bound UB :=min{UB,f,,(n)), a block (n(u,), . . ..n(z+)) of n, and 
candidate sets Eb and ~5’~. 
6.2. The branching rule 
By Theorem 3.1, a necessary condition for a permutation /3~ Y(F) to be better 
than IE E Y(F), i.e., for fmax(~)<fmax(n), is that /?(je)o&, or /?(ie)~&,. Thus when 
branching occurs from node (w,F) one may discard subsets of permutations from 
Y(F) which do not satisfy this condition. 
Suppose that (j r, . . . ,j,) is a combined list of jobs from the sets I$, and E,; a job 
may occur in the list at most twice. The immediate descendant of (z,F), (pi, Hi), 
i=l , . . . ,s, is associated with the candidate job ji as follows: 
(1) Permutation pi: if jiEEb, then pi is generated from n by moving job ji im- 
mediately before job n(u,) (i.e. to the position ur), and if jioEO, by moving job ji 
immediately after job n(uz) (i.e. to the position uz). 
(2) Relation Hi: we suggest wo variants for determining the relation His 
Variant i. Let 
K8.i) = {(Ah): heP\ (j}), je&, 
w,‘(j) = {VW hcP\ {j}), jE& 
If jiE&, then Hi=FU Wi(ji); otherwise, Hi=FU W,‘ji). 
Variant 2. Let Ei=EbU {n(z.+)),E,‘=E,U (n(z+)), and 
B&7 = {(j,h): heEd\ {j)}, jEEb, 
J+%) = {(h,.i): hEEL\ (j}), jeE,. 
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If ji E Eb, then H, = F U W,(j,), otherwise, H, =F U 2, U W,(j,). 
In both variants of the branching rule, the set Y(F) corresponding to node (n, F) 
is partitioned into subsets Uf= I Y(Hi) and Y(F) \ (&, Y(H#. Since Y(Hi) cor- 
responds to the node (&Hi), i = 1,. . . , s, the subset Uy=, Y(Hi) is taken into ac- 
count in the immediate descendants of node (aF). The subset Y(F) \ lJf=, Y(Hi) 
is eliminated from the search tree by the dominance rules. 
In Variant 1, this follows directly from Theorem 3.1, since for each BE 
Y(F) \ u;= I W4h 
4,W,io)) 2: 0 and ~,UWO)) 2 0. 
In Variant 2, the elimination of Y(F) \ Us=i Y(H)) is justified by the following 
considerations. We first observe that UJIEE,, Wb”(jJ U 2, is the set of all possible 
relations of the type: “job jiEEd precedes each job from the set El \ {j,)“. 
Similarly, Uil E Ea Wa”(ji)U Z, is the set of all possible relations of the type “job 
jirz&’ follows each job from the set E,’ \ {ji)“. Therefore, 
(fi w)u WUZbUZa) 
= IJ Y(FU U Y(FUZbU U Y(FUZbUZa) 
jieEb jiE Eo 
= lJ w u wd’Ui>> u Y(F u Z,) = Y(F). 
iieEb 
Since the sets Ui= I Y(Hi) and Y(F U Zb U Z,,) are disjoint, we get 
Y(F) \ (J Y(Hi) = Y(F U Zb U Za), 
i=l 
and consequently, Corollary 3.2 may be applied. 
6.3. The search strategy 
The search strategy is of the recursive backtrack type, where the descendant nodes 
(&HI) are chosen in the order of nondecreasing A(ji); 
dtji) = Sn(uJGt(u~) + d&i)) -fn(t&G(~~))9 if ji E Eb, 
and 
d(ji) = Aa( otherwise. 
We backtrack from (g F) to its ancestor if LB L. UB or EO = & = 0 or all the solu- 
tions belonging to the set Ui=, Y(Hi) have been searched, i.e., after all the steps 
of backtracking from the nodes (pi, Hi), i = 1, . . . ,s. 
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6,$. The loser bound 
In view of Theorem 4.2, only the bounds LB, and LB6 are of interest. These 
bounds were compared on the sets of test problems used later for testing the branch- 
and-bound algorithm (see next section). The experiments have indicated that LB6 
produces inferior results. 
Similarly as for the problem 1 ~prec,r,&,,, (see Grabowski et al. [4]), a group of 
bounds inherently combined with branching rules can be derived. It turns out, 
however, that all those bounds with the exception of one are dominated by LB,. 
In what follows we derive the bounds of that type and show their inferiority. 
Consider the node (R, F) and its immediate descendants (pi, Z!Zi), i = 1, .,.. ,s. For 
given i, we want to find a lower bound on the value of mins, vu.Zi&,x(6); 
hereafter we assume that I’, Z” (ZCJ) and Pj are defined with respect o Hi. 
If ji, Eb, then in both variants of the branching rule, for each BE Y(Hi) job ji 
precedes job n(ur) and every job ke P with ~<r,(,,, . Therefore, 
However, qi s i;k for ktz P, and by Lemma 4.1, 
LB, > h(P) = knEipa&(F(P) +p(P)) 2 LB,(i). 
If jiE E,, then, in Variant 2, for each 6~ Y(ZZi) job n(q) precedes each job krz P 
with rk<r,(,,,, and simultaneously, job ji follows job n(uz) and each job kcs P with 
fk(G& <fn(uz)(CRu,zr). This implies that 
Since r nfu,l s ii( for k E P, then, by Lemma 4.1 
LBr B h(P) = Eimfk(i(P) +p(P)) 
= &(F(P) + p(P)) 2 LB,(i). 
Thus in both cases the lower bounds obtained are dominated by LB, (applied in 
the node (&,Z-Zi)). 
However, this is not the case when jje E, and Variant 1 of the branching rules is 
applied. First we observe that in this case LB,(i) is the lower bound only on the 
value of minae Y~(~~~J~~.#), where Y ‘(Hi) is the subset of permutations 6 from 
Y(ZZJ such that rslio)) rXlu,); S(jb) is the job belonging to P, which in 6 precedes 
all the remaining jobs from P. Nevertheless, if LB,,(i)zUB, then the node (bi,ZZi) 
can be omitted whiie branching from (II, F) since the permutations belonging to the 
set Y(ZZi) \ Y ‘(Hi) are examined in the other nodes (@‘, Hj), j+i. 
Now consider the following example. 
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Example 6.1. Let n = 3, and 
q = r2 = 2d, r3 = d, 
qr, = 2d, Pz=Ps=d, 
f,G) = Cl 9 MC,) = 0, h(G) = C, + d. 
Let II = (1,2,3) and F=0. It is easy to verify that uI = 1, u2 = 3 and IC(U,) = 1, 
R(u~) = 3. Observe that &, = { 3) and EU = { 1,2} (see Fig. 3(a)), and consider the 
node (p,,H,) corresponding to ji = 1 for Variant 1 of the branching rules. In this 
case /I,= (2,3,1) and Hi= {(2,1),(3,1)}, It is easily verified that LB,,(i) =6d and 
LB, = Sd; the schedule with preemptions for LB, is shown in Fig. 3(b). Thus, we 
have obtained that LB,(i) > LB, . 
Finally, we come to the conclusion that amongst he bounds reviewed only LB,, 
LB6 and LB,,(i), the last one for Variant t of the branching rules, do not dominate 
each other. In view of the remark beginning this part of the description of the 
algorithm, we set LB = LB,, and while branching from node (n, F) according to 
Variant 1, we apply LB,(i) as an additional bound. 
7. Computational results 
The algorithm was coded in FORTRAN and run on an IBM PC/XT. Two groups 
of test problems were solved, the first with the cost functions J(C!j) = C, + qj, and 
the second, with J(C’) = Qj max(0, Cj - q}. It was assumed that G = 0. 
In the first group, a test problem with n jobs was given by a set of 3n integer data 
5, Pi, qj, generated from uniform distributions between 0 and r,,,, , P,~~, q,,,ax, 
respectively. For each n, 80 test problems were generated, 5 problems for each set 
of parameters rmaxr pmax, qmax, where 
Pmax = 50, ~IWX =RPmax 9 Qmax = QPmax 
and R,Qe(O.5,2,n,2n}. 
2d d d d d zd 
(4 (b) 
Fig.3. Schedules in Example 6.1: (a) the schedule for II, (b) optimal schedule with preemptions for 
precedence onstraints Hi. 
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In the second group, a test problem with n jobs was given by a set of 4n iategers 
9, pj, q, 61, generated from uniform distributions, in the case of 9, pj, between 0 
and k,, I hnax t respectively, in the case of aj, between 1 and qnex, and in the case 
of bj, between -b,,, and b,,,,, . For each n, 160 test problems were generated, 5
problems for each set of parameters r,,,, , pmax, a,,,,, , b,,,,, , where 
P max = 50, rm,, = RPmax 9 bmax = BPmax 9 
and R,B~{0.5,2,n,2n}, am,,~(lO,lOO~. 
The first computational experiments had two purposes. The choices of the most 
efficient variant of the branching ruies and justification of the search strategy ap- 
plied in the algorithm. The experiments indicated the slight superiority of Variant 
1. The computation times per node were almost the same while the number of nodes 
was about 4% less in Variant 1. As regards the search strategy, two methods were 
tested: the breadth first strategy (choose a descendant with best lower bound) and 
the depth first one (choose a descendant with smallest &)). Here, the experiments 
have clearly indicated the superiority of the latter strategy. In many cases the dif- 
ference was drastic. 
Tables 1 and 2 show the computational results obtained by the version with 
Variant 1 of the branching rules and the depth first search strategy. 
An initial permutation was generated by the heuristic method MEJ. The ex- 
periments reveal two important facts concerning the behaviour of the branch-and- 
bound algorithm and the heuristic MEJ. . 
Since the maximum number of repetitions of EJ in MEJ governs the quality of 
an initial solution, we tested the influence of this parameter on the number of 
Table I. Computational results for the cost functions _@C’)=C’+e. A 
survey.* 
Number of nodes Solution times 
I? NR MD A MX MD A MX NTPAON 
20 20 1 1.15 7 0.18 0.54 3 69 
40 40 1 1.24 5 0.40 1.20 10 71 
80 80 l 1.44 II 0.85 5.84 64 68 
150 150 1 3.16 114 0.90 37.06 1691 66 
(I .70) (26) (16.12) (161) 
300 300 1 1.36 8 3.9 56.35 585 67 
600600 I 1.34 4 23.1 134.47 1278 61 
* Each entry represents 80 test problems. Solution times, CPU seconds 
on the IBM PC/XT computer (the algorithm was coded in FORTRAN, 
with the use of the metacommand $LARGE); NR, number of repetitions 
of EJ; MD, median; A, average; MX. maximum; NTPAON, number of 
test problems for which the algorithm performed one node in the search 
tree. Results in parentheses were obtained after excluding the worst test 
problem. 
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Table 2. Computational results for the cost functions JJ(C,) = 
ajmax{O, Cj- bj}. A survcy.~ 
Number of nodes 
n NR MD A MX 
20 20 1 6 730 
(1.43) (24) 
40 40 I 1.14 5 
80 80 I 1.08 3 
I50 so I I.16 4 
300 25 I I.10 4 
Solution times 
MD A MX NTPAON 
0.2 3.10 316 144 
(1.0) (12) 
0.3 4.39 I9 I52 
I.4 27.55 I88 IS0 
2.0 65.08 287 I41 
7.0 248.22 1124 147 
B Each entry represents I60 test problems. See footnote to Table I. 
generated nodes. It appears that the algorithm is strongly sensitive to the quality of 
an initial solution; the results clearly indicate the superiority of the version with the 
greater number of repetitions. However, when the solution times are taken into ac- 
count, best results are obtained with the number of repetitions between 10 and 25. 
In most test problems, 84% in the first group and 92Vo in the second one, the 
algorithm generated only one node to find an optimal permutation. Tbis indicates 
Table 3. Computational results for the cost functions fJ(CJ = 
aimax{O, Cj - 3). The influence of R,a,,,Bx, Bea 
Average number Average solution 
of nodes time 
H B amar n=20 n=300 n = 20 n=300 
0.5 0.5 10 1 1.6 0.6 236.6 
100 1.8 1 1.8 84.8 
2 10 1.6 1 1.6 110.2 
100 1.6 1 1.8 113.2 
n 10 1.2 1.6 2.6 915.2 
100 1 1.2 2.2 874.2 
2n 10 I 2.2 2.2 985.0 
100 I 1 1.6 832.0 
2n 0.5 IO i 1 0.2 4.2 
100 I I 0.2 6.8 
2 10 1 1 0.1 4.0 
100 1 1 0.1 2.8 
n 10 1 1 01 4.2 
100 1 1 0.1 4.6 
2n 10 1 1 0.1 4.4 
100 1 1 0.1 5.0 
a Each entry represents 5 test problems. 
88 S. Zdnalka, J. Crabowskl 
that it easily recognizes an optimal permutation, since in all such cases the initial 
solution obtained by MEJ had to be an optimal one. The latter observation leads 
to the consecutive conclusion that the “preemptive” lower bound LB, and bound 
LB,(i) produce surprisingly tight results, at least for the cost functions tested. 
There were also two drastically bad cases, indicated in Tables 1 and 2, in which the 
algorithm generated 114 and 730 nodes, respectively. In the first case (Table l), the 
worst test problem was generated for n = 150, R= 100, Q= 7500, and in the second 
one (Table 2), for n =20, R = 100, B- 100, a,,,,,= 100. In general, the algorithm 
generated more than one node in the test problems in which the release dates and 
the values of the cost functions varied within the comparable ranges; the worst 
results were obtained when r,,,,, qmax and (2,, were close to the sum of the pro- 
cessing times. 
The results in Table 3 show that the algorithm performs especially well for large 
R. It was also tested for n equal to 600 and 1200, however, only the test problems 
with large R were solved in a reasonable time. The results of Table 3 also indicate 
that the performance of the algorithm may be improved by refining the heuristic 
procedure MEJ; its actual implementation is too time-consuming for the instances 
with R smaller in comparison with B. 
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