Nonreciprocal topological phononics in optomechanical arrays by Sanavio, Claudio et al.
Nonreciprocal topological phononics in optomechanical arrays
Claudio Sanavio,1 Vittorio Peano,1, 2 and André Xuereb1
1Department of Physics, University of Malta, Msida MSD 2080, Malta
2Max Planck Institute for the Science of Light, Staudstraße 2, 91058 Erlangen, Germany
(Dated: February 24, 2020)
We propose a platform for robust and tunable non-reciprocal phonon transport based on arrays of optomechan-
ical microtoroids. In our approach, time-reversal symmetry is broken by the interplay of photonic spin–orbit
coupling, engineered using a state-of-the-art geometrical approach, and the optomechanical interaction. We
demonstrate the topologically protected nature of this system by investigating its robustness to imperfections.
This type of system could find application in phonon-based information storage and signal processing devices.
I. INTRODUCTION
Tremendous progress in the control of radiation pressure
in optomechanical systems has led to an impressive series of
milestones including cooling of nanomechanical resonators to
their quantum ground state, quantum-limited position mea-
surements, and squeezing of quantum fluctuations1. While
the tunable interaction between a single optical and a single
mechanical mode underlies most of the early breakthroughs,
a new trend is emerging that exploits several optical and me-
chanical modes to perform more complex tasks. These in-
clude frequency conversion2, robust synchronization3, and
on-chip coherent nonreciprocal routing of photons4–7 and
phonons8. State-of-the-art nonreciprocal optomechanical de-
vices are based on the interaction of a handful of modes.
Since most optomechanical platforms are based on scalable
on-chip architectures, a natural step forward will be to build
devices based on periodic arrangements of colocalized optical
and mechanical modes, so-called optomechanical arrays9–20.
An appealing advantage of this multimode approach com-
pared to state-of-the-art few-mode nonreciprocal devices is
that it promises to unleash topological protection against dis-
order17,19,21.
Here we show how to implement topologically robust non-
reciprocal phonon transport in an array of optomechanical mi-
crotoroids. This is a tunable platform that has already been
used to successfully demonstrate optically mediated mechan-
ical synchronization18. In each microtoroid, a mechanical
breathing mode is naturally coupled to whispering gallery
optical modes of both clockwise and anticlockwise chirality.
The bare nonlinear optomechanical coupling typically is very
small; adding a laser drive leads to a much stronger and tune-
able linear coupling1. Following the approach of Ref.22, we
use this optomechanical tunability to select the chirality of
the optical modes that are strongly coupled to the mechani-
cal modes. Inspired by present-day implementations of op-
tomechanical microtoroids arrays18, we assume that the op-
tical driving is applied only at the edge of the device (see
Fig. 1). The photons hopping between neighboring toroids
experience an effective spin–orbit coupling. This can be im-
plemented following a well-tested approach based on asym-
metric couplers23,24. The interplay of the optical spin–orbit
coupling and the laser driving induces a breaking of the time-
reversal symmetry and leads to a mechanical Chern insulator
supporting chiral phononic edge states. In stark contrast to
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FIG. 1. (Color online) An optomechanical kagome lattice. (a) The
unit cell of the kagome lattice is composed of three optomechanical
resonators linked by off-center waveguides. (b) We consider a fi-
nite hexagonal array of resonators driven optically at the edges. The
driving fields have the same amplitude but different phases, as illus-
trated. This gives rise to (c) a stationary field where the optical fields
in adjacent sublattices have a phase difference of 2pi/3.
geometry-based proposals25–27 and experiments28,29 for on-
chip topological phononics, our setup is truly nonreciprocal,
and the topological protection extends to any arbitrary fabri-
cation imperfection. Our approach differs from earlier pro-
posals for on-chip mechanical Chern insulators19,21, in that it
does not require a direct mechanical coupling between the mi-
crotoroids and the driving field need not be applied to the bulk
of the array.
Next, we introduce an optomechanical realization of a
kagome lattice, and motivate a specific choice for the driving
field. We then discuss the band structure of the system and the
appearance of topologically protected mechanical edge states.
Finally, we explore the transport properties of the system and
demonstrate its robustness against disorder.
II. OPTOMECHANICAL KAGOME LATTICE
Our basic building block will be an optomechanical micro-
toroid resonator1. These are well known to support degen-
erate clockwise and anticlockwise optical modes coupled via
radiation pressure to mechanical breathing modes. We shall
be concerned with a kagome array of such resonators, Fig. 1,
each of which is described by the Hamiltonian
Hˆi =
∑
σ
(
ω0aˆ
†
i,σ aˆi,σ + Ωbˆ
†
i bˆi + g0aˆ
†
i,σ aˆi,σ(bˆ†i + bˆi)
)
. (1)
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FIG. 2. (a) The parameter F vs the detuning ∆ in units of κ for different side length l of the hexagonal array. (b) The best values of F for
different sides’ lengths. (c) The best detuning ∆opt/κ to reach the highest value of F as a function of the size l of the array.
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FIG. 3. F as obtained varying the relative phases of the laser. The op-
timal conditions is obtained varying of 2pi/3 the phases of the lasers
in clockwise direction.
Here, g0 is the bare optomechanical coupling constant, while
ω0 and Ω are the resonance frequencies of the optical and me-
chanical modes, respectively. The operator bˆi annihilates a
phonon on site i = (i1, i2, is), where i1, i2 ∈ Z identifies the
unit cell and is = A,B,C the sublattice. Likewise, aˆi,σ are the
annihilation operators for anticlockwise (σ = +1) and clock-
wise (σ = −1) photons. Decay of the optical and mechanical
modes with the rates κ and γ, respectively, is described by
the standard input–output formalism30. Throughout this pa-
per, we will consider ~ = 1 for convenience.
In our setup, pairs of resonators are coupled evanescently
via waveguide couplers, Fig. 1(a). A photon propagating
back and forth between two neighboring resonators through
the coupler maintains its chirality σ. Moreover, on each leg
of the round trip, it follows a different branch of the coupler
[Fig. 1(a)]. The length of the couplers is such that light of
frequency ∼ ωi interferes destructively inside them and they
thus mediate a coherent nearest-neighbor interaction Hˆij. This
leads to the Hamiltonian Hˆ =
∑
i Hˆi +
∑
〈i,j〉 Hˆij, where 〈i, j〉
indicates nearest neighbors. Asymmetric couplers give rise to
a spin–orbit-type interaction, Hˆij =
∑
σ Hˆij,σ , where
Hˆij,σ = −Jij
(
eiσφij aˆ†i,σ aˆj,σ + e
−iσφij aˆi,σ aˆ†j,σ
)
. (2)
Here, Jij is the hopping rate. For symmetry reasons, we con-
sider Jij ≡ J. The complex phase φij is proportional to the
length difference between the two branches of the coupler
connecting resonators i and j; a full derivation may be found
in Ref.23. We note that φij = −φji, such that Hˆij = Hˆji. More-
over, a difference in length between the internal and the exter-
nal branches leads to a complex phase φij = σΦ/3, where σ
is the chirality of the photon. After an anticlockwise circuit
around a triangular plaquette, a photon picks up a phase σΦ.
III. DRIVING A FINITE SIZE ARRAY
In our numerical studies, we consider a hexagonally shaped
array with each side formed by 10 resonators. To keep our ar-
guments general, we will, however, consider an array with a
total of N sites. We drive the system optically through waveg-
uides coupled evanescently to the resonators at the edge of the
hexagonal array [Fig. 1(c)]. Such a driving field is described
by the Hamiltonian term
Hˆdr = i
√
κ
∑
i ∈ edge
( fie−iωL t aˆ†i,+1 − f ∗i eiωL t aˆi,+1). (3)
This driving field is chosen to have the same magnitude all
around the edge. Pairs of opposite edges are driven at the
same phase, while a phase difference of 2pi/3 is applied be-
tween pairs of adjacent edges, increasing in the clockwise ori-
entation. In the interior of the lattice, as shown in Fig. 1(c),
this yields optical fields with magnitudes |αi | that depend only
weakly on the site index i and whose phases are 0 on sublat-
tice A, 2pi/3 on sublattice B, and 4pi/3 on sublattice C. As a
figure of merit for the quality of our solution, we define
F =
(∑
i
|αi |
)/ (
N max
i
{|αi |}
)
, (4)
which ranges from F = 1/N for a situation where only one
node has αi , 0, to F = 1 when all the nodes have the same
|αi |.
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FIG. 4. (Color online) Band structure and the edge state. (a) Bogoliubov–de Gennes particle–hole energies of the bulk Hamiltonian, Eq. (5),
with quasi-momentum varying around the irreducible Brillouin zone of the kagome lattice, passing through the symmetry points Γ, K, and M.
The color indicates the nature of the corresponding state, ranging from fully optical (blue) to fully mechanical (red). (b) Dispersion relation
of the infinite strip in the mechanical band. We find a state in the region labeled ∆E0 where, in the periodic case, there was a band gap. The
energy G2/Ω is indicated to set the scale. (c) The state found in panel (b) is mechanical and confined to the edge of the finite array. Here,
G ∼ 0.005J, Ω = 2J, and ∆E0 ∼ 2 × 10−6J.
To guarantee the stability of the dynamics, the array is red
detuned and the analysis of F has been restricted to values
ωl < ω0, where ω0 is the lowest eigenvalue of the system.
Simulations show that it exists an optimal laser frequency ωl
that maximizes the parameter F. We find the optimal value of
∆ = ωl −ω0 depends on the size of the hexagonal array, and it
decreases with bigger arrays, suggesting that for an infinite ar-
ray the optimal detuning is at the lowest eigenstate frequency;
see Fig. 2(c). Although the optimal detuning ∆ always exists,
we find that the flatness F is reduced for increasing size. This
prevents us from applying this technique on large arrays, but it
is worth noticing that current technology only allows a small
number of microresonators in optomechanical arrays18.
Changing the relative phases among the driving field leads
to an even better value for F. We found the optimal configu-
ration built such that driving field of opposite sides have the
same phases and the relative phases as shown in Fig. 3. In the
work reported here, we have F ≥ 0.9.
IV. TIME-REVERSAL SYMMETRY BREAKING
Chern insulators are two-dimensional materials marked by
the presence of states localized at the edges. These states are
topologically protected, meaning that their existence is guar-
anteed even if the system is subject to strong disorder as long
as the topology of the bulk Hamiltonian is preserved. This
means that the band structure can be modified by the disorder
as long as it does not open nor close the band gap. When this
happens, the system undergoes a topological phase transition.
A precondition to create a Chern insulator is to break time-
reversal symmetry. In our system, this is achieved by driving
the array to a steady state with a large number of chirality-
polarized circulating photons; implementation details for a
finite-size array are discussed below. For concreteness, we
consider the case where the circulating photons have anti-
clockwise chirality (αi ≡ 〈aˆi,σ=1〉st  1, 〈aˆi,σ=−1〉st ≈ 0). In
this regime, the clockwise photon modes are decoupled from
the dynamics, since the optomechanical interaction is negli-
gible at the single-photon level. A standard derivation1 leads
to a linearized Hamiltonian for the remaining degrees of free-
dom: Hˆ =
∑
i Hˆi +
∑
〈i,j〉 Hˆij,1, where Hˆij,1 is given by Eq. (2)
and
Hˆi = −∆iaˆ†i,+1aˆi,+1 +Ωbˆ†i bˆi + (Giaˆ†i,+1 +G∗i aˆi,+1)(bˆ†i + bˆi). (5)
We note that this Hamiltonian is defined in a frame rotating
with the laser frequency ωL , and the fields aˆi,+1 and bˆi now
refer to deviations from their steady-state mean values αi =
〈aˆi,+1〉st and βi = 〈bˆi〉st. We have also defined the detuning
∆ = ωL − ω0 and the optomechanical coupling Gi = αig0.
We note that Gi may be complex since the phase of the
light field may differ between sites. In the presence of a di-
rect mechanical hopping term, this nontrivial pattern of phases
in the optomechanical coupling can by itself break the time-
reversal symmetry even in the absence of photonic spin–orbit
coupling19. However, in our system, this can be achieved only
with a photonic spin–orbit coupling (Φ , 0).
V. MECHANICAL EDGE STATES
A convenient means to understand the nature of the topo-
logical states borne by the system is to move to reciprocal
space. To do this, we must cast the problem into a transla-
tionally invariant form. First, we assume that the parameters
of the lattice nodes, i.e., ∆i, Gi, etc., are all identical, and we
drop the index i; second, we add periodic boundary condi-
tions to the system. Equation (5) can then be written as a
function of the quasimomentum in the two directions, kx and
ky . Before continuing, let us remark that the Eq. (5) does
not preserve the total number of excitations
∑
i(aˆ†i aˆi + bˆ†i bˆi).
We therefore need to apply the Bogoliubov–de Gennes (BdG)
formalism, where we consider a particle–hole description of
the system. It is possible to use the bosonic Bogoliubov–de
Gennes transformation on Hamiltonian (5) to find the eigen-
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FIG. 5. (Color online) Topological transport. (a) Magnitude of the
internal field on the borders of the lattice when phonons are injected
from the site labeled O in panel (d); the labels A and B also refer
to panel (d). The field diminishes greatly at the sinks, represented
by the gray areas around points B and E. (b) Ratio between the me-
chanical output fields at points B and E, as a function of increasing
mechanical disorder. For values of the variance of the disorder until
about 0.2∆E0, the edge state and transport are not affected greatly.
For increasing disorder, we find a phase transition and the ratio be-
tween the two output fields rapidly climbs to around 1; there is no
longer a preferred direction of transport. Each point in this plot is
an average of 300 realizations, with the shaded region indicating the
range of values obtained. (c) Similar to panel (b) but as a function
of increasing optical scattering. The edge state has a mostly mechan-
ical character and is thus not greatly affected by the optical disor-
der until it increases to ∼ ∆E0. Upon increasing disorder further to
∼ 103∆E0, the system undergoes a topological phase transition and
the directionality of the transport is lost. (d)–(f) Realizations of the
internal field where the variance of the mechanical disorder equals 0,
0.1∆E0, and 0.5∆E0. Only in the latter figure the disorder is large
enough to change the topological properties of the system.
values of the system. For simplicity, we convert the vector
index i to a scalar i = 1, . . . , N . Denote by cˆ the vector of
the operators cˆ = (aˆ1, . . . , aˆN, bˆ1, . . . , bˆN ), which allows us to
write
Hˆ =
(
cˆ†, cˆ
)
HBdG
(
cˆ
cˆ†
)
, (6)
where HBdG is a square matrix. In this picture, the temporal
evolution of the operators can be written in the form
d
dt
(
cˆ
cˆ†
)
= σzHBdG
(
cˆ
cˆ†
)
, (7)
with σz being a diagonal 4N × 4N matrix with elements on
the diagonal equal 1 for the first 2N entries and −1 for the
last 2N . The eigenvalues of the matrix σzHBdG give the en-
ergies in the particle-hole description of the system31. In
Fig. 4(a) we show the dispersion relations in the BdG picture,
showing the high-symmetry points which form the corners of
the first irreducible Brillouin zone, Γ = (kx = 0, ky = 0),
K = (2pi/3, 2pi/3), and M = (pi, 0).
We set the mechanical frequency to coincide with an optical
band. This choice leads to a repulsion between the optical and
mechanical energy levels, creating a mechanical band whose
size is of the order of G2/Ω. Inside this mechanical band, the
optical features of the system induce a band gap. The emer-
gence of edge states requires reducing the system to an infinite
strip, i.e., where the periodic boundary conditions are applied
in one direction only. As illustrated in Fig. 4(b), we subse-
quently find a mechanical edge state in the mechanical band
gap. Restoring the finite size of our system, the resulting me-
chanical edge state is as shown in Fig. 4(c). The fact that
this edge state appears only when we lift the boundary condi-
tions is typical of Chern insulators. Despite the fact that this
edge state is entirely mechanical in nature, it is induced in the
mechanical oscillators indirectly through the optomechanical
interaction and optical coupling between the nodes; there is
no direct mechanical coupling between the microtoroids.
VI. TOPOLOGICALLY PROTECTED TRANSPORT
We now turn our attention to the transport properties of
the system. To do this we calculate the correlation between
a phonon injected into site j at time 0 transmitted to site i at
time t. The Kubo formula GMM(t, i, j) = 〈
[
bˆi(t), bˆ†j (0)
]〉 yields
the transmission
TMM(t, i, j) = |GMM(t, i, j)|2. (8)
The BdG description yields directly the matrices G(t) and
T (t), which describe the correlations and transmission proba-
bilities between all the creation and annihilation operators for
all pairs of sites i and j; i.e., the phonon–phonon elements of
G(t) are GMM(t, i, j), etc., and similarly for T (t). It is con-
venient for our purposes to write G(t) in frequency space,
G(ω) =
∫
dteiωtG(t). We use this formula to calculate the
internal field of a perturbation propagating inside the array.
Our starting point is a lattice of identical sites. To this we
add two extended mechanical sinks centered around corners
B and E of the hexagon, as shown in Figs. 5(d)-5(f). To
avoid perturbing the edge state, these sinks were introduced
through a smooth additional mechanical decay rate γext,i. The
topological protection of the edge state means that if the func-
tion used were not smooth enough the edge state would sim-
ply avoid the source. In our case, we use the Fermi function
γext,i = 2γext,max
/ [
ed(i,j)/D + 1
]
, where i is the site in ques-
tion, j is the site around which the sink is centered, i.e., the
site at corner B or E in Fig. 5, d(i, j) is the distance between
the two sites, and D sets the size of the sink. This decay rate
changes smoothly from γext,max at the center of the sink to zero
when d(i, j)  D. In Figs. 5(a) and 5(d)–5(f) we shade the
two regions for which d(i, j) < D in gray.
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FIG. 6. (a) The spectral density of a site on the edge in correspondence of the band gap ∆E delimited by the red lines and calculated with the
values found in Ref.32. The peak highlighted by the dotted line denotes an edge state whose transport behavior is shown in panels (b) and (c).
In the following, we shall be concerned only with transport
of phonons through the system. We drive the mechanical sys-
tem at position O with a frequency resonant with the edge state
identified in Fig. 4. As illustrated clearly in Figs. 5(a) and
5(d), the mechanical excitation travels along the edge state
in the anti-clockwise direction. The transmission amplitude
decreases slightly along the way because of the intrinsic op-
tical and mechanical losses. Eventually, the excitation enters
the region of the sink centered around corner B, whereupon it
suddenly decreases in amplitude. The absorption of the sink
is not perfect, and some of the mechanical excitation reaches
the second sink, centered around corner E. The rapid increase
in Fig. 5(a) at corner F is due to the limited, but finite, propa-
gation of the mechanical excitation in the “wrong,” clockwise,
orientation.
In Fig. 5(a), the slope of the curve is not zero away from the
sinks. As mentioned earlier, this is due to the optical and me-
chanical losses inherent in the system, in conjunction with the
finite velocity of the edge state. We verified this by comparing
the observed slope Γobs, which is the same throughout the plot
away from the shaded regions, to Γdir, derived directly from
the band structure. To calculate Γdir = Γ/v we divided the
decay rate Γ of the spectrum of the system, obtained from the
Lorentzian curve found at the frequency in question, by the
velocity v of the edge state. This is calculated from the slope
of the edge state at this frequency, and is derived from the dis-
persion relation shown in Fig. 4(b). We verified throughout
this paper that Γobs = Γdir.
One of the most technologically important features of edge
states of a Chern insulator is that they minimize the effects of
back scattering. Whereas in ordinary conductors a wave that
travels in one direction will be reflected off of a discontinuity,
Chern insulators are immune to such scattering as long as the
discontinuity leaves unchanged the topology of the dispersion
relation. To verify this statement and illustrate its implications
in our system, we inserted mechanical disorder in the system.
This is described by a modification of the on-site Hamiltonian,
Hˆi → Hˆi + δΩi bˆ†i bˆi, (9)
where δΩi is drawn from a zero-mean Gaussian distribution
with variance σΩ. As we will show, the nature of the edge
state and transport remain relatively unaffected for small σΩ,
until the disorder is large enough to close the band gap.
To quantify the level of robustness against disorder, we use
the ratio between the absolute values of the output mechanical
fields from the sinks centered at B and E. In turn, this is cal-
culated using the input–output relation bˆ(out)i = bˆ
(in)
i −
√
γext,ibˆi
for the mechanical fields; the relevant quantity is TB/E =
|bˆ(out)B |2
/ |bˆ(out)E |2. In Fig. 5(b), we illustrate this quantity as a
function of increasing variance of the disorder. To ease inter-
pretation, we scale the disorder by the scale of the band gap,
∆E0. We can see that for σΩ up to ∼ 0.2∆E0 the disorder af-
fects neither the direction of propagation of the edge state, as
shown in Fig. 5(b), nor the nature of the edge state, as can be
seen by comparing Fig. 5(e) to Fig. 5(d). For larger values of
the disorder, we encounter a phase transition where the slope
of the curve in Fig. 5(b) suddenly changes. This indicates a
breakdown of topologically protected transport in the system
and coincides with the edge state losing its nature entirely, cf.
Fig. 5(f).
The two chiral optical modes can interact through scatter-
ing. This results in additional terms in the Hamiltonian,
Hˆi → Hˆi + εi
(
aˆ†i,+1aˆi,−1 + aˆi,+1aˆ
†
i,−1
)
, (10)
where εi is a random variable drawn from a zero-mean Gaus-
sian distribution with variance σε . As we did for the mechan-
ical disorder, we show in Fig. 5(c) the ratio TB/E as a func-
tion of σε . The system keeps its topological properties until
σε ∼ ∆E0, beyond which it again undergoes a topological
phase transition where the transport loses its directionality.
VII. DECAY RATE OF THE EDGE STATE AND
EXPERIMENTAL REALIZATION
In order to calculate the decay rate that affects the edge
state, we analyze the spectral density matrix S(ω) of the sys-
tem whose component are defined as
Si j(ω) =
∫
dteiωt 〈Fi(t)Fj(0)〉, (11)
where Fi ∼ g(ai+a†i ) is the linearized radiation pressure force
acting on the site i. A simple calculation allows us to express
S(ω) in terms of the Green’s function G(ω)
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FIG. 7. Comparison between the mechanical band gap and the edge-
state decay rate calculated from the power spectrum analysis, varying
the optical hopping J/Ω. Here g/Ω = 0.025, κ/Ω = 0.009, γ/Ω =
5×10−6. The numbers are chosen in order to be coherent with Ref.32.
The calculations in this work refer to a situation with J/Ω = 1/2.
Si j(ω) ∼
∑
kl
G†
ik
Gl j, (12)
The resulting power spectrum is obtained looking at the diag-
onal elements of S. For a site i belonging to the edge of the
array, the function Sii(ω) shows peaks in correspondence of
the edge states; see Fig. 6, panel (a). The peaks can be fitted
with a Lorentzian curve whose width is the decay rate Γ.
To better link our analysis to current experimental capabili-
ties, we calculated the mechanical band gap ∆E and the decay
rate Γ with the parameters taken from Ref.32 that regards a
system composed by a single optomechanical microtoroid. To
allow the comparison, we set the mechanical frequency Ω = 2
as in the main text and we kept unchanged the proportionality
among the other values. The resulting frequencies are then
in accordance with values sourced from the literature. We
then extended the system to an array of such microresonators
and introduced the optical hopping strength J and performed
the power spectrum analysis. Whenever the decay rate Γ is
smaller than the band gap, the transmission becomes possible.
Figure 7 shows that in a range of J between 0.15 and 1 the
condition Γ < ∆E is satisfied. We notice that at the value
J/Ω = 1/2 the ratio J/∆E ∼ 3 × 10−2.Figures 6(b) and 6(c)
show the transport of the edge state for the experimental val-
ues of Ref.32 in the case of zero disorder. The results are in
agreement with what we found in our numerical analysis of
the previous section.
VIII. CONCLUSIONS
We have described a system consisting of optomechanical
microtoroids arranged in a kagome lattice. Optical coupling
between the toroids gives rise to an effective spin–orbit in-
teraction for the photons in the array. Through the optome-
chanical interaction and a judicious choice of the optical driv-
ing field, this gives rise to topologically protected mechanical
edge states which are protected against fabrication and other
disorder. Furthermore, we investigate the realizability of our
model with experimentally suitable parameters. Our proposal
can be realized using available technology and may be useful
for phonon-based information storage and signal processing.
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