In populations consisting of individuals of two types competing for the same resources, the following natural question arises does being more efficient (for instance needing less resources to reproduce) provides a selective advantage or disadvantage? To answer this question, we propose a Wright-Fisher model where the population size varies randomly and depends on the number of efficient individuals. We show that the frequency of efficient individuals converges to a stochastic differential equation that generalises the Wright-Fisher diffusion with selection as the number of resources increases. This diffusion has a unique moment dual, that we call the vertex counting process of the efficiency ancestral graph. It turns out that such dual process is a branching process with interactions which were introduced recently by González Casanova et al. [5] . The asymptotic behaviour of such branching process with interactions provides interesting asymptotic results for our model via the aforementioned moment duality relationship. In particular, our results provide the novel inside that loss of efficiency in evolving populations can arise as a promoter of selective advantage and not necessary as a trade off.
Introduction and main results.
Macroscopic and microscopic organisms always compete for resources, we might think for instance on food or space. Many of these organisms have different consumption behaviours, indeed some of them need a lot of resources to survive and reproduce while some others need way less. Therefore, it is very natural to ask, how do these differences are selected? or how do efficiency and cost shape the evolution of competing populations? In this paper, we propose an extension of the so-called Wright-Fisher model (Fisher [4] and Wright [20] ) that considers that different types of individuals can have a different cost. That is to say, we propose a strong coupling between the population size and the frequency of individuals of a given type.
Population genetics models with varying population size, opposite to the classical Wright-Fisher model where the population size is fixed, had been studied before and are prevalent in the recent literature. Such models can be thought as mixture of two big families of stochastic processes that had been applied to population dynamics: Wright-Fisher type models and branching processes. For instance, a population genetic model whose population size fluctuates stochastically was considered by Kaj and Krone [11] ; and Lambert [14] considered the so-called logistic branching process where individuals reproduce independently of each other but are subject to competition pressure and under some hypothesis, on the offspring distribution, it keeps the population finite but fluctuating randomly. Another remarkable example of such models is the one proposed by Parsons, Quince and Plotkin [19] , which neatly shows that demographic stochasticity affects important quantities, such as the expected time to fixation.
In the model here considered, the population size is not fixed. However, our approach is quite different from the previously discussed manuscripts since in our model the population size is not independent from the genetic profile of the population but rather is a consequence of the consumption behaviour of individuals in the population. To be more precise, imagine a situation where strains of bacteria compete for the same source of limited nutrients. For instance, we might think on the long term experiment with escherichia coli, the so-called Lenski's experiment in honor of its founder (see Lenski [16] and Lenski and Travisano [17] for an overview of the experiment and González Casanova et al. [6] for a mathematical model). In that context, there are some traits that obviously will give selective advantage to the individuals carrying them. For instance, a mutant that reproduces faster than the base population will certainly have a selective advantage. However, there are some traits which a priori could be advantageous or not, such is the case of consuming less resources than the individuals of the base population. If a mutant is capable to reproduce using less resources we might think that it has a selective advantage, as in principle it can have a bigger progeny. Nonetheless, being more efficient is also an altruistic strategy since untapped resources can also be used by the base population (which did not necessarilly become more efficient). On the other hand, we can also think that being not efficient is an advantageous strategy, as consuming as much resources as posible would make less resources available for the base population to reproduce. Surprisingly, in the Lenski experiment, bacterial cells, after competing for a couple of thousand generations, became bigger, suggesting that consuming more resources provides a selective advantage (see [17] for further details). To understand the underlying mechanisms that leads to this phenomenon, our aim is to expand the scope of classical population genetic models by including the amount of resources needed for reproduction as a new parameter.
It is not surprising that being efficient may provide a selective advantage since efficient individuals can reproduce even when resources are escarce. However, our model revels an unexpected face of inefficiency. It turns out that a population that has selective advantage and uses a lot of resourses to reproduce, will be more likely to go to fixation than a more efficient population with the same selective advantage (see figures 2 and 4).
Here, we are interested in describing the effect of being efficient or inefficient by means of a WrightFisher model with frequency dependent population size. The model is a slight modification of the classic Wright-Fisher model in the sense that individuals still choose their parents independently and uniformly at random from the previous generation but here it is not assumed that there is a fixed number of individuals per generation rather we assume that there are N fixed units of resources at each generation. More precisely, we consider two types of individuals: the inefficient, that requires one unit of nutrients to be created and the efficient, that requires 1−κ units of nutrients, for some κ ∈ [0, 1]. Given that the frequency of efficient individuals in generation n − 1, for n ∈ Z, is x ∈ [0, 1], the first individual in generation n will be efficient with probability x and inefficient otherwise, in other words, it choses its parent uniformly from the previous generation. Depending on its type, the new individual consumes either 1 or 1 − κ units of nutrients, implying that N − 1 or N − 1 + κ units of nutrients are left for the remaining individuals. The second individual chose its type independently using the same procedure, and then the third and so on. We consider two rules to stop this procedure and each rule leads to slightly different limit behaviours. In the first scenario, we assume that the reproduction is stopped as soon as the number of consumed resources is bigger than N . In the second case, the reproduction is also stopped as soon as the number of consumed recurses is bigger than N but with the difference that the last individual is not created if there are less resources available than necessary to produce it. In both models, we also consider the neutral and the selective advantage parental selection cases. That is to say that we consider the cases where each individual choses its parent uniformly at random from the previous generation, in the former case, or with a specific probability weights, in the latter case.
It is important to note that since individuals of different type have different costs, the rule that a generation is completed when there are no more resources induces that the population size varies randomly, as opposed to the classical Wright-Fisher model where the population size is fixed. Formally, we describe the Wright-Fisher models with efficiency as follows. Definition 1. Let N ∈ N and x, κ, s ∈ [0, 1], where N is the fix amount of resources in each generation, x is the starting asymptotic frequency of efficient individuals, κ denotes the efficiency parameter and s is the selective disadvantage parameter of inefficient individuals. An individual is a vertex v = (n, i), where n ∈ N := N ∪ {0} and i ∈ N which has type t(v) ∈ {0, 1}. Generation n ∈ N is the set of individuals with first coordinate n. At generation zero the population consists of individuals {(0, i) : i = 1, 2, ..., N x }, where N x is defined as N x = (1 − κx) −1 N, which is the solution of
The vertices of the set {(0, i) : i = 1, 2, ..., xN x } are assigned type 0 (efficient) and the vertices {(0, i) : i = xN x + 1, ..., N x } have type 1 (inefficient). Let M n be the total number of individuals at the n-th generation and let
be the frequency of efficient individuals at the n-th generation and the cost of producing the first i individuals at generation n + 1, respectively. Individuals in generation n + 1 are constructed recursively by the following rules, if C (n+1,i) < N , either N) the individual (or vertex) (n + 1, i + 1) is produced and choses its parent uniformly at random from the previous generation or S) the individual (or vertex) (n + 1, i + 1) is produced and choses the individual (n, j) as its parent with probability
, and copies the type of its parent (for instance, in the neutral case (N) it will be of type 0 with probability
In other words, no more individuals are created.
M2)
M n+1 = i − 1 and the individual (n + 1, i) is discarded. In other words, the attempt of producing individual (n + 1, i) consumes all the remaining resources but the resources are insufficient to produce individual (n + 1, i).
We call Wright-Fisher model with efficiency to the model defined under assumption (M1) and, depending the parental selection rule, we add the adjective neutral (N) or with selection (S). The model (M2) is called as Wright-Fisher model with efficiency and exclusion since the last individual can be excluded depending on its type.
As we see below in the Wright-Fisher model with efficiency, i.e. the model under assumption (M1), with neutral (N) or with selective (S) parental rule, the frequency of non efficient individuals in the evolutionary scale is well approximated by a diffusion whose dynamics are described by the unique strong solution of a stochastic differential equation (SDE for short). More precisely, we have the following result. 2) and initial condition X 0 = x.
The term (1 − κX t ) is the main contribution of efficiency and only appears in the diffusive term of (1.2). Indeed, if κ = 0 the classic Wright Fisher diffusion with selection is recovered. We will see that under assumption (M2), the infinitesimal expectation of the diffusion is also affected by the difference of costs of the two subpopulations. Roughly speaking, the extra factor in the infinitesimal variance appears since the effective population size in this model depends on the frequency of efficient individuals. In other words, if there are a lot of efficient individuals the population size will be close to (1 − κ) −1 N , while if most of the individuals are inefficient the population size will be similar to N . We call the unique strong solution of the SDE (1.2) as the Wright-Fisher diffusion with effiiency. In particular, the diffusion X models the frequency of efficient individuals with neutral (α = 0) or with selective disadvantage (α > 0). The parameter α measures, in some sense, the intensity of the selective disadvantage of the efficient individuals.
An interesting question that we might ask about the path behaviour of X is related to fixation of efficient individuals, that is to say, if the diffusion X can reach the boundary point 1 at finite or infinite time. As we see below, when κ ∈ [0, 1), the boundary 1 is reached at finite time. This is not the case when κ = 1, suggesting that the path behaviour of X may differ in this particular case.
Before we state our next result, let us recall the notion of accesible points for diffusions. Recall that a boundary point, in our case 0 or 1, is accessible for the diffusion X if is reachable in finite time from within (0, 1). Proposition 1. Let X = (X t , t ≥ 0) be the unique strong solution of (1.2), thus the following statements holds. i) For α ≥ 0 and κ < 1, the boundary points 0 and 1 are accesible.
ii) For κ = 1 and α ≥ 0, the boundary 1 is not accesible for X and the boundary 0 is accesible.
It is important to note that even if the boundary 1 is not accessible, it is still possible that the diffusion X take the value 1, in the limit. In other words, the efficient individuals might still "go to fixation" after an infinite time even if they never reach the boundary 1 at fixed time.
On the other hand, observe that the diffusion associated with the neutral Wright-Fisher diffusion with efficiency (i.e. when α = 0) is a martingale implying that there is no immediate advantage or disadvantage in being more efficient. Surprisingly, when efficiency is combined with selection (i.e. when α > 0) there is disadvantage in being efficient. In other words, if we replace assumption (N) by (S), this allow us to study the interplay between efficiency and selection via the probability of fixation.
It turns out that a mutant population that becomes inefficient (i.e. the population described by the process (1 − X t , t ≥ 0)) and has selective advantage (i.e. α > 0), at the same time, will have much more advantage. That is to say that for fix starting point x and a fixed α, the probability of fixation of the efficient type with selective disadvantage is a decreasing function of κ. We recall that the probability of fixation of the efficient type is given by the probability that the diffusion X is absorbed at the boundary 1 and implicitly the probability of fixation for the inefficient type is at the boundary 0. For some choice of parameters, this phenomenon is so radical that the inefficient population with selective advantage will go to fixation almost surely, as we will see later. To be more precise, recall that the time to absorption either to 0 or 1 for the diffusion X is defined as follows
For κ = 0, i.e. when there is no efficiency, it is well known (see for instance Lemma 5.7 in Etheridge [1] ) that the probability of fixation of the individuals with selective disadvantage is given by
where {Fix.} denotes the event of fixation for the efficient type and P x denotes the law of X starting from x ∈ (0, 1). When κ ∈ (0, 1), the probability of fixation of the efficient individuals with selective disadvantage can also be computed explicitly as it is stated below.
Corollary 1. For κ ∈ (0, 1), the probability of fixation of the efficient individuals with selective disadvantage is given by
where C κ,α is such that
It is important to note that when κ = 1 and α ≥ 1/2, the probability of fixation of the efficient individuals is not well-defined. Indeed, the constant C κ,α in both cases (α = 1/2 and α > 1/2) is not finite when κ equals 1.
Another interesting feature of efficiency appears in the expected time to fixation which can be determined explicitly when α = 0. Such result is relevant from the biological point of view since it shows the effect of efficiency to the neutral Wright-Fisher diffusion, in the sense that the expected time to fixation depends strongly on the efficiency parameter κ. Moreover, in this particular case we can also observe that the Wright-Fisher diffusion with efficiency also experience a dramatic change on its path behaviour when κ = 1. Proposition 2. Let X = (X t , t ≥ 0) be the unique strong solution of (1.2) and recall that T 0,1 denotes its first hitting time to the boundaries 0 or 1. Then i) if κ < 1 and α = 0, the expected time to fixation is given by
It is important to note that the expected time to fixation given in (1.3) , is an increasing function of κ which diverges as κ goes to one. The first term of the right hand side of (1.3) is related to absorption at the boundary {1} and is unbounded as a function of κ. On the other hand, as κ goes to one the .3), which are related to absorption in the zero boundary, converges to a finite value for all starting point x ∈ [0, 1). Indeed,
We also point out that the case κ = 1 and α ≥ 1/2 seems to be not so easy to deduce using the classical theory of diffusions. Instead of continuing to use the classical theory of diffusions for describing the path behaviour of the Wright-Fisher diffusion with efficiency, whose computations seems to be more involved, we use its moment dual which seems to be much simpler and more effective in the case κ = 1. We remark that the case κ < 1 can also be deduced using the moment duality. Surprisingly when we include efficiency to the Wright-Fisher model, its associated scaling limit still has a notion of ancestry, at least in the sense of moment duality. Indeed, the Ancestral Selection/Efficiency Graph that we introduce below describes the genealogical structure associated with the Wright-Fisher model with efficiency. Such genealogical structure is inspired by the Ancestral Selection Graph introduced by Krone and Neuhauser (see [12, 13] ). Definition 2. Let n ∈ N and κ ∈ [0, 1] be fixed. The random marked directed graph G x T , with parameters T > 0 and x ∈ [0, 1], that we call as the Ancestral Selection/Efficiency Graph (ASEG for short), is constructed as follows: we start with n active vertices and no edges and let Z t denotes the number of active vertices at time t, then i) (Coalescence event) at rate Z t (Z t − 1) a pair of uniformly chosen active vertices become inactive and produce a new vertex which is connected to each of them, ii) (Cooperation event) at rate κZ t (Z t − 1) an uniformly chosen active vertex becomes inactive and produces two new active vertices which are connected to it, iii) (Branching event) at rate αZ t an uniformly chosen active vertex becomes inactive and produces two new active vertices which are connected to it, iv) (Colouring the tips) at time T > 0, this procedure is stopped and each active vertex gets a type which is 0 (efficient) with probability x and otherwise 1 (inefficient), v) (Colouring the inner vertex) finally, each vertex is of type 0 if and only if there is no directed path from it to any vertex of type 1. From the previous definition, we can observe that the process Z = (Z t , t ≥ 0), the vertex counting process of the Ancestral Selection/Eficiency Graph, turns out to be a branching process with interactions, with parameters (α, 1, κ), in the sense of González Casanova et al. [5] . The process Z is characterised by the following transition rates Z goes from n to n + 1 with rate nα + κn(n − 1), n − 1, with rate n(n − 1).
(1.4)
When κ < 1 and α > 0, the states {1, 2, 3, . . .} are positive recurrent for Z and the state 0 is not accesible. When α = 0, the states {2, 3, . . .} are positive recurrent for Z and the state 0 is not accesible but the state {1} is now absorbing (see Proposition 1 in [5] ). The process Z is an interesting object by its own right. Indeed, the process Z in its general form, see González Casanova et al. [5] , is not just a useful tool to study populations with different consumption mechanisms but also its behaviour brings several interesting open questions about recurrence and conservativeness. The interest of the previous construction is that for every n ∈ N, x and T > 0 the probability that all vertices in G x T are of type {1} is the same as sampling n independent Bernoulli r.v.'s with parameter X T , where X 0 = x and X is the unique strong solution to the SDE (1.2). This statement is formalised in the next Lemma whose proof can be found in González Casanova et al. [5] .
Lemma 1 (Theorem 2 in [5] ). The Wright-Fisher diffusion with efficiency X defined as the unique strong solution of (1.2) with α ≥ 0 and the vertex counting process of the ASEG, Z = (Z t , t ≥ 0) defined above, are moment duals, i.e. for all x ∈ [0, 1], n ∈ N and t > 0 5) where E x and E n denote the expectations associated to the laws of X and Z starting from x and n, respectively.
The AEG has a serious disadvantage compared to the ancestral selection graph (ASG for short), in the sense that it is not so clear how to produce a Moran type model with coloured arrows that in one direction approximates the solution of the SDE (1.2) and in the other direction contains the ASG. This is an interesting research topic that will be treated in the near future.
We also observe that Z is not monotone as opposed to the counting block process of Kingman's coalescent which is always monotone decreasing. It has positive jumps of size one which resembles the behaviour of the vertex counting process of the ASG. This positive jumps together with the colouring rule of the ASEG favors inefficient individuals over efficient individuals. When α = 0, it is rather surprising that although for every t > 0, E x [X t ] = x, which can be immediately seen from the fact that X is a martingale, there seems to be some selection favouring inefficient individuals when one considers a sample of size at least two.
This apparent paradox has the following nice interpretation. If the process X starts at x ∈ (0, 1), it will eventually get absorbed in the state 1 or in the state 0. The first scenario happens with probability x and the second with probability 1 − x. However, the process will go faster to 0 than to the state 1 since the term (1 − κx) slows the process much more when x is close to 1 than when its closer to zero. This explains why, for small times, it is more likely to sample inefficient individual but this apparent advantage vanishes for large times since the process X will have enough time to reach one of the two absorbing states.
The moment duality allow us to describe the limiting behaviour of X and the distribution of the r.v. X ∞ := lim t→∞ X t , when κ = 1.
Theorem 2. The Wright-Fisher diffusion with efficiency X converges almost surely to zero if κ = 1 and α > 1/2. Moreover if κ = 1 and α ∈ [0, 1/2), then X ∞ is a Bernoulli distribution given by
We can state the above result, in terms of the block counting process of the ASEG. We point out that the critical case (i.e κ = 1) for the process Z can be determined completely but this is not the case for its moment dual X as we can see in our result above. In other words, we can show that in the critical regime the process Z is recurrent for α ∈ [0, 1/2], but it seems not so easy to determine whether is positive or null recurrent in the particular case when α = 1/2. Our conjeture is that in the critical regime with α = 1/2, the block counting process of the ASEG is null recurrent and thus X goes to zero almost surely. Theorem 2 . If κ = 1, the block counting process of ASEG Z is transient if and only if α ∈ (1/2, ∞). Moreover, it is positive recurrent if α ∈ [0, 1/2) in which case it has a unique stationary distribution µ which is characterised as follows
We conclude our exposition studying the scaling limits of the frequency of efficient individuals under assumption (M2), with neutral parental rule (N) and when the efficiency parameter κ is a rational number. The case with selection is very similar and just add an extra drift term in the limit, so we leave it to the interested reader. The assumption that κ is rational is interesting from the biological point of view, since if we assume that κ = a/b, the latter can be interpreted as a inefficient individuals can be created with the amount of resources needed to produce b efficient individuals. The case when κ is irrational seems to be more involved.
It is important to note that when κ = 1, the models with assumptions (M1) and (M2) are exactly the same, so we only focus on the case κ < 1 which is very interesting since assumption (M2) provides a selective advantage to efficient individuals. An explanation of this fact comes from the observation that creating new individuals is neutral (i.e. efficient or inefficient individuals are created with the same probability) up to the time when there is less than one unit of resources, after this time it is only possible to produce new individuals of the efficient type. In any case the initial condition is X 0 = x.
We point out that the diffusions obtained above can be interpreted as a random time-changed of some known diffusions. To be more precise, in all cases above we have
where the diffusion Y is the Wright-Fisher diffusion with selection, in the case (i), or Y is the WrightFisher diffusions with frequency dependent selection (see equation (1) of [7] ) in the cases (ii) and (iii). In other words, since the random time change is bounded and the diffusions Y are well known, all the boundary problems of the diffusions in Theorem 3 can be studied directly using such random time change. The remainder of this manuscript is devoted to the proofs.
Proofs
In order to prove Theorem 1, we first deduce the following Proposition which is crucial for determining the scaling limits of the neutral Wright-Fisher model with efficiency. In particular, it says that the total amount of individuals in a generation n + 1 is close to its expectation given the frequency of efficient individuals in generation n. 
Proof. Let {B i ; i ≥ 1} be a sequence of i.i.d. Bernoulli r.v.'s with parameter x. Note that for every a ∈ (−1/2, 0), we get
where in the third inequality we have used the identity (1.1), in the fourth line we have added and subtracted the term κxN x N a and used the definition of N x and finally in the fifth line we have added and subtracted the term κx N x (1 − N a ) . For the upper bound, a similar strategy can be used. Indeed, following the same steps as above we observe 
The case κ = 1, needs a different upper bound since N x is not bounded when x is close to 1. In other words, we use the following inequality to deduce
Therefore in both cases, from Tchevychev's inequality we obtain
Here we have used that 1 − 2(1 + a) < 0 since a ∈ (−1/2, 0). The proof of this Proposition now follows.
This result makes the computations easier for the scaling limit for the neutral Wright-Fisher model with efficiency. 
Since all the processes involved are Feller taking values on [0, 1] and the convergence of the generators is uniform by Proposition 3, then the result follows from Lemma 17.25 of [10] .
We now prove Proposition 1. In order to do so, we introduce the Wright-Fisher diffusion with selection parameter c ≥ 0 as the unique strong solution of
Proof of Proposition 1. We first deal with the case α ≥ 0 and κ ∈ (0, 1). In order to do so, we use a stochastic domination argument. Let us introduce the following diffusion
t , t ≥ 0) which is obtained as a random time change of a Wright-Fisher diffusion with selection parameter c ≥ 0, that is to say, for the clock
θt , for t ≥ 0 where θ t = inf{u : A u > t}, the right-continuous inverse of the clock A. Using (2.9), we observe that Y (c) satisfies the following SDE
Since, for every t ≥ 0, we have for every c ≥ 0. Finally, since for any fixed α > 0, we have that a.s.
and for α = 0, Y (0) ≡ X, we conclude that the boundaries {0, 1} are also accesible for X. where M and S denote the speed measure and the scale function associated to X (see for instance Chap. 8 in Ethier and Kurtz [2] ). In our case both functions can be computed explicitly. Indeed, the scale function is proportional to the identity and the speed measure satisfies
where c(x 0 ) is a constant that only depends on x 0 . Putting all pieces together, we deduce
(2.12)
The case α > 0 and κ = 1, follows directly from a stochastic domination with respect to the neutral Wright-Fisher diffusion with efficiency κ = 1 (α = 0) studied above.
Proof of Corollary 1. In order to deduce Corollary 1, we use Proposition 1 and observe that the scale function associated to the diffusion given by (1.2) satisfies for κ ∈ (0, 1) and 2α = κ,
where θ is an arbitrary positive number and K is a constant that depends on (κ, α, θ) which is positive or negative accordingly as 2α < κ or κ < 2α. If 2α = κ, then
with K positive. In other words, from the theory of diffusion and the fact that the boundaries {0, 1} are accesible, we get that the probability of fixation of the efficient individuals with selective disadvantage is given by
Proof of Proposition 2. We first deduce part (i), i.e. we compute the expected time to fixation for the case α = 0 and κ ∈ (0, 1). In order to do so, we use Green's function (see for instance Theorem 3.19 in Etheridge [1] ) i.e.
where the Green function G is such that
for x < y < 1,
implying that the expected time to fixation satisfies
For part (ii), i.e. when α > 0 and κ ∈ (0, 1), we observe that the Green function is such that for
where the S is the scale function is given by (2.14) when κ = 2α and by (2.15) when κ = 2α. In order to deduce that the Green function is integrable on [0, 1], it is enough to study its behaviour near the boundaries 0 and 1. Indeed, for y close to 1, we have
Moreover, when y is close to 0, we get
The previous discussion implies that the function y → G(x, y) is integrable in a neighbourhood of 0 and 1, which clearly implies that it is integrable on [0, 1]. Finally, for the case κ = 1 and α ∈ [0, 1/2), we observe that the scale function S is well-defined on [0, 1]. Proceeding similarly as before, we observe that the Green function, for y close to 0, it behaves as
and for x < y < 1, it satisfies
.
Since the function y → G(x, y) is not integrable in a neighbourhood of 1, we deduce that E x T 0,1 = ∞, as stated.
Proof of Theorem 2. First observe from the moment duality property (Lemma 1) that Z is transient implies that X goes to 0 a.s. Moreover if Z is positive recurrent then there must exist an invariant distribution µ which implies that
Therefore X ∞ must be a Bernoulli distribution. In order to prove our result, we show the statement in Theorem 2'. That is to say that Z is transient if and only if α > 1/2 and that Z is positive recurrent when α ∈ [0, 1/2) with invariant distribution µ satisfying
In order to deduce that Z is transient or recurrent, we study its jump chain here denoted by S = (S n , n ≥ 0) (see for instance 3.4.1 in Norris [18] ). Observe that its jump chain S is a birth and death Markov chain with transition probabilities given by
according to Theorem 3 of [9] (see also [15] ) we know that S is transient if and only if α > 1/2 which implies the first part of our claim. Finally, we prove that Z is positive recurrent when κ = 1 and α ∈ [0, 1/2). In order to do so, we use the Foster-Lyapunov criteria (see for instance Proposition 1.3 in Hairer [8] ) with the Lyapunov function f (n) = ln(n). Let us denote by Q for the generator of Z and observe that
where in the second equality we have used Taylor's expansion. That is to say
for all but finitely many values of n, and any ∈ (0, 1/2 − α). According to Foster-Lyapunov criteria Z is positive recurrent and there exist a unique invariant distribution here denoted by µ. The latter can be characterised by the fact that X ∞ is a Bernoulli distribution and (2.16), i.e.
The proof of our Theorem is complete.
For the sequel, we introduce M n (N ) = inf{i ∈ N : C (n,i) > N − 1} which denotes the number of individuals created before that efficient individuals are the only produced. Our next result is very useful for the sequel and in particular provides the limiting distribution of the number of resources that are still available after M n (N ) individuals have been produced 
where j, r ∈ {0, 1, ..., b − 1} . Since the state space is finite, the Markov chain (O (n)
i , i ≥ 0) has a stationary distribution, here denoted by U . In other words,
Since M n (N ) tends to infinity as N goes to infinity, we conclude that
= U and the proof is complete.
Finally, we prove our last result.
Proof of Theorem 3. We first deduce part (i). At the time when it is not longer possible to produce more inefficient individuals, there are two possible scenarios: either the remaining resources are less than 1 − κ and then it is not possible to produce more individuals of any type or the amount of resources left is in [1 − κ, 1), and then it is still possible to produce one more efficient individual. By Proposition 4, the probability of the second case is asymptotically κ, as N goes to ∞. Conditioning on the second event and given that the frequency of efficient individuals in the previous generation is x, a new efficient individual will be produced using the remaining resources with probability x. In other words, conditioning on the event that the remaining number of resources is in [1 − κ, 1), the number of new individuals produced is distributed as a Bernoulli distribution with parameter x. Let us denote by B such Bernoulli random variable with parameter x and observe that, as N increases, we have
where the third identity follows from the fact that the second term in the right-hand side of the second identity is equal to zero and the fact that any individual created after M 1 (N ) individuals must be of the efficient type. For the fourth identity, we note that
The asymptotic behaviour is clear since M 1 − M 1 (N ) = B and from Proposition 3 we deduce
Next, we observe that the drift and diffusive terms of the SDE (1.6) are Lipschitz and Hölder continuous, respectively. Thus classical results of SDEs with Hölder continuous coefficients provides that (1.6) has a unique strong solution (see for instance Theorem 2 in [5] ). On the other hand, it is clear that C 2 ([0, 1]) is a core of its infinitesimal generator, here denoted by A. Similar arguments to those used in the proof of Theorem 1 lead to the fact that the discrete generator of Y N N t satisfies
Again, since all the processes involved are Feller taking values on [0, 1] and the convergence of the generators is uniform, then the result follows from Lemma 17.25 of [10] . We now prove part (ii). Recall that N − C (n,M n ) takes values in D b and by Proposition 4 it is asymptotically uniform distributed in that set. Let {G i , 1 ≤ i ≤ b − 1} be a sequence of independent random variables, such that P(G i = j) = x j (1 − x) for all j ∈ {0, 1, ..., i − 1} and P(G i = i) = x i . In other words, G i is a geometric random variable truncated at i which is interpreted as the number of efficient individual produced when the amount of remaining resources is i/b. The later implies,
where the first three identities follows from similar arguments as those used in part (i). In the fourth identity, we use the definition of N x , and that E[G r ] = x(1 − x r )(1 − x) −1 . In order to deduce our result we proceed similarly as in part (i). That is to say, we note that the drift and diffusive terms of the SDE (1.7) are Lipschitz and Hölder continuous, respectively, implying that it has a unique strong solution (see for instance Theorem 2 in [5] ). The space C 2 ([0, 1]) is a core of its infinitesimal generator, that we denote by A, and use similar arguments as in part (i) to deduce that the discrete generator of Y N N t satisfies
Again, since all the processes involved are Feller taking values on [0, 1] and the convergence of the generators is uniform, then the result follows from Lemma 17.25 of [10] . Finally, we deduce part (iii). Recall that 1 − κ = a/b ∈ (0, 1/2) for some relative primes a, b ∈ N. We also recall that m = (1 − κ) −1 , c m = 1 − ma/b and c i = a/b for all i = 1, 2, ..., m − 1. Let {G i , 1 ≤ i ≤ m} be a sequence of independent random variables defined as in part (ii), i.e. G i is a geometric random variable truncated at i. The constants {c i , 1 ≤ i ≤ m} and the r.v.s {G i , 1 ≤ i ≤ m} have the following interpretation: once it is not longer possible to produce more inefficient individuals, if the amount of remaining resources lies in [ia/b, (i + 1)a/b) the amount of new individuals produced will be G i and the probability of such event is asymptotically c i . Similarly, if the amount of remaining resources is in [ma/b, 1] the amount of new individuals produced will be G m and the probability of such event is asymptotically c m (see also figure . ..) Thus, we proceed as before and deduce In order to finish the proof, we proceed similarly as in part (i) and (ii). That is to say, we note that the drift and diffusive terms of the SDE (1. 
Discussion
In this paper, we discuss the evolutionary consequences of efficiency by using a modification of the Wright-Fisher model where the population size varies randomly and depends on the frequency of efficient individuals. To be more precise, in our model the number of individuals in a given generation depend on the cost of being efficient and each individual (efficient or inefficient) choose uniformly its type from its parent. Not surprisingly, being more efficient can provide a selective advantage (see Theorem 3) . However, our model reveals that that inefficiency increases the probability of fixation in populations with selective advantage (see Figure 2) . To exemplify this phenomenon imagine the following situation. Let us assume that there are two mutant populations that reproduce at the same speed, say C and B, but with the difference that C consumes more resources than B. If both mutant populations are able to reproduce faster than the population A, then in independent experiments against A, C is more likely to go to fixation than B.
On the other hand, the frequency process of efficient individuals is well approximated (when the amount of resources is big) by a diffusion that generalises the Wright-Fisher diffusion by adding the term (1 − κX t ) to its infinitesimal variance. This is consequence of the fact that efficiency produces a couple between the population size (and thus the strength of the random genetic drift) and the frequency of individuals of each type.
Efficiency, in the presence of selection, generalises the celebrated Ancestral Selection Graph by adding a pairwise branching rate. This result comes from analytic manipulations, but still requires a transparent explanation (as those available in the case of the ASG via the Moran model with selection and the discreet ancestral selection graph). This is an interesting open topic of research, indeed the following question arises: how can we interprete the pairwise interaction events in a discrete model?
The main contribution of this paper is that efficiency, understood as the difference in reproduction costs, does not necessarily indicates the existence of a trade-off. On the contrary, inefficiency can be part of the advantage of an emerging trate. The consequences of this effect still have to be studied specially by means of experiments.
