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QUASI-PERIODIC SOLUTION OF QUASI-LINEAR FIFTH-ORDER
KDV EQUATION
YINGTE SUN AND XIAOPING YUAN
Abstract. In this paper, we prove the existence of quasi-periodic small-amplitude
solutions for quasi-linear Hamiltonian perturbation of the fifth-order KdV equation
on the torus in presence of a quasi-periodic forcing.
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1. Introduction and main result
The existence of quasi-periodic solution of Hamiltonian partial differential equations
(HPDEs) has been studied for a long time. The considered HPDEs are usually some
linear or nonlinear integrable equations with perturbations. According to the feature
of them, the perturbations can be classified into bounded and unbounded ones. The
HPDEs with bounded perturbations have been firstly studied by Kuksin,Wayne and
Bourgain in [14],[26] and [8]. In this direction there are too many references for us
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not to list them here. In the present paper, we focus on the HPDEs with unbounded
perturbations.
If the perturbation is unbounded, the homological equation in the KAM iteration
reads as follows:
(1.1) − iω · ∂ϕu+ λu+ µ(ϕ)u = p(ϕ), ϕ ∈ T
v,
where µ(ϕ) has zero average, and µ(ϕ) ≈ γ is usually of large magnitude. The equation
of this type is called a small-denominator equation with large variable coefficient. It
is crucial to get appropriate estimation of such equation. Assuming λ ≥ |ω|γ1+β for
some β > 0, Kuksin gave a valid estimate of the solution in [15], which is applied to the
KdV equation and a whole hierarchy of so called higher order KdV equations, see [5],
[16] and [13]. Subsequently, Liu-Yuan [20] gave a new estimate, including both β > 0
and β = 0, which extends the application of KAM theory to 1-dimensional derivative
NLS (DNLS) and Benjamin-Ono equations. See [21], [31] and [28]. The case β < 0 is
corresponding to quasi-linear or fully nonlinear equations, for which there has not yet
any clue to get a required estimation of the solution for (1.1).
Recently, in a series of papers [1, 2, 4, 6, 11, 12, 23], Baldi-Berti-Feola-Montalto
invented a sophisticated tool to deal with the case β < 0 for some quasi-linear or fully
nonlinear partial differential equations, such as KdV and water wave equation. Take
the fully nonlinear KdV equation
(1.2) ∂tu+ uxxx + f(ωt, x, u, ux, uxxx) = 0, x ∈ T = R/2πZ,
as an example. By Nash-Moser iteration, the linearized homological equation can be
seen as Lv = F , where
(1.3) L = ω · ∂ϕ + (1 + a3(ϕ, x))∂
3
x + a1(ϕ, x)∂x + a0(ϕ, x), ϕ ∈ T
v.
It is crucial to estimate the inverse of the linear operator L. Instead of directly reducing
the linear operator L to a diagonal operator, Baldi-Berti-Feola used some sophisticated
way to reduce the linear operator L to a diagonal operator plus a bounded perturbation
by a set of regularization procedures. For example, the regularization procedures for
the fully nonlinear KdV equation can be summarized as:
• To eliminate the space variable dependence of the coefficients of ∂3x by a ϕ-
dependent changes of variable. Then, to eliminate the time dependence of the co-
efficients of ∂3x by a quasi-periodic time re-parametrization(See [2] for detail). The
linear operator L is thus reduced to
(1.4) L1 = ω · ∂ϕ +m3∂
3
x + b1(ϕ, x)∂x + b0(ϕ, x),
where m3 ∈ R is a constant.
• The regularization procedure to dispose the coefficients of ∂x can be divided into
two steps.
The first step is to use the space variable change y = x + p(ϕ), by which the
differential operator ω · ∂ϕ becomes
(1.5) ω · ∂ϕ + ω · ∂ϕp(ϕ)∂y.
At this time, the linear operator L1 − ω · ∂ϕ becomes
(1.6) m3∂
3
y + b1(ϕ, y − p(ϕ))∂y + b0(ϕ, y − p(ϕ))
3One sees that the coefficients of ∂y is ω ·∂ϕp(ϕ)+ b1(ϕ, y− p(ϕ)). The term ω ·∂ϕp(ϕ)
in (1.5) is used to amend the coefficients of ∂y, which guarantees the spatial average
of the coefficients of ∂y is a constant.
On the basis of the first step, one uses some pseudo-differential operator technique
to reduce the linear operator L1 to
(1.7) L2 = ω · ∂ϕ +m3∂
3
x +m1∂x +R,
where m3,m1 ∈ R, R is a bounded remainder.
However, there are some difficulties to handle quasi-linear or fully nonlinear higher
order KdV equations with the regularization method. Consider the fully nonlinear
fifth order KdV equation, for example,
(1.8) ∂tu+ ∂
5
xu+ f(ωt, x, u, ∂xu, ∂
2
xu, ∂
3
xu, ∂
5
xu) = 0, x ∈ T.
The linearized homological equation still be seen as Lv = F , with
(1.9) L = ω · ∂ϕ + a5∂
5
x + a3∂
3
x + a2∂
2
x + a1∂x + a0, ϕ ∈ T
v,
where ai is the function of (ϕ, x).
Applying the delicate variable change as the abvoe to L, then, the linear operator
L is reduced to
(1.10) L1 = ω · ∂ϕ +m5∂
5
x + b3∂
3
x + b2∂
2
x + b1∂x + b0,
where m5 ∈ R is constant and bi’s are function of (ϕ, x).
When one tries to reduce the coefficient b3 = b3(ϕ, x) of ∂
3
x to constant, a new
difficulty arises: the variable change y = x+ p(ϕ) to amend the coefficients of ∂x can
not be applied to the coefficients of ∂3x. Therefore, a suitable regularization procedure
for the higher-order KdV equations seems to be more complicated and maybe need
some new technical method.
In this paper we make attempt to deal with the problem by combing regularization
method by Baidi-Berti-Feola and the unbounded reduction method by Kuksin [17].
Consider the Hamiltonian quasi-linear fifth order KdV equation of the following form
(1.11) ∂tu = XH(u),
with
(1.12) XH(u) = ∂x∇L2H(t, x, u, ux, uxx),
and
(1.13) H(t, x, u, ux, uxx) =
∫
T
−
1
2
u2xx + 5uu
2
x −
5
2
u4 + g(ωt, x, u, ux, uxx)dx.
The perturbation g(ωt, x, u, ux, uxx) is unbounded, and quasi-periodic in time, periodic
in space, a polynomial with regard to u, ux, uxx. Here and in other places in this paper,∫
Td
is short for the average(2π)−d
∫
Td
, by a slight abuse of notation.
The primary fifth-order KdV equation without perturbation g is
(1.14) ut + ∂
5
xu+ 10u∂
3
xu+ 20∂xu∂
2
xu+ 30u
2∂xu = 0,
which is a special case of the general fifth-order KdV equation (fKdV) of the following
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(1.15) ut + α∂
5
x + βu∂
3
xu+ γ∂xu∂
2
xu+ σu
2∂xu = 0.
The special case (1.14) is called the Lax case, which is characterized by β = 2γ and
α = 310γ
2. This general fifth-order KdV equation describes motions of long waves in
shallow water under gravity. In a one-dimensional nonlinear lattice, it is an important
mathematical model with wide application in quantummechanics and nonlinear optics.
Typical examples are widely used in various fields such as solid state physics, plasma
physics, fluid physics, and quantum field theory. The relevant research can be found
in [27],[10] and [19].
Since our purpose is to dispose some quasi-linear problem, we set
g = u3xx + f(ωt, x)u.
The concrete form of the equation is
(1.16) ut = −∂
5
x−10u∂
3
xu−20∂xu∂
2
xu−30u
2∂xu+6∂
2
xu∂
5
xu+18∂
3
xu∂
4
xu+∂xf(ωt, x),
where x ∈ T = R/2πZ, and ∂xf(ωt, x) is quasi-periodic in time with Diophantine
frequency vector, namely
(1.17) ω = λω, λ ∈ Π = [
1
2
,
3
2
], |ω · ℓ| ≥
α0
|ℓ|τ0
, ∀ℓ ∈ Zv\{0}.
Clearly, if ∂xf(ωt, x) is not identically zero, then u = 0 is not a solution of (1.16).
Thus we look for non-trivial solutions u(ϕ, x) of the fifth-order KdV equation in the
analytical space Hs,p(T
v+1){
u(ωt, x) =
∑
(ℓ.k)∈Zv×Z
uℓ.ke
iℓωtxeikx,
‖u‖2s,p :=
∑
(ℓ.k)∈Zv×Z
|uℓ.k|
2e2(|ℓ|+|k|)s([ℓ] + [k])2p < +∞,
}(1.18)
where
(1.19) |ℓ| = |ℓ1|+ · · ·+ |ℓv| [ℓ] = max(|ℓ|, 1).
The Banach space Hs,p can be extended to the analytic functions defined on T
b with
any integer b > 0. If u(ϕ) =
∑
k∈Zb uke
ikϕ, ϕ ∈ Tb, we can denote
(‖u‖s,p)
2 =
∑
k∈Zb
|uk|
2e2(|k|)s[k]2p.
For notation convenience, when p = 0, ‖ · ‖s,0 is simplified as ‖ · ‖s.
Our main result is
Theorem 1.1. Assume that ω satisfies Diophantine Condition (1.17) and assume
that there are constants q = q(v) > 0, ε0 = ε(v) > 0 and s > 0 such that
‖∂xf(ωt, x)‖s,q ≤ ε
5with ε ∈ (0, ε0) and ε0 = ε0(v) > 0 being small enough. Then there exists a Cantor
set Πε ⊆ Π of asymptotically full Lebesgue measure, i.e,
|Πε| → 1 as ε→ 0,
such that for every λ ∈ Πε, the KdV equation (1.16) admits a solution u(t, x) ∈
C∞(R× T) which is quasi-periodic in time t with frequency ω = λ ω¯.
Although just only the quasi-linear fifth-order KdV equation is investigated, the
method in Theorem 1.1 also applies to other quasi-linear Hamiltonian higher order
KdV equations, for example, the seventh order, even to some other quasi-linear or
fully-nonlinear equations.
2. Functional setting
In this section, we introduce some notations, definitions and technical tools, which
will be used in section 3, 4, 5.
The phase space of (1.16) is
(2.1) H10(T) = {u(x) ∈ H0,1(T,R) :
∫
T
u(x)dx = 0}
endowed with non-degenerate symplectic form
(2.2) Ω(u, v) =
∫
T
(∂−1x u)vdx ∀u, v ∈ H
1
0(T),
where ∂−1x u is the periodic primitive of u with zero average. The Hamiltonian vector
field XH(u) = ∂x∇H(u) is the unique vector field satisfying the equality
(2.3) dH(u)[h] = (∇H(u), h)L2(T) = Ω(XH(u), h),∀u, h ∈ H
1
0(T),
where for all u, v ∈ L2(T)
(2.4) (u, v)L2(T) =
∫
T
u(x)v(x)dx =
∑
j∈Z
ujv−j ,
(2.5) u(x) =
∑
j∈Z
uje
ijx. v(x) =
∑
j∈Z
vje
ijx.
Recall Poisson bracket between two Hamiltonians F,G : H10(T)→ R is
(2.6) F (u), G(u) = Ω(XF ,XG) =
∫
T
∇F (u)∂x∇G(u)dx,
The function in the present paper is quasi-periodic in the time variables and periodic
in the space variable. This function is analytic for these variables in the domain of
Tv+1s , where T
v+1
s be the complexified torus with |Imφi| ≤ s. So, the function will be
of the form
(2.7) u(ωt.x) =
∑
(ℓ.k)∈Zv×Z
uℓ.ke
iℓωteikx =
∑
(ℓ.k)∈Zv×Z
uℓ.ke
iℓϕeikx.
Now, we define some important norms:
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Definition 2.1. In contrast with Banach space Hs,p(T
v+1) defined in (1.18), we define
a new Banach space Hss,p(T
v × T) as{
u(ϕ.x) =
∑
(ℓ.k)∈Zv×Z
uℓ.ke
iℓϕeikx :
(‖u‖ss,p)
2 =
∑
(ℓ.k)∈Zv×Z
|uℓ.k|
2e2(|ℓ|+|k|)s[k]2p[ℓ]2p < +∞
}
,
(2.8)
where
|ℓ| = |ℓ1|+ · · ·+ |ℓv|, [ℓ] = max(|ℓ|, 1).
For analytic function u defined on Tv+1s , the max norm plays important role in our
paper
|u|s,p =
∑
|k|≤p
max
(ϕ,x)∈Tv+1s
|Dku(ϕ, x)|.
If E is the space Hss,p, we denote ‖f‖
Lip
E = ‖f‖
sLip
s,p
As a notation, we denote a ⋖ b as a ≤ Cb, where C is a constant depending on
the form of equation, the number v of frequencies, the diophantine exponent τ in the
non-resonance condition. a ≈ b means a ≤ C1b and C2a ≥ b.
When we consider a function f : Π→ E,ω 7→ F (ω), where (E, ‖‖E) is the Banach
space and Π is the subset of R, we can define sup-norm and Lipschitz semi-norm below.
Definition 2.2.
‖f‖supE = ‖f‖
sup
E,Π = sup
λ∈Π
‖f‖E , ‖f‖
lip
E = ‖f‖
lip
E,Π = sup
λ1,λ2∈Π,λ1 6=λ2
‖f(λ1)− f(λ2)‖E
|λ1 − λ2|
.
Then, the Lipschitz norm is
‖f‖LipE = ‖f‖
Lip
E,Π = ‖f‖
sup
E + ‖f‖
lip
E .
If E is the space Hs,p, we denote ‖f‖
Lip
E by ‖f‖
Lip
s,p . When E = Hss,p, we denote
‖f‖LipE by ‖f‖
s,Lip
s,p . Now, we show the relationship between Banach space Hs,p and
Hss,p.
Lemma 2.1.
(2.9) ‖u‖ss,p ≤ ‖u‖s,2p ≤ 2
p‖u‖ss,2p.
Proof. Notice that 2p[k]p[ℓ]p ≤ ([k] + [ℓ])2p ≤ 4p[k]2p[ℓ]2p, we can get
(‖u‖ss,p)
2 =
∑
(ℓ.k)∈Zv×Z
|uℓ.k|
2e2|ℓ|s[ℓ]2pe2|k|s[k]2p
≤
1
4p
∑
(ℓ.k)∈Zv×Z
|uℓ.k|
2e2(|ℓ|+|k|)s([k] + [ℓ])4p
≤ (‖u‖s,2p)
2,
(2.10)
and
7(‖u‖s,p)
2 =
∑
(ℓ.k)∈Zv×Z
|uℓ.k|
2e2(|ℓ|+|k|)s([k] + [ℓ])2p
≤ 4p
∑
(ℓ.k)∈Zv×Z
|uℓ.k|
2e2|ℓ|s[ℓ]2pe2|k|s[k]2p
= 4p(‖u‖ss,p)
2.
(2.11)
Then, the lemma is proved. 
The algebra properties of Banach space Hs,p and H
s
s,p are also our concern.
Lemma 2.2. For all p ≥ s0 >
v+1
2 , if h1, h2 ∈ Hs,p(T
v+1), then h1h2 ∈ Hs,p(T
v+1).
Also, there are c(p) ≥ c(s0), such that
(2.12) ‖h1h2‖s,p ≤ c(p)‖h1‖s,p‖h2‖s,p.
If h1 = h1(λ) and h2 = h2(λ) depend in a Lipschitz way on the parameter λ ∈ Π ⊂ R,
then
(2.13) ‖h1h2‖
Lip
s,p ≤ c(p)‖h1‖
Lip
s,p ‖h2‖
Lip
s,p .
Proof. (2.12) is the same as Lemma 6.2. The proof of (2.13) is standard. 
Lemma 2.3. For all p ≥ s0 >
v
2 , if h1, h2 ∈ H
s
s,p(T
v × T), then h1h2 ∈ H
s
s,p(T
v × T).
Also, there are c(p) ≥ c(s0) such that
(2.14) ‖h1h2‖
s
s,p ≤ c(p)‖h1‖
s
s,p‖h2‖
s
s,p.
If h1 = h1(λ) and h2 = h2(λ) depend in a Lipschitz way on the parameter λ ∈ Π ⊂ R,
then
(2.15) ‖h1h2‖
s,Lip
s,p ≤ c(p)‖h1‖
s,Lip
s,p ‖h2‖
s,Lip
s,p .
Proof. If hi ∈ H
s
s,p(T × T
v), i = 1, 2, then hi =
∑
k∈Z hˆ
k
i (ϕ)e
ikx, with
(2.16) (‖hi‖
s
s,p)
2 =
∑
k∈Z
e2|k|s[j]2p‖hˆki (ϕ)‖
2
s,p.
Let γj,k =
[j−k][k]
[j] , By the Schwarz inequality, we have
(2.17) |
∑
k
xk|
2 =
∣∣∣∣∑
k
γpj,kxk
γpj,k
∣∣∣∣2 ≤ c2j ∑
k
γ2pj,k|xk|
2, c2j =
∑
k
1
γ2pj,k
,
where
(2.18) c2j =
∑
k
1
γ2pj,k
≤
∑
k
(
1
[j − k]
+
1
[k]
)2p ≤ 4p
∑
k
1
[k]2p
= c2 < +∞.
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For the case s = 0, we have
(‖h1h2‖
s
s,p)
2 =
∑
j
[j]2p‖
∑
k
hˆj−k1 (ϕ)hˆ
k
2(ϕ)‖
2
s,p
≤
∑
j
[j]2p(
∑
k
‖hˆj−k1 (ϕ)hˆ
k
2(ϕ)‖s,p)
2
≤ c2 · c(p, v)
∑
j
[j]2p
∑
k
γ2pj,k‖hˆ
j−k
1 (ϕ)‖
2
s,p‖hˆ
k
2(ϕ)‖
2
s,p
= c1
∑
j
∑
k
[j − k]2p[k]2p‖hˆj−k1 (ϕ)‖
2
s,p‖hˆ
k
2(ϕ)‖
2
s,p
= c1(‖h1‖
s
s,p)
2(‖h2‖
s
s,p)
2.
(2.19)
The case s > 0 is a simple variation. 
2.1. Matrices with variable.
Let b ∈ N, and consider the exponential basis ei : i ∈ Z
b of L2(Tb), so that L2(Tb) is
the vector space u =
∑
uiei,
∑
|ui|
2 < ∞. Any linear operator A : L2(Tb) → L2(Tb)
can be represented by the infinite dimensional matrix
(Ai
′
i )i,i′∈Zb , A
i′
i := (Aei′ , ei)L2(Tb), Au =
∑
i,i′
Aii′ui′ei.
Definition 2.3. Consider an infinite dimensional matrix A(ϕ) of time variables,
where A(ϕ)i2i1 = (Ae
ii2x, eii1x). Thus, we define an (s, p)-decay Banach space Bs,p
as
(2.20) Bs,p :=
{
A : (|A|s,p)
2 =
∑
i∈Z
e2|i|s[i]2p( sup
i1−i2=i
∥∥∥A(ϕ)i2i1∥∥∥2s,p) < +∞
}
.
So, for parameter dependent matrices A := A(λ), λ ∈ Π ⊆ R, we can also define
Lipschitz norms as
|A|sups,p = sup
λ∈Π
|A(λ)|sups,p , |A|
lip
s,p = sup
λ1 6=λ2
|A(λ1)−A(λ2)|s,p
|λ1 − λ2|
,
|A|Lips,p = |A|
sup
s,p + |A|
lip
s,p.
We now show some properties of (s, p)-decay norm.
Lemma 2.4. (Multiplication operator) Let p =
∑
i pi(φ)ei ∈ Hs,p, the multipli-
cation operator h → ph is represented by the matrix with variables T ii′ = pi−i′(φ)
and
|T |s,p ≤ ‖p‖s,2p.
Moreover, if p = p(λ) is a Lipschitz family of functions,
|T |Lips,p ≤ ‖p‖
Lip
s,2p.
9Proof. According to Definition 2.3, we see
|T |2s,p =
∑
k∈Z
‖pk(ϕ)‖
2
s,pe
2|k|s[k]2p
=
∑
(ℓ.k)∈Zv×Z
|pℓ.k|
2e2|ℓ|s[ℓ]2pe2|k|s[k]2p
≤
∑
(ℓ.k)∈Zv×Z
|pℓ.k|
2e2(|ℓ|+|k|)s([ℓ] + [k])4p
= ‖p‖2s,2p
(2.21)
Then, the lemma is proved. 
Definition 2.5. Given a A ∈ Bs,p, h ∈ H
s
s,p, we say that A is dominated by h, and
we write A ≺ h, if ‖A(ϕ)i2i1‖s,p ≤ ‖h(ϕ)i2−i1‖s,p for all i1, i2 ∈ Z.
It can see that
(2.22) |A|s,p = min{‖h‖s,p : h ∈ Hs,p,A ≺ h} and ∃h ∈ Hs,p, |A|s,p = ‖h‖s,p
Lemma 2.6. For A1,A2 ∈ Bs,p, we have
(2.23) A1 ≺ h1,A2 ≺ h2 ⇒ |A1A2|s,p ≤ C(p)‖h1‖
s
s,p‖h2‖
s
s,p
Proof. For all i1, i2 ∈ Z, i1 − i2 = i, we have
‖(A1A2(ϕ))
i2
i1
‖s,p = ‖
∑
k∈Z
A1(ϕ)
k
i1A2(ϕ)
i2
k ‖s,p ≤
∑
k∈Z
‖A1(ϕ)
k
i1‖s,p‖A2(ϕ)
i2
k ‖s,p
≤
∑
k∈Z
‖(h1(ϕ))i1−k‖s,p‖h2(ϕ)k−i2‖s,p
=
∑
k∈Z
‖h1(ϕ)k‖s,p‖h2(ϕ)i−k‖s,p,
(2.24)
implying |A1A2|s,p ≤ C(p)‖h1‖
s
s,p‖h2‖
s
s,p, following from the proof of Lemma 2.3 . 
Lemma 2.7. (Classical algebra property) For all p ≥ s0 ≥
v+1
2 , if A,B ∈ Bs,p,
then AB ∈ Bs,p. Also, there are c(p) ≥ c(s0) such that
(2.25) |AB|s,p ≤ c(p)|A|s,p|B|s,p.
If A = A(λ) and B = B(λ) depend in a Lipschitz way on the parameter λ ∈ Π ⊂ R,
then
(2.26) |AB|Lips,p ≤ c(p)|A|
Lip
s,p |B|
Lip
s,p .
Proof. We can immediately deduce (2.25) from Lemma 2.3 and Lemma 2.6. The proof
of (2.26) is standard. 
Lemma 2.8. For all p ≥ s0 ≥
v+1
2 , if A ∈ Bs,p, h ∈ Hs,2p, then Ah ∈ Hs,p. Also,
there are c(p) ≥ c(s0) such that
(2.27) ‖Ah‖s,p ≤ c(p)|A|s,p‖h‖s,2p.
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If A = A(λ) and h = h(λ) depend in a Lipschitz way on the parameter λ ∈ Π ⊂ R,
then
(2.28) ‖Ah‖Lips,p ≤ c(p)|A|
Lip
s,p ‖h‖
Lip
s,2p.
Proof. From Lemma 2.3 and Lemma 2.6, we can immediately get ‖Ah‖ss,p ≤ c(p)|A|s,p‖h‖
s
s,p.
To prove (2.27), observe that
(2.29) ‖Ah‖s,p ≤ c(p)‖Ah‖
s
s,p ≤ c1(p)|A|s,p‖h‖
s
s,p ≤ c2(p)|A|s,p‖h‖s,2p.

Lemma 2.9. Let Φ = eΨ, with ψ := ψ(λ) depending in a Lipschitz way on the
parameter λ ∈ Π ⊂ R, such that c(p)|Ψ|Lips,p ≤
1
2 . Then Φ is invertible and, for all
p > v2 ,
(2.30) |Φ−1|Lips,p ≤ 2, |Φ− I|
Lip
s,p | ≤ C|Ψi|
Lip
s,p , |Φ
−1 − I|Lips,p | ≤ C|Ψ|
Lip
s,p .
Let Φi = e
Ψi , i = 1, 2, satisfy c(p)|Ψi|
Lip
s,p ≤
1
2 , then
(2.31) |Φ2 − Φ1|
Lip
s,p ≤ C|Ψ2 −Ψ1|
Lip
s,p , |Φ
−1
2 − Φ
−1
1 |
Lip
s,p ≤ C|Ψ2 −Ψ1|
Lip
s,p .
Proof. (2.30) are from the Taylor’s series of eΨi and Lemma 2.7. To prove (2.31), we
see
Φ2 − Φ1 = e
ψ2 − eψ1 =
∞∑
n=1
1
n!
[Ψn2 −Ψ
n
1 ]
= (Ψ2 −Ψ1)
∞∑
n=1
1
n!
[Ψn−12 +Ψ
n−2
2 Ψ1 + · · · +Ψ
n−1
1 ],
(2.32)
and
(2.33) Φ−12 − Φ
−1
1 = Φ
−1
1 (Φ1 − Φ2)Φ
−1
2 .
Then, use (2.30). 
2.2. Linear time-dependent operator and Hamiltonian operators.
In this section, we give some definitions and properties of the linear time-dependent
Hamiltonian systems which will be used in following section.
Definition 2.4. A time dependent linear vector field X(t) : H10(T) → H
1
0(T) is
HAMILTONIAN if X(t) = ∂xG(t) for some real linear operator G(t) which is self-
adjoint with respect to the L2 scalar product. The vector product is generated by the
quadratic Hamiltonian
(2.34) H(t, h) =
1
2
(G(t)h, h)L2(T) =
1
2
∫
T
G(t)[h]hdx, h ∈ H10(T).
If G(t) = G(ωt) is quasi-periodic in time, we say that the associate operator ω ·∂ϕ−
∂xG(ϕ) is Hamiltonian.
11
Definition 2.5. A linear operator A : H10(T)→ H
1
0(T) is SYMPLECTIC if
(2.35) Ω(Au,Av) = Ω(u, v), ∀u, v ∈ H10(T).
where the symplectic 2-form Ω is defined in (2.2). Equivalently AT∂−1x A = ∂
−1
x .
If A(ϕ),∀ϕ ∈ Tv, is a family of symplectic maps we say that the operator A defined
by Ah(ϕ, x) = A(ϕ)h(ϕ, x), acting on the functions h : Tv+1 → R, is symplectic.
Under a time dependent family of symplectic transformations u = Ψ(t)v the linear
Hamiltonian equation
(2.36) ut = ∂xG(t)u with Hamiltonian H(t, u) =
1
2
(G(t)u, u)L2
transforms into the equation
(2.37) vt = ∂xE(t)v, E(t) = Ψ(t)
TG(t)Ψ(t)−Ψ(t)T ∂−1x Ψt(t)
with Hamiltonian
(2.38) K(tv) =
1
2
(G(t)Ψ(t)v,Ψ(t)v)L2 −
1
2
(∂−1x Ψt(t)v,Ψ(t)v)L2 .
Note that E(T ) is self-adjoint with respect to the L2 scalar product because ΨT∂−1x Ψt+
ΨTt ∂
−1
x Ψ = 0. If the operators G(t),Ψ(t) are quasi-periodic in time. The Hamiltonian
operator ω · ∂ϕ − ∂xG(ϕ) transforms into the operator ω · ∂ϕ − ∂xE(ϕ), which is still
Hamiltonian, according to the Definition 2.35.
3. The Regularization of the linearized operator
In this section, we perform a regularization procedure, which conjugates the lin-
earized operator L(un) defined in (3.4) to the operator L(un) defined in (3.64), the
coefficients of the highest order spatial derivative operator are constant. The method
has been used in [1, 2, 4, 6, 11, 12]. Our existence proof is based on a modified Newton
iteration. The main step concerns the invertibility of the linearized operator
(3.1) Lh = L(λ, u, ε)h = ω∂ϕh+ a
∗
5∂
5
xh+ a
∗
4∂
4
xh+ a
∗
3∂
3
xh+ a
∗
2∂
2
xh+ a
∗
1∂xh+ a
∗
0h,
obtained by linearizing (1.16) at any approximate (or exact) solution u. The coeffi-
cients ai = ai(ϕ, x) = ai(u, ε)(ϕ, x) are periodic functions of (ϕ, x), depending on u
and ε. Then, we have
(3.2) a∗5 = (1− 6∂
2
xu), a
∗
4 = (−18∂
3
xu, ) a
∗
3 = (10u− 18∂
4
xu),
(3.3) a∗2 = (20∂xu− 6∂
5
xu), a
∗
1 = (20∂
2
xu+ 30u
2), a∗0 = (10∂
3
xu+ 60u∂xu).
In the Hamiltonian case (1.11), the linearized operator (3.1) also has the form
(3.4) Lh = ω∂ϕh+ ∂x{∂
2
x[(a2(u))∂
2
xh] + ∂x[a1(u)∂xh] + a0(u)h},
where
a2(u) = 1 + a(u) = 1− 6uxx, a1(u) = 10u, a0(u) = 10uxx + 30u
2.
The coefficients ai, together with their derivative ∂uai[h] with respect to u in the
direction h, satisfy the following estimates:
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Lemma 3.1. For all p ≥ s0 >
v+1
2 , ‖u‖s,p+2 ≤ 1, we have, for i = 0, 1, 2,
(3.5) ‖ai(u)‖s,p ≤ C‖u‖s,p+2,
(3.6) ‖∂uai(u)[h]‖s,p ≤ C‖h‖s,p+2.
Moreover, if λ 7→ u(λ) is a Lipschitz family, and satisfying ‖u‖Lips,p+2 ≤ 1, then, we
have
(3.7) ‖ai(u)‖
Lip
s,p′ ≤ C‖u‖
Lip
s,p′+2,
(3.8) ‖∂ua(u)[h]‖
Lip
s,p′ ≤ C‖h‖
Lip
s,p′+2.
Proof. Notice
∂ua2(u)[h] = 6hxx, ∂ua1(u)[h] = 10h
and
∂ua0(u)[h] = 10hxx + 60uhxx.
Then, these estimates are straightforward. 
3.1. Change of space variable.
We consider a ϕ-dependent family of space variable change of the form
(3.9) y = x+ β(ϕ, x),
where β is a (small) real analytic function, 2π-periodic in all its arguments. The
change of variables (3.9) induces on the space of functions the linear operator
(3.10) (T h)(ϕ, x) = h(ϕ, x + β(ϕ, x)).
The operator T is invertible, with inverse
(3.11) (T −1h)(ϕ, y) = h(ϕ, y + βˆ(ϕ, y)).
where y → y + βˆ(ϕ, y) is the inverse of (3.9), namely
x = y + βˆ(ϕ, y)⇐⇒ y = x+ β(ϕ, x).
In the Hamiltonian case, in order to keep the Hamiltonian structure of linear oper-
ator, the operator T needs a slight change. The modified linear operator is
(Ah)(ϕ, x) = (1 + βx(ϕ, x))h(ϕ, x + β(ϕ, x)),
(A−1h)(ϕ, y) = (1 + βˆy(ϕ, y))h(ϕ, y + βˆ(ϕ, y)).
(3.12)
Remark 3.1. By [2, remark 4.1.3], the modified change of variable and its inverse (3.12)
are symplectic, for each ϕ ∈ Tv. Also, both A and A−1 are maps from H10 to H
1
0, for
each ϕ ∈ Tv.
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Now, we calculate the conjugate A−1LA of the linearized operator L in (3.1).
The conjugate A−1aA of any multiplication operator a : h(ϕ, x) 7→ a(ϕ, x)h(ϕ, x) is
the multiplication operator (T −1a) that maps v(ϕ, y) 7→ (T −1a)v(ϕ, y). The conjugate
of differential operators are
A−1ω · ∂ϕA =ω · ∂ϕ + ∂y
{
T −1(ω · ∂ϕβ)
}
,
A−1
{
∂xa
}
A =∂y
{(
T −1[a(1 + βx)]
)}
,
A−1
{
∂x
{
∂x(a∂x)
}}
A =∂y
{
∂y
(
(T −1[a(1 + βx)
3])∂y
)
+
(
T −1[ax · βxx + a · ∂
3
xβ]
)}
,
A−1
{
∂x{∂
2
x(a∂
2
x)}
}
A =∂y
{
∂2y
(
(T −1[a(1 + βx)
5])∂2y
)
+ ∂y
(
(T −1[3ax(1 + βx)
2βxx + 5a(1 + βx)
2∂3xβ])∂y
)
+
(
T −1[axx · ∂
3
xβ + 2ax · ∂
4
xβ + a · ∂
5
xβ]
)}
,
(3.13)
where all the coefficients {T −1[..]} are periodic functions of (ϕ, y).
Remark 3.2. we give out some calculation tricks which have been used above.
(1): A−1∂xg = ∂y{T
−1g}, since
∂y{T
−1g} = ∂yg(y + βˆ(ϕ, y), ϕ)
= (1 + βˆy) · ∂xg(y + βˆ(ϕ, y), ϕ)
= A−1∂xg.
(2): (1 + βˆy(y, ϕ))[T
−1(1 + βx(x, ϕ))] = 1.
Using (1), (2), the conjugate of differential operators ∂xa and ω · ∂ϕ is obvious.
Remark 3.3. The calculation of the conjugate of differential operators ∂x{∂
2
x(a∂
2
x)}
and ∂x{∂
2
x(a∂
2
x)} are slightly more finicky. Let’s take
{
∂xa
}
as an example, we see
A−1
{
∂x
{
∂x(a∂x)
}
Ah(y, ϕ)
}
=∂y
{
T −1
{
∂x(a∂x)
}
Ah(y, ϕ)
}
=∂y
{
T −1
{
∂x
(
a∂x[(1 + βx)h(x + β, ϕ)]
)}}
=∂y
{
T −1
{
∂x
(
a(1 + βx)
2∂yh+ aβxxh
)}}
=∂y
{
T −1
{
a(1 + βx)
3∂2yh+ [ax(1 + β)
2 + 3a(1 + βx)βxx]∂yh
+ (axβxx + a∂
3
xβ)h
)}}
=∂y
{
∂y
(
(T −1[a(1 + βx)
3])∂y
)
+
(
T −1[ax · βxx + a · ∂
3
xβ]
)}
,
(3.14)
since T −1[ax(1 + β)
2 + 3a(1 + βx)βxx] = ∂y
{
T −1[a(1 + βx)
3]
}
.
Now, we get
(3.15) L1 := A
−1LA = ω∂ϕh+ ∂y
{
∂2y [b2(u)∂
2
yh] + ∂y[b1(u)∂yh] + b0(u)h
}
,
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where
b2 =T
−1[a2(1 + βx)
5],
b1 =T
−1[a1(1 + βx)
3 + 3(1 + βx)
2βxx · ∂xa2 + 5a2(1 + βx)
2∂3xβ],
b0 =T
−1[∂xa1 · ∂
2
xβ + a1 · ∂
3
xβ + ∂
2
xa2 · ∂
3
xβ + 2∂xa2 · ∂
4
xβ + a2 · ∂
5
xβ
+ ω · ∂ϕβ + a0(1 + βx)].
(3.16)
For convenience, we set bi = T
−1(u)b∗i , i = 0, 1. Now, we look for β(ϕ, x) such that
the coefficient b2(ϕ, y) dose not depend on y, namely
(3.17) b2(ϕ, y) = T
−1[(1 + a)(1 + βx)
5] = 1 + b(ϕ).
Since T only make changes on the space variable,T b = b for every function b(ϕ) that
is independent on y. Hence (3.17) is equivalent to
(3.18) (1 + a)(1 + βx)
5 = 1 + b(ϕ),
namely
(3.19) βx(ϕ, x) = p0, p0(ϕ, x) = (1 + b(ϕ))
1
5 (1 + a(ϕ, x))−
1
5 − 1.
The equation (3.19) has a solution β, periodic in x, if and only if
∫
T
p0(ϕ, x)dx = 0.
This condition uniquely determines
(3.20) 1 + b(ϕ) = (
∫
T
(1 + a(ϕ, x))−
1
5 dx)−5.
Then, we have a solution (with zero average) of (3.19)
(3.21) β(ϕ, x) = (∂−1x p0)(ϕ, x),
where ∂−1x is defined by linearity as
(3.22) ∂−1x e
ikx =
eikx
ik
,∀k ∈ Z\{0}, ∂−1x 1 = 0.
In other words, ∂−1x is the primitive of h with zero average in x . Thus we obtain the
operator L1 in (3.15), that b2(ϕ, x) = 1 + b(ϕ).
Set s0 >
v
2 , ‖u‖
Lip
s,p+2s0+7
≪ 1100 . We have the following estimates:
1. Estimates of b(ϕ)
We prove b(ϕ) satisfies the following estimates:
(3.23) ‖b‖s,p ≤ C‖a(ϕ, x)‖s,p ≤ C‖u(ϕ, x)‖s,p+2,
(3.24) ‖b‖Lips,p ≤ C‖a(ϕ, x)‖
Lip
s,p ≤ C‖u(ϕ, x)‖
Lip
s,p+2,
(3.25) ‖∂ub(u)[h]‖
Lip
s,p ≤ C(‖h‖
Lip
s,p+2‖u‖
Lip
s,p+2 + ‖h‖
Lip
s,p+2).
Proof of (3.23) and (3.24): Write b as
b = ψ(M [g(a) − g(0)]) − ψ(0),
where
ψ(t) = (1 + t)−5, Mh =
∫
T
hdx g(t) = (1 + t)−
1
5 .
15
If u is small enough, we have
(3.26) ‖b(u)‖s,p ≤ C‖M [g(a) − g(0)‖s,p ≤ C‖g(a) − g(0)‖s,p ≤ C‖a‖s,p.
Since u is small enough, ψ(t) and g(t) can be well defined by its power series expansion,
i.e. g(t) = 1− 15 t+
3
25t
2 + · · · . Hence we have
(3.27) ‖g(u) − 1‖Lips,p = ‖ −
1
5
u+
3
25
u2 + · · · ‖Lips,p ≤ C‖u‖
Lip
s,p
The first and last inequality of (3.26) can be proved in such way. The second inequality
is a direct result of ‖Mg‖s,p ≤ C‖g‖s,p.
Proof of (3.25): The derivative of c with respect to u in the direction h is
(3.28) ∂ub(u)[h] = ψ
′(M [g(a) − g(0)])M(g′(a)∂ua(u)[h]),
where
(3.29) ψ′ = −5(1 + t)−6, g′ = −
1
5
(1 + t)−
6
5 .
Using the same method as (3.26), by (3.5) and (3.6), we can get (3.25).
2. Estimates of β(ϕ, x)
Considering Definition 3.19 of p0, suppose ζ(t) = (−1 + t)
1
5 , we see
(3.30) p0 = g(a)ζ(b) − 1.
Using the same way as (3.23), we can get
(3.31) |β(ϕ, x)|s,p ⋖ ‖β(ϕ, x)‖s,p+s0 ⋖ ‖p0(ϕ, x)‖s,p+s0 ⋖ ‖u‖s,p+s0+2,
and
(3.32) |β(ϕ, x)|Lips,p ⋖ ‖u‖
Lip
s,p+s0+2
.
The derivative of p0 with respect to u in the direction h is
(3.33) ∂up0[h] = g(a)
(
ζ ′(b)∂ub(u)[h]
)
+
(
g′(a)∂ua(u)[h]
)
ζ(b).
Use the same way as (3.26), the bounds (3.7), (3.8) and (3.26) imply
(3.34) ‖∂uβ[h]‖
Lip
s,p ⋖ ‖∂uρ0[h]‖
Lip
s,p ⋖ (1 + ‖u‖
Lip
s,p+2)‖h‖
Lip
s,p+2.
The inverse function y → y + βˆ(ϕ, y) is also under our consideration. By Lemma 6.7,
one gets
(3.35) |βˆ(ϕ, y)| 99s
100
,p ⋖ |β(ϕ, x)|s,p ⋖ ‖u‖s,p+s0+2 ≤
1
100
,
and
(3.36) |βˆ(ϕ, y)|Lip99s
100
,p
⋖ |β(ϕ, x)|Lips,p ⋖ ‖u‖
Lip
s,p+s0+3
≤
1
100
.
Writing explicitly the dependence on u, we have βˆ(ϕ, y;u) + β(ϕ, βˆ(ϕ, y, u);u) = 0.
Differentiating this equality with respect to u in the direction h gives
(3.37) (∂uβˆ)[h] = −T
−1(
∂uβ[h]
1 + βx
).
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Applying lemma 6.3 and Lemma 6.5 to cope with T −1 , the bounds (3.32), (3.34) and
(3.36) imply
(3.38) ‖(∂uβˆ)[h]‖
Lip
99s
100
,p
⋖ (1 + ‖u‖Lips,p+2s0+3)‖h‖
Lip
s,p+2s0+3
.
3. Estimates of T and T −1
By Lemma 6.3, Lemma 6.5 and Lemma 6.7, we can get the following estimation:
(3.39) ‖T (u)g‖ 100s
101
,p ⋖ ‖g‖s,p+2s0 ,
(3.40) ‖T (u)g‖Lip100s
101
,p
⋖ ‖g‖Lips,p+2s0+1,
(3.41) ‖T (u)−1g‖ 99s
100
,p ⋖ ‖g‖s,p+2s0 ,
(3.42) ‖T (u)−1g‖Lip99s
100
,p
⋖ ‖g‖Lips,p+2s0+1.
Since T −1(u)g = g(ϕ, y + βˆ(ϕ, y)), the derivative of T −1(u)g in the direction h is
the product ∂u(T
−1(u)g) = (T −1gx)(∂uβˆ)[h]. Applying Lemma 6.6, the bounds
(3.41),(3.42) and (3.38) imply
(3.43) ‖∂u(T
−1(u)g)‖Lip99s
100
,p
⋖ ‖g‖Lips,p+2s0+4‖h‖
Lip
s,p+2s0+3
(1 + ‖u‖Lips,p+2s0+3).
4. Estimates of the coefficients bi
Consider the coefficients b∗1, b
∗
0, which are given in (3.16). We have
(3.44) ‖b∗1‖
Lip
s,p ⋖ ‖u‖
Lip
s,p+4,
(3.45) ‖b∗0‖
Lip
s,p ⋖ ‖u‖
Lip
s,p+6.
Applying (3.41),(3.42) to (3.44) and (3.45), for i = 0, 1, we see
(3.46) ‖bi‖ 99s
100
,p ⋖ ‖u‖s,p+2s0+6,
and
(3.47) ‖bi‖
Lip
99s
100
,p
⋖ ‖u‖Lips,p+2s0+7.
Now, we estimate the derivative of b1 with respect to u. Write b1 as T
−1(u)b∗1, where
b∗1 = a1(1 + βx)
3 + 3(1 + βx)
2∂2xβ · ∂xa2 + 5a2(1 + βx)
2∂3xβ.
The bounds (3.7), (3.8) and (3.34) imply
(3.48) ‖∂ub
∗
1(u)[h]‖
Lip
s,p ⋖ ‖h‖
Lip
s,p+4(1 + ‖u‖
Lip
s,p+4).
The derivative of b1 in the direction h is
(3.49)
∂ub1(u)[h] = ∂u(T (u)
−1b∗1(u))[h] = (∂uT (u)
−1)(b∗1(u))[h] + T (u)
−1(∂ub
∗
1(u))[h].
Then, (3.41), (3.42), (3.43), (3.48) and (3.52) imply
(3.50) ‖(∂uT (u)
−1)(b∗1(u))[h]‖
Lip
99s
100
,p
⋖ ‖u‖Lips,p+2s0+6‖h‖
Lip
s,p+2s0+3
(1 + ‖u‖Lips,p+2s0+3)
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and
(3.51) ‖T (u)−1(∂ub
∗
1(u))[h]‖
Lip
99s
100
,p
⋖ ‖h‖Lips,p+2s0+5(1 + ‖u‖
Lip
s,p+2s0+3
)(1 + ‖u‖Lips,p+2s0+5).
Ultimately, (3.48), (3.50) and (3.51) imply that
(3.52) ‖∂ub1(u)[h]‖
Lip
99s
100
,p
⋖ ‖h‖Lips,p+2s0+5(1 + ‖u‖
Lip
s,p+2s0+6
).
By the same way as b1, we can get
(3.53) ‖∂ub0(u)[h]‖
Lip
99s
100
,p
⋖ ‖h‖Lips,p+2s0+7(1 + ‖u‖
Lip
s,p+2s0+8
).
3.2. Time reparametrization.
In this section, we will make constant the coefficient of the highest order spatial
derivative operator of L1, by a quasi-periodic reparametrization of time. The change
of variables has the form
(3.54) ϕ 7→ ϕ+ ωα(ϕ), ϕ ∈ Tv,
where α is a (small) real analytic function, 2π-periodic in all its arguments. The
induced linear operator on the space of functions is
(3.55) (Bh)(ϕ, y) = h(ϕ + ωα(ϕ)),
whose inverse is
(3.56) (B−1h)(θ, y) = h(θ + ωαˆ(θ)),
where ϕ = θ + ωαˆ(θ) is the inverse of θ = ϕ + ωα(ϕ). Then, the time derivative
operator becomes
(3.57) B−1ω · ∂ϕB = ξ(θ)ω · ∂θ, ξ(θ) = B
−1(1 + ω∂ϕα(ϕ)).
The spatial derivative operator dose not have any change. Thus, see
(3.58)
B−1L1B = ξ(θ)ω · ∂θ + ∂y{∂
2
y([(B
−1b2(u))∂
2
yh]) + ∂y[(B
−1b1(u))∂yh] + [B
−1b0(u)]h}.
We look for α such that the coefficients of the highest order derivatives are propor-
tional, namely
(3.59) [B−1(1 + b)](θ) = mξ(θ) = m[B−1(1 + ω · ∂ϕα)](θ)
for some constant m ∈ R. This is equivalent to require that
(3.60) 1 + b(ϕ) = m(1 + ω · ∂ϕα(ϕ)).
Integrating on Tv determines the value of the constant m,
(3.61) m =
∫
Tv
(1 + b(ϕ))dϕ.
We can find the unique solution of (3.60) with zero average
(3.62) a(ϕ) =
1
m
(ω · ∂ϕ)
−1(1 + b−m)(ϕ),
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where (ω · ∂ϕ)
−1 is defined by linearity
(3.63) (ω · ∂ϕ)
−1eiℓϕ =
eiℓϕ
iω · ℓ
, ℓ 6= 0, (ω · ∂ϕ)
−11 = 0.
With this choice of α, we have
(3.64) B−1L1B = ξ(θ)L, L = ω · ∂θ +m∂
5
y + ∂y{∂y[(c1(θ, y)∂y)] + c0(θ, y)},
where
(3.65) ci =
B−1bi
ξ
, i = 0, 1.
Suppose ‖u‖Lips,p+4s0+τ0+9 ≪
1
100 , we have these estimation below:
1. Estimates of m
The coefficient m, defined in(3.61), satisfies the following estimates:
(3.66) |m− 1| ≤ C‖u‖s,p+2, |m− 1|
Lip ≤ C‖u‖Lips,p+2,
(3.67) |∂um(u)[h]|
Lip ≤ C‖h‖Lips,p+2(1 + ‖u‖
Lip
s,p+2).
Using (3.23), (3.24), (3.61),
(3.68) |m− 1| =
∫
Tv
|b(ϕ)|dϕ ≤ ‖b‖Lips,p ≤ C‖u‖
Lip
s,p+2
Similarly we get the Lipschitz part of (3.66). The estimates (3.67) follows by (3.25),
since
(3.69) |∂um(u)[h]|
Lip ≤
∫
Tv
|∂ub(u)[h]|dϕ ≤ C‖∂ub(u)[h]‖
Lip
s,p .
2. Estimates of α
The function α(ϕ), defined in (3.62), satisfies
(3.70) |α|s,p ≤ Cα
−1
0 ‖u‖s,p+s0+τ0+2.
(3.71) |α|Lips,p ≤ Cα
−1
0 ‖u‖
Lip
s,p+s0+τ0+2
.
Remember that ω = λω, and |ω · ℓ| ≥ α0|ℓ|τ0
, ∀ℓ ∈ Zv\{0}. By (3.23), (3.66) and (6.4),
we see
(3.72) |α|s,p ⋖ ‖α‖s,p+s0 ≤ Cα
−1
0 ‖b(ϕ) + (1−m)‖s,p+s0+τ0 ≤ Cα
−1
0 ‖u‖s,p+s0+τ0+2.
Providing (3.70). Then (3.71) holds similarly using (3.24) and (ω ·∂ϕ)
−1 = λ−1(ω¯ ·∂ϕ).
Differentiating formula (3.62) with respect to u in the direction h gives
(3.73) ∂uα(u)[h] = (λω¯ · ∂ϕ)
−1(
∂ub(u)[h]m − (b(ϕ) + 1)∂um(u)[h]
m2
).
Then, (3.24), (3.66), and (3.67) imply that
(3.74) ‖∂uα(u)[h]‖
Lip
s,p ≤ C(‖h‖
Lip
s,p+τ0+2
‖u‖Lips,p+τ0+2 + ‖h‖
Lip
s,p+τ0+2
)
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For the inverse change of variable (3.56), by Lemma 6.7, we have the following esti-
mates:
(3.75) |αˆ| 99s
100
,p ⋖ |α|s,p ⋖ ‖u‖s,p+s0+τ0+2 ≤
1
100
,
(3.76) |αˆ|Lip99s
100
,p
⋖ |α|Lips,p+1 ⋖ ‖u‖
Lip
s,p+s0+τ0+3
≤
1
100
.
Writing explicitly the dependence on u, we have αˆ(θ;u) + α(θ + αˆ(θ;u);u) = 0. Dif-
ferentiating the equality with respect to u in h gives
(3.77) ∂uαˆ[h] = −B
−1(
∂uα(u)[h]
1 + ω · ∂ϕα
).
Using Lemma 6.5 to cope with B−1, (3.70),(3.71) and (3.74) imply
(3.78) ‖∂uαˆ[h]‖
Lip
99s
100
,p
⋖ ‖u‖Lips,p+τ0+2s0+4‖h‖
Lip
s,p+τ0+2s0+3
+ ‖h‖Lips,p+2s0+τ0+3
3. Estimates of B and B−1
By Lemma 6.3, Lemma 6.5 and Lemma 6.7, the transformations B(u) and B−1(u),
defined in (3.55), satisfy the following estimation:
(3.79) ‖B(u)g‖ 100s
101
,p ⋖ ‖g‖s,p+2s0 ,
(3.80) ‖B(u)g‖Lip100s
101
,p
⋖ ‖g‖Lips,p+2s0+1,
(3.81) ‖B−1(u)g‖ 99s
100
,p ⋖ ‖g‖s,p+2s0 ,
(3.82) ‖B−1(u)g‖Lip99s
100
,p
⋖ ‖g‖Lips,p+2s0+1.
Differentiating B−1(u)g with respect to u in the direction h gives
(3.83) ∂u(B
−1(u)g[h]) = B−1(u)(ω · ∂ϕg) · ∂uαˆ[h]
Then, the bounds (3.78) and (3.82) imply
(3.84) ‖∂u(B
−1(u)g[h]‖Lip99s
100
,p
⋖ ‖g‖Lips,p+2s0+2‖h‖
Lip
s,p+2s0+τ0+3
(1 + ‖u‖Lips,p+2s0+τ0+4).
4. Estimates of ξ(θ)
The function ξ is defined as ξ(θ) = B−1(1 + ω · ∂ϕα). Obviously, ξ(θ) − 1 =
B−1(ω · ∂ϕα). Then, the bounds (3.81) and (3.82) imply
(3.85) ‖ξ − 1‖ 99s
100
,p ⋖ ‖u‖s,p+2s0+2
and
(3.86) ‖ξ − 1‖Lip99s
100
,p
⋖ ‖u‖Lips,p+2s0+3.
Differentiating ξ(θ) with respect to u in the direction h gives
(3.87) ∂uξ(u)[h] = ∂uB(u)
−1(ω · ∂ϕα)[h] + B(u)
−1(ω · ∂ϕ(∂uα[h])).
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By (3.78), (3.84) and (3.83), we get
(3.88) ‖∂uB(u)
−1(ω ·∂ϕα)[h]‖
Lip
99s
100
,p
⋖‖u‖Lips,p+2s0+4‖h‖
Lip
s,p+τ0+2s0+3
(1+‖u‖Lips,p+2s0+τ0+4).
Using (3.82) and (3.74), we see
(3.89) ‖B(u)−1(ω · ∂ϕ(∂uα[h]))‖
Lip
99s
100
,p
⋖ ‖h‖Lips,p+2s0+3(1 + ‖u‖
Lip
s,p+2s0+τ0+3
).
Finally, (3.88) and (3.89) imply
(3.90) ‖∂uξ(u)[h]‖
Lip
99s
100
,p
⋖ ‖h‖Lips,p+2s0+τ0+3(1 + ‖u‖
Lip
s,p+2s0+τ0+4
).
5. Estimates of the coefficients ci
The coefficients ci defined in (3.65), for i = 0, 1, satisfy the following estimates:
(3.91) ‖ci‖ 99s
101
,p ⋖ ‖u‖s,p+4s0+τ0+6,
(3.92) ‖ci‖
Lip
99s
101
,p
⋖ ‖u‖Lips,p+4s0+τ0+8.
Differentiating ci with respect to u in the direction h gives
(3.93) ∂uci(u)[h] =
1
ξ
∂u[B
−1bi]−
1
ξ2
∂uξ(u)[h](B
−1bi).
Now, we can obtain
(3.94) ‖∂uci(u)[h]‖
Lip
99s
101
,p
⋖ ‖h‖Lips,p+4s0+τ0+9(1 + ‖u‖
Lip
s,p+4s0+τ0+9
).
The definition of ci (3.65), (3.46), (3.81), (3.85) imply (3.91). Similarly, (3.47) (3.82),
(3.86) imply (3.2). Finally, (3.94) follows from (3.2), (3.52), (3.53), (3.82), (3.90) and
(3.74).
3.3. Estimates on L.
Recall the procedure performed in the previous subsection, we have conjugated the
operator L to L, that is
(3.95) L = U−11 LU2, U1 = ABξ, U2 = AB.
In the following lemma, we summarize the estimates for the linear operator L and U1,
U2, also define constants
(3.96) p = 2s0 + 5, η = 4s0 + τ0 + 9, k1 =
99
101
, k2 =
10000
10201
.
Lemma 3.2. There exists 0 < ε ≪ 1100 , such that for all u(λ), h(λ) are Lipshitz-
families, satisfying
(3.97) ‖u‖Lips.p+η ≤ ε.
(1) : Consider the transformation Ui, i = 1, 2 ,defined in (3.95), we have
(3.98) ‖Uih‖k2sˆ,p′ ⋖ ‖h‖sˆ,p′+η,
(3.99) ‖U−1i h‖k1 sˆ,p′ ⋖ ‖h‖sˆ,p′+η.
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(2) : The constant coefficient m ,defined in (3.61), satisfies
(3.100) |m− 1| ≤ C‖u‖s,2 |m− 1|
Lip ≤ C‖u‖
Lip(γ)
s,2
(3.101) |∂um(u)[h]|
Lip ≤ C‖h‖Lips,2 (1 + ‖u‖
Lip
s,2 )
(3) : The variable coefficient ci, defined in (3.65), satisfies
(3.102) ‖ci‖k1s,p ⋖ ‖u‖s,p+η,
(3.103) ‖ci‖
Lip
k1s,p
⋖ ‖u‖Lips,p+η,
(3.104) ‖∂uci(u)[h]‖
Lip
k1,p
⋖ ‖h‖Lips,η (1 + ‖u‖
Lip
p+η).
Proof. The detail of these estimates can be found in the previous subsection, we just
give a summary here. 
Remark 3.4. The p′ in (3.98) and (3.99) is any integer greater than s0, sˆ is any positive
number smaller than s.
4. KAM Step
4.1. εm approximate unbounded reducibility.
In this section, we make a reduction to eliminate the unbounded perturbation of
linear operator L obtained in (3.64). The goal is to conjugate it to a diagonal operator
J plus a sufficient small unbounded remainder R. Before we apply the reducibility
scheme, we will make some definition, recall and revise some important lemmas.
Definition 4.1. The equation (1.12) can be denoted as F (u) = 0, with u quasi-periodic
in time and periodic in space. If ‖F (u)‖ ≤ ε in a suitable Banach space, we say u be
an ε approximate solution of the equation F (u) = 0.
Definition 4.2. Any linear operator A : H10(T) 7→ H
1
0(T) can be represented by the
infinite dimensional matrix (A(θ)i2i1)i1,i2∈Z\{0}, where A(θ)
i2
i1
= (Aeii2x, eii1x). Now, we
define a new (s, p)-decay Banach space Bςs,p as
(4.1) Bςs,p :=
{
A : (|A|ςs,p)
2 =
∑
i∈Z
e2|i|s[i]2p( sup
i1−i2=i
∥∥∥A(θ)i2i1
i1
2 · i2
∥∥∥2
s,p
) < +∞
}
,
Definition 4.3. We define some new (s, p)-decay Banach space B˜s,p and B̂s,p as
(4.2) B˜s,p :=
{
A : (|˜A|s,p)
2 =
∑
i∈Z
e2|i|s[i]2p( sup
i1−i2=i
∥∥∥A(θ)i2i1 · i22
i1
2
∥∥∥2
s,p
) < +∞
}
,
(4.3) B̂s,p :=
{
A : (|̂A|s,p)
2 =
∑
i∈Z
e2|i|s[i]2p( sup
i1−i2=i
∥∥∥A(θ)i2i1 · i1
i2
∥∥∥2
s,p
) < +∞
}
.
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We also denote the Banach space B̺s,p as
(4.4) B̺s,p :=
{
A : |A|̺s,p = max{|̂A|s,p, |˜A|s,p, |A|s,p} < +∞
}
.
Lemma 4.1. (Algebra property 1).For all p ≥ s0 >
v+1
2 , if A,B ∈ B
̺
s,p, then
AB ∈ B̺s,p. Also, there are c(p) > 0, Such that
(4.5) |AB|̺s,p ≤ c(p)|A|
̺
s,p|B|
̺
s,p.
If A = A(λ) and B = B(λ) depend in a Lipschitz way on the parameter λ ∈ Π ⊂ R,
then
(4.6) |AB|̺,Lips,p ≤ c(p)|A|
̺,Lip
s,p |B|
̺,Lip
s,p
Proof. To prove (4.5). we will respectively prove the following three cases.
Case 1: If A,B ∈ Bs,p, then AB ∈ Bs,p with |AB|s,p ≤ c(p)|A|s,p|B|s,p. From Lemma
2.7, this case is simple.
Case 2: If A,B ∈ B˜s,p, then AB ∈ B˜s,p with |˜AB|s,p ≤ c(p)|˜A|s,p|˜B|s,p. With regard
to A,B ∈ B˜s,p, we can define Q1,Q2, where (Q1)
j
i =
Aji j
2
i2 , (Q2)
j
i =
Bji j
2
i2 . Thus, A,B
can be seen as ∂xxQ1∂
−1
xx and ∂xxQ2∂
−1
xx , with |Q1|s,p = |˜A|s,p, |Q2|s,p = |˜B|s,p.
Then,
|˜AB|s,p =
˜|∂xxQ1Q2∂
−1
xx |s,p = |Q1Q2|s,p
≤ c(p)|Q1|s,p|Q2|s,p = c(p)|˜A|s,p|˜B|s,p
(4.7)
Case 3: If A,B ∈ B̂s,p, then AB ∈ B̂s,p with |̂AB|s,p ≤ c(p)|̂A|s,p|̂B|s,p. The proof of
this case is almost the same with Case 2.
Now, (4.5) is proved. The proof of (4.6) is standard. 
Lemma 4.2. (Algebra property 2) For all p ≥ s0 >
v+1
2 , if A, C ∈ B
̺
s,p, B ∈ Bςs,p,
then ABC ∈ Bςs,p. Also, there are c(p) > 0, Such that
(4.8) |ABC|ςs,p ≤ c(p)|A|
̺
s,p|B|
ς
s,p|C|
̺
s .
If A = A(λ), B = B(λ) and C = C(λ) depend in a Lipschitz way on the parameter
λ ∈ Π ⊂ R, then
(4.9) |ABC|ς,Lips,p ≤ c(p)|A|
̺,Lip
s,p |B|
ς,Lip
s,p |C|
̺,Lip
s,p .
Proof. From Definition 2.3 and Definition 4.2. If A, C ∈ B̺s,p, they can be seen as
∂xxQ1∂
−1
xx and ∂
−1
x Q2∂x, with |Q1|s,p ≤ |A|
ς
s,p, |Q2|s,p ≤ |C|
ς
s,p. If B ∈ B
ς
s,p, it can be
seen as ∂xxQ∂x, with |Q|s,p = |B|
ς
s,p. Thus,
|ABC|ςs,p = |∂xxQ1QQ2∂x|
ς
s,p = |Q1QQ2|s,p
≤ c(p)|Q1|s,p|Q|s,p|Q2|s,p ≤ c(p)|A|
̺
s,p|B|
ς
s,p|C|
̺
s,p.
(4.10)
The (4.9) is standard. 
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Lemma 4.3. If A ∈ Bςs,p, h ∈ Hs,2p, then Ah ∈ Hs,p with
(4.11) ‖Ah‖s,p ≤ c(p)|A|
̺
s,p‖h‖s,2p, ‖Ah‖
Lip
s,p ≤ c(p)|A|
̺,Lip
s,p ‖h‖s,2p,
If A ∈ Bςs,p, h ∈ Hs,2p+1, then Ah ∈ Hs,p−2 with
(4.12) ‖Ah‖s,p−2 ≤ c(p)|A|
ς
s,p‖h‖s,2p+1, ‖Ah‖
Lip
s,p−2 ≤ c(p)|A|
ς,Lip
s,p ‖h‖
Lip
s,2p+1.
Proof. (4.11) is standard. To prove (4.12), by Lemma 2.7 and Lemma 4.2, we see
‖Ah‖s,p−2 = ‖∂xxQ∂xh‖s,p−2 ≤ ‖Q∂xh‖s,p
≤ |Q|s,p‖∂xh‖s,2p ≤ |A|
ς
s,p‖h‖s,2p+1
(4.13)

Now, we recall the classical Kuksin’s lemma.
Lemma 4.4 (Kuksin). Consider the following first order partial differential equation
(4.14) − iω · ∂θu+ du+ µ(θ)u = p(θ), θ ∈ T
v,
for the unknown function u defined on the torus Tv, where ω = (ω1, · · · , ωn) ∈ R
v and
d ∈ R. We make the following assumption.
Assumption A : There are constants α, γ > 0 and τ > v such that
(4.15) |〈ℓ · ω〉| ≥
α
|k|τ
,
(4.16) |〈ℓ · ω〉+ d| ≥
αγ
|k|τ
,
for all 0 6= ℓ ∈ Zv. Also, |d| ≥ αγ.
Assumption B : The function µ is analytic on some complex strip D(s) = {x :
|Imx| < s} ⊂ Cn around Tv with mean value zero [µ] =
∫
Tv
µ(θ)dθ = 0. Moreover,
(4.17) l1 |µ|s,τ
def
=
∑
ℓ∈Zv
|µk|[ℓ]
τe|ℓ|s ≤ Cγ˜.
for µ =
∑
ℓ∈Zv µke
iℓx with some C > 0.
Assumption C : p(θ) is analytic on the same complex strip D(s), and d ≥ γ˜1+β,
with some β > 0.
Then the equation has a unique solution u(θ) defined in a narrower domain D(s−σ),
with 0 < σ < s, which satisfies
(4.18) ‖u(θ)‖s−σ,s0 ≤
ce2(5/σ)
1/β
αγ˜σ2v+τ+s0+3
‖p(θ)‖s,s0 ,
where c depend on v and τ .
Proof. The original proof can be found in [15] and [13]. Totally following the proof by
Kuksin [15] and [13] and noting Lemma 6.3, (4.18) is verified. 
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The inverse of L(un) is our main concern. However, the estimate of L(0), a diagonal
operator, is straightforward. In order to make the structure of this paper much more
simplicity, the initial approximate solution is u1 other than u0. So, we will estimate
the inverse of L(0) and set the initial parameter .
Lemma 4.5. The linear equation L(0)v = F (0), for all λ ∈ Γ(u0),
(4.19) Γ(u0) := {λ : |ω · ℓ+ k
5| ≥ α0
k5
[ℓ]τ
,∀ℓ ∈ Zv, k ∈ Z\{0}}
has a unique solution v with zero average, satisfying ‖v‖Lips,p′ ≤
1
α2
‖F (0)‖Lips,p′+2τ+1.
Proof. The equation L(0)v = F (0) is equivalent to
(4.20) ω · ∂ϕv(ϕ, x) + ∂
3
xv(ϕ, x) = F (ϕ, x),
where
(4.21) v(ϕ, x) =
∑
k∈Z\{0}
vk(ϕ)e
ikx, F (ϕ, x) =
∑
k∈Z\{0}
Fk(ϕ)e
ikx.
Thus, (4.20) can be transformed to
(4.22) ω · ∂ϕvk(ϕ) + (ik)
5vk(ϕ) = Fk(ϕ), k ∈ Z\{0},
whose solutions are vk(ϕ) =
∑
ℓ∈Zv vℓ,ke
iℓϕ with coefficients
(4.23) vℓ,k =
Fℓ,k
iω · ℓ+ ik5
∀ℓ ∈ Zv, k ∈ Z\{0}.
Using (4.19), we have
(4.24) ‖v‖s,p′+τ+1 ≤
1
α0
‖F (0)‖s,p′+2τ+1.
Applying the operator ∆v = v(λ1)− v(λ2) to L(0)v = F (0), we have
(4.25) ω · ∂ϕ∆vk(ϕ) + (ik)
5∆vk(ϕ) = ∆Fk(ϕ)−∆λ · ω · ∂ϕvk(ϕ).
Again using (4.19), we see
(4.26) ‖∆v‖s,p′ ≤
1
α0
‖∆F (0)‖s,p′+τ +∆λ ·
1
α20
‖F (0)‖s,p′+τ+1.
Combining (4.24) with (4.25), one gets
(4.27) ‖v‖Lips,p′ ≤
1
α20
‖F (0)‖Lips,p′+2τ+1.

Remark 4.4. Obviously, ‖F (0)‖Lips,p′+2τ+1 = ‖∂xf(ϕ, x)‖
Lip
s,p′+2τ+1 ≤ ε. Set ε1 as
1
α2
ε, v
as v1, p
′ as p+ η. Then, we have ‖v1‖
Lip
s,p+η ≤ ε1. Since
(4.28) F (v1) = 10v1∂
3
xv1 + 20∂xv1∂
2
xv1 + 30v
2
1∂xv1 − 6∂
2
xv1∂
5
xv1 − 18∂
3
xv1∂
4
xv1,
one gets
(4.29) ‖F (u1)‖
Lip
s,p+η−5 = ‖F (v1)‖
Lip
s,p+η−5 ≤ c(‖v1‖
Lip
s,p+η)
2 ≤ ε
8
5
1 .
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KAM step: In this section, we will give the outline of the reducibility and show in
detail one key step of the KAM iteration. The purpose is to define a transformation
operator Φm conjugating Lm, a diagonal operator Jm plus a εm remainder Rm, to
Lm+1, a diagonal operator Jm+1 plus a εm+1 remainder Rm+1.
Now, we have already got the regularized linear operator L(un) at the approximate
solution un, which is
(4.30) L = ω · ∂θ +m∂
5
y + ∂y{∂y[c1(θ, y)∂y)] + c0(θ, y)}.
Now, the linear operator L can be denote as
(4.31) L = L1 = ω · ∂θ1+D +R = J +R,
where
(4.32) D = m∂5y , R = ∂y{∂y[(c1(θ, y)∂y)] + c0(θ, y)}.
According to Definition 4.2, we see |R|ςs,s0 ≤ ‖c1(θ, y)‖s,p + ‖c0(θ, y)‖s,p.
By Lemma 3.2 and Lemma 6.6, the coefficients of perturbation term R can be
divided into n parts, which is
(4.33) ci(un) = ci(u1) + (ci(u2)− ci(u1)) + · · · (ci(un)− ci(un−1)).
Set um − um−1 = vm. From the following Lemma 4.6, (ci(um)− ci(um−1)) is as small
as vm, the function space of (ci(um) − ci(um−1)) can also be controlled by vm. Now,
the linear operator L(un) can be seen as
(4.34) L = ω · ∂θ1+D +K
1 + · · · +Kn = ω · ∂θ1+D +R1 +Q1
where
R1 = K
1, Q1 =
n∑
i=2
Ki,
Ki = ∂y{∂y [((c1(ui)− c1(ui−1)∂y)] + (c0(ui)− c0(ui−1)}.
Lemma 4.6. Assume ‖um‖
Lip
sm,p+η ≪
1
100 , for all m ≥ 1, we have
(4.35) |m(um)−m(um−1)|
Lip ≤ ‖vm‖
Lip
sm,η.
For i = 0, 1, we have
(4.36) ‖ci(um)− ci(um−1)‖
Lip
k1sm,p
≤ ‖vm‖
Lip
sm,p+η,
(4.37) |Km|ς,Lipk1sm,s0 ≤ C‖vm‖
Lip
sm,p+η.
The sm will be define later.
Proof. The estimates (4.35) and (4.36) is a direct result of Lemma 6.6 and Lemma
3.2. Definition 4.2 implies the estimates of (4.37). 
The purpose of reducibility is to make the reminder of the linear operator Lm much
more small. If the the reminder of Lm can be divided into Qm and Rm , Rm lies in a
much more general analytical space and Qm is much more smaller. We can consider
the homological equation to eliminate Rm. Thus, the transformation operator Ψm can
lies in a much more general Banach space.
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In order to exhibit the outline of our reducibility, we will give the outline of the one
step of reduction. The transformation Ψm = e
Φm acting on the operator Lm:
(4.38) Lm = ω · ∂θ1+Dm +Rm +Qm,
where
Dm = diagh∈Z\{0}i{dh + µh(θ)}, dh ≈ h
5,
∫
Tv
µh(θ)dθ = 0,
(4.39) Qm =
1∏
i=m−1
Ψ−1i [
n∑
i=m
Ki]
m−1∏
i=1
Ψi.
Then, we can get
Ψ−1m LmΨm =e
−Φm [ω · ∂ϕ(e
Φm) +Dme
Φm +Rme
Φm +Qme
Φm ]
=ω · ∂ϕ +Dm + diag[Rm] + (ω · ∂ϕΨm + [Dm,Φm] +Rm − diag[Rm]
+ (e−ΦmDme
Φm −Dm − [Dm,Φm]) + (e
−ΦmRme
Φm −Rm)
+ (e−Φmω · ∂ϕΦme
Φm − ω · ∂ϕΦm)
+
1∏
i=m
Ψ−1i [Km]
m∏
i=1
Ψi +
1∏
i=m
Ψ−1i [
n∑
i=m+1
Ki]
m∏
i=1
Ψi,
(4.40)
where [Dm,Φm] = DmΦm − ΦmDm.
If we solve the homological equation
(4.41) ω · ∂ϕΨm + [Dm,Φm] +Rm = diag[Rm],
Lm+1 can be denote as
(4.42) Lm+1 = Ψ
−1
LmΨ = ω · ∂ϕ1+Dm+1 +Rm+1 +Qm+1,
where
(4.43) Dm+1 = Dm + diag[Rm],
(4.44) Rm+1 = R
+
m +
1∏
i=m
Ψ−1i [Km+1]
m∏
i=1
Ψi,
R+m = (e
−ΦmDme
Φm −Dm − [Dm,Φm]) + (e
−ΦmRme
Φm −Rm)
+(e−Φmω · ∂ϕΦme
Φm − ω · ∂ϕΦm),
(4.45)
(4.46) Qm+1 =
1∏
i=m
Ψ−1i [
n∑
i=m+2
Ki]
m∏
i=1
Ψi.
Before we give the iteration lemmas, we need the following iteration constants and
domains.
iteration parameters: Set n ≥ 1,m ≥ 1. Then, (m,n) indicates the mth step
KAM reduction for the linear operator L(un).
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• ε1 = ε, εm = ε
( 4
3
)m−1, which dominate the size of the perturbation Rm in KAM
iteration, the modified function vm and ci(um−1 + vm)− ci(um−1).
• sn = (
10
11 )
n−1s1, s1 = s, which dominate the width of the un.
• s′n =
99
101sn, s1 = s, which dominate the width of the coefficients ci(un) and Rn.
• σm =
1
200sm, which serve as a bridge from sm to sm+1.
• αmn =
α0
2m (1 +
1
2n−m ), which dominate the measure of parameters removed in the
(m,n)− step KAM iteration.
• Cd,m =
1
2(1 +
1
2m+1 ), which
1
2 < Cd,m ≤ 1.
• Cλ,m = (2−
1
2m )ε, which ε ≤ Cλ,m ≤ 2ε.
• Cµ,m = c(2−
1
2m )ε, which cε ≤ Cλ,m ≤ 2cε.
Set these parameter
(4.47) 0 < ε≪ α0 ≪ min{
1
100
, s}.
iteration lemmas:
[H1]n Assume that q ≥ p + η + 2τ0 + 1, ∂xf satisfies the assumption of Theorem
1.1. Let τ > v + 1, then, for all n ≥ 1,
(P1)n : There exist a function un : λ ⊆ Λ(un) → un(λ), with ‖un‖
Lip
sn,p+η ≤ 2ε,
where Λ(un) are cantor like subset of Π = [
1
2 ,
3
2 ].
The difference function vn = un − un−1, where, for convenience, v0 = 0, satisfy
(4.48) ‖vi‖
Lip
si,p+η ≤ εi.
(P2)n : ‖F (un)‖
Lip
sn,p+η−5
≤ ε
6
5
n+1.
[H2]m
Assume we have get the following operator
(4.49) Lm = ω · ∂θ1+Dm +Rm +Qm,
after (m− 1)th step KAM reduction for the linear operator L(un), which satisfies the
following hypothesis:
(S1)m :
(4.50) Dm = diagk∈Z\{0}i{d
m
k (λ) + µ
m
k (λ, θ)
(4.51) dmk (un) = m(un)k
5 + rmk k
3 = m(un)k
5 + rm−1k k
3 + [Rm−1(k, k)],
defined for all λ ∈ Λm.n, where Λ0.n = Λ(un) (is the domain of un), and, for m ≤ n,
(4.52) Λm.n :=
{
λ ∈ Λm−1.n : |ℓ · λω + d
m
i (un)− d
m
j (un)| ≥
αmn|i
5 − j5|
[ℓ]τ
}
,
28 YINGTE SUN AND XIAOPING YUAN
with
(4.53)
· · · < d−1(λ) < 0 < d1(λ) < · · · , |d
m
i (un)− d
m
j (un)| ≥ (m(un) + Cd,m)|i
5 − j5|.
dmi (un) is Lipschitz − continuous in λ, and fulfills the estimate:
(4.54) sup
λ1,λ2∈Λ
dmi (λ1)− d
m
i (λ1)
λ1 − λ2
≤ mlip(un)i
5 + Cλ,mi
3.
µk(λ, θ) is real analytic in θ and Lipschitz− continous in λ of zero average. It also
satisfies
(4.55) l1 |µmk |s′m,τ ≤ Cµ,mk
3, ‖µmk ‖
Lip
s′m,s0
≤ Cλ,mk
3.
Qm is defined in (4.46), and Qn+1 = 0.
(S2)m : The reminder Rm is Lipschitz− continous in λ, and satisfies the estimate:
(4.56) |Rm|
ς,Lip
s′m,s0
≤ Cεm, ∀m ≤ n,
(4.57) |Rn+1|
ς,Lip
s′n−2σn,s0
≤ ε
4
3
n .
C is an constant only depend on v. Moreover, for m ≥ 1, we have
(4.58) Lm+1 = Ψ
−1
m LmΨm, Ψm = e
Φm ,
(4.59) |Φm|
̺,Lip
s′m−2σm,s0
≤ ε
5
6
m.
Remark 4.5. We only make n − step KAM reduction for the linear operator L(un),
conjugating it to Ln+1(un).
Remark 4.6. In the Hamiltonian case Φm is Hamiltonian, the transformation operator
Ψm = e
Φm
is a symplectic map. The corresponding operator Lm,Rm are Hamiltonian, then,
Rm(k, k) can be guaranteed to be pure imaginary.
Corollary 4.7. ∀λ ∈ Λn,m, the sequence
(4.60) Ωm =
m∏
i=1
Ψi = Ψ1 ◦Ψ2 ◦ · · · ◦Ψm
satisfies the following estimate
(4.61) |Ω−1m − I|
̺,Lip
s′m−2σm,s0
+ |Ωm − I|
̺,Lip
s′m−2σm,s0
≤ 1.
Proof. (4.5) and (4.59) imply (4.61). 
Now, we would prove the iteration Lemma [H2]m.
29
Proof. For convenience, let L,R refer to Lm,Rm, L+,R+ refer to Lm+1,Rm+1.
(Part1: Homological equation)
See Dii = i(di + µi(ϕ)). Multiply −i on both side of the following equation:
(4.62) ω · ∂θΦ+ [D,Φ] +R = diag[R].
Then, the homological equation is equivalent to
(1) i = j: Φii = 0,
(2) i 6= j:
(4.63) − iω · ∂θΦij + (di − dj)Φij + (µi(θ)− µj(θ))Φij − iRij = 0.
See dij = di − dj , µij = µi(θ)− µj(θ), χij = |i
5 − j5|, ιij = |i− j|. By (4.55), we have
(4.64) l1 |µij |s′m,τ ≤ Cµm(i
3 + j3).
Now, applying Kuksin’s lemma to (4.63), we get
(4.65) ‖Φij‖s′m−σm,s0 ≤
ce2(5/σm)
1/β
αmnχijσ
2v+τ+s0+3
m
‖Rij‖s′m,s0 .
Since
(4.66) β ≥
1
3
, σm =
1
200
s′m =
1
200
(
10
11
)
m−1
s,
we get
(4.67) e2(5/σm)
1/β
= c(s)(
11
10
)3(m−1) ≤ c(s)(
4
3
)m−1,
c is an constant only depending on s. Let
(4.68) ε
1
20 ≤ c(s)−1,
we have
(4.69) ‖Φij‖s′m−σm,s0 ⋖
ε
−1/20
m
αmnσ
2n+τ+s0+3
m χij
‖Rij‖s′m,s0 .
Then, consider the infinite matrices of elements
(4.70)
Rijj
2
i2(i4 + j4)
,
Riji
j(i4 + j4)
,
Rij
(i4 + j4)
.
Combining (4.69), (4.70) with the Definition 4.2, we have the estimates of matrix Φ,
(4.71) |̂Φ|s′m−σm,s0 ⋖
ε
−1/20
m
αmnσ
2v+τ+s0+3
m
|R|ςs′m,s0
,
(4.72) |˜Φ|s′m−σm,s0 ⋖
ε
−1/20
m
αmnσ
2v+τ+s0+3
m
|R|ςs′m,s0 ,
(4.73) |Φ|s′m−σm,s0 ⋖
ε
−1/20
m
αmnσ
2v+τ+s0+3
m
|R|ςs′m,s0 .
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Now,we need a bound on the Lipschitz semi-norm of Φ. Given a function Φ of
ω = λω¯, set ∆Φ = Φ(λ1) − Φ(λ2). Then, applying the operator ∆ to the equation
(4.63), we get
−i(λ1ω¯) · ∂θ(∆Φij) + dij(λ1)(∆Φij) + µij(θ, λ1)(∆Φij)
= i(λ1ω¯ − λ2ω¯)∂θ(Φij(λ2))− (∆dij +∆µij)Φ(λ2)− i∆Rij,
(4.74)
where
|∆dij | = |(di(λ1)− dj(λ1))− (di(λ2)− dj(λ2))|
≤ |m(λ1)−m(λ2)||i
5 − j5|+ |(ri(λ1)− ri(λ2))i
3|+ |(rj(λ1)− rj(λ2))j
3|
≤ cε|i5 − j5||∆λ|.
(4.75)
Again applying Kuksin’s lemma, we have
(4.76) ‖∆Φij‖s′m− 32σm
⋖
ε
−1/10
m
α2mnσ
4v+2τ+7
m χij
(|∆λ|‖Rij‖s′m + ‖∆R‖s′m),
and
(4.77) ‖Φij‖
lip
s′m−2σm,s0
⋖
ε
−1/10
m
α2mnσ
4n+2τ+7+s0
m χij
(‖Rij‖s′m,s0 + ‖Rij‖
lip
s′m,s0
).
By (4.70),(4.71), (4.73), (4.73),(4.74) and (4.77), we can obtain
(4.78) |̂Φ|
Lip
s′m−2σm,s0
≤ ε
− 1
7
m |R|
ς,Lip
s′m,s0
,
(4.79) |˜Φ|
Lip
s′m−2σm,s0
≤ ε
− 1
7
m |R|
ς,Lip
s′m,s0
,
(4.80) |Φ|Lips′m−2σm,s0
≤ ε
− 1
7
m |R|
ς,Lip
s′m,s0
.
Finally, we get
(4.81) |Φ|̺,Lips′m−2σm,s0 ≤ ε
5
6
m.
(Part2: New diagonal part)
We have already get the new linear operator
(4.82) L+ = ω · ∂θ1+D+ +R+ +Q+,
where
(4.83) D+ := diagi∈Ni{d
+
i + µ
+
i (ϕ)},
(4.84) d+i = di +Rii, µ
+
i (ϕ) = µi(ϕ) + (Rii −Rii), Rii =
∫
Tv
Rii(θ)dθ.
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Considering P1, by Lemma 6.1, we see
l1 |Rii −Rii|s′m−σm,τ ≤ ‖Rii‖s′m · (
∑
k∈Zv\{0}
e−2kσm |k|2τ )
1
2
≤ (
2τ
e
)τσ
−( v
2
+τ)
m (1 + e)
v
2 ‖Rii‖s′m
≤ c
1
sm
v
2
+τ
εmi
3
≤ c1
ε
2m+1
i3,
(4.85)
and
l1 |µ+i (ϕ)|s′m−σm,τ ≤
l1 |µi(ϕ)|s′m,τ +
l1 |Rii −Rii|s′m−σm,τ
≤ c1(2−
1
2m
)εi3 + c1
ε
2m+1
i3 = Cµ.mi
3.
(4.86)
(Part3: Estimates of New perturbed terms)
Consider the new perturbed terms R+ := H1 +H2, where
H1 = (e
−ΦReΦ −R) + (e−ΦDeΦ −D − [D,Φ]) + (e−Φω · ∂θΦe
Φ − ω · ∂θΦ)
= P1 + P2 + P3,
(4.87)
(4.88) H2 =
1∏
i=m
Ψ−1i [Km+1]
m∏
i=1
Ψi.
Considering P1, by [5, Lemma 5.3], we get
|P1|
ς,Lip
s′m−2σm,s0
⋖ |R|ς,Lips′m,s0 |Φ|
̺,Lip
s′m−2σm,s0
≤ ε
9
5
m.
(4.89)
Considering P2, from the homological equation [D,Φ] = −ω · ∂θΦ− (R− diag[R]), we
have
|[D,Φ]|ς,Lips′m−3σm,s0
≤
c(v)
σm
|Φ|ς,Lips′m−2σm,s0
+ |R|ς,Lips′m−3σm,s0
≤ ε
2
3
m.
(4.90)
Moreover,
|[[D,Φ],Φ]|ς,Lips′m−3σm,s0 ⋖ |[D,Φ]|
ς,Lip
s′m−3σm,s0
|Φ|̺,Lips′m−3σm,s0
≤ ε
8
5
m.
(4.91)
By the following formula
(4.92) e−ΦDeΦ −D − [D,Φ] =
∫ 1
0
∫ s
0
e−s1Φ[[D,Φ],Φ]es1Φds1ds,
we get
(4.93) |P2|
ς,Lip
s′m−3σm,s0
≤
1
3
ε
4
3
m.
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Considering P3, by[5, Lemma4.3], we have
|P3|
ς,Lip
s′m−3σm,s0
⋖ |Φ|̺,Lips′m−3σm,s0 |ω · ∂ϕΦ|
ς,Lip
s′m−3σm,s0
≤
c
σm
(|Φ|̺,Lips′m−2σm,s0)
2
≤
c
σm
ε
10
6
m .
(4.94)
The bounds (4.89), (4.93) and (4.94) imply
(4.95) |H1|
ς,Lip
s′m−2σm,s0
≤ ε
4
3
m.
As we see in Corollary 4.7,
max{|Ω−1m |
̺,Lip
s′m−2σm,s0
, |Ωm|
̺,Lip
s′m−2σm,s0
} ≤ 2,
then,
|H2|
ς,Lip
s′m−2σm,s0
⋖ |Ω−1m |
̺,Lip
s′m−2σm,s0
|Ωm|
̺,Lip
s′m−2σm
|K|ς,Lips′m,s0
≤ Cε
4
3
m.
(4.96)
Finally,
(4.97) |R+|ς,Lips′m−2σm,s0
≤ (C + 1)ε
4
3
m.

4.2. The εn+1 approximate solution of linear equation F (un) + L(un)v = 0.
After n-step iteration, the linear operator L(un) has been transformed into
(4.98) Ln+1 = ω · ∂θ1+Dn+1 +Rn+1,
where Rn+1 is relatively small linear operator with ‖Rn+1‖
Lip
s′n−2σn
≤ εn+1. Now, the
main concern is the invertibility of Jn+1 = ω∂ϕ.1+Dn+1.
Lemma 4.7. For all g ∈ Hss′n−2σn,s0 with zero space average and λ ∈ Λn,n ∩ Γ(un),
(4.99) Γ(un) :=
{
λ : |λω¯ · ℓ+ dn+1k (un)| ≥ αnn
k5
[ℓ]τ
,∀ℓ ∈ Zn, k ∈ Z\{0}
}
,
the equation Jn+1v = g has a unique solution v with zero space average and satisfies
(4.100) ‖v‖s,Lips′n−4σn,s0
≤ ε
− 1
6
n+1‖g‖
s,Lip
s′n−2σn,s0
.
Proof. Since J is a diagonal linear operator and g ∈ H10, the equation J v = g can be
transformed to
(4.101) − iω · ∂θvi + d
n+1
i vi + µ
n+1
i (θ)vi(θ) = −igi(θ), i ∈ Z\0,
where dn+1i ≥
1
2 i
5, l1 |µn+1i (ϕ)|sn−2σn,τ ≤ 2εi
3.
Applying Kuksin’s lemma to (4.101), we get
(4.102) ‖vi‖s′n−3σn,s0 ≤
ce2(5/σn)
1/β
αnnχiσ
τ+2n+s0+3
n
‖gi‖s′n−2σn,s0 .
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Since
(4.103) β ≥
2
3
, σn =
1
200
sn =
1
200
(
10
11
)
n−1
s,
we have
(4.104) e2(5/σn)
1/β
≤ c(s)(
11
10
)
3(n−1)
2 < c(s)(
4
3
)n,
c is an constant only depending on s. Let ε
1
20 ≤ c(s)−1,
we have
(4.105) ‖vi‖s′n−3σn,s0 ≤
cε
− 1
20
n+1
αnσ
τ+2v+s0+3
n
‖gi‖s′n−2σn,s0 .
Applying the operator ∆v = v(λ1)− v(λ2) to (4.101), one gets
−iλ1ω . . . ∂θ∆vi + d
n+1
i (λ1)∆vi + µ
n+1
i (θ)(λ1)∆vi(θ)
= −i∆gi(ϕ)− (∆d
n+1
i +∆µ
n+1
i )vi(λ2) + i∆λ · ω∂θvi(λ2)
(4.106)
Again applying Kuksin’s lemma, we have
(4.107) ‖∆vi‖s′n−4σn,s0 ≤
ε
−1/10
n+1
α2nnσ
4n+2τ+2s0+7
n χi
(‖∆gi‖s′n−2σn + |∆λ|‖gi‖s′n−2σn,s0)
Finally, (4.105) and (4.107) imply
(4.108) ‖v‖s,Lips′n−4σn,s0 ≤ ε
− 1
6
n+1‖g‖
s,Lip
s′n−2σn,s0

Now,we have conjugated the linearized operator L to
Ln+1 = Jn+1 +Rn+1 =W
−1
1 LW2,
where
W2 = ABΩn, W
−1
1 = Ω
−1
n
1
ξ(θ)
B−1A−1.
Also, we can see W±1i are linear maps of the subspace of H
1
0.
Now, we can prove the first part of the iteration lemma [H1]n.
Lemma 4.8. For all λ ∈ Λn,n ∩ Γ(un), the linear operator W1JW
−1
2 admits a right
inverse of H10. More precisely. for all Lipschitz family F (λ) ∈ H
1
0, the function
(4.109) v := (W1JW
−1
2 )
−1F :=W2J
−1W−11 F
is a solution of W1JW
−1
2 v = F . Morover
(4.110) ‖vn+1‖
Lip
sn+1,p+η ≤ ε
− 1
5
n+1‖F (un)‖
Lip
sn,p+η−5
.
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Proof. We have already get
(4.111) vn+1 =W2J
−1W−11 F (un).
Applying Lemma 3.2 and Corollary 4.7, we see
‖W−11 F (un)‖
s,Lip
s′n−2σn,s0
= ‖Ω−1n U
−1
2 F (un)‖
s,Lip
s′n−2σn,s0
⋖ ‖U−12 F (un)‖
s,Lip
s′n,s0
⋖ ‖U−12 F (un)‖
Lip
s′n,2s0
⋖ ‖F (un)‖
s,Lip
sn,p+η−5
(4.112)
Using Lemma 4.7, one gets
‖J −1W−11 F (un)‖
s,Lip
s′n−4σn,s0
⋖ ε
− 1
6
n+1‖W
−1
1 F (un)‖
s,Lip
s′n−2σn,s0
⋖ ε
− 1
6
n+1‖F (un)‖
s,Lip
sn,p+η−5
.
(4.113)
With reference to Corollary 4.7 and Lemma 6.3, we see
‖ΩnJ
−1W−11 F (un)‖
Lip
s′n−5σn,p+2η
⋖
1
σ2η+s0+5n
‖ΩnJ
−1W−11 F (un)‖
Lip
s′n−4σn,s0
⋖
1
σ2η+s0+5n
‖ΩnJ
−1W−11 F (un)‖
s,Lip
s′n−4σn,s0
⋖
1
σ2η+3s0+5n
‖J −1W−11 F (un)‖
s,Lip
s′n−4σn,s0
⋖
ε
− 1
6
n+1
σp+2η+s0n
‖F (un)‖
Lip
sn,p+η−5
.
(4.114)
Using Lemma 3.2 again, we get
‖W2J
−1W−11 F (un)‖
Lip
k1(s′n−5σn),p+η
⋖ ‖ΩnJ
−1W−11 F (un)‖
Lip
s′n−5σn,p+2η
⋖
ε
− 1
6
n+1
σp+2η+5n
‖F (un)‖
Lip
sn,p+η−5
.
(4.115)
Since k1(s
′
n − 5σn) > sn+1, we get
(4.116) ‖vn+1‖
Lip
sn+1,p+η ≤ ε
− 1
5
n+1‖F (un)‖
Lip
sn,p+η−5
,
Thus,
(4.117) ‖vn+1‖
Lip
sn+1,p+η ≤ εn+1.

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4.3. The estimation of F(un+1) and vn+1.
Review the definition of F (u), which is
F (u) = ut + ∂
5
x + 10u∂
3
xu+ 20∂xu∂
2
xu+ 30u
2∂xu− 6∂
2
xu∂
5
xu− 18∂
3
xu∂
4
xu− ∂xf(ωt, x).
Lemma 4.9. Assume un+1 = un + v, that v is the solution of W1JW
−1
2 v = F (un).
Then,
F (un+1) =W1RW
−1
2 (v)
+ 10v∂3xv + 20∂xv∂
2
xv + 30v
2∂xv − 6∂
2
xv∂
5
xv − 18∂
3
xv∂
4
xv + 60unv∂xv.
(4.118)
Proof.
F (un+1) =F (un) + L(un)v
− 10v∂3xv + 20∂xv∂
2
xv − 30v
2∂xv − 6∂
2
xv∂
5
xv − 18∂
3
xv∂
4
xv + 60unv∂xv
=F (un) +W1JW
−1
2 (v) +W1RW
−1
2 (v)
+ 10v∂3xv + 20∂xv∂
2
xv − 30v
2∂xv − 6∂
2
xv∂
5
xv − 18∂
3
xv∂
4
xv + 60unv∂xv
=W1RW
−1
2 (v)
+ 10v∂3xv + 20∂xv∂
2
xv − 30v
2∂xv − 6∂
2
xv∂
5
xv − 18∂
3
xv∂
4
xv + 60unv∂xv
(4.119)

Now, the whole necessary estimates has been prepared. We will prove the last piece
(P2)n of iteration Lemma [H1]n.
Proof. Consider the formula (4.119) for F (un), an approximate of W1RW
−1
2 (vn+1) is
the our main concern. Since W−12 vn+1 = J
−1W−11 F (un), by (4.113), we see
(4.120) ‖W−12 vn+1‖
s,Lip
s′n−4σn,s0
= ‖J −1W−11 F (un)‖
s,Lip
s′n−4σn,s0
⋖ ε
− 1
6
n+1‖F (un)‖
Lip
sn,p+η−5
.
Then, by Lemma 6.3, we have
(4.121)
‖W−12 vn+1‖
Lip
s′n−5σn,2s0+1
⋖
1
σs0+1n
‖W−12 vn+1‖
Lip
s′n−4σn,s0
⋖
1
σs0+1n
‖W−12 vn+1‖
s,Lip
s′n−4σn,s0
.
Using (4.12), we have
‖RW−12 vn+1‖
Lip
s′n−5σn,s0−2
⋖ εn+1‖W
−1
2 vn+1‖
Lip
s′n−5σn,2s0+1
⋖
ε
5
6
n+1
σs0+1n
‖F (un)‖
Lip
sn,p+η−5
(4.122)
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By Corollary 4.7 and Lemma 6.3, one gets
‖ΩnRW
−1
2 vn+1‖
Lip
s′n−7σn,p+2η
⋖
1
σs0+2η+5n
‖ΩnRW
−1
2 vn+1‖
Lip
s′n−6σn,s0
⋖
1
σs0+2η+5n
‖ΩnRW
−1
2 vn+1‖
s,Lip
s′n−6σn,s0
⋖
1
σs0+2η+5n
‖RW−12 vn+1‖
s,Lip
s′n−6σn,s0
⋖
1
σs0+2η+5n
‖RW−12 vn+1‖
Lip
s′n−6σn,2s0
⋖
1
σ2s0+2η+7n
‖RW−12 vn+1‖
Lip
s′n−5σn,s0−2
⋖
ε
5
6
n+1
σ3s0+2η+8
‖F (un)‖
Lip
sn,p+η−5
.
(4.123)
By Lemma 3.2, we see
(4.124) ‖W1RW
−1
2 vn+1‖k1(s′n−7σn),p+η ⋖
ε
5
6
n+1
σ3s0+2η+8n
‖F (un)‖
Lip
sn,p+η−5
.
Obviously, k1(s
′
n − 7σn) > sn+1. Finally, Combining (4.124) with the estimate of the
rest part of F (un+1), we get
‖F (un+1)‖
Lip
sn+1,p+η−5
⋖ (
ε
5
6
n+1
σ4s0+2η+8n
‖F (un)‖
Lip
sn,p+η−5
+ (‖vn+1‖
Lip
sn+1,p+η)
2)
≤ ε
6
5
n+2.
(4.125)

5. Measure estimation
For notational convenience, we extend the eigenvalues dmi (un), which are defined
for i ∈ Z\{0},to i ∈ Z, where dmi (un) = 0, i = 0.
Set Θmn =
⋃
i,j,ℓR
m
ijℓ(un), i, j 6= 0, where
(5.1) Rmijℓ(un) = {λ ∈ Π : |ℓ · λω + d
m
i (un)− d
m
j (un)| ≤
αmn|i
5 − j5|
[ℓ]τ
, i 6= j,m ≤ n}.
Set Γn =
⋃
i,ℓR
n+1
i,0,ℓ(un) =
⋃
i,ℓRiℓ(un), where
(5.2) Riℓ(un) = {λ ∈ Π : |ℓ · λω + d
n+1
i (un)| ≤
αnn|i
5|
[ℓ]τ
}.
Although Θmn and Γn seem different, the following two lemmas can applying them
both.
Lemma 5.1. If Rmijℓ(un) 6= ∅, then |i
5 − j5| ≤ 8|λω · ℓ|
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Proof. If Rmijℓ(un) 6= ∅, then there exists λ ∈ Π, such that
|λω · ℓ+ dmi (un)− d
m
j (un)| <
αmn|i
5 − j5|
[ℓ]τ
.
Therefor,
(5.3) |dmi − d
m
j | <
αmn|i
5 − j5|
|ℓ|τ
+ 2|ω · l|.
Moreover, by (4.53), for ε small enough,
(5.4) |dmi − d
m
j | ≥
1
2
|i5 − j5|.
Since αmn ≤ α0, we see
(5.5) 2|ω · ℓ| ≥ (
1
2
−
α0
[ℓ]τ
)|i5 − j5| ≥
1
4
|i5 − j5|,
which prove the lemma. 
Lemma 5.2. |Rmijℓ(un)| ≤ 9
αmn
[ℓ]τ .
Proof. Consider the function φ(λ) : Π 7→ C defined by
(5.6) φ(λ) = λω · ℓ+ dmi (un)− d
m
j (un),
where
(5.7) |dmi (un)− d
m
j (un)|
lip ≤ mlip(un)|i
5 − j5|+ Cλ,m|i
3 − j3| ≤ Cε|i5 − j5|.
Since ε is small enough, for any λ1, λ2 ∈ Π, we see
|φ(λ1)− φ(λ2)| ≥ (λ1 − λ2)(|ω · ℓ| − |d
m
i (un)− d
m
j (un)|
lip)
≥ (
1
8
− Cε0)|i
5 − j5||λ1 − λ2|
≥
|i5 − j5|
9
|λ1 − λ2|.
(5.8)
Then, one gets
(5.9) |Rmijℓ(un)| ≤
αmn|i
5 − j5|
[ℓ]τ
9
|i5 − j5|
≤
9αmn
[ℓ]τ
.

Lemma 5.3. Let un(λ), un−1(λ) be Lipschitz families of analytic function, defined for
λ ∈ Υ. Then, for v > 0, ∀λ ∈ Λv,n ∩ Λv,n−1,
(5.10) |Rv(un)−Rv(un−1)|
ς
s′v,s0
≤ Cεvεn.
Proof. Obviously, for v = 1, we have
(5.11) R1(un)−R1(un−1) = K1 −K1 = 0.
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By induction method, for v ≤ m, we have
|(dvi (un)− d
v
j (un))− (d
v
i (un−1)− d
v
j (un−1))|
≤ (m(un)−m(un−1))|i
5 − j5|+ |(ri(un)− ri(un−1))|i
3 + |(rj(un)− rj(un−1))|j
3
≤ cεn|i
5 − j5|+ c
∑
k≤v−1
|Rk(un)−Rk(un−1)|
ς
s′k,s0
|i3 + j3|
≤ c1εn|i
5 − j5|
(5.12)
and
‖(µvi (un)− µ
v
j (un))− (µ
v
i (un−1)− µ
v
j (un−1))‖s′v ,s0
≤ c
∑
k≤v−1
|Rk(un)−Rk(un−1)|
ς
s′v,s0
|i3 + j3|
≤ c2εn|i
5 − j5|
(5.13)
Now, we consider v = m + 1. Set ∆Φij = Φij(un) − Φij(un−1) , and applying the
operator ∆ to (4.63), we get
−iω · ∂θ(∆Φ
m
ij ) + dij(un)(∆Φ
m
ij ) + µij(un)(∆Φ
m
ij )
= −(∆dij +∆µij)Φ
m
ij (un−1)− i∆R
m
ij .
(5.14)
Applying Kuksin’s lemma to (5.14) again, we have
(5.15) ‖∆Φmij‖s′m−2σm,s0 ⋖
ε
−1/10
m
α2mnσ
4n+2τ+s0+7
m χij
(εn‖R
m
ij ‖s′m,s0 + ‖∆R
m
ij ‖s′m,s0),
which indicates
(5.16) ‖∆Φm|
̺
s′m−2σm,s0
≤ εnε
5
6
m.
Recall the definition of Rm+1, we can get
∆Rm+1 = ∆P1 +∆P2 +∆P3 +∆Hm+1.(5.17)
For notation convenience, we make a notation
(5.18) |Φm|
̺
s′m−2σm,s0
= max{|Φ(un)|
̺
s′m−2σm,s0
, |Φ(un−1)|
̺
s′m−2σm,s0
}.
By (2.31), we see
(5.19) |∆Ψm|
̺
s′m−2σm,s0
≤ C|∆Φm|
varrho
s′m−2σm,s0
≤ Cεnε
5
6
m,
and
(5.20) |∆Ψ−1m |
̺
s′m−2σm,s0
≤ C|∆Φm|
varrho
s′m−2σm,s0
≤ Cεnε
5
6
m.
The detail of the estimation of ∆Rm+1 can be divided into several parts.
Part 1: Firstly, we consider ∆Hm+1. Since ∆[Km+1] = 0, then, we get
∆Hm+1 = ∆(
1∏
i=m
Ψ−1i )[Km+1]
m∏
i=1
Ψi +
1∏
i=m
Ψ−1i [Km+1]∆(
m∏
i=1
Ψi).
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Using (2.31), (5.19) and (5.20), we have
|∆Hm+1|
ς
s′m+1,s0
≤|[∆Ω−1m ][Km+1][Ωm]|
ς
s′m+1,s0
+ |Ω−1m ][Km+1][∆Ωm]|
ς
s′m+1,s0
⋖|∆(
1∏
i=m
Ψ−1i )|
̺
s′m−2σm,s0
|[Km+1]|
ς
s′m+1,s0
|
m∏
i=1
Ψi|
̺
s′m−2σm,s0
+ |
1∏
i=m
Ψ−1i |
̺
s′m−2σm,s0
|[Km+1]|
ς
s′m+1,s0
|∆(
m∏
i=1
Ψi)|
̺
s′m−2σm,s0
≤Cεm+1εn.
(5.21)
Part 2: Considering ∆P1, we have
(5.22) ∆P1 = (e
−Φm(∆Rm)e
Φm −∆Rm) + (∆e
−Φm)Rme
Φm + e−ΦmRm(∆e
Φm).
Using [5, lemma5.3] and (2.31), we have
|e−Φm(∆Rm)e
Φm −∆Rm|
ς
s′m−2σm,s0
⋖ |∆Rm|
ς
s′m−2σm
|Φm|
̺
s′m,s0
≤ Cεmεn · ε
5
6
m,
(5.23)
and
|(∆e−Φm)Rme
Φm + e−ΦmRm(∆e
Φm)|ςs′m−2σm,s0 ⋖ |Rm|
ς
s′m
|∆Φm|
̺
s′m−2σm,s0
≤ Cεm · εnε
5
6
m.
Then, we have
(5.24) |∆P1|
ς
s′m−2σm,s0
⋖ ε
11
6
m · εn ≤
1
3
ε
4
3
m · εn.
Part 3: Consider ∆P2, we have
(5.25) ∆P2 =
∫ 1
0
∫ s
0
∆[e−s1Φm [[Dm,Φm],Φm]e
s1Φm]ds1ds,
where
∆[e−s1Φm [[Dm,Φm],Φm]e
s1Φm ] =(∆e−s1Φm)[[Dm,Φm],Φm]e
s1Φm
+ e−s1Φm [[Dm,Φm],Φm](∆e
s1Φm)
+ e−s1Φm∆[[Dm,Φm],Φm]e
s1Φm.
(5.26)
From the homological equation (4.63), we see ∆[D,Φ] = −ω·∂ϕ∆Φ−(∆R−∆diag[R]).
Then, we get
|∆[Dm,Φm]|
ς
s′m−3σm,s0
≤
c(v)
σm
εn · ε
5
6
m + cεn · εm
≤ εnε
2
3
m,
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and
|∆[[Dm,Φm],Φm]|
ς
s′m−3σm,s0
⋖ |∆[Dm,Φm]|
ς
s′m−3σm,s0
|Φm|
̺
s′m−2σm,s0
+ |[Dm,Φm]|
ς
s′m−3σm,s0
|∆Φm|
̺
s′m−2σm,s0
⋖ εnε
2
3
m · ε
5
6
m + ε
2
3
m · εnε
5
6
m.
(5.27)
By (2.31) , we see
|(∆e−s1Φm)[[Dm,Φm],Φm]e
s1Φm + e−s1Φm [[Dm,Φm],Φm](∆e
s1Φm)|ςs′m−2σm,s0
⋖ |∆Φm|
̺
s′m−2σm,s0
|[[Dm,Φm],Φm]|
ς
s′m−3σm,s0
⋖ ε
5
6
mεn · ε
5
3
m.
(5.28)
The bounds (5.26), (5.27) and (5.28) imply
(5.29) |∆P2|
ς
s′m−3σm,s0
≤
1
3
ε
4
3
mεn.
Part 4: For ∆P3, we see
∆P3 =(e
−Φm(ω · ∂ϕ∆Φm)e
Φm − ω · ∂ϕ∆Φm) + (∆(e
−Φm)ω · ∂ϕΦme
Φm)
+ (e−Φmω · ∂ϕΦm∆(e
Φm)).
Using [5, lemma5.3] and (2.31) again, one gets
|e−Φm(ω · ∂ϕ∆Φm)e
Φm − ω · ∂ϕ∆Φm|
ς
s′m−3σm,s0
⋖ |Φm|
̺
s′m−3σm,s0
|ω · ∂ϕ∆Φm|
ς
s′m−3σm
≤
c
σm
|∆Φ|̺s′m−2σm,s0 |Φ|
̺,Lip
s′m−2σm,s0
≤
c
σm
ε
5
6
mεn · ε
5
6
m,
(5.30)
and
|∆(e−Φm)ω · ∂ϕΦme
Φm + e−Φmω · ∂ϕΦm∆(e
Φm)|ςs′m−3σm,s0
⋖ C|∆Φm|
̺
s′m−3σm,s0
|ω · ∂ϕΦm|
ς
s′m−3σm,s0
≤
c
σm
|∆Φ|̺s′m−2σm,s0
|Φ|̺,Lips′m−2σm,s0
≤
c
σm
ε
5
6
mεn · ε
5
6
m.
(5.31)
We can get
(5.32) |∆P3|
ς
s′m−3σm,s0
≤
1
3
ε
4
3
mεn.
Finally, (5.21),(5.24), (5.29) and (5.32) imply
(5.33) |∆Rm+1|
ς
s′m+1,s0
≤ Cεm+1εn.
Then, the lemma is proved. 
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Lemma 5.4. If ε0 is small enough, for any m ≤ n− 1 and ℓ satisfying
[ℓ]τ ≤ ε
− 3
4
n ≤
1
εn2n
,
we have
Rmijℓ(un) ⊆ R
m
ijℓ(un−1).
Proof. By (5.12), for any i, j ∈ Z, we have
(5.34) |(dmi − d
m
j )(un)− (d
m
i − d
m
j )(un−1)| ≤ c|i
5 − j5|εn.
Then,
|λω · ℓ+ (dmi − d
m
j )(un)| ≥|λω · ℓ+ (d
m
i − d
m
j )(un−1)|
− |(dmi − d
m
j )(un)− (d
m
i − d
m
j )(un−1)|
≥
α0
2m
(1 +
1
2n−1−m
)
|i5 − j5|
[ℓ]τ
− c|i5 − j5|εn
≥
α0
2m
(1 +
1
2n−1−m
)
|i5 − j5|
[ℓ]τ
− α0
1
2n
|i5 − j5|
[ℓ]τ
≥
α0
2m
(1 +
1
2n−m
)
|i5 − j5|
[ℓ]τ
=αnm
|i5 − j5|
[ℓ]τ
.
(5.35)

Theorem 5.1. The cantor like set Πε ∈ Π is asymptotically full Lebesgue measure,
i.e.
|Π\Πε| ≤ Cα0.
Proof. We see
Π\Πε = (
⋃
Γn)
⋃
(
⋃
m,n
Θmn), ∀m ≤ n.
Obviously, we have |
⋃
Γn| ≤ Cα0. Consider the set
⋃
Θmn in a different view. Set
Λm =
⋃
n≥m
Θmn =
⋃
i,j,l,n
Rmijk(un),
where Λm is set removed from the m-step reduction for all L(un),n ≥ m. By Lemma
5.1, Rmijℓ(un) 6= ∅ are confined in the ball i
4 + j4 ≤ 16|ω||ℓ|. Then, we have
|Θmm| = |
⋃
i,j,ℓ
Rmijℓ(um)| ≤
∑
ℓ∈Zv
∑
i4+j4≤16|ω||ℓ|
|Rmijℓ(um)|
≤ C
∑
ℓ∈Zv
αmm
[ℓ]τ
[ℓ]
1
2 ≤ Cαmm = C
α0
2m−1
,
(5.36)
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|Θm,n\Θm,n−1| ≤ C
∑
[ℓ]τ≥ε
−
3
4
n ,|i|,|j|≤C|ℓ|1/4
αmn
[ℓ]τ
≤ C
∑
[ℓ]τ≥ε
−
3
4
n
αmn
[ℓ]τ
[ℓ]
1
2
≤ C
α0
2m−1
ε
3
4τ
(τ− 1
2
−v)
n
≤ C
α0
2m−1
ε
3
8τ
n .
(5.37)
Then, we can get |Λm| ≤ C
α0
2m−1 . The lemma is proved. 
6. Technical lemmas
Suppose the function in this paper real analytic on Tns , and s0 an integer greater
than n2 .
Definition 6.1. Let p be an integer, the max norm of Dpu on Tns is
|Dpu|s =
∑
α∈Zn,|α|=p
|Dαu|s.
Lemma 6.1 ([7]). For σ > 0 and v > 0, the following inequalities holds :
(6.1)
∑
k∈Zn
e−2|k|σ ≤
(v
e
)v 1
σv+n
(1 + e)n
(6.2)
∑
k∈Zn
e−2|k|σ|k|v ≤
(v
e
)v 1
σv+n
(1 + e)n
Proof. The proof can be found in [7, p22]. 
Lemma 6.2 (Appendix A. [18]). If s ≥ 0 and p > n2 , then ‖uv(x)‖s,p ≤ c‖u(x)‖s,p‖v(x)‖s,p
with a finite constant c depending on p and n.
Proof. For n = 1, the detail of the proof can be found in [18]. n > 1 is a simple
variation. 
Lemma 6.3. For u be analytic on Tns , we have the following inequalities,
(6.3) ‖u‖s−σ,p+ν ≤
c(ν)
σν
‖u‖s,p,
and
(6.4) |u|s,p−s0 ⋖ ‖u‖s,p ⋖ |u|s,p+s0 .
Proof. To prove (6.3), we see
‖u‖2s−σ,p+ν =
∑
k∈Zn
|uk|
2e2|k|(s−σ)[k]2(p+ν) =
∑
k∈Zn
|uk|
2e2|k|s[k]2p(e−2|k|σ[k]2ν).
Since e−|k|σ[k]ν ≤ e−ν( νσ )
ν , we get
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‖u‖s−σ,p+ν ≤
c(ν)
σν
‖u‖s.p, c(ν) = e
−ννν .
Considering (6.4), since u is analytic on Tns , the Fourier coefficients uk satisfy
|uk| ≤ |u|se
−|k|s.
Dαu is also an analytic function on Tns , the Fourier coefficients (D
αu)k = uk(ik)
α,
kα = kα11 · · · k
αn
n , satisfy
|(Dαu)k| = |uk||(ik)
α| ≤ |Dαu|se
−|k|s.
If |α| = p+ s0, by Definition (6.1), we have
|uk||k|
p+s0 =
∑
|α|=p+s0
|uk||k
α| ≤ |Dp+s0u|se
−|k|s.
Now, we have
‖u‖2s,p =
∑
k∈Zn
|uk|
2e2|k|s[k]2p
= |u0|
2 +
∑
k∈Zn\{0}
|uk|
2e2|k|s|k|2p
≤ |u|2s +
∑
k∈Zn\{0}
|Dp+s0u|2s|k|
−2s0
= |u|2s + |D
p+s0u|2s
∑
k∈Zn\{0}
|k|−2s0
≤ c|u|2s,p+s0 .
.
To prove the left part of (6.4), we see
|u|s,p−s0 ≤ c1
{ ∑
k∈Zn
|uk|e
|k|s[k]p−s0
}
≤ c1
( ∑
k∈Zn
|uk|
2e2|k|s[k]2p
) 1
2
( ∑
k∈Zn
[k]−2s0
) 1
2
≤ c‖u‖s,p
(6.5)

Lemma 6.4 ([22]). If f is analytic from the segment joining z1 and z0 defined on C
n
to Cn. Then, there are point w1, w2, · · ·w2n on the segment such that
(6.6) f(z1)− f(z0) = (z1 − z0)(λ1f
′(w1) + λ2f
′(w2) + · · ·+ λ2nf
′(w2n)),
where λi ≥ 0 and
∑2n
i=1 λi = 1.
Proof. The detail of the proof can be found in [22]. 
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Lemma 6.5. (Change of variable) Let f be a real analytic function on Tns , with
|f |s.p ≤
1
100 . Then, there are an constant C depending on n and p, such that
(i). If u is a real analytic function on Tns , u(x+f(x)) is also a real analytic function
on Tn100s
101
and satisfies
(6.7) |u(x+ f(x))| 100s
101
,p ≤ C|u(x)|s,p.
(ii). Considering another analytic function g on Tns with |g|s.p+s0 ≤
1
100 , we have
(6.8) |u(x+ f(x))− u(x+ g(x))| 100s
101
,p ≤ C|u(x)|s,p+1|f(x)− g(x)|s,p.
(iii). Suppose u = uλ, f = fλ depend in a Lipschtiz way by a parameter λ ∈ π ⊂ R,
and |fλ|s,p+s0 ≤
1
100 , for all λ. Then, we have
(6.9) |u(x+ f(x))|Lip100s
101
,p
≤ C|u(x)|Lips.p+1(1 + |f(x)|
Lip
s,p ).
Proof. For symbolic simplicity, the following calculations only consider n = 1 in form.
With regard to general situation, there is no difference.
(i) Set v(x) = x + f(x). Clearly, v(x) is real valued on R. Now, we would prove
v(T 100s
101
) ⊆ Ts.
Set x = a+ ib, by Lemma 6.4, we have
Im(v(x)) = Im(v(x)− v(a))
= Im(ib(λ1(1 + f
′(w1)) + λ2(1 + f
′(w2))))
= bRe(1 + λ1(f
′(w1)) + λ2(f
′(w2))))
= b(1 +Re(λ1(f
′(w1)) + λ2(f
′(w2)))).
Since |f ′(wi)|s ≤ |f |s,p ≤
1
100 , one gets
(6.10) |Im(v(z))| ≤ s, for all z ∈ T 100s
101
,
that is equivalent to v(T 100s
101
) ⊆ Ts. Now, we would compare u(x) with u(x+ f(x)).
Clearly, we can see
(6.11) |u ◦ v(x)| 100s
101
≤ |u(x)|s.
Differentiating u ◦ v(x), one gets
(6.12) D(u ◦ v)(x) = (Du)(v(x))[1 +Df(x)].
By (6.10), we have
(6.13) |D(u ◦ v)(x)| 100s
101
≤ |Du(x)|s + |Du(x)|s|Df(x)| 100s
101
.
(i) is proved for p = 0, 1. Considering the general situation, by the ”chain rule”,
the mth Fre´chet derivative of the composition of functions (u ◦ v)(x) is
(6.14) Dm(u ◦ v)(x) =
m∑
k=1
∑
j1+···+jk=m
Ckj(D
ku)(v(x))[Dj1v(x) · · ·Djkv(x)].
where j1, ..., jk ≥ 1, and Ckj are constants depending on k, j1, ..., jk [? , p 147].
For ji = 1, |Dv(x)|s = |1 +Df(x)|s < 2.
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For 2 ≤ ji ≤ m, |D
jiv|s = |D
jif |s ≤ |f |s,m ≤
1
100 .
Collecting all the term in the sum, we have
(6.15) |Dm(u ◦ v)(x)| 100s
101
≤ C
m∑
k=1
|Dku(y)|s.
Finally, (6.11), (6.13) and (6.15) imply
(6.16) |u(x+ f(x))| 100s
101
,p ≤ C|u|s,p.
(ii) Set x+ f(x) as v1, x+ g(x) as v2, we see
|(u ◦ v1 − u ◦ v2)(x)| 100s
101
≤ |Du(x)|s|v1(x)− v2(x)| 100s
101
= |Du(x)|s|f(x)− g(x)| 100s
101
(6.17)
Differentiating the left of inequality (6.17), we have
D(u ◦ v1 − u ◦ v2)(x)
=(Du)(v1(x)) + (Du)(v1(x))Df(x)− (Du)(v2(x))− (Du)(v2(x))Dg(x)
=(Du)(v1(x))− (Du)(v2(x)) + ((Du)(v1(x)) − (Du)(v2(x)))Df(x)
+ (Du)(v2(x))(Df(x)−Dg(x)).
(6.18)
Then, we can get
|D(u ◦ v1 − u ◦ v2)(x)| 100s
101
=|(Du)(v1(x))− (Du)(v2(x))| 100s
101
+ |(Du)(v1(x))− (Du)(v2(x))| 100s
101
|Df(x)| 100s
101
+ |(Du)(v2(x))| 100s
101
|Df(x)−Dg(x)| 100s
101
≤|D2u(x)|s|f(x)− g(x)| 100s
101
+ |D2u(x)|s|f(x)− g(x)| 100s
101
|Df(x)| 100s
101
+ |Du(x)|s|D(f(x)− g(x))| 100s
101
≤|u|s,2|f − g| 100s
101
,1.
(6.19)
(ii) is proved for p = 0, 1. For the general form Dm(u ◦ v1 − u ◦ v2)(x), we have
Dm(u ◦ v1 − u ◦ v2)(x) =
m∑
k=1
∑
j1+···+jk=m
Ckj
{
(Dku) ◦ v1[D
j1v1(x) · · ·D
jkv1(x)]
− (Dku) ◦ v2[D
j1v2(x) · · ·D
jkv2(x)]
}
=
m∑
k=1
∑
j1+···+jk=m
Ckj
{
(Dku) ◦ (v1 − v2)[D
j1v1(x) · · ·D
jkv1(x)]
+ (Dku) ◦ v2[(D
j1(f − g)(x) ·Dj2v1(x) · · ·D
jkv1(x)] + · · ·
+ (Dku) ◦ v2[(D
j1(v2)(x) · · ·D
jk−1v2(x) ·D
jk(f − g)(x)]
}
(6.20)
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From identity (6.20), we see
|Dm(u ◦ v1 − u ◦ v2)(x)| 100s
101
≤C|u|s,m+1|f − g| 100s
101
,m(1 + |f | 100s
101
,m + |g| 100s
101
,m)
≤C|u|s,m+1|f − g| 100s
101
,m,
because|f |s,m, |g|s,m ≤
1
100 . (Some repeated details has been omitted, that are almost
the same as (6.18) and (6.19).)
(iii) Let λ1, λ2 ∈ Π, u1 = uλ1 , u2 = uλ2 , x + fλ1(x) = v1(x), x + fλ2(x) = v2(x).
Using (6.7) and (6.8), one gets
|u2 ◦ v2 − u1 ◦ v1| 100s
101
,p ≤|u2 ◦ v2 − u2 ◦ v1| 100s
101
,p + |u2 ◦ v1 − u1 ◦ v1| 100s
101
,p
≤C(|u2|s.p+1|v2 − v1| 100s
101
,p
+ |u2 − u1|s.p(1 + |v1| 100s
101
,p)).
(6.21)
Finally, (6.9) follows from (6.7) and (6.21). 
Lemma 6.6. Let p > 0, η > 0, 0 < k < 1, u(λ), h(λ) be a Lipschitz family of function
with ‖h‖Lips,p+η ≤ 1. F be a C
1-map satisfying
(6.22) ‖F (u)‖Lipks,p ⋖ ‖u‖
Lip
s,p+η.
(6.23) ‖∂uF (u)[h]‖
Lip
ks,p ⋖ ‖h‖
Lip
s,p+η(1 + ‖u‖
Lip
s,p+η).
Then,
(6.24) ‖F (u+ h)− F (u)‖Lipks,p ⋖ ‖h‖
Lip
s,p+η(1 + ‖u‖
Lip
s,p+η).
Proof. Since F (u) be a C1-map, we see
F (u+ h)− F (u) =
∫ 1
0
∂(u+th)F (u+ th)[h]dt.
Then, we have
‖F (u+ h)− F (u)‖Lipks,p ≤
∫ 1
0
‖∂(u+th)F (u+ th)[h]‖
Lip
ks,pdt
⋖ ‖h‖Lips,p+η(1 +
∫ 1
0
‖u+ th‖Lips,p+η)dt
≤ ‖h‖Lips,p+η(1 + ‖u‖
Lip
s,p+η + ‖h‖
Lip
s,p+η)
⋖ ‖h‖Lips,p+η(1 + ‖u‖
Lip
s,p+η),
because ‖h‖Lips,p+η ≤ 1. 
Lemma 6.7. (The implicit function) Let p be analytic on Tns , with |p|s.m ≤
1
100 .
Set f(x) = x+ p(x). Then:
(i) f is invertible, its inverse is f−1(y) = g(y) = y + q(y), where q be real analytic
on Tn99
100
s
, and satisfying
|q| 99
100
s.m ≤ C|p|s.m,
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where the constant C depends on n and m.
(ii) Moreover, suppose that p = pλ depends in a Lipschtiz way by a parameter
λ ∈ Υ ⊂ R, and |pλ|s,m ≤
1
100 , for all λ. Then q = qλ is also Lipschitz in λ, and
|q|Lip99
100
s,m
≤ C|p|Lips,m+1.
The constant C depends on n and m.
Proof. For symbolic simplicity, the following calculations only consider n = 1 in form.
With regard to general situation, there is no difference.
(i) If we restrict x to R, by [1, Lemma B.4], f(x) is a homeomorphism from R to R.
Considering f(x) defined on Ts, by Lemma (6.4), f(x) is a one to one mapping from
Ts to f(Ts).
Now, we would prove T 99s
100
⊆ f(Ts).
(1): Set x = a+ ib, by (6.10), we can see
Im(f(x)) = Im(f(x)− f(a))
= b+ bRe(λ1(Dp(w1)) + λ2(Dp(w2)))).
Since |Dp(wi)|s ≤ |p|s,m ≤
1
100 , we have
(6.25) |Im(z + f(z))| ≥
99s
100
, for all z ∈ Ts.
(2): Let q(y) = g(y)− y. Since p(x) is periodic, p(x+ 2πm) = p(x). Then,
f(x+ 2πm) = x+ 2πm+ p(x+ 2πm)
= x+ 2πm+ p(x)
= f(x) + 2πm
(6.26)
for all m ∈ Zn. Note g is the inverse of f , applying g to this equality gives
g ◦ f(x+ 2πm) = g(f(x) + 2πm),
where
g ◦ f(x+ 2πm) = x+ 2πm = g(y) + 2πm.
On the other hand, g(f(x) + 2πm) = g(y + 2πm). This means that q(y) is periodic.
From (1), (2), g(y) are well defined on Tn99
100
s
. Now, we would compare p(x) with
q(y).
By Neumann series, the matrix Df(x) = I+Dp(x) is invertible, where (Df(x))−1 =∑∞
n=0(−Dp(x))
n. Thus,
(6.27) Dq(f(x)) =
∞∑
n=1
(−Dp(x))n, for all x ∈ Ts.
Since |Dp(x)|s < |p|s,m ≤
1
100 , we see
(6.28) |Dq(f(x))| ≤
100
99
|Dp(x)| ≤
1
99
, for all x ∈ Ts.
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The identity f(g(y)) = y gives
(6.29) q(y) = −p(y + q(y)), y ∈ Tn99
100
s
.
From (6.25) and (6.28), |Dq| 99s
100
≤ 199 . Similarity with (6.10) and (6.10), we have
|q| 99
100
s < |p|s.
Clearly, |Dq| 99
100
s ≤ C|Dp|s. (i) is proved for m = 0, 1.
Considering the general situation, suppose |q| 99
100
s,h ≤ C(h)|p|s.h, for h < m.
Apply (6.14) to f ◦ g: since f(g(y)) = y,Dm(f ◦ g) = 0 for all m ≥ 2. Separate
k = 1 from k ≥ 2 in the sum (6.14) and solve for Dmg,
(6.30) Dmg(y) = −Dg(y)
m∑
k=2
∑
j1+···+jk=m
Ckj(D
kf)(g(y))[Dj1g(y) · · ·Djkg(y)].
Dmg = Dmq and Dkf = Dkp, because k,m ≤ 2. Since k ≥ 2, it is 1 ≤ ji ≤ m− 1 for
all i = 1, ..., k, because there are at least two j1, j2, each of them ≥ 1, and
∑
ji = m.
For k = m, one has ji = 1 for all i = 1, ...,m, and the corresponding term in the
sum is estimated
(6.31) |(Dmp) ◦ g[Dg, ...,Dg]| 99s
100
≤ |Dmp|s|Dg|
m
99s
100
≤ C|Dmp|s,
because |Dg| 99s
100
= |I +Dq| 99s
100
< 2.
For 2 ≤ k ≤ m− 1, at least one among j1, ..., jk is ≥ 2(otherwise k = m). Let ℓ be
the number of indices ji that are ≥ 2, so that 1 ≤ ℓ ≤ k. It remains to estimate
(6.32)
m−1∑
k=2
k∑
ℓ=1
∑
σ1+···σℓ=m−k+ℓ
Ckℓσ(D
kp)(g(y))[Dg(y)]k−ℓ[Dσ1q(y) · · ·Dσℓq(y)],
where indices ji ≥ 2 have been renamed σ1, ..., σℓ, the number of indices ji = 1 is k−ℓ,
and Dσig = Dσiq because σi ≥ 2. Every factor Dg is estimated by |Dg| 99s
100
< 2. For
the remaining factors
|(Dkp) ◦ g[Dσ1q(y) · · ·Dσℓq(y)]| 99s
100
≤ |Dkp|s|[D
σ1q(y) · · ·Dσℓq(y)]| 99s
100
≤ C|Dkp|s,
(6.33)
because |Dσiq(y)| 99s
100
≤ |q| 99s
100
,m−1 ≤ C|p|s,m−1 ≤ C.
Collecting all the terms in the sum, we can proved that
|Dmq| 99s
100
≤ C(m)|p|s,m
Finally, we have
(6.34) |q| 99s
100
,m ≤ C(m)|p|s,m.
(ii) For the Lipschitz norm, we have
qλ(y) + pλ(gλ(y)) = 0, ∀λ ∈ Π, y ∈ T
n
99
100
s
.
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Let λ1, λ2 ∈ Π, q1 = qλ1 , q2 = qλ2 , and so on, then
(6.35) q1 − q2 = (p2 ◦ g2 − p1 ◦ g2) + (p1 ◦ g2 − p1 ◦ g1).
Since |Dpλ| <
1
100 , for all λ, gλ(y) are well defined on T 99s100
. From (6.10) and (6.17),
we have
|q1 − q2| 99s
100
≤ C|p2 − p1|s + |Dp1|s|q2 − q1| 99s
100
,
and (1− |Dp1|s)|q1 − q2| 99s
100
≤ C|p2 − p1|s. Thus, we can get
(6.36) |q1 − q2| 99s
100
≤ C|p2 − p1|s.
Differentiating (6.35), by (6.17) and (6.19), we have
|Dq1 −Dq2| 99s
100
≤ C|p2 − p1|s,1 + |D
2p1|s|q2 − q1| 99s
100
|Dg2| 99s
100
+ |Dp1|sDq1 −Dq2| 99s
100
and (1−|Dp1|s)|Dq1−Dq2| 99s
100
≤ C|p2−p1|s,1+ |p1|s,2|p2−p1|s|Dg2| 99s
100
. Thus, we can
get
(6.37) |Dq1 −Dq2| 99s
100
≤ C|p2 − p1|s,1(1 + |p1|s,2)
(ii) is proved for m = 0, 1. Considering general situation, suppose |q1 − q2| 99s
100
,h ≤
C(h)|p2 − p1|s,h(1 + |p1|s,h+1), for all h < m.
The estimates of Dm(q1 − q2) can be divined into the following two parts.
(A): Considering Dm(p1 ◦ g2 − p1 ◦ g1), we have
Dm(p1 ◦ g2 − p1 ◦ g1) =
m∑
k=1
∑
j1+···+jk=m
Ckj
{
(Dkp1) ◦ g2[D
j1g2(y) · · ·D
jkg2(y)]
− (Dkp1) ◦ g1[D
j1g1(x) · · ·D
jkg1(y)]
}
.
(6.38)
For k = 1 one has j1 = m, and the corresponding term in the sum is estimated
|(Dp1) ◦ g2 ·D
mq2 − (Dp1) ◦ g1 ·D
mq1| 99s
100
≤|(Dp1) ◦ g2 ·D
mq2 − (Dp1) ◦ g2 ·D
mq1| 99s
100
+|(Dp1) ◦ g2 ·D
mq1 − (Dp1) ◦ g1 ·D
mq1| 99s
100
≤|Dp1|s|D
m(q2 − q1)| 99s
100
+|Dp1|s|q2 − q1| 99s
100
|Dmq1| 99s
100
(6.39)
For k ≥ 2, one has ji < m. It remains to estimate
m∑
k=2
∑
j1+···+jk=m
Ckj
{
[(Dkp1) ◦ g2 − (D
kp1) ◦ g1][D
j1g2(y) · · ·D
jkg2(y)]
+ (Dkp1) ◦ g1[D
j1(g2 − g1)(y) ·D
j2g2(y) · · ·D
jkg2(y)] + · · ·
+ (Dkp1) ◦ g1[(D
j1(g1)(y) · · ·D
jk−1g1(y) ·D
jk(g2 − g1)(y)]
}
(6.40)
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Every factor |Dg| 99s
100
< 2, and |(Dkp1)◦g2−(D
kp1)◦g1| 99s
100
≤ |Dk+1p1|s|q2(y)−q1(y)|s.
For the remaining factors,
|(Dkp1) ◦ g1[(D
j
1g1 · · ·D
ji(g2 − g1) · · ·D
jkg2]| 99s
100
≤ C|Dkp1|s|D
ji(q2 − q1)(x)| 99s
100
≤ C|Dkp1|s||q2 − q1| 99s
100
,m.
(6.41)
(B):Considering Dm(p2 ◦ g2 − p1 ◦ g2), by (6.15), we have
(6.42) |Dm(p2 ◦ g2 − p1 ◦ g2)| 99s
100
≤ C|p2 − p1|s,m.
Collecting all the terms above in the sum, we can see that
|Dmq1 −D
mq2| 99s
100
,m ≤C(|p2 − p1|s,m + |p1|s,m+1|q2 − q1| 99s
100
,m−1)
+ |Dp1|s|D
mq1 −D
mq2| 99s
100
.
(6.43)
Since|Dp1|s ≤ |p1|s,m ≤
1
100 , we can see
(6.44) |Dmq1 −D
mq2| 99s
100
,m ≤ C(|p2 − p1|s,m + |p1|s,m+1|p2 − p1| 99s
100
,m−1),
and
(6.45) |q1 − q2| 99s
100
,m ≤ C|p2 − p1|s,m(1 + |p1|s,m+1).
Finally, the bounds (6.34) and (6.45) imply |q|Lip99s
100
,m
≤ C|p|Lips,m+1 
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