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Abstract
In this article we determine the Laplace transforms of the main boundary
functionals of the oscillating compound Poisson process. These are the first
passage time of the level, the joint distribution of the first exit time from
the interval and the value of the overshoot through the boundary. In case
when Eξi(1) = 0, σ
2
i
= Eξi(1)
2 < ∞, i = 1, 2, we prove the limit results
for the mentioned functionals.
Introduction
Oscillating random walks with two switching levels were considered in [9],[5],[6].
The authors derived the Laplace-Stieltjes transforms of the distributions of the
random walks in transient and stationary regimes. In addition, the asymptotic
analysis of the stationary distribution was performed.
This article studies the so-called one- and two-sided exit problems for an os-
cillating compound Poisson process. More specifically, we determine the Laplace
transforms of the following boundary characteristics, These are the first passage
time of a boundary and the joint distribution of the first exit time from an inter-
val and the value of the overshoot at this instant. The obtained results are given
in closed form, namely in terms of the functions involving the scale functions of
the auxiliary processes ξi(t), i = 1, 2 (see below for a definition). The motiva-
tion of this study stems from the fact that these processes are used as governing
processes for certain oscillating queueing systems. Examples of such systems are
queueing models in which service speed or customer arrival rate change depend-
ing on the workload level, and dam models in which the release rate depends on
the buffer content (see [11] and references therein). To solve the two-sided exit
problem, we used a probabilistic approach borrowed from [2].
The rest of the article is structured as follows. In Section 1 we introduce
the process and determine boundary characteristics of the auxiliary processes.
Section 2 deals with the one-boundary characteristics of the oscillating process. In
Section 3 we determine the joint distribution of the first exit time from the interval
and the value of the overshoot. The asymptotic results under the conditions that
Eξi(1) = 0, σ
2
i = Eξi(1)
2 <∞, i = 1, 2 are given in Section 4.
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1 Preliminaries
In this section we introduce the process of interest and the auxiliary processes.
Further, we will determine the Laplace transforms of the first passage time and
the first exit time for the auxiliary processes. These results will be used to solve
a two-sided problem for the oscillating compound Poisson process.
Let {ξi(t); t ≥ 0}, i = 1, 2 be real-valued semi-continuous from below com-
pound Poisson processes:
ξi(t) =
N(t)∑
k=0
ξik − ait, t ≥ 0, i = 1, 2
where ξi0 = 0, ξ
i
k ∼ ξi > 0 are independent identically distributed variables
with distribution function Fi(x); {Ni(t); t ≥ 0}, Ni(0) = 0 is an ordinary
Poisson process with parameter λi independent from {ξik; k ≥ 0}, and ai > 0
is a drift coefficient. Their Laplace transforms are then of the following form
Ee−zξi(t) = etki(z), where
ki(z) = aiz + λi
∫ ∞
0
(
e−xz − 1) dFi(x), ℜ(z) = 0.
We now introduce the one-boundary characteristics of the processes. Denote by
τ−i (x) = inf{t : ξi(t) ≤ −x}, x ≥ 0
the first passage time of the lower level −x, and by
τ+i (x) = inf{t : ξi(t) > x}, T+i (x) = ξi(τ+i (x))− x
the first crossing time of the level x and the value of the overshoot through
this level. We set per definition inf{∅} = ∞. Note, that due to the fact that
the process ξi(t) has only positive jumps, the negative level −x is reached
continuously. Hence, the value of the overshoot is equal to zero. For a fixed
b > 0 and all x ∈ R, t ≥ 0 introduce the process ξ(x, t) ∈ R, ξ(x, 0) = x by
means of the following recurrence relations:
ξ(x, t) =
{
x+ ξ2(t), 0 ≤ t < τ−2 (x− b),
ξ(b, t− τ−2 (x− b)), t ≥ τ−2 (x− b),
x > b, (1)
ξ(x, t) =
{
x+ ξ1(t), 0 ≤ t < τ+1 (b− x),
ξ(b+ T+1 (b− x), t− τ+1 (b− x)), t ≥ τ+1 (b− x),
x ≤ b.
Let us explain how the process evolves. Observe, that b is a switching point of
the process ξ(x, t), t ≥ 0. If ξ(x, t0) > b, then the increments of the process
coincide with the increments of the process ξ2(t− t0) up to the first passage of b.
If ξ(x, t0) ≤ b, then the increments of the process coincide with the increments
of the process ξ1(t− t0) up to the first passage of b.
To derive the Laplace transforms of the one-boundary characteristics of the
processes ξi(t), we will need notion of a resolvent of a compound Poisson process.
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Introduce the resolvents Rsi (x), x ≥ 0 [12] of the processes ξi(t), t ≥ 0, by
means of their Laplace transforms:∫ ∞
0
e−xzRsi (x) dx = (ki(z) − s)−1, ℜ(z) > ci(s), Rsi (x) = 0, x < 0,
where ci(s) > 0, s > 0 is the unique root of the equation ki(z)− s = 0, i = 1, 2
in the semi-plane ℜ(z) > 0. Note, that Rsi (0) = a−1i > 0.
The resolvent defined in [12] is called a scale function in modern literature (see
[8] for more details). The importance of scale functions as a class with which one
may express a whole range of fluctuation identities for spectrally one-sided Le´vy
processes. Scale functions are also an important working tool in risk insurance,
more specifically, in optimal barrier strategies. In the rest of the article we will
use the term resolvent.
Denote by
mxi (s) = E
[
e−sτ
−
i (x)
]
, mxi (z, s) = E
[
e−sτ
+
i (x)−zT+i (x)
]
, ℜ(z) ≥ 0
the Laplace transforms of the first passage time of the negative level −x and the
joint distribution of the first crossing time of the level x and the value of the
overshoot. one-boundary characteristics of the The lemma below contains the
expressions for these Laplace transforms. Observe that these results are valid for
Le´vy processes whose Laplace exponent is given by (28).
Lemma 1. For s ≥ 0, i = 1, 2 the following equalities are valid:
mxi (s) = e
−xci(s), (2)
mxi (z, s) = e
xz −Rsi (x)
ki(z)− s
z − ci(s) − (ki(z)− s)e
xz
∫ x
0
e−uzRsi (u) du.
Note that the first equality of (2) is well know new ( see for instance [15]).
Proof of the second relation is given in appendix. We now consider the two-sided
exit problem for the auxiliary processes. For di > 0, x ∈ [0, di] denote by
χdii,x = inf{t : x+ ξi(t) /∈ [0, di]}, i = 1, 2
the first exit time from the interval [0, di] by the process x + ξi(t). Introduce
the events: Ai = {x + ξi(χdii,x) > di} the exit from the interval occurs through
the upper boundary; Ai = {x + ξi(χdii,x) ≤ 0} the exit from the interval occurs
through the lower boundary. By Ti(x) = (x+ ξi(χ
di
i,x)−di)IAi +0 ·IAi we denote
the value of the overshoot at the instant of the first exit. Here IA is the indicator
of the event A. Introduce the Laplace transforms
V dii,x(s) = E
[
e−sχ
di
i,x ;Ai
]
, V
di
i,x(z, s) = E
[
e−sχ
di
i,x−zTi(x);Ai
]
, ℜ(z) ≥ 0.
Lemma 2. For s ≥ 0, i = 1, 2 the following equalities hold:
V dii,x(s) =
Rsi (di − x)
Rsi (di)
,
V
di
i,x(z, s) = m
di−x
i (z, s)−
Rsi (di − x)
Rsi (di)
mdii (z, s). (3)
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Note, that the first relation of the lemma was derived in [7] for a compound
Poisson process, and in [13] for a spectrally one-sided Le´vy process (28). To verify
the second relation, we make use of the following equation:
E
[
e−sτ
+
i (di−x);T+i (di − x) ∈ du
]
= E
[
e−sχ
di
i,x ;Ti(x) ∈ du,Ai
]
+
+E
[
e−sχ
di
i,x ;Ai
]
E
[
e−sτ
+
i (di);T+i (di) ∈ du
]
, x ∈ [0, di].
The latter was derived for spectrally one-sided Le´vy processes (28) in [3], [4], and
for general Le´vy processes in [2]. Now plugging in the expression for E
[
e−sχ
di
i,x ;Ai
]
(the first equality of the lemma), we obtain the second statement of the lemma.
2 One-boundary characteristics of the process ξ(x, t).
In this section we derive the Laplace transforms of the one-boundary character-
istics of the process and study their asymptotic behavior. Let us formally define
the one-boundary functionals of the process ξ(x, t), t ≥ 0. For r ≤ min{x, b}
denote by
τxr (b) = inf{t : ξ(x, t) ≤ r}, fxr (s) = E
[
e−sτ
x
r (b); τxr (b) <∞
]
,
the first passage time of the level r by the process ξ(x, t) and its Laplace trans-
form. For k ≥ max{x, b} denote by
τkx(b) = inf{t : ξ(x, t) > k}, T kx = ξ(x, τ kx(b))− k
the first crossing time of the level k and the value of the overshoot by the process
ξ(x, t). The variables τxr (b), τ
k
x(b), T
k
x are called the one-boundary characteristics
of the process. Introduce
f
k
x(s) = E
[
e−sτ
k
x(b); τ kx(b) <∞
]
, f
k
x(z, s) = E
[
e−sτ
k
x(b)−zT
k
x ; τ kx(b) <∞
]
.
For s ≥ 0 define the function Ksx(u), x ∈ R, u ≥ 0, by means of its Laplace
transform Ksx(z) :
K
s
x(z) =
∫ ∞
0
e−uzKsx(u) du =
k1(z)− s
k2(z)− s
∫ ∞
0
e−uzRs1(x+ u) du, (4)
where ℜ(z) > max{c1(s), c2(s)}. Note, that it follows from the definition (4)
that for x ≤ 0 Ksx(z) = exz(k2(z)− s)−1 and Ksx(u) = Rs2(x+ u).
For a fixed s ≥ 0 define the function Fs(u), u ≥ 0 by means of its Laplace
transform Fs(z) :
Fs(z) =
∫ ∞
0
e−uzFs(u) du =
1
z − c1(s)
k1(z) − s
k2(z) − s , ℜ(z) > c2(s). (5)
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Theorem 1. The Laplace transforms of τxr (b), τ
k
x(b) and of the joint distribu-
tion of {τkx(b), T kx} are such that for s ≥ 0
fx
r
(s) =
Cb−x1 (c2(s), s)
Cb−r1 (c2(s), s)
, r ≤ min{x, b}, (6)
f
k
x(s) = 1 + s
∫ b−x
0
Rs1(u) du + s
∫ d2
0
Ksb−x(u) du−
− K
s
b−x(d2)
Fs(d2)
(
s
c1(s)
+ s
∫ d2
0
Fs(u) du
)
, k ≥ max{x, b}, (7)
f
k
x(z, s) = e
zd2(k2(z)− s)
(
K
s
b−x(z) −
∫ d2
0
e−uzKsb−x(u) du
)
− (8)
− K
s
b−x(d2)
Fs(d2)
ezd2(k2(z)− s)
(
Fs(z) −
∫ d2
0
e−uzFs(u) du
)
, k ≥ max{x, b},
where d2 = k − b, Cxi (z, s) = ezx, x < 0,
Cxi (z, s) = e
zx
(
1− (ki(z)− s)
∫ x
0
e−uzRsi (u) du
)
, x ≥ 0.
Corollary 1. Let k1(z) = k2(z) = k(z). Then
fx
r
(s) = e−(x−r)c(s), r ≤ x,
f
k
x(s) = 1 + s
∫ k−x
0
Rs(u) du − s
c(s)
Rs(k − x), k ≥ x, (9)
f
k
x(z, s) = e
(k−x)z
(
1− (k(z)− s)
∫ k−x
0
e−uzRs(u) du
)
−Rs(k − x) k(z)− s
z − c(s) ,
where Rs(x), x ≥ 0 is the resolvents of the process ξ(t) = ξi(t); c(s) > 0, s > 0
is the unique root of the equation k(z) = s in the semi-plane ℜ(z) > 0.
Corollary 2. Assume that the conditions (A) : Eξi(1) = 0, σ
2
i = Eξi(1)
2 <∞
are satisfied. Then the following limiting equalities are valid:
lim
B→∞
E
[
e−sτ
kB
xB
(bB)/B2
]
=
σ1e
−(b−x)s1
σ1ch((k − b)s2) + σ2sh((k − b)s2) , x ≤ b,
lim
B→∞
E
[
e−sτ
kB
xB
(bB)/B2
]
=
σ1ch((x− b)s2) + σ2sh((x− b)s2)
σ1ch((k − b)s2) + σ2sh((k − b)s2) , x ∈ [b, k];
lim
B→∞
E
[
e−sτ
xB
rB (bB)/B
2
]
=
σ2e
−(x−b)s2
σ1sh((b− r)s1) + σ2ch((b− r)s1) , x ≥ b,
lim
B→∞
E
[
e−sτ
xB
rB (bB)/B
2
]
=
σ1sh((b− x)s1) + σ2ch((b− x)s1)
σ1sh((b− r)s1) + σ2ch((b− r)s1) , x ∈ [r, b],
where si =
√
2s/σi, i = 1, 2, k ≥ max{x, b}, r ≤ min{x, b}.
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Proof. Let us verify (6). Set x = b. In view of the definition of the process ξ(x, t)
(1), spatial homogeneity of the processes ξi(t) and Markov property of χ
d1
1,x we
can write the following equation:
f b
r
(s) = V d11,d1(s) +
∫ ∞
0
V d11,d1(du, s)e
−uc2(s)f b
r
(s), d1 = b− r, (10)
where V d11,x(du, s) = E
[
e−sχ
d1
1,x ;T1(x) ∈ du,A1
]
, x ∈ [0, d1]. It follows from (2),
(3) that
V
d1
1,x(z, s) = C
d1−x
1 (z, s)−
Rs1(d1 − x)
Rs1(d1)
Cd11 (z, s). (11)
Taking into account the latter equality and (10), we derive f b
r
(s) = Cd11 (c2(s), s)
−1.
Let x > b. Then a
fx
r
(s) = e−(x−b)c2(s)f b
r
(s) =
e−(x−b)c2(s)
Cd11 (c2(s), s)
=
Cb−x1 (c2(s), s)
Cb−r1 (c2(s), s)
.
If x ∈ [r, b], then we have from f b
r
(s) = f b
x
(s)fx
r
(s) that
fx
r
(s) =
f b
r
(s)
f b
x
(s)
=
Cb−x1 (c2(s), s)
Cb−r1 (c2(s), s)
, x ∈ [r, b].
Hence, we showed that (6) is valid for all x ≥ r.
We now verify (8). Set first x = b. Then taking into account the defining
formula (1) of the process ξ(x, t), spatial homogeneity of the processes ξi(t) and
Markov property of τ+1 (x), we can write
f
k
b (z, s) = e
zd2
∫ ∞
d2
m01(du, s)e
−uz +
∫ d2
0
m01(du, s)V
d2
2,u(z, s)
+
∫ d2
0
m01(du, s)
Rs2(d2 − u)
Rs2(d2)
f
k
b (z, s), d2 = k − b,
where mx1(du, s) = E
[
e−sτ
+
1
(x);T+1 (x) ∈ du
]
. By means of this equation we can
determine the function f
k
b (z, s). Making use of the expression for the function
Fs(u), u ≥ 0 (5), equalities (2), (3), after performing some calculations, we find
f
k
b (z, s) = C
d2
2 (z, s)−
Rs2(d2)
Fs(d2)
ezd2(k2(z)− s)
(
Fs(z)−
∫ d2
0
e−uzFs(u)du
)
. (12)
Let x ∈ (b, k]. Then the function fkx(z, s) can be found from the following
equation:
f
k
x(z, s) = V
d2
2,x−b(z, s) +
Rs2(k − x)
Rs2(d2)
f
k
b (z, s), x ∈ (b, k].
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In view of (12) we derive
f
k
x(z, s) = C
k−x
2 (z, s)−
Rs2(k − x)
Fs(d2)
Fsd2(z), x ∈ [b, k], (13)
where Fsd2(z) = e
zd2(k2(z)− s)
(
Fs(z) −
∫ d2
0 e
−uzFs(u)du
)
. Let x < b. Then we
can determine the function f
k
x(z, s) from the following relation:
f
k
x(z, s) = e
zd2
∫ ∞
d2
mb−x1 (du, s)e
−uz +
∫ d2
0
mb−x1 (du, s)f
k
u+b(z, s).
Employing (2), (3),the definition of the function Ksx(u) (4) and the formula (13),
we obtain
f
k
x(z, s) = K
d2
b−x(z, s) −
Ksb−x(d2)
Fs(d2)
Fsd2(z), x < b, (14)
where
K
d2
b−x(z, s) = e
zd2(k2(z)− s)
(
K
s
b−x(z) −
∫ d2
0
e−uzKsb−x(u) du
)
.
Note that for x ∈ [b, k] it follows from the definition of the function Ksx(u) (4)
that
K
d2
b−x(z, s) = C
k−x
2 (z, s), K
s
b−x(d2) = R
s
2(k − x).
Hence, the formula (14) is valid for all x ≤ k. Since fkx(s) = fkx(0, s), then (7)
follows from (8) when z = 0. We now verify statements of Corollary 1. In case
when k1(z) = k2(z) = k(z) we have
Cxi (c2(s), s) = e
xc(s), Fs(z) = (z − c(s))−1, Fs(u) = euc(s),
K
s
x(z) = e
xz
∫ ∞
x
e−uzRs(u) du, Ksx(u) = R
s(x+ u).
These equalities and (6)-(8) imply the formulae (9). The limiting equalities 2 are
derived in Section 4.
3 Exit from the interval by the process ξ(x, t).
For B > 0, x, b ∈ [0, B], introduce the following random variable:
χx(b) = inf{t : ξ(x, t) /∈ [0, B]}, i = 1, 2
i.e. the first exit time from the interval [0, B] by the process ξ(x, t). Introduce
the events: A = {ξ(x, χx(b)) > B} the process exits the interval through the
upper boundary; A = {ξ(x, χx(b)) ≤ 0} the process exits the interval through
the lower boundary. Denote by T (x) = (ξ(x, χx(b))−B)IA + 0 · IA the value of
the overshoot at the instant of the first exit. Define
V x(s) = E
[
e−sχx(b);A
]
, V x(z, s) = E
[
e−sχx(b)−zT (x);A
]
, ℜ(z) ≥ 0.
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Theorem 2. The Laplace transforms of χx(b), x, b ∈ [0, B] and of the joint
distribution of {χx(b), T (x)} are such that for s ≥ 0
V x(s) =
Ksb−x(B − b)
Ksb (B − b)
, V x(s) = K
B−b
b−x (s)−
Ksb−x(B − b)
Ksb (B − b)
KB−bb (s), (15)
where V x(s) = E
[
e−sχx(b);A
]
,
Kux(s) = 1 + s
∫ x
0
Rs1(u) du+ s
∫ u
0
Ksx(v) dv, x ∈ R, u ≥ 0;
V x(z, s) = K
B−b
b−x (z, s)−
Ksb−x(B − b)
Ksb (B − b)
KB−bb (z, s), (16)
and
Kux(z, s) = e
uz
(
Cx1 (z, s)− (k2(z)− s)
∫ u
0
e−vzKsx(v) dv
)
, x ∈ R, u ≥ 0.
Corollary 3. Assume that k1(z) = k2(z) = k(z). Then the following equalities
are valid:
V x(s) =
Rs(B − x)
Rs(B)
, V x(s) = C
B−x(s)− R
s(B − x)
Rs(B)
CB(s), (17)
V x(z, s) = C
B−x(z, s)− R
s(B − x)
Rs(B)
CB(z, s), (18)
where Cx(s) = 1 + s
∫ x
0 R
s(u) du,
Cx(z, s) = exz
(
1− (k(z) − s)
∫ x
0
e−uzRs(u) du
)
,
Rs(x), x ≥ 0 are the resolvents of the processes a ξ(t) = ξi(t); c(s) > 0, s > 0
is the unique root of the equation k(z) = s in the semi-plane ℜ(z) > 0.
Corollary 4. Assume, that Eξi(1) = 0, σ
2
i = Eξi(1)
2 < ∞, x, b ∈ (0, 1).
Then the following expansions hold as B →∞
E
[
e−sχxB(bB)/B
2
; A
]
→ σ1sh((b− x)s1)ch(bs2) + σ2sh(bs2)ch((b− x)s1)
σ1sh(bs1)ch(bs2) + σ2sh(bs2)ch(bs1)
,
E
[
e−sχxB(bB)/B
2
; A
]
→ σ1sh(xs1)
σ1sh(bs1)ch(bs2) + σ2sh(bs2)ch(bs1)
, x ∈ (0, b];
E
[
e−sχxB(bB)/B
2
; A
]
→ σ1sh(bs1)ch((x− b)s2) + σ2sh((x− b)s2)ch(bs1)
σ1sh(bs1)ch(bs2) + σ2sh(bs2)ch(bs1)
,
E
[
e−sχxB(bB)/B
2
; A
]
→ σ2sh(1− x)s2
σ1sh(bs1)ch(bs2) + σ2sh(bs2)ch(bs1)
, x ∈ [b, 1),
where si =
√
2s/σi, i = 1, 2, b = 1− b.
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Proof. It is worth noting that the joint distribution of {χ, T} was found in [2]
for Le´vy processes of general form. To determine the Laplace transforms of
this distribution, the authors used the one-boundary characteristics {τx, T x},
{τx, Tx} of the process. Following this approach, we derive the system of linear
integral equations with respect to the Laplace transforms V x(s), Vx(du, s) =
E
[
e−sχx(b);T (x) ∈ du,A]
E
[
e−sτ
x
0
(b)
]
= V x(s) +
∫ ∞
0
Vx(du, s)E
[
e−sτ
u+B
0
(b)
]
, x, b ∈ [0, B],
E
[
e−sτ
B
x (b);T
B
x ∈ du
]
= Vx(du, s) + V x(s)E
[
e−sτ
B
0
(b);T
B
0 ∈ du
]
. (19)
The first equation of this system means that the process ξ(x, t) can reach the
lower boundary 0 either on the sample paths which do not cross the upper
boundary B, or on the sample paths which do cross the upper boundary and then
pass the lower boundary. The second equation is written analogously. Observe,
that the mathematical expectations which enter the equations of the system are
determined by (6)-(8). Taking into account the formulae (6), (19), we derive
Cb−x1 (c2(s), s)
Cb1(c2(s), s)
= V x(s) +
e−c2(s)(B−b)
Cb1(c2(s), s)
V x(c2(s), s),
f
B
x (c2(s), s) = V x(c2(s), s) + V x(s)f
B
0 (c2(s), s). (20)
Formula (8) implies that
f
B
x (c2(s), s) = C
b−x
1 (c2(s), s)e
c2(s)(B−b) − K
s
b−x(B − b)
Fs(B − b) F˜ (s), x ∈ [0, B],
where F˜ (s) = (k1(c2(s)−s)(c2(s)− c1(s))−1ec2(s)(B−b). Solving system (20) with
respect to two unknown functions V x(s), V x(c2(s), s), we find for all x ∈ [0, B]
that
V x(s) =
Ksb−x(d2)
Ksb (d2)
,
V x(c2(s), s) = e
c2(s)d2
(
Cb−x1 (c2(s), s)−
Ksb−x(d2)
Ksb (d2)
Cb1(c2(s), s)
)
,
where d2 = B− b. It follows from the second equation from the system (19) and
from (8) that
V x(z, s) = f
B
x (z, s)−
Ksb−x(d2)
Ksb (d2)
f
B
0 (z, s) = K
d2
b−x(z, s) −
Ksb−x(d2)
Ksb (d2)
K
d2
b (z, s),
where
Kd2x (z, s) = e
zd2
(
Cx1 (z, s)− (k2(z)− s)
∫ d2
0
e−uzKsx(u) du
)
, x ∈ R.
The second equality (15) can be derived from (16) for z = 0. If k1(z) = k2(z) =
k(z), then
Kd2x (z, s) = C
x+d2(z, s), Kd2x (s) = 1 + s
∫ x+d2
0
Rs(u) du, x ∈ R.
The formulae (15), (16) of Theorem 2 imply the statements of Corollary 3.
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4 Asymptotic behavior
In this section we assume that the following conditions are fulfilled (A) : Eξi(1) =
0, σ2i = Eξi(1)
2 < ∞, i = 1, 2. It is a well-known fact (see for instance [1], [7],
[14]) that
lim
B→∞
1
B
R
s/B2
i (xB) =
2
σi
√
2s
sh(x+si), lim
B→∞
Bci(s/B
2) = si, (21)
where si =
√
2s/σi, i = 1, 2, x
+ = max{0, x}. We now verify the limiting
relations for the functions which appear in Theorems 1, 2. Observe, that under
the condition (A) the following expansion is valid as B →∞, z > 0
ki(z/B) =
1
2
σ2i z
2/B2 + o(B−2).
Then in view of the definition of the function Ksx(z) (4) we can write
k˜sx(z) = lim
B→∞
1
B2
K
s/B2
xB (z/B) =
exz
1
2 σ
2
2z
2 − s, x ≤ 0,
k˜sx(z) =
1
1
2 σ
2
2z
2 − s
(
zσ1√
2s
sh(s1x) + ch(s1x)
)
, x ≥ 0. (22)
For ℜ(z) > √2s/σ2 the right-hand sides of these equalities are the Laplace
transforms:
k˜sx(z) =
∫ ∞
0
e−uzksx(u) du, ℜ(z) >
√
2s/σ2.
The formulae (22) imply the following relation
lim
B→∞
1
B
K
s/B2
xB (uB) = k
s
x(u) =
1
2pii
γ+i∞∫
γ−i∞
ezuk˜sx(z) dz =
=


2
σ2
√
2s
sh(x+ u)+s2, x ≤ 0,
2
σ2
2
√
2s
(σ1sh(xs1)ch(us2) + σ2sh(us2)ch(xs1)) , x ≥ 0,
(23)
where γ >
√
2s/σ2. Taking into account the latter equality, we can easily obtain
the limiting relations for the functions, which enter the statements of Theorems
1, 2:
lim
B→∞
KuBxB(s/B
2) =


ch(x+ u)+s2, x ≤ 0,
σ1
σ2
sh(xs1)sh(us2) + ch(us2)ch(xs1), x ≥ 0,
(24)
lim
B→∞
Fs/B2(uB) =
σ1
σ22
(σ1ch(us2) + σ2sh(us2)), u ≥ 0, (25)
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lim
B→∞
CxB1
(
c2(s/B
2), s/B2
)
=


exs2 , x ≤ 0,
σ1
σ2
sh(xs1) + ch(xs1), x ≥ 0.
(26)
We now verify the limiting equalities of Corollary 2. Let k ≥ max{x, b}, x ≤ b.
Then taking into account (7), (21), (23) and (25), we have as B →∞
E
[
e−sτ
kB
xB
(bB)/B2
]
= f
kB
xB(s/B
2)→ σ1
σ2
sh(b− x)s1ch(d2s2) + ch(x− b)s1ch(d2s2)
− σ1sh(d2s2) + σ2ch(d2s2)
σ1ch(d2s2) + σ2sh(d2s2)
(
σ1
σ2
sh((b− x)s1)ch(d2s2) + ch((b− x)s1)sh(d2s2)
)
=
=
σ1e
−(b−x)s1
σ1ch((k − b)s2) + σ2sh((k − b)s2) , x ≤ b,
where d2 = k − r. Similarly, we can derive the second formula of Corollary 2:
lim
B→∞
E
[
e−sτ
kB
xB
(bB)/B2
]
=
σ1ch((x− b)s2) + σ2sh((x− b)s2)
σ1ch((k − b)s2) + σ2sh((k − b)s2) , x ∈ [b, k].
Let r ≤ min{x, b}. Then the following relation follows from (6) and (26) as
B →∞
E
[
e−sτ
xB
rB (bB)/B
2
]
= fxB
rB
(s/B2) =
C
(b−x)B
1
(
c2(s/B
2), s/B2
)
C
(b−r)B
1 (c2(s/B
2), s/B2)
→
→ σ2e
(b−x)s2
σ1sh((b− r)s1) + σ2ch((b− r)s1) , x ≥ b,
E
[
e−sτ
xB
rB
(bB)/B2
]
→ σ1sh((b− x)s1) + σ2ch((b− x)s1)
σ1sh((b− r)s1) + σ2ch((b− r)s1) , x ∈ [r, b].
We now derive 4. The following relation follows from the first formula of (15)
and from (23) for x ∈ (0, b], as B →∞
E
[
e−sχxB(bB)/B
2
; A
]
= V xB(s/B
2) =
K
s/B2
(b−x)B(bB)
K
s/B2
bB (bB)
→
→ σ1sh((b− x)s1)ch(bs2) + σ2sh(bs2)ch((b− x)s1)
σ1sh(bs1)ch(bs2) + σ2sh(bs2)ch(bs1)
, x ∈ (0, b].
where b = 1− b. Taking into account the second formula of (15) and (23), (24)
we can write for x ∈ (0, b], as B →∞
E
[
e−sχxB(bB)/B
2
; A
]
= V xB(s/B
2) = KbB(b−x)B(s/B
2)−
−
K
s/B2
(b−x)B(bB)
K
s/B2
bB (bB)
KbBbB(s/B
2)→ σ1sh(xs1)
σ1sh(bs1)ch(bs2) + σ2sh(bs2)ch(bs1)
, x ∈ (0, b].
Analogously, the formulae of the corollary can be verified for x ∈ [b, 1).
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5 Appendix
Let ξ(t) ∈ R, ξ(0) = 0, Ee−pξ(t) = etk(p), ℜ(p) = 0 be a general Le´vy process.
Denote by
ξ+t = sup
u≤t
ξ(u), ξ−t = inf
u≤t
ξ(u)
the running supremum and infimum of the process. For x ≥ 0 define
τ+x = inf{t > 0 : ξ(t) ≥ x}, T+x = ξ(τ+x )− x
the first crossing time of a barrier x and the value of the overshoot. Then the
following relation is valid ([10]):
∫ ∞
0
e−pxE
[
e−sτ
+
x −zT+x
]
dx =
1
p− z
(
1− Ee
−pξ+νs
Ee−zξ
+
νs
)
, ℜ(p),ℜ(z) ≥ 0, (27)
where νs ∼ exp(s), s > 0 is an exponential random variable independent from
the process ξ(t). For a spectrally positive Le´vy process with Laplace exponent
k(z) = az +
σ2z2
2
+
∫ ∞
0
(
e−zx − 1 + zI{0<x≤1}
)
Π(dx), i = 1, 2 (28)
we have
Ee−zξ
+
νs =
s
c(s)
p− c(s)
k(p)− s , ℜ(p) ≥ 0,
where c(s) > 0, s > 0 is the unique root of the equation k(z) − s = 0, in the
semi-plane ℜ(z) > 0. It follows from the latter relation and from (27) that∫ ∞
0
e−pxE
[
e−sτ
+
x −zT+x
]
dx =
1
p− z
(
1− p− c(s)
k(p)− s
k(z) − s
z − c(s)
)
. (29)
Introduce the resolvents Rs(x), x ≥ 0 [12] of the spectrally one-sided Le´vy
process ξ(t), t ≥ 0, by means of their Laplace transforms:∫ ∞
0
e−xzRs(x) dx = (k(z) − s)−1, ℜ(z) > c(s), Rs(x) = 0, x < 0,
Making use of the definition of the resolvent and inverting the Laplace transform
with respect to p (ℜ(p) > c(s)) in both sided of (29), we find
E
[
e−sτ
+
x −zT+x
]
= exz −Rs(x) k(z)− s
z − c(s) − (k(z)− s)e
xz
∫ x
0
e−uzRs(u) du,
which is the second equality of Lemma 1.
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