We report on recent advances made in the area of holographic image processing of three-dimensional (3D) objects. In particular, we look at developments made in the areas of encryption, compression, noise removal, and 3D shape extraction. Results are provided using simulated objects and real-world 3D objects captured using phase-shift digital holography.
INTRODUCTION
Digital holography [1] [2] [3] [4] [5] [6] has recently become feasible due to advances in megapixel charge coupled device (CCD) sensors with high spatial resolution and high dynamic range. The advantage of digital holography over traditional holography is that the resulting hologram can easily be stored electronically, or, transmitted over conventional communication channels. This paper looks at recent developments made by our group, in the areas of encryption, compression, noise removal, and a depth-from-defocus technique, applied to digital holograms of real world objects.
Optical encryption, [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] often produces a complex-valued encrypted image resulting from a random phase mask positioned in the input, Fresnel, or Fraunhofer domain, or combination of domains. Digital holography has been applied to the encryption of 2D conventional (real-valued) images.
13-15
Of these, the techniques based on phase-shift interferometry 3, 5, 19 (PSI) make good use of detector resources in that they capture on-axis encrypted digital holograms.
14, 15 The PSI technique has also been extended to the encryption of 3D objects.
16
In this paper, we consider optical systems that encrypt 2D and 3D objects. Our 3D objects are captured using in-line phase-shift digital interferometry. 5, 6, 20 In addition to amplitude, optical systems offer many degrees of freedom to encode data such as phase, 8, 10, 17, [21] [22] [23] polarization, 24 and wavelength.
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In our system, the encryption is performed using a random phase mask in a Fresnel plane. The random phase mask, acting as the encryption/decryption key, is displayed on a Spatial Light Modulator (SLM). The large space bandwidth product of the SLM means that key sizes in the order of hundreds of thousands or even millions of digits are feasible. The encrypted data captured by the CCD camera is a complex-valued white-noise-like signal. When decrypting, the complex-valued data (or some real function of it) is displayed on the first SLM and the decoding mask is displayed on the second SLM. We use a virtual optics method to simulate the encryption and decryption process. The efficient linear canonical transform (LCT) algorithm, proposed by Hennelly and Sheridan, 25 can simulate any such optical system. The display of the encrypted image and decoding mask on SLMs results in quantization which is dependent on the number of discrete amplitude or phase levels that are offered by each SLM. After encryption, the size (in terms of memory for storage and transmission) of the digital holograms can still be quite large. Therefore, compression of encrypted holograms was also investigated.
Quantization in holograms, 26, 27 and compression of real-valued 28 and complex-valued 23, 29-31 digital holograms has received some attention to date. Some studies have also been performed on the decrypted-domain effects of perturbations, including quantization, in the encrypted domain.
32, 33
When gauging the errors introduced by lossy compression, we are not directly interested in the defects in the hologram itself, only how compression noise affects the quality of reconstructions of the compressed 3-D object. Our holograms were encrypted by perturbing the Fresnel diffraction of the 3-D objects with a random phase mask. We simulated this encryption step in software.
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The dimensions of each encrypted hologram are 1024 × 1024 pixels. Encrypted digital holograms have been successfully quantized previously. We extend these results 23 by choosing nonuniform distributions of quantization values. We consider each complex-value as a vector of length two and use an unsupervised artificial neural network (ANN) to locate the most suitable clusters in the encrypted digital hologram data. We then quantize our encrypted holograms with the centers of these clusters. We use a reconstructed-object-plane NRMS metric to quantify the quality of our decompressed and decrypted holograms. Next, we looked at a technique which attempts to reduce speckle noise in digital holograms.
Any imaging system that uses coherent light will have its images corrupted by speckle noise. 35 This speckle becomes an important drawback in the application of image processing techniques to digital holographic data. We have investigated the use of ICA for the removal of speckle noise from reconstructions of digital holograms. ICA is a statistical method for transforming an observed multidimensional random vector into components that are statistically as independent from each other as possible. It can be seen as an extension of Principal Component Analysis (PCA) and factor analysis. 36 ICA is a much more powerful technique, however, capable of finding the underlying factors or sources when these classic methods fail completely. Typical examples where ICA has been applied successfully for the analysis of multivariate data range from brain waves recorded by multiple sensors to interfering radio signals arriving at a mobile phone. 37 We pose the issue of noise removal in our data as a Blind Source Separation problem. Specifically we treat scene reconstructions as observation data formed through the combination of two sources. The first source is due to the scene itself, and the second source is due to the noise. By applying ICA to a collection of these observations, a set of resulting sources is identified, one of which is the scene data, and the other is the noise. For our experiments speckle is considered to be multiplicative noise.
Finally, we present a technique that converts a digital hologram into a surface in 3D space. Many existing 3D imaging techniques are based on the explicit combination of several two-dimensional perspectives through digital image processing. Multiple perspectives of a 3D object can be combined optically, in parallel, and stored together as a single complex-valued digital hologram. We apply a technique called depth-from-defocus to our digital holograms to create depth maps of the objects encoded in our holograms. Several approaches for applying depth-from-defocus measures to holograms have been reported in literature. However the majority of these techniques simply identify the optimal focal distance for the entire hologram. For example the technique's of Liebling and Unser, 38 and that of Gillespie and King, 39 were used to autofocus the full complex wave field and return the point where it was most accurately focused. Ma et al. 40 used variance to calculate a 3D reconstruction image from a digitized analog hologram. In this paper we apply variance to recover the 3D depth information from holograms captured using PSI.
Outline of the paper
In Sect. 2 we explain our encryption and decryption mechanism, and in Sect. 2.1 explain our method for measuring quantization tolerances, and detail results of our investigations into SLM quantization. We then apply a lossy technique of quantization to the real and imaginary encrypted components of each holographic pixel in Sect. 3. Section. 4 details an experiment whereby ICA was used to remove speckle noise from digital holograms. In Sect. 5, a technique to convert a digital hologram into a cloud of surface points in 3D space is presented. Finally, conclusions are drawn in Sect. 6.
ENCRYPTION AND DECRYPTION
In this section, we describe the process of encryption and decryption of the data. The following analysis is carried out in one dimension with the extension to two dimensions being straightforward. Let f (x) represent the
(a) (b) Figure 1 . Schematic of the optical system for encryption and decryption. (a) SLM1 and SLM2 are used to display the input image and encryption key, respectively, and (b) SLM1 and SLM2 are used to display the encrypted image and the decrypted key, respectively.
input data to be encrypted. Let L α1,β1,γ1 and L α2,β2,γ2 represent LCTs corresponding to two combinations of lenses and free space propagation distances. The input signal f (·) is transformed using L α1,β1,γ1 , multiplied by a random phase mask R and transformed again using L α2,β2,γ2 .
The LCT L α,β,γ of f (·) is a three parameter transform described as
The encrypted signal Ψ(·) can be written as
and can be decrypted with
where L −α,−β,−γ is the inverse transform of L α,β,γ and * indicates complex conjugate. There is a second method of decryption, suitable for optical implementation, using the following property of the LCT
Using this property, we can write Eq. 3 as
If f (·) is real, f * (·) = f (·). If one takes the conjugate of the encrypted signal and does the LCT operations used for encryption in reverse order, one gets the conjugate of the input signal. In the present work, L α1,β1,γ1 and L α2,β2,γ2 corresponds to free space distances d 1 and d 2 in which case
where λ is the wavelength of light used.
In our experiments, we used digitized photographs as our 2D objects. The phase mask consisted of values chosen with uniform probability from the range [0, 2π) using a pseudo-random number generator. Digital holograms of 3D objects were captured using an in-line PSI set-up 6, 20 based on a Mach-Zehnder interferometer. Encrypted versions of these holograms can be obtained by positioning the phase mask between the object and the digital camera. For our experiments, this encryption step was simulated 23 after optical capture of the real-world 3D objects. Figure 1 shows the optical system used for encryption and decryption. In Fig. 1 (a), SLM1 and SLM2 are used to display the input image and encryption key, respectively. In Fig. 1 the encrypted image and the decryption key, respectively. We perform the encryption and decryption process by a virtual optics method using the discrete Fresnel transform, which is a special case of the discrete LCT and for which efficient n log(n) time algorithms exist.
Quantization Errors due to SLM
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The wavelength of the coherent source was 532 nm, the distances d 1 and d 2 were 80 mm, the CCD pixel size was 9 µm and the SLM pixel size was 36 µm. We assumed a 100% fill factor for both the SLM and CCD.
The error in the decoded image when the SLM is used to represent the encrypted image is studied by modifying the encrypted image according to
where Ψ i represents the value of the ith pixel in the encrypted image, Ψ i represents the corresponding value represented by the SLM, and ∆Ψ i is the resulting quantisation error for that pixel. If a i represents the amplitude and φ i represents the phase of each quantised complex value Ψ i then a i ∈ {a 1 . . . a n } for n predefined amplitude levels and φ i ∈ {φ 1 . . . φ n } for n predefined phase levels. The error r in the decoded image is calculated using a normalised rms (NRMS) error metric defined as
where I d (·) and I(·) are the intensities of the decrypted and original images, respectively.
Phase Quantization
In this section we present some results from our simulation study. Figure 2 (a) shows the 512 × 512 pixel grayscale 2D image used in our study. We corrupted the 2D image with random phase to make it correspond to the full Fresnel field immediately in front of a reflective real-world object. The image was encrypted as described in Sect. 2. The encryption phase mask had 256 discrete levels. First we studied the quantization effect of the phase-only SLM displaying the decoding phase mask. The phase of the decrypting phase mask is quantized to different numbers of discrete levels. Figures 2(b) through (d) show the decrypted image when the phase mask is quantized to various numbers of levels.
Next, we studied the effects due to the finite number of discrete levels of the SLM displaying the encrypted image. We do not consider the amplitude of the encrypted image, only the phase; we assume that we have access to a phase-only SLM. (This amplitude removal or amplitude equalization concept has been shown to be a useful low-cost technique for the reconstruction of digital holograms using phase-only SLMs.
30 ) The phase of the encrypted image was quantized to different numbers of levels ranging from 2 to 256. Several of these decrypted images are shown in Fig. 3 . Plots of NRMS error as a function of phase levels for each of these two simulation studies are shown in Fig. 4 . It was found that the error increases dramatically when the number of phase levels falls below 10 in each case. In Fig. 4 (b) the error never falls below approximately 0.4 even when no phase quantization is applied. This has been noticed before in relation to digital holograms 30 and corresponds to the fundamental losses introduced by amplitude equalization.
Error due to Nonlinear Response
For real-time display of digital holograms we have also proposed a phase-only reconstruction technique. 30 This technique assumes a linear response SLM. This study is concerned with the coupled amplitude/phase response of our SLM. A Mach-Zehnder interferometer was used to characterize our LCD SLM. As is the problem with many electrically addressed SLMs our SLM does not operate in a phase-only mode. Whereas it can produce a phase modulation from 0 to 2pi, this is a coupled phase/amplitude modulating mode. Figure 5 shows a polar plot of this undesired amplitude modulation coupled with the phase modulation.
After encryption, compression becomes important in order to reduce the size of our digital holograms, for more efficient storage and transmission purposes.
QUANTIZATION OF ENCRYPTED DIGITAL HOLOGRAMS
A uniform quantization technique was used to investigate the loss in reconstruction quality due to quantization in encrypted holograms, and to comparatively evaluate the quality of the results obtained using the Kohonen competitive neural network. The uniform quantization technique linearly rescaled the encrypted holograms to the square in the complex plane [−1 − i, 1 + i] without changing their aspect ratio in the complex plane. The real and imaginary components of each holographic pixel were then quantized. Quantization levels were chosen to be symmetrical about zero; as a result b bits encode (2 b − 1) levels. For example, two bits encode levels {−1, 0, 1}, three bits encode levels {−1, −2/3, −1/3, 0, 1/3, 2/3, 1}, and so on.
Nonuniform quantization was then employed to quantize the encrypted hologram data. A number of techniques were evaluated, but we found that the Kohonen competitive neural network performed best on our digital holograms. It was trained on a 128 × 128 pixel window (a subset of the available pixels) of encrypted digital Figure 7 shows plots of NRMS difference against number of bits of encrypted holographic data for both uniform quantization and Kohonen competitive quantization. It illustrates the consistently lower NRMS error achieved by Kohonen competitive nonuniform quantization over uniform quantization on our encrypted digital holograms. The reconstructed object intensities for both objects for selected quantization resolutions are shown in Fig. 8 . The lower NRMS error, shown in Fig. 7 , results in improved quality in the reconstructed objects when using nonuniform quantization compared with uniform quantization. Reductions from 8 bytes to 4 bits, 3 bits, and 2 bits correspond to compression ratios of 16, 21, and 32, respectively. Ideally, the cluster centers from one hologram could be stored in a lookup table and applied with reasonable results to the quantization of subsequent holograms. (The JPEG algorithm uses a hard-coded lookup table of cosine-domain quantization values arrived at through performance evaluation over a database of sample input images.) We have found that the set of cluster centers we obtained from the Kohonen competitive neural network is very effective when applied in the quantization of a different hologram. This is illustrated in Fig. 7 , where it can be seen that quantizing the die hologram using the centers obtained by applying Kohonen to the bolt hologram results in comparably low NRMS errors compared to those obtained when applying the centers produced specifically for the die hologram. By using the centers obtained from the Kohonen competitive network to quantize other encrypted holograms, we have the improved performance of nonuniform quantization combined with the speed advantage of uniform quantization. 
INDEPENDENT COMPONENT ANALYSIS APPLIED TO DIGITAL HOLOGRAMS
Any imaging system that uses coherent light will have its images corrupted by speckle noise.
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This speckle becomes an important drawback in the application of image processing techniques to digital holographic data. We have investigated the use of ICA for the removal of speckle noise from reconstructions of digital holograms. ICA can be considered a generalization of the PCA technique, and was first developed rigorously by Comon.
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It is one method that can be used to solve the Blind Source Separation problem. Here the observed data is a linear mixture of some source data
where neither the source data, Z, nor the mixture parameters, F , are known. ICA uses some statistical properties of the source data to estimate the mixture parameters that maximize the contrast between the source components. Once this has been done, an estimate of the source signals follows naturally from Eq. 9.
It turns out that it is enough to assume that the source signals are statistically independent to estimate a set of source signals from their mixtures. Thus ICA can be used to successfully separate source signals from the observed mixtures. 37 We have applied ICA to the removal of background speckle noise from digital holograms. In our experiments we consider speckle to be a multiplicative noise which can be formulated as K = I +nI, where I is an image, and n is a uniformly distributed noise with zero mean and arbitrary variance. In order to bring the multiplicative nature of this noise into an additive, and therefore linear, domain, we took the natural logarithm of the observations before applying standard ICA to them.
ICA algorithm
A common pre-processing step that transforms the data into a suitable form for application of ICA is whitening (sphering). We have used PCA to whiten our data, which results in data vectors that have decorrelated components and are of unit variance. The FastICA 42 algorithm was then applied to the data. This algorithm estimates a matrix W, which maximizes the negentropy approximation under the constraints that the estimated components are uncorrelated. Given a random vector y = (y 1 , ..., y n ) T the negentropy can be defined as where y gauss is a Gaussian random vector chosen so that it has the same covariance matrix as y. The differential entropy H of a random vector = ( 1 , ..., n ) T with density f (·) is defined as
As far as statistical properties are concerned, negentropy is the optimal estimator of nongaussianity. 43 ICA can be seen as the search for directions which are maximally nongaussian. Each local maximum of negentropy gives an estimate of one independent component. 37 After ICA estimates the source signals, all that remains is to de-whiten the data.
Experiments
For our experiments we used holograms of a bolt and a die. In order to create the two observations needed by ICA, we took two 1024 × 1024 pixel windows from the hologram separated in space by one pixel. When these windows were reconstructed, it resulted in a different speckle pattern occurring across the object. The two reconstructions are assumed to be a mixture of speckle noise and object data. The reconstructed windows are first rearranged into 1D vectors. Then their natural logarithm is taken, and as a preprocessing step they are whitened using PCA. This produces decorrelated components of unit variance. Now standard ICA is applied to estimate the original two sources. After ICA has estimated these sources, they are de-whitened. Finally, the 1D vectors are rearranged into a 2D matrix, and the logarithmic operation is reversed by exponentiation. Figure 9 shows two observations of the die, the estimated noise signal, and the object signal. It can be seen that ICA has successfully removed background speckle from the reconstruction of the die. A reduction of speckle can also be observed in the spots of the die. The same experiment was repeated, this time using the bolt. Figure 10 shows two observations of the bolt, the estimated noise signal, and the object signal. Once again, it can be seen that ICA has successfully removed background speckle from the reconstruction of the bolt.
In Fig. 11 zoomed in 300 × 300 pixel regions of the reconstruction of the bolt and the estimated source signal that ICA obtains are shown. Since background speckle noise has been removed in the estimated ICA figure, the outline of the bolt is more visible.
It should be noted that the die and the bolt have very different characteristics. The die has a uniform surface across its faces, with distinct features, such as its spots, whereas the bolt is a much more textured object with a large degree of variance along it. Our technique has worked well in removing background speckle from both objects.
EXTRACTION OF 3D SHAPE INFORMATION FROM A DIGITAL HOLOGRAMS
In this section, we present a technique that converts a digital hologram into a surface in 3D space. We apply a technique called depth-from-defocus to our digital holograms to create depth maps of the objects encoded in our holograms.
Focus Measures
Focus measures are image assessment operations that attempt to characterize the degree of blurring exhibited in an image. Typical applications of such operations are in the areas of autofocus systems 38, 39 and 3D reconstruction systems.
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A good focus measure, when applied to the data should exhibit a robust well defined characteristic such as an absolute maximum or an absolute minimum when the data is in focus. It should also be computationally efficient.
A digital hologram H 0 (x, y) contains sufficient amplitude and phase information to reconstruct the complex field U (x, y, z) in a plane in the object beam at any distance z from the camera. 5, 6, 44 This can be calculated from the Fresnel approximation 45 as
where λ is the wavelength of the illumination and denotes a convolution operation. At z = d, and ignoring errors in digital propagation due to discrete space (pixelation) and rounding (quantization), the discrete reconstruction U (x, y, z) closely approximates the physical continuous field U 0 (x, y).
It is possible to reconstruct a hologram at unlimited depths by altering the distance parameter z. The most in-focus 2D reconstruction of this scene is taken by evaluating the focus measure at intervals over the range of z values. This relies on the assumption that the large majority of the scene is in focus at a certain depth. If there are multiple objects at different distances the scene must be decomposed into blocks. Each block is processed using a focus measure to gather the depth information. This depth information can then be used to create a depth-map of the scene.
A number of approaches for the recovery of 3D information from digital holograms have been proposed in literature. Liebling 38 uses a wavelet based technique to automatically set the distance parameter for numerical reconstruction of the complex wave field of a digital hologram. This results in the most in-focus reconstruction of the full complex wave field. Gillespie 39 proposes the use of self-entropy of a hologram's quantized phase to calculate the sharpness of a numerically reconstructed complex wave field. This is calculated by,
where P I(i,j) is the probability of a pixel occurring in the input block I of size n. Ma 40 proposes the use of variance as a focus measure to gather 3D depth information from a digital hologram. This is defined as,
where I is the input block and I is the mean of the input block. Through block processing of the complex wave field and application of the variance measure this approach has been successful in creating a 3D image of a digitized analog hologram. 
The absolute depth for the experiments is described by z e , equation 15 . We calculate the focus at each depth by separating each reconstruction into blocks of size n × n, creating m × n blocks. Each of these blocks are processed using variance as a focus measure. The estimated depth for each block is evaluated by finding the one which exhibits a maximum. This gives us the 3D information we need in the form of a depth map, where each value in the depth map represents the distance from the hologram plane to the corresponding block in the scene.
Application of variance as a focus measure to digital holograms
To test the applicability of variance as a focus measure to our digital holograms we first attempted to focus a 1024 × 1024 window from a bolt hologram. One n × n block was taken as the input for the variance focus measure. The algorithm from Sect. 5.1 was used with forty different depth reconstructions, ∆z = 0.5mm and d 0 = −396mm. Figure 12 shows the results of this experiment. It can be seen that the maximum variance occurs at -392mm, where the back of the bolt is in focus. Variance also produces a local maximum at -383mm, where the front of the bolt is in focus. Both amplitude and intensity exhibit similar properties with respect to variance. Either could be used, but we have chosen intensity for our experiments.
In subsequent experiments, we used smaller blocks within the 1024 × 1024 window of the hologram. The hologram was split into four equal quadrants of size 512 × 512, Fig. 13 (a) . Each block was processed, and the depth which produced the maximum variance was taken as the estimated depth for the given block. Variance gave us distinct maxima for three of the four quadrants. For quadrant 1 variance returns a maximum at depth -391.5mm and for quadrant 2 a maximum at depth -392.5mm. Considering that the region of the back of the bolt visible in quadrant 1 is closer to the hologram plane than the region in quadrant 2, this was a positive result. Variance also correctly focuses quadrant 4, identifying -383mm as the depth. Quadrant 3 has very little object data in it, and contains shadows and background. For this input, variance returns a value three orders smaller than that for the other quadrants. We then set blocks whose variance is below this value to be background regions. We chose a threshold value of 10 −13 for all experiments using variance.
We used a range of block sizes as inputs to variance. Figure 14 (a) shows the results of calculating variance on a 128 × 128 block size. The resulting depth map was of resolution 8 × 8. No median filtering was applied because it had a destructive affect on the depth map. In Fig. 14 (b) the 2D depth map obtained from calculating variance on a 32 × 32 block size is displayed. The depth map was thresholded, and this time median filtering was applied. The filtering neighborhood was of size 3 × 3. The main three regions that can be focused in the bolt are the front, the back and the threaded area. Qualitatively, variance seems to focus the correct depths for these regions, and also identifies a range of depths in between them.
CONCLUSION
In this paper, we have detailed recent developments made by our group, in the areas of encryption, compression, noise removal, and depth-from-defocus, applied to digital holograms of real world objects.
Our 3D objects are real-world objects captured using phase-shift interferometry (PSI). Encryption is performed with a phase mask in the Fresnel domain. We studied the sensitivity of the decoding system, to the finite phase quantization of the phase-only SLM used, to represent the encrypted image and the decoding mask.
We then used a Kohonen competitive neural network to compress our encrypted holographic data. We achieved reduced NRMS error and increased compression ratios using this nonuniform quantization technique. We found that as few as 2 bits in each real and imaginary value (corresponding to a compression ratio of 32) results in good quality decompressed and decrypted 3-D object reconstructions. Nonuniform quantization not only performs significant compression itself, it will also reduce the number of symbols (for Huffman) and introduce structure into the bit stream (for LZ77 and LZW) to allow them to perform further compression. Combined with quantization compression, the optical encryption technique based on phase-shift digital holography is suitable for a range of secure and efficient 3D object storage and transmission applications.
We have also successfully applied standard ICA to the removal of background speckle from reconstructions digital holograms. To the best of our knowledge, we are the first group to attempt speckle noise reduction in digital holograms using ICA. Thus far, we have not been successful at improving the objects themselves in the scene. Future work will attempt to more closely model speckle as it occurs in nature, in an effort to achieve even better results. We will also look at ways to improve the estimated ICA signals by further image processing.
Finally, we presented a technique that converts a digital hologram into a surface in 3D space. Using variance as a focus measure we created a depth map which gave use the 3D information that was stored in our digital hologram. When the hologram was split into four quadrants, each quadrant was focused correctly using variance by taking an absolute maximum. Our holograms are 2048 × 2048 in size and the objects can be as small as 4mm. For this reason we need a focus measure capable of utilizing small block sizes to distinguish detail and produce an accurate depth map. Initial work in this area has shown variance can produce a high quality depth map.
Our work is part of a larger project to apply and adapt image processing algorithms and techniques to digital holographic data.
