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1. INTRODUCTION 
Keeping track of versions originates from the quest to document changes in formal descriptions. 
Changes may be caused by deliberate actions or they may simply occur as time passes. Here, we 
focus on versioning of matrices or tables. They arise in a variety of areas including two major 
fields: 
1. calibration of input matrices for quantitative models and 
2. handling (temporal) sequences of images or data sheets. 
In both fields, it may be appropriate to store all versions rather than retaining only the last one. 
The number of versions to be stored can realistically range from only a few to several hundreds 
where the latter observation stems from work on environmental information systems dealing with 
groundwater flow. 
“The” versioning problem will be made precise in several ways. We cover aims like low storage 
requirement (admitting arbitrary access times), low access times (allowing more overall storage), 
and we discuss combinations of these objectives. Some of the versioning problems turn out to be 
HP-complete and are hence unlikely to be solvable fast and exactly. All problems are posed to 
restore the versions exactly. 
To simplify the presentation of the basic means and ends we assume that matrices are stored in 
two-dimensional arrays. The generalization to matrices of more than two dimensions is straight- 
forward. The basic structure to be dealt with here is a table. Matrix entries may be of an arbitrary 
type; they may even be nonnumerical though the numerical case is our primary concern. 
Versioning has received interest from database activities, see for example [l] for an overview 
and it has received interest also from work on hypertext, see [2]. An approach to store lists by 
trees is given by Cole [3]. For the sake of simplicity, we do not make use of search trees here. 
Storing versions of a large matrix with few storage does not belong to standard database 
problems though real datahandling comprises this issue. We consider versioning problems from 
the viewpoint of combinatorial optimization. Optimization aspects of versioning problems have 
been given consideration in relation with displaying the current status of a database, see [4], in 
relation with lists [3], and in relation with moving picture compression [5]. The latter outset 
requires versions to be restored only approximately. We refrain from exploiting possible special 
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structure of the matrices allowing the proposed mechanisms to have a reasonably wide range of 
applicability. 
We do not discuss the problem of how to decide whether a (significant) change has taken place 
in a data set warranting a “new” version. Versions are taken for granted and we even admit 
versions with different indices to be identical. Moreover, we assume that a natural order is given 
on the versions, this order often being induced by time. In the latter case, the index of a version 
may be identified with a time stamp. Usually, only a small portion of a matrix is subject to 
change when going from one version to the next. 
Computational problems and proposals are sometimes understood as preprocessing. Such 
processing is supposed to take place after a sequence of versions has been created or updated. 
Versioning algorithms do hence not always need to operate in real time. However, due to ver- 
sions typically being “large,” even algorithms of worst caas complexity bounded by a low degree 
polynomial tend to consume time excessively. 
The underlying idea in this paper is to restore each one of a sequence of versions either by 
relating it to a single reference (Section 2) or by relating it to one of several references (Sec- 
tion 3). Reduction in storage space is achieved by only keeping track of the difference (overwrite 
information) between a version and its related reference. It goes without further saying that 
in case of multiple references a structure is required which describes the assignment of versions 
to references. The necessary storage space for this overhead is negligible. A main issue to be 
discussed below is the determination of references. We will not require a reference to be one of 
the versions, but it may be composed from all of the versions. 
In case of multiple references, two subproblems have to be solved simultaneously: which ver- 
sions are to be restored from the same reference (partition problem) and which references should 
be chosen (determination problem)? A separate solution of one of the subproblems influences 
the other. A side effect of two versions being algorithmically assigned to different references is a 
vague hint for a more than “average” change having taken place between the two versions. 
In the sequel, a marks the end of an argument and IA41 denotes the number of elements of a 
set M. 
2. VERSIONING BY A SINGLE REFERENCE 
Let A(k) = aif) ( > m’n be version k out of N versions of an m x n matrix; k = 1,. . . , N. For i,j=l,l 
two m x n matrices A, B denote by dH their (Hamming) distance stated in terms of different 
entries: 
dH(A, B) = mf z(aij, bij), where 
i,j=l,l 
if oij # b, 
else. 
We consider the following task: only a single reference is admitted to restore each version A(“). 
2.1. The Sum Problem 
We first stick to the problem of finding a reference making the sum of all Hamming distances 
between the versions and the reference as small as possible 
C:mxmcatri* 5 dH (A(k)9 ‘) * 
k=l 
The minimum exists, since dH attains only nonnegative integer values. In terms of vector quan- 
tization, the problem amounts to finding a single “codeword” for all “vectors” minimizing the 
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sum of Hamming distances between the codeword and the vectors. However, in contrast to the 
standard procedure in signal processing, we finally are not satisfied with transmission of (a label 
of) a codeword but we require to know the vectors exactly. 
A reference C(“) (“s” denoting sum) which solves the optimization problem 
fl: dH (A(“), C”‘) = 
k=l k=l 
is called optimal sum reference. C (s) = &;’ m’n ( > 
can efficiently be constructed. 
i,j=l,l 
LEMMA 1. An optimal sum reference is constructed by choosing in each position (i, j) a value c$’ 
which occurs most frequently in ( 
.!f) a!?) 2.J 7’.’ 3 $3 > 9 
meaning that c$) occurs most Frequently in 
position (i, j) in all of the versions. 
PROOF. Minimization of 
CdH (Ack), C) = 3 2X (aii’,cij) 
k=l i=l, j=l I;=1 
is equivalent to minimization of kg1 8 (a$), Cij) in each position (i, j) independent of all other 
positions. y,F k$r 8 (a(k) r) , cij ) is attained for a most frequent entry cij in position (i, j). I 
Computational aspects of the construction of an optimal sum reference are discussed in 
Section 3. 
2.2. The Maximum Problem 
A modification of the previous problem intends to minimize the maximum number of matrix 
elements which differ from the reference: 
min max dH (Atk), C) . 
C:mxn matrix k=l,...,N 
The reason to restore each version A(“) according to maximal distances is to keep the number of 
regression steps as low as possible for single version ilccess. Generally, none of the given versions 
should be chosen as reference, but some average must be found. This average is called ideal 
reference C(m”X) (“m” denoting maximum) and it is formally defined by 
ma 
k=L,...,N 
dH 
C: mxn matrix k$:N dH cAlk)’ ‘> * 
min 
An ideal reference C(ma”) typically differs from an optimal sum reference. C(max) like CtB) can be 
thought of as a superset of the intersection of all versions. The intersection A A B of matrices A 
and B is defined to consist essentially of those matrix elements which are the same for all versions: 
A A B = (aij A bij)zz1,1 with aij A bij = z’ 
if oij = bij 
else. 
u is some label denoting “undefined”; u must not belong to the feasible set of proper matrix 
entries. As label u is now introduced, intersections can also be formed for matrices having 
already at least one entry u. 
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The union of two matrices A V B = (ag V bij)zzl,l whose entries may be u, is defined by 
aij, if aij = bij # u 
aij V b, = 
aij, if aij # u = baj 
bij 7 if bij # u = aij 
u, else. 
Suppose we have the simple case of N = 2 versions A 0) and A12). An ideal reference is then 
given by 
@“) = 
( 
A(‘) A At21 v X, 
> 
with X being an m x n matrix which is undefined wherever A (l) and At21 have the same entries. 
All other dH (A @), At2)) entries of X are chosen to coincide with A(‘) for LdH (A@), Ac2)) /2] of 
these entries and they are chosen to coincide with A 12) for the remaining such entries. Clearly, 
Ccmax) is then optimal with optimum value I(dH(A WI At2)) + 1)/2] ; [z] denotes the floor of z 
(greatest integer L z). 
EXAMPLE 1. Let m = 4 and n = 8. Consider N = 2 versions 
A(l): 1 1 1 1 2 2 7 1 A(2): 111 1 2E.l 
111124 71 111 1 2m 7 
1 1 1 1 2 2 -6 5 111121131 
111133 84 cl 2 1 
7 1 
1 
> -6 5 
1 -i-3 3 84 
dH (A(l), At2)) = 5 (changes from A(‘) to At2) are boxed in At2)). 
A(‘) A At2): 1 1 1 1 2 u 7 1 X: uuuuu2uu 
11112u 71 uuuuu4uu 
1 1 1 u u 2 -6 5 uuu23uuu 
u11133 84 2uuuuuuu 
This results in the ideal reference 
c(m=): 1 1 1 1 2 2 7 1 
111124 71 
1 1 1 2 3 2 -6 5 
211133 84 
giving dH (A (l), C(max)) = 3 and dH (A12), Ccmax)) = 2. Restoring A(‘) from Ctma”) requires the 
overwrite information 
a& = 1, a!? = 2, a$ = 1 
and restoring AC21 from C(max) requires the overwrite information 
arJ = 3, agj = 5. 
The ideal reference is not unique, there exist (i) = 10 alternative ideal references in this 
example. I 
An approximation to the ideal reference can be constructed in case of N 3 2 versions by the 
subsequent greedy algorithm “maximum versions cover ” whose characteristic is nested tiebraking. 
The algorithm is motivated from the smallest savings reference problem (see below): 
1. Initialization 
x = (u)~;j’21,17 L=&= {(i,j)lal:)h-..Aa~~)=u}, andB= (A(‘),... ,AtN)). 
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2. While L # 0, call procedure select; if B # 0, do so with current D; if t? = 0, do so with 
initial setting B = (A(‘), . . . , AtN)). 
3. For L = 0, output X; stop. 
4. Procedure select(B, L) 
(a) Select 8 position (i,j) E L in which some entry oii’ occurs most frequently among 811 
positions in L in all versions from 8. 
In case (L( > 1, ties may have to be broken. Therefore, select a position (i, j) E L 
such that in the next call of select 8 position is chosen which maximizes the frequency 
of identical entries in the remaining positions in remaining versions. Eventually, repeat 
this anticipation step until uniqueness of the maximum or IL/ = 1 or f3 = 0. If one of 
the two latter conditions is fulfilled but the maximum is not unique, ties may be broken 
arbitrarily. 
get 2.. = a!!) 
(b) L =” L - y(i; j)}. 
(c) Delete all A(‘) with a$’ = a$) from 23. 
A feasible argument for select is an arbitrary nonempty subsequence L3 of the versions 
A(‘) , . . . , AIN) and L is a nonempty subset of the undefined positions in the intersection of all 
versions contained in B. 
Output X of the maximum versions cover algorithm results in a reference C(max) for A(‘), . . . , 
AcN) by the formula 
C(max) = 
( 
A(l) A.. . A ,JtN) V X. 
> 
Simple examples show that the maximization in Step (a) of select cannot be neglected. The 
next example illustrates the mode of operation and benefit of the tiebraker. 
EXAMPLE 2. Let m = 1, n = 2, and N = 5. Changes between versions take place in both 
positions: 
A@) : 2 5 AC21 : 2 5 At31 : 2 5 At4) 3 8 A(‘) : 3 9 
The unique ideal reference is C(max) : 35 with max { dH (C(max), A(‘)) , . . . , dH (&ma”), At5)) } 
= 1. It is found by the algorithm by observing that Value 2 in position (1,1) gives Values 8 and 
9 occuring each with Frequency 1 in the subsequent call of select. Value 5 in position (1,2) 
gives Value 3 occuring with Frequency 2 in the subsequent call of select and is hence chosen. 
If ties for selections are broken in order of appearance, the algorithm would select matrix 
Ccmax) : 28 with Hamming distance dH (C (max),A(5)) = 2 which is not ideal, I 
In case of N = 2 versions, the previous algorithm alternates between A(‘) and At2) in pairs of 
calls of procedure select. Pairs are formed here consecutively and disjoint beginning with the 
first call. In every odd call of select, the sequence B consists of both of the two versions. 
For IL,-,1 = 2, the algorithm runs in 0(N2) steps and, in some restricted cases, it yields an 
optimal solution: 
THEOREM 1. Mrtximum version cover finds an ideal reference 
1. for 8n arbitrary number of versions N and only [LoI = 2 positions of changes or 
2. for N = 2 versions and 8x1 arbitrary number ILo1 of positions of occuring changes or 
3. if in each position of Lo exactly two values occur in aJ1 versions. 
PROOF. 
Part 1. For N = 2 < ILo] the alternating selections provide distances between Ccmax) and each 
of the versions which differ at most by 1. Each value which is set in X is chosen from either of 
the versions implying optimality. 
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Part 2. Let ILet = 2 _< N. Suppose the versions are permuted so that a maximal set of equal 
entries appears exactly in versions 1, . . . , Nl. Let the equal entries of the maximal set be in 
position (ir,jr) E Le. 
There exists an ideal reference Ccmax) with dH (Ccmax), A(l)), dH (C(max), At2)) 5 1 if and 
only if the versions indexed NI + 1, . . . , N have the same entry in position (is,js) E LO-{(ir,jl)}. 
Both positions (il, jl), (i2,jz) are chosen by procedure select implying its optimality. 
Part 3. The argument of Part 2 is repeated for pairs of elements of LO leading to 
k=yaxNdx (C(ma”),A(k)) = [(IL01 + 1),‘2]. I 
,.-,, 
The assumptions of Theorem 1 cannot be neglected without repIacement. This is illustrated 
for ILo1 > 2 next. 
EXAMPLE 3. Let m = 1, n = 3, and N = 10. Let changes take place in (&-,I = 3 positions. 
A(‘): 5 8 2 At2): 5 8 3 Ac3): 5 8 4 At4): 5 8 5 Ac5): 5 7 6 
A@: 676 Ac7): 376 Ac8): 371 Acg):321 . A(‘O). 3 2 0 
The maximum versions cover algorithm produces reference C(max): 571 with dH (Ccmax), A(l”)) 
= 3. Reference C(max): 386 is the unique ideal reference with max (dH (C(mBx), A(l)) , . . . , 
dH (C’ ma), A(lO))} = 2. I 
The maximum of the Hamming distances between the versions and a matrix C(maY) having 
the proper entries of A(‘) A . . - A A(N)-like an ideal reference--can trivially be bounded by 
max 
k=l,...,N 
dH C(ma”),A(k) 
> 
5 ILo(. 
This bound can be improved. 
LEMMA 2. Let CB denote the number of times the maximum versions cover algorithm completely 
empties sequence f3 = (A(l), . . . , AcN)) and let C(max) be generated by the algorithm. Then 
msx 
k=l,...,N 
dH @“““),A(“) 
> 
5 (LoI - qj. 
PROOF. Consider precisely those positions in LO which are subtracted from L during (A(l), . . . , 
A@‘)) is emptied once. C(maX) coincides with every A(“) in at least one of these positions by 
construction of procedure select. Hence, 
number of equal entries of A(“) and C(““) in LO 2 cg. 
Thus, 
dH (A(“), @-j) = number of different entries of Ack) and C(max) 
= number of different entries of A(“) and C(ma”) in LO 
= l&l - number of equal entries of A(“) and C(“‘“) in LO 
< ILo1 - cs, 
the second equality is implied by the definition of LO: in each position outside LO, all entries are 
the same in A(l), . . . , AcN) and hence, they are the same as in C(ma”). I 
A close relative to an ideal reference can be defined to be a smallest savings reference (SSR): 
For the intersection A(‘) A . * . A AcN) determine a minimum number of undefined positions and 
set their values such that the resulting reference C(“““) yields at least the smallest saving (of 
Value 1): 
max 
k=l,...,N 
dH C(maX), Ack) < (LoI - 1. 
> 
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Note that we allow the number of versions as well as the size of matrices to be variable. The 
seemingly simple SSR problem is not simple. 
THEOREM 2. SSR is NP-hard. 
PROOF. We show that the threshold problem belonging to SSR is NP-complete: do there exist 
K or less undefined positions in A(l) A . . . A AcN) such that defining them leads to a reference 
C(max) with &iaxN dH (C(max), A(“)) I /LOI - l? 
,+.., 
The latter problem obviously is in NP. To show its NP-completeness we transform the NP- 
complete MINIMUM COVER problem [6, p. 641 into it. An instance of MINIMUM COVER is 
given by a finite set S and a collection C of subsets where we ask whether a subcollection C’ of 
at most K sets exists such that S is covered: 
U c=S? 
CEC' 
Choose S = {l,...,N} as index set of the versions. The set of positions Lo is chosen to index 
collection C, thus esp. ]C( = JLoJ. Form a table such that all entries of c E C are identical and 
all other entries in the same position (in the other versions) are pairwise different. 
The construction is illustrated for S = (1,. . . ,8} and C = {ci = {1,6,8}, cs = {2,3,4,7}, q = 
(51 ,c4 = {5,6},~5 = {2,8),C6 = {2,4,6,8}} by the subsequent table. This table is not one of 
the versions, but it describes N = 8 versions whose elements may differ in the 6 positions of LO. 
Symbol “x” in each column indicates the same entries which are different from all the “.” entries 
in the column and all “.” entries in each column are different among themselves. 
Lo 
Cl c2 c3 c4 c5 cg 
If all versions can be covered by K sets, then all versions can be covered by K sets of p&wise 
different positions. The latter is true since sets not occuring in C are singletons and, instead of 
choosing some singleton, we can choose a set (possibly another singleton) from another position 
(column) which covers at least that element (version number). There is, hence, a solution to 
MINIMUM COVER with at most K sets if and only if there are K or less positions whose 
versions ci cover the set { 1, . . . , N}. The latter condition guarantees that C(max) chosen to have 
the value of ca in the respective position matches with each version in at least one position. This 
is equivalent to smallest savings and thus completes the argument. I 
SSR can be solved in polynomial time if the versions have the consecution property: in each 
position of LO equal entries appear in versions of consecutive indices. A dynamic program can 
then be constructed to solve SSR in O(N. ILo13). Not all sequences of versions can be arranged to 
have the consecution property and hence this direction is not pursued here. Moreover, deciding 
whether a permutation of the versions has the consecution property is an NP-complete problem 
in itself. 
For bounded sets LO, Problem SSR and the construction of an ideal reference can be solved 
with polynomial effort (irrespective of the versions having the consecution property). This results 
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from the simple fact that there are at most NIL01 candidates for the reference. Note that an ideal 
reference and (without loss of generality) a solution of SSR consists only of entries which appear 
in one of the versions at their respective positions. 
The complexity of the maximum versions cover algorithm can roughly be bounded by O(CO . 
ILo~~ -N2), if ties do not occur; cg is as in Lemma 2. This complexity requires a frequency table 
which is updated in each iteration. This table denotes all occuring entries by their frequency 
in all positions of the current set L and current set of versions f?. The complexity is stated for 
matrix entries from a set without order. The presence of an order allows sorting and a decrease 
in complexity, camp. Section 3. 
For all complexity results in terms of I&J it is assumed that set Le is known. 
The maximum versions cover algorithm can be modified for example to the smallest remaining 
diversity procedure: Choose in each iteration a position (is,jc) E L and a version Atk) E B 
attaning the subsequent minimum: 
min { min ( 
(i,j)EL,A(k)EB (r,s)EL-{(id) 
number of different entries in position (r, s) 
in versions A(l) E B with oiij # oif’ . 
This procedure also produces reasonable approximations to ideal references. 
Ideal references may differ in their overall overwrite requirements. As the maximum versions 
cover algorithm favours frequently occuring matrix entries it also tends to produce solutions 
which need few overall storage. 
3. VERSIONING BY MULTIPLE REFERENCES 
The optimal p-sum reference problem is a straightforward generalization of the optimal sum 
reference problem. Instead of restoring the N versions from a single reference, we now admit a 
fixed number p of references, p 5 N, and each version has to be restored from exactly one of the 
references. In addition to specifying references, we need to (simultaneously) assign each version 
to one of the references. Formally, the set 5’ = (1,. . . , N} is partitioned into Si, . . . , S, such that 
Si 17 Sj = 8 for i # j which leads to the optimization problem 
min 
Sl,...) s,; C(Sl’) (..., 
2 c dH (A@), C(““)) . 
C(*jp): 77~x71 matrices 1=1 kES 1 
Matrices C(syi) may coincide which is expressed by allowing classes & to be empty. The p 
sum reference problem may hence have an optimal solution with less than p pairwise different 
references. 
EXAMPLE 4. Let m = 1, n = 3, N = 10 and A(‘), . . . ,A(‘O) be as in Example 3. If p = 2 
references are admitted, then Si = (1,. . . ,4}, Sz = (5,. . . , 10) with 
C(‘*‘) : 5 8 2 and C(8>2) : 3 7 6 
are optimal. 5 8 3,. . . , 5 8 5 can alternatively be chosen for C(‘ll) while the partition remains 
fixed. I 
Though storage for references increases with p, the overall storage (references plus overwirte 
information) may decrease with p. Such an effect can be observed esp. for small p if there occur 
some considerable and many minor changes in the versions. 
Determining the optimal p-sum references becomes easy if the partition Si, . . . , S, is fixed: the 
construction of Lemma 1 (choose most frequent entry in each position) is then applied separately 
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to each class Sl. The same applies to the converse of the problem. If references C(B*l), . . . , d81P) 
are fixed, then an optimal partition can trivially be found by assigning Atk) to Ctd*“) if 
hi (A (‘),C(a.i)) <dH(A@),C(“j)) foralljE{l,...,p}-{i}. 
The latter implies that optimal psum references can be computed in polynomial time for fixed 
l&l and p: there are at most, N ILo1 candidates for references from which p are chosen; hence 
there are at most 
NIL01 
( > 
combinations to enumerate. 
Lemma 1 does not, gzneralize to constructions of optimal psum references by considering only 
the p most frequent entries in each position: 
EXAMPLE 5. Let m = 1, n = 2, N = 33, and l&l = 2 = p: 
A(1) = . . . = A(‘3 : 5 8 
A(7) = . . . = A(141 : 7 2 
A(151 = . . . = A(22) : 7 3 
A(231 = . . . = A(331 : 74 
The unique optimal 2-sum reference and its partition is S1 = (1, . . . ,6}, 5’2 = (7, . . . ,33} with 
C(‘?l) : 5 8 and C(“P2) : 7 4, 
where 8 in position (1,2) of C(‘t ‘1 occurs six times in all versions which is only the fourth largest 
frequency in that position. I 
The psum reference problem can efficiently be solved to optimality in some special cases like 
p = N - 1: determine n$ {dH (Ati), A(j))}. Two versions which attain the minimum form one 
class, the remaining versions form the one-element classes. C(+‘), . . . , C(s*P) are then computed 
as above. The whole procedure is of complexity 0( N2 e I&l). 
It is generally (p < N - 1) not optimal to merge a single version with a class to which it has 
minimum Hamming distance (the Hamming distance of a single matrix to a class is defined to 
be the minimum of the Hamming distances between the single versions and all versions from 
the class). Moreover, an optimal psum reference cannot always be found in an agglomerative 
way: ifS1,...,Sp+l is a partition belonging to an optimal (p + 1)-sum reference, then a partition 
of an optimal psum reference is not necessarily given by the union of two suitable classes of 
&,...,Sp+1: 
EXAMPLE 6. Let N = 11, m = 1, and n = [LoI = 5: 
/l(l) = . . . = A(4) : 4 8 7 5 2 A(5) : 4 6 5 1 2 
A(s) = A(7) : 4 6 3 8 9 A@) = . . . = A(“) : 7 6 2 8 4. 
An optimal 3-sum reference is unique with partition (1,. . . ,4}, {5,6,7}, (8,. . . , 11). An optimal 
2-sum reference is also unique; its partition is (1, . . . ,5}, (6, . . . , 11) which cannot be obtained 
by a union of classes of the optimal S-sum reference. I 
Suppose we forced all references to belong to the versions (“psum reference problem with 
versions”). The psum reference problem then becomes a special case of the pmedian problem 
known from location theory, see e.g. [7]. The special case is obtained by choosing the distance of 
the pmedian problem to be the Hamming distance. As p is fixed here, the pmedian problem and 
hence the psum reference problem with versions are polynomially solvable [6, p. 2201. However, 
algorithms solving the general pmedian problem do not perform well on large problem instances. 
We hence consider a special, fast algorithm not, necessarily yielding an optimal solution of the 
general psum reference problem (allowing again references to be different from all versions). 
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A greedy approach to the psum reference problem can be given in terms of mixing the deter- 
mination of the partition and the references. The idea of the procedure is to make a first choice 
(Ri,i, see below) for one class of the partition and then to vary it by enlarging and by shrinking 
(Ri,z respectively Ri,s, see below). The procedure is given for p = 2 references first: 
1. Choose a most frequently occuring value o!rc,‘,; (ii,ji) E LO and k E (1,. . . , N}. Set 
RI,1 = ZE {l,... -I , Iv}1 aif)jl = a$, } . 
2. Choose a value o$$ with (iz, jz) E LO - {(ii, ji)} w 1c occurs most frequently in versions h’ h 
from (1,. . . , N} - RIJ; T E (1,. . . ,N} - &,I. Set 
R1,2=R1,1U lE{l)...) 1 N}I agz = a{;;,} . 
3. Choose a value o$, with (iz, jz) E Lo - {(ii, jr)}, q E RI,I which occurs most frequently 
in versions from Ri,i and in positions different from (ir , ji). Set 
4. Determine optimal references for each of the three partitions 
Rr,r, (I,. . . , N) - &,I, R1,2, (1,. . . , N) - %,2r R1,3, (1,. . . , N) - R1,3r 
and choose Sr, Sz with references C (+l), C(st2) as best of the three constellations. 
This procedure finds optimal psum references in Examples 4 and 5. 
The proposed procedure repeatedly computes most frequent entries. If the set of feasible entries 
is totally ordered-like the ordinary order I on the set of real numbers-then these computations 
can essentially be done by sorting. In a sorted list of iV entries only O(N) steps are required to 
detect a most frequent entry. A suitable procedure counts successive equal entries, keeps track 
of the maximum frequency encountered so far, and compares it with the current frequency. The 
maximum of these two values is the new maximum encountered so far. This algorithm traverses 
the list once, performing at most a constant number of steps in each position of the list. 
The procedure works even if the list is not sorted but if it has the consecution property. Note 
that sorting is sufficient but not necessary for the consecution property. 
A consequence of the relation to sorting is that the complexity of the approximate algorithm 
for the P-sum problem is bounded by O(ILel * N * log N) f i matrix entries are from a totally 
ordered set. The algorithm needs O(ILel - IV . log N) effort for step 1. The same bound clearly 
applies to Steps 2 and 3. The final steps requires 0(3 . lLo[ * IV. log N) for determining the pairs 
of candidate references and 0(3 * lLol . IV) for detecting a best pair. 
The previous approximate algorithm generalizes to p > 2 references by repeated application to 
a class with maximum cumulative distance between versions and their current reference: 
For a partition Si, . . . , S, with references C(8v1), . . . , C(Syt), t < p, choose a class Sl with 
maximum distance between its reference and all its versions: 
Apply the approximate algorithm for the 2-sum problem to Sl (instead of (1, . . . , IV}) and 
thereby split Sl into 2 classes. 
Repeat Steps 1 and 2 until a partition with p classes is reached. 
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The complexity of this approximate algorithm for the psum reference problem obviously is 
O(p . j&J - N - log N) for matrix entries from a totally ordered set. This follows, since the 
algorithm applies the approximate algorithm for the 2-sum problem at most p - 1 times. 
Suppose versions are arranged in a tree in the following sense. Each position in LO corresponds 
to one branch of the tree and this entry remains fixed over the complete branch. If branches may 
consist of different numbers of versions, the optimal p-sum reference may run across branches: 
versions from one branch may be restored from different references. The given approximate 
algorithm for the p-sum reference problem can detect such cases. 
4. SENSITIVITY OPERATIONS 
Versions of a problem specification typically do not only change in values but sporadically 
also in insertion and deletion of attributes. A sequence of Nl matrices of format m x n may 
be continues for example by Nz matrices of format m x (n + 1). All Nl former matrices are 
then added one column possibly with some undefined entries u so that the overall sequence of 
N = PJ~ + N2 versions consists of matrices of equal format. Within this framework even the case 
N2 = 0 is reasonable; it denotes no new versions but a change in format of all present versions. 
Suppose the p-sum reference problem is solved (approximately) for a sequence A(‘), . . . , 
AtNl). Such a solution is now extended to A(l), . . . , AINl), . . . , AtN). This is easy for p = 1. 
LEMMA 3. Let N2 = 0 and let C(s) be an optimal l-sum reference for the previously given 
sequence A(‘), . . . , AtN), N = Nl. An optimal l-sum reference for the altered sequence is given 
by deleting all respective entries in C cs) and inserting most frequent entries of the versions in the 
new positions. 
PROOF. Consequence of Lemma 1 applied to the new sequence. I 
For N2 2 1 an optimal l-sum reference is found by comparing frequnecies of proper entries in 
positions which are common to the previous and modified parts of A(‘), . . . , AcN). Such entries 
in the previous versions are that of the previous l-sum reference. The complexity of finding an 
optimal l-sum reference for the overall sequence is hence dominated by Ng---the length of the 
altered part-instead of the length N of the total sequence. This requires to keep track of the 
maximum frequency of each entry when a l-sum reference is computed. 
The case of updating a psum reference for p 2 2 is more laborious even if complete recalcula- 
tions are to be avoided. An update procedure for p-sum references consists of two phases: 
1. For the given partition S1, . . . , S, of (1,. . . , Nl} compute new references C(“l’), . . . , C(“+‘) 
by inserting and deleting according to Lemma 3. 
2. Assign each of the new versions A(N1+l), . . . , AcN) to a reference C(8vt) it fits best: 
dH (A (‘1, C(s*t) > = min dH v=l,...,p , k = Nl + 1,. . . , N. 
The complexity of this procedure is again dominated by Nz rather than by N. 
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