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Abstract
Let a denote an ideal of a local ring (R,m). Let M be a finitely generated R-module. There is a sys-
tematic study of the formal cohomology modules lim←−H
i
m(M/a
nM), i ∈ Z. We analyze their R-module
structure, the upper and lower vanishing and non-vanishing in terms of intrinsic data of M , and its func-
torial behavior. These cohomology modules occur in relation to the formal completion of the punctured
spectrum SpecR \ V (m).
As a new cohomological data there is a description on the formal grade fgrade(a,M) defined as the
minimal non-vanishing of the formal cohomology modules. There are various exact sequences concerning
the formal cohomology modules. Among them a Mayer–Vietoris sequence for two ideals. It applies to new
connectedness results. There are also relations to local cohomological dimensions.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let a denote an ideal of a local ring (R,m). For a finitely generated R-module M let Hia(M),
i ∈ N, denote the local cohomology module of M with respect to a (cf. [11] for the basic defini-
tions). There are the following integers related to these local cohomology modules
grade(a,M) = inf{i ∈ Z: Hia(M) = 0}, cd(a,M) = sup{i ∈ Z: Hia(M) = 0},
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tion 2.2). In general we have the bounds heightM a  cd(a,M)  dimM . In the case of m the
maximal ideal it follows that grade(m,M) = depthM and cd(m,M) = dimM .
Here we consider the asymptotic behavior of the family of local cohomology modules
{Him(M/anM)}n∈N for an integer i ∈ Z. By the natural homomorphisms these families form
a projective system. Their projective limit lim←−Him(M/anM) is called the ith formal local coho-
mology of M with respect to a. Not so much is known about these modules. In the case of a
regular local ring they have been studied by Peskine and Szpiro (cf. [17, Chapter III]) in rela-
tion to the vanishing of local cohomology modules. Another kind of investigations about formal
cohomology has been done by Faltings (cf. [5]).
Moreover, lim←−H
i
m(M/a
nM) occurs as the ith cohomology module of the a-adic completion
of the ˇCech complex Cˇx ⊗ M (cf. Section 3), where x denotes a system of elements of R such
that RadxR = m.
The main subject of the paper is a systematic study of the formal local cohomology modules.
Above all we are interested in the first respectively last non-vanishing of the formal cohomology.
As an easy result of this type the following result is proved:
Theorem 1.1. Let a denote an ideal of a local ring (R,m). Then
dimM/aM = sup{i ∈ Z: lim←−Him(M/anM) = 0}
for a finitely generated R-module M .
The description of inf{i ∈ Z: lim←−Him(M/anM) = 0} in terms of intrinsic data seems to be
not obvious. Following the intention of Peskine and Szpiro (cf. [17, Chapter III]) we define the
formal grade as
fgrade(a,M) = inf{i ∈ Z: lim←−Him(M/anM) = 0}
for an ideal a and a finitely generated R-module M . Since the formal cohomology does not
change by passing to the completion of R (cf. 3.3) we may assume—without loss of generality—
the existence of a dualizing complex D·R for R. So we may express the formal cohomology in
terms of the local cohomology of the dualizing complex.
Theorem 1.2. Let (R,m) denote a local ring possessing a (normalized) dualizing complex D·R .
Let a denote an ideal of R. For a finitely generated R-module M it follows
(a) lim←−Him(M/anM)  HomR(H−ia (HomR(M,D·R)),E), for all i ∈ Z,
(b) fgrade(a,M) = inf{i − cd(a,Ki(M)): i = 0, . . . ,dimM}.
Here Ki(M) = H−i (Hom(M,D·R)), i = 0, . . . ,dimM , denotes the ith module of deficiency (cf.
Section 2.3).
Another result concerns the vanishing of the formal cohomology lim←−H
i
m(M/a
nM) and the
dimension of the associated prime ideals of the underlying module.
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module. Then
(a) fgrade(a,M) dimM − cd(a,M),
(b) fgrade(a,M) dim Rˆ/p − cd(aRˆ, Rˆ/p) for all p ∈ Ass Mˆ ,
where Mˆ denotes the m-adic completion of M .
In Section 5 there is a Mayer–Vietoris sequence for the formal cohomology, analogous to
the corresponding sequence for the local cohomology. As in the case of local cohomology this
applies to connectedness results of certain subsets of SpecR. To this end let c(R/c) denote the
connectedness dimension of V (c) for an ideal c (cf. 5.7).
Theorem 1.4. Let a be an ideal of (R,m). For a finitely generated R-module M there are the
estimates:
(a) fgrade(a,M)− 1 c(Rˆ/(aRˆ,p)) for all p ∈ Ass Mˆ .
(b) Assume that Ass Mˆ = Assh Mˆ and Hdm(R/AnnM),d = dimM , is an indecomposable R-
module. Then fgrade(a,M)− 1 c(Mˆ/aMˆ).
In particular, when lim←−H
i
m(M/a
nM) = 0 for i = 0,1, then V (aRˆ,p) \V (mˆ) is connected for
all p ∈ Ass Mˆ .
In Section 2 of the paper we start with some preliminaries about notation, local cohomology,
dualizing complexes, and commutative algebra. Section 3 is devoted to the definitions and basic
results about formal cohomology, its relation to duality, as well as exact sequences for various
situations. In Section 4 there are vanishing and non-vanishing results about formal cohomology.
This section contains also the results about the formal grade. In Section 5 there is the Mayer–
Vietoris sequence for formal cohomology and the connectedness properties. In addition there are
also results about the connectedness and the local cohomology.
2. Preliminary results
2.1. Notation
In the present paper (R,m, k) denotes a local Noetherian ring with its residue field k = R/m.
In the following let a,b, . . . denote ideals of R. Let M be an R-module. By X : · · · → Xn d
n
X−→
Xn+1 → ·· · we denote a complex of R-modules.
Let x = x1, . . . , xn be a sequence of elements of R. Then K·(x;X) and K ·(x;X) are the
Koszul complexes of X with respect to x (cf. [22] for the definition of Koszul complexes and
basic facts about homological algebra).
For an arbitrary R-complex X there is a complex I of injective R-modules (respectively a
complex F of flat R-modules) and a quasi-isomorphism X ∼−→ I (respectively F ∼−→ X) (cf. [24]
or [2] for the construction). We call I (respectively F ) an injective (respectively a flat) resolution
of X.
For an R-complex X and an integer m ∈ Z define the shifted complex X[m] by X[m]n =
Xm+n, n ∈ Z, and dX[m] = (−1)mdX , where d denotes the boundary map.
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Let x = x1, . . . , xn be a system of elements of the ring R and let a = (x1, . . . , xn)R the ideal
generated by these elements. The local cohomology RΓa(X) of X with respect to a in the derived
category is defined by Γa(I ), where X ∼−→ I denotes the injective resolution (cf. [13] respectively
[9]). For an integer i ∈ Z define Hia(X) = Hi(Γa(I )). Note that up to isomorphisms it is inde-
pendent on I .
Moreover let Cˇx denote the ˇCech complex with respect to x (cf. [19] or [20]). Then there
is a canonical isomorphism Γa(I )  Cˇx ⊗ I for a complex of injective R-modules I (cf. [20]).
Because Cˇx is a bounded R-complex of flat R-modules it induces the following isomorphism
Cˇx ⊗ X  Cˇx ⊗ I . That is, the local cohomology Hia(X), i ∈ Z, may be computed as the coho-
mology Hi(Cˇx ⊗X).
For a finitely generated R-module M there is the following characterization
grade(a,M) = inf{i ∈ Z: Hia(M) = 0}
for the grade(a,M) of the R-module M with respect to the ideal a. For the supremum of the
non-vanishing there is the following definition
cd(a,M) = sup{i ∈ Z: Hia(M) = 0},
where cd(a,M) is called the cohomological dimension of M with respect to a. Recall that
cd(a,M)  dimR M with equality in the case Rada = m (cf. [11]). Moreover heightM a 
cd(a,M), where heightM a = height(a,AnnR M)/AnnR M . In general it is a difficult problem to
calculate the cohomological dimension cd(a,R) of an ideal.
We need here another preliminary result about cohomological dimensions. It was invented by
Divaani-Aazar, Naghipour and Tousi (cf. [7]). For sake of completeness we include a proof.
Lemma 2.1. Let a denote an ideal of a local ring (R,m). Let M,N be two finitely generated
R-modules such that SuppN ⊆ SuppM . Then cd(a,N) cd(a,M).
Proof. It will be enough to show that Hia(N) = 0 for all integers cd(a,M) < i  dimM + 1.
The proof will be shown by an descending induction on i.
First note that the claim is true for i = dimM + 1 (cf. [11]). Now let i  dimM . We proceed
by a trick invented by Delfino and Marley (cf. the proof of [6, Proposition 1]). By the assumption
we have SuppN ⊆ SuppM , and therefore Rad AnnR N ⊇ c, where c = AnnR M . Whence there
is an n ∈ N such that cnN = 0. Thus N possesses a filtration
0 = cnN ⊂ cn−1N ⊂ · · · ⊂ cN ⊂ N,
such that ci−1N/ciN, i = 1, . . . , n, is a finitely generated R/c-module.
By Gruson’s theorem (cf. [25, Theorem 4.1]) a finitely generated R/c-module T admits a
filtration
0 = T0 ⊂ T1 ⊂ · · · ⊂ Tk = T ,
such that Tj/Tj−1, j = 1, . . . , k, is a homomorphic image of finitely many copies of M .
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suffices to prove the case when k = 1. Thus, there is an exact sequence
0 → K → Mm → T → 0
for some positive integer m. It induces an exact sequence
· · · → Hia(K) → Hia(M)m → Hia(T ) → Hi+1a (K) → ·· · .
By the inductive hypothesis Hi+1a (K) = 0, so that Hia(T ) = 0.
Finally we prove that Hia(N) = 0. By the use of short exact sequences and induction on n,
it suffices to prove the case when n = 1, which is obviously true by the aid of the previous
argument. 
As a corollary of the previous Lemma 2.1 it follows that the cohomological dimension of a
finitely generated R-module M is determined by the cohomological dimension of its minimal
associated prime ideals. To this end let MinM denote the minimal elements of SuppM , where
M denotes an R-module.
Corollary 2.2. Let M be a finitely generated R-module. Then
cd(a,M) = cd(a,R/AnnR M) = max
{
cd(a,R/p): p ∈ MinM}
for any ideal a of R.
Proof. The fist equality is clear because of V (AnnR M) = SuppR M (cf. 2.1). For the proof of
the second define N =⊕p∈MinM R/p. Then it follows that
cd(a,N) = max{cd(a,R/p): p ∈ MinM}.
Remember that the local cohomology commutes with direct sums. Furthermore we have
SuppM = SuppN . So the statement is a consequence of Lemma 2.1. 
As another preliminary result we need the behavior of the cohomological dimension of an
R-module with respect to an ideal a by passing to (a, xR).
Lemma 2.3. Let a denote an ideal of a local ring (R,m). Let M be a finitely generated R-module.
Then
cd
(
(a, xR),M
)
 cd(a,M)+ 1
for any element x ∈ m.
Proof. With the notation of the lemma there is the short exact sequence
0 → H 1xR
(
Hia(M)
)→ Hi+1 (M) → H 0xR(Hi+1a (M))→ 0(a,xR)
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of the cohomological dimension the short exact sequence implies that Hi+1(a,xR)(M) = 0 for all
i > c. In other words cd((a, xR),M) c + 1, which finishes the proof. 
2.3. Dualizing complexes
In this subsection let (R,m) denote a local ring possessing a dualizing complex D·R . That
is a bounded complex of injective R-modules whose cohomology modules Hi(D·R), i ∈ Z, are
finitely generated R-modules. We refer to [13, Chapter V, §2] or to [19, 1.2] for basic results
about dualizing complexes.
By the result of T. Kawasaki (cf. [16]) R possesses a dualizing complex if and only if R is the
factor ring of a Gorenstein ring.
Note that the natural homomorphism of complexes
M → HomR
(
HomR(M,D·R),D·R
)
induces an isomorphism in cohomology for any finitely generated R-module M . Moreover there
is an integer l ∈ Z such that
HomR(k,D·R)  k[l],
where k = R/m denotes the residue field of R. As follows by a shifting we may always assume
without loss of generality assume that l = 0. Then the dualizing complex D·R is called normal-
ized. In the following let us always assume that a dualizing complex is normalized.
Then a dualizing complex has the following structure
D−iR 
⊕
p∈SpecR,dimR/p=i
ER(R/p),
where ER(R/p) denotes the injective hull of R/p as R-module. Therefore DiR = 0 for i <−dimR and i > 0.
Proposition 2.4. Let (R,m) denote a local ring with the dualizing complex D·R .
(a) D·R ⊗Rp  D·Rp[dimR/p] for p ∈ SpecR.
(b) (Local duality) There is a canonical isomorphism
Him(M)  HomR
(
H−i
(
HomR(M,D·R)
)
,E
)
, E = ER(R/m),
for a finitely generated R-module M and all i ∈ Z.
The proof is well known (cf. [13] respectively [19]). For a certain application remember the
definition of the modules of deficiencies of an R-module M (cf. [19, Section 1.2]).
Definition 2.5. Let M denote a finitely generated R-module and d = dimM . For an integer i ∈ Z
define
Ki(M) := H−i(HomR(M,D·R)).
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Ki(M) are called the modules of deficiency of M . Note that Ki(M) = 0 for all i < 0 or i > d .
By the local duality theorem there are the canonical isomorphisms
Him(M)  HomR
(
Ki(M),E
)
, i ∈ Z,
where E = ER(R/m) denotes the injective hull of the residue field. Remember that all of the
Ki(M), i ∈ Z, are finitely generated R-modules. Moreover M is a Cohen–Macaulay module if
and only if Ki(M) = 0 for all i = d . Whence the modules of deficiencies of M measure the
deviation of M from being a Cohen–Macaulay module. Here is a summary about results we use
in the sequel.
Proposition 2.6. Let M denote a d-dimensional A-module. Let k ∈ N an integer. Then the fol-
lowing results are true:
(a) dimKi(M) i for all 0 i < d and dimK(M) = d .
(b) AssK(M) = (AssM)d .
(c) (AssKi(M))i = (AssM)i for all 0 i < d .
(d) K(M) satisfies S2.
(e) M satisfies Sk if and only if dimKi(M) i − k for all 0 i < dimM .
For a finitely generated R-module X let (AssX)i = {p ∈ AssX: dimR/p = i} for an integer
i ∈ Z. Cf. [19, Section 1] for the details of the proof of Proposition 2.6.
2.4. On commutative algebra
Let M be a finitely generated R-module, R a commutative Noetherian ring. Let AssR M =
{p1, . . . ,pt } denote the set of associated prime ideals. Let
0 = Z(p1)∩ · · · ∩Z(pt )
denote a minimal primary decomposition of M . That is, M/Z(pi ), i = 1, . . . , t , is a non-zero
pi -coprimary R-module.
Next we want to prove a constructive version of a result of N. Bourbaki (cf. [3, Chapter IV,
§2, Proposition 6]).
Lemma 2.7. With the previous notation let S = {p1, . . . ,ps} denote a subset of AssR M for a
certain numeration of the associated prime ideals of M . Put U =⋂si=1 Z(pi ). Then
AssR M/U = S and AssR U = AssR M \ S.
Proof. Let AssR M = {p1, . . . ,pt } and 0 = Z(p1) ∩ · · · ∩ Z(pt ) a minimal primary decomposi-
tion. First it is clear that AssR M/U = S. Remember that U =⋂si=1 Z(pi ) is a reduced minimal
primary decomposition. Define V =⋂ti=s+1 Z(pi ). In order to show the second part of the claim
it will be enough to prove that AssR U = {ps+1, . . . ,pt }.
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Now let p ∈ {ps+1, . . . ,pt } be a given prime ideal. Then U/U ∩Z(p)  U +Z(p)/Z(p) is a non-
zero p-coprimary module. Since U ∩ Z(p) is part of a minimal reduced primary decomposition
of 0 in U it follows that p ∈ AssR U , as required. 
3. On the definition of formal cohomology
3.1. The basic definitions
Let (R,m, k) be a local Noetherian ring. Let x = x1, . . . , xr denote a system of elements of R
and b = Rad(xR). Let Cˇx denote the ˇCech complex of R with respect to x. For an R-module M
and an ideal a the projective system of R-modules {M/anM}n∈N induces a projective system of
R-complexes {Cˇx ⊗ M/anM}. Its projective limit lim←−(Cˇx ⊗ M/anM) is the main object of our
investigations.
Definition 3.1. For an integer i ∈ Z the cohomology module Hi(lim←−(Cˇx ⊗ M/anM)) is called
the ith a-formal cohomology with respect to b. In the case of b = m we speak simply about the
ith a-formal cohomology. By abuse of notation we say also formal cohomology in case there
will be no doubt on a.
In the following let Λa = lim←−(· ⊗ R/an) denote the a-adic completion. For an R-module
M it turns out that the complex lim←−(Cˇx ⊗ M ⊗ R/an) is isomorphic to Λa(Cˇx ⊗ M). In the
derived category this complex is isomorphic to Λa(Γb(I )), where M ∼−→ I denotes an injective
resolution of M . For further results in this direction see [22].
As a first result here there is a relation of the formal cohomology with respect to the projective
limits of certain local cohomology modules.
Proposition 3.2. With the previous notation there is the following short exact sequence
0 → lim←− 1Hi+1b
(
M/anM
)→ Hi(lim←−(Cˇx ⊗M/anM))→ lim←−Hib(M/anM)→ 0
for all i ∈ Z. In the case of b = m and a finitely generated R-module M it provides isomorphisms
Hi
(
lim←−
(
Cˇx ⊗M/anM
)) lim←−Him(M/anM)
for all i ∈ Z.
Proof. The ˇCech complex Cˇx is a complex of flat R-modules. Whence the natural epimorphism
M/an+1M → M/anM,n ∈ N, induces an R-morphism of R-complexes
Cˇx ⊗M/an+1M → Cˇx ⊗M/anM
which is degree-wise an epimorphism. By the definition of the projective limit there is a short
exact sequence of complexes
0 → lim(Cˇx ⊗M/anM)→∏(Cˇx ⊗M/anM)→∏(Cˇx ⊗M/anM)→ 0←−
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this end break it up into short exact sequences and take into account that homology commutes
with direct products.
For the proof of the second part remember that Him(M/anM), i ∈ Z, is an Artinian R-module
whenever M is a finitely generated R (cf. [11, Section 6]). So the corresponding projective system
satisfies the Mittag–Leffler condition. That is, lim←−
1 vanishes on the projective system of Artinian
R-modules. The proof is now a consequence of the first part. 
Let (Rˆ, mˆ) denote the m-adic completion of (R,m). An Artinian R-module A has a natural
structure of an Rˆ-module such that the natural homomorphisms A → Aˆ and A → A ⊗ Rˆ are
isomorphisms.
Proposition 3.3. Let M be a finitely generated R-module. Then lim←−Him(M/anM), i ∈ Z, has a
natural structure as an Rˆ-module and there are isomorphisms
lim←−H
i
m
(
M/anM
) lim←−Himˆ(Mˆ/anMˆ)
for all i ∈ Z.
Proof. Let N be a finitely generated R-module. Then it is known that Him(N), i ∈ Z, is an
Artinian R-module (cf. e.g. [11, Section 6]). Because of the previous remarks and the flatness
of Rˆ over R there are R-isomorphisms Him(N)  Himˆ(Nˆ) for all i ∈ Z. Now take N = M/anM
and pass to the projective limit. Then this proves the claim. 
The previous result has the advantage that one might assume the existence of a dualizing
complex in order to consider the formal cohomology. Note that by the Cohen structure theorem
Rˆ is the factor ring of a regular local ring.
Let U = SpecR \ {m}. Let (Uˆ ,O
Uˆ
) denote the formal completion of U along V (a) \ {m} (cf.
[5] and [17] for the details). For an R-module M let F denote the associated sheaf on U . Let Fˆ
denote the coherent O
Uˆ
-sheaf associated to lim←−M/a
nM . Let Mˆa denote the a-adic completion
of M . Moreover J denotes the ideal sheaf of a on (U,OU). Then there is the following relation
to the formal local cohomology (cf. also [17]).
Lemma 3.4. Let M denote a finitely generated R-module. With the previous notation there are
an exact sequence
0 → lim←−H 0m
(
M/anM
)→ Mˆa → H 0(Uˆ , Fˆ) → lim←−H 1m(M/anM)→ 0
and isomorphisms
Hi(Uˆ , Fˆ)  lim←−Hi+1m
(
M/anM
)
for all i  1.
Proof. Let n ∈ N denote an integer. First remember that there is a functorial exact sequence
0 → H 0m
(
M/anM
)→ M/anM φn−→ H 0(U,F/J nF)→ H 1m(M/anM)→ 0
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R-modules {Imφn}n∈N, as a surjective system, and the families {Him(M/anM)}n∈N, i ∈ N, as
families of Artinian R-modules, both satisfy the Mittag–Leffler condition. Therefore, the above
exact sequence induces—by passing to the projective limit—an exact sequence
0 → lim←−H 0m
(
M/anM
)→ Mˆa → H 0(Uˆ , Fˆ) → lim←−H 1m(M/anM)→ 0,
which proves the first part of the claim.
The above isomorphisms provide an isomorphism
lim←−H
i
(
U,F/J nF) lim←−Hi+1m (M/anM)
for all i ∈ Z. Now the natural homomorphism Hi(Uˆ , Fˆ) → lim←−Hi(U,F/J nF), i ∈ Z, yields an
isomorphism (cf. [17, Chapter III, Proposition 2.1]). This finishes the proof of the statement. 
3.2. On duality
In this subsection let (R,m) denote a local ring possessing a dualizing complex D·R . The main
goal of the considerations here is an expression of the formal cohomology in terms of a certain
local cohomology of the dualizing complex. To be more precise the following result holds.
Theorem 3.5. Let M be a finitely generated R-module. For an ideal a of R there are isomor-
phisms
lim←−H
i
m
(
M/anM
) HomR(H−ia (HomR(M,D·R)),E),
for all i ∈ Z, where E = ER(R/m) denotes the injective hull of the residue field k.
Proof. Let n ∈ N be an integer. By virtue of the Local Duality Theorem (cf. 2.4) there are the
isomorphisms
Him
(
M/anM
) HomR(H−i(HomR(M/anM,D·R)),E)
for all i ∈ Z. By passing to the projective limit there are isomorphisms
lim←−H
i
m
(
M/anM
) HomR(H−i(lim−→ HomR(M/anM,D·R)),E)
for all i ∈ Z. To this end remember that the injective limit commutes with cohomology and is
transformed into a corresponding projective system by Hom in the first place. Now the proof
turns out because lim−→ Hom(M/a
nM,D·R)  Γa(HomR(M,D·R)) as easily seen. 
Remark 3.6. In the case the local ring (R,m) possesses a dualizing complex it is a quotient of a
local Gorenstein ring (S,n) (cf. [16]). Therefore, we may use
D·R = HomS(R, I ·S)[−n], n = dimS,
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as an S-module. By the local duality (cf. 2.4)
lim←−H
i
m
(
M/anM
) HomR(lim−→ Extn−iS (M/anM,S),E)
for all i ∈ Z, where E denotes the injective hull of the residue field. In his unpublished habilita-
tion (cf. [14]) Herzog introduced
Hia(M,N) = lim−→ ExtiR
(
M/anM,N
)
, i ∈ Z,
for two R-modules M,N and an ideal a ⊂ R as the generalized local cohomology with respect
to a. With the previous notation there are isomorphisms
lim←−H
i
m
(
M/anM
) HomR(Hn−iaS (M,S),E), i ∈ Z,
where M is considered as an S-module. So, the ith a-formal cohomology lim←−H
i
m(M/a
nM) is
isomorphic to the Matlis dual of Hn−iaS (M,S) equipped with its natural R-module structure.
The previous result has as a consequence a non-vanishing behavior of the formal cohomology,
important for the subsequent considerations.
Corollary 3.7. Let p denote a prime ideal and i ∈ Z be such that lim←−HipRp(Mp/anMp) = 0.
Then lim←−H
i+dimR/p
m (M/a
nM) = 0.
Proof. By virtue of Matlis’ duality for the local ring Rp it follows that H−iaRp(Hom(Mp,D
·
Rp
))
does not vanish (cf. 3.5). Now there is an isomorphism of complexes
Hom(Mp,D·Rp)  HomR(M,D·R)[−dimR/p] ⊗Rp
(cf. 2.4 and remember that M is a finitely generated R-module). But this provides the isomor-
phisms
H
−j
aRp
(
Hom(Mp,D·Rp)
) H−j−dimR/pa (Hom(M,D·R))⊗Rp
for all j ∈ Z. Therefore H−i−dimR/pa (HomR(M,D·R)) = 0. By Matlis’ duality this implies the
non-vanishing of lim←−H
i+dimR/p
m (M/a
nM) (cf. 3.5). This completes the proof. 
We conclude this subsection with the proof of the fact that equivalent ideal topologies de-
fine isomorphic formal cohomology modules. Here {Mn}n∈N is called a decreasing family of
submodules provided Mn+1 ⊆ Mn for all n ∈ N.
Lemma 3.8. Let M be a finitely generated R-module. Let {Mn}n∈N be a decreasing family of
submodules of M . Suppose that their topology is equivalent to the a-adic topology on M . Then
there are isomorphisms
lim←−H
i
m
(
M/anM
) lim←−Him(M/Mn)
for all i ∈ Z.
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that RadxR = m. For any flat R-module F there is an isomorphism lim←−F ⊗ (M/Mn) 
lim←−F ⊗ M/anM . To this end remember that F ⊗ (M/N)  (F ⊗ M)/(F ⊗ N) for any sub-
module N ⊆ M . Moreover, {F ⊗Mn} is equivalent to the a-adic topology on F ⊗M .
Since Cˇx is a bounded complex of flat R-modules this isomorphism extends to an isomor-
phism lim←− Cˇx ⊗ M/Mn  lim←− Cˇx ⊗ M/anM of R-complexes. Therefore, it will be enough to
show that
Hi
(
lim←− Cˇx ⊗ (M/Mn)
) lim←−Hi(Cˇx ⊗M/Mn), i ∈ Z,
(cf. 3.2). Since Hi(Cˇx ⊗ (M/Mn))  Him(M/Mn), i ∈ Z, is an Artinian R-module this follows
by the Mittag–Leffler arguments as in the proof of the second part of 3.2. 
As a first structure result on the formal cohomology modules lim←−H
i
m(M/a
nM), i ∈ Z, for a
finitely generated R-module M we consider their behavior with respect to the a-adic completion.
Let LiΛa, i ∈ Z, denote the left derived functors of the a-adic completion functor lim←−(· ⊗R/an)(cf. [10], [23] for the basic results for modules and [22] for an extension to complexes). An
extensive consideration of the functors LiΛa, i ∈ Z, has been done in the fundamental work [1].
Theorem 3.9. Let a denote an ideal of an arbitrary local ring (R,m). Let M be a finitely gener-
ated R-module. For an integer j ∈ Z there are the following isomorphisms
LiΛa
(
lim←−H
i
m
(
M/anM
))
{0 for i = 0,
(lim←−H
j
m(M/a
nM))a for i = 0.
Moreover, lim←−H
j
m(M/a
nM) is an a-adic complete R-module, i.e. (lim←−H
j
m(M/a
nM))a 
lim←−H
j
m(M/a
nM).
Proof. Without loss of generality we may assume that (R,m) admits a dualizing complex D·R
(cf. 3.3). For simplicity of notation put Xj := lim←−Hjm(M/anM), j ∈ Z. Then there is the follow-
ing isomorphism Xj  Hom(Hj ,E), where Hj := H−ja (Hom(M,D·R)) (cf. 3.5).
Let X denote an R-module. For the computation of LiΛa(X), i ∈ Z, there is the following
short exact sequence
0 → lim←− 1 TorRi+1
(
R/an,X
)→ LiΛa(X) → lim←− TorRi (R/an,X)→ 0
(cf. [10, Proposition 1.1] or [22]). Thus, for the first part of our claim it will be enough to prove
that lim←−
1 TorRi+1(R/an,X) = 0 for all i ∈ Z and lim←− TorRi (R/an,X) = 0 for all integers i = 0.
To this end consider Hia(Hj )  lim−→ Exti (R/an,Hj ). Because of SuppHj ⊆ V (a) clearly
Hia(H
j ) = 0 for all i = 0 and H 0a(Hj )  Hj . By the definition of the direct limit there is the
following, canonical exact sequence
0 →
⊕
Exti
(
R/an,Hj
) Φi−→⊕Exti(R/an,Hj )→ Hia(Hj )→ 0,
n∈N n∈N
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Hom(·,E). Because of
Hom
(
Exti
(
R/an,Hj
)
,E
) Tori(R/an,Xj )
for all i, j ∈ Z and all n ∈ N, it transforms the direct system {Exti (R/an,Hj )}n∈N into the inverse
system {Tori (R/an,Xj )}n∈N. Moreover it provides the short exact sequences
0 → Hom(Hia(Hj ),E)→
∏
n∈N
Tori
(
R/an,Xj
) Ψi−→∏
n∈N
Tori
(
R/an,Xj
)→ 0
for all i, j ∈ Z. By the definition of the homomorphism Ψi it follows that
CokerΨi  lim←− 1 TorRi
(
R/an,X
)
and KerΨi  lim←− TorRi
(
R/an,X
)
.
By the vanishing of the local cohomology of Hj this provides the vanishing results of lim←−
1 and
lim←− of the Tor’s as claimed above. Moreover, for i = 0 it yields the isomorphisms
Xj  KerΨ0 
(
lim←−H
i
m
(
M/anM
))a
.
To this end remember that Xj  Hom(Hj ,E), as mentioned above. This finally completes the
proof of the result. 
The class Ca of R-modules X such that LiΛa(X) = 0 for i > 0 and L0Λa(X) = Xa has been
introduced by Simon (cf. [23, 5.2]). Therefore, the a-formal cohomology modules of a finitely
generated R-module M belong to Ca.
As a corollary there is the following Nakayama type criterion about the vanishing of the a-
formal cohomology.
Corollary 3.10. Let M denote a finitely generated R-module. Let j ∈ Z. Suppose that
lim←−H
j
m(M/a
nM) = a(lim←−Hjm(M/anM)). Then lim←−Hjm(M/anM) = 0.
Proof. For simplicity of notation put lim←−H
j
m(M/a
nM) = X. The assumption provides X =
anX,n ∈ N, as follows by an induction. Therefore
0 = lim←−X/anX = Xa.
By Theorem 3.9 X is a-adically complete. Therefore X = Xa and X = 0, as required. 
3.3. Exact sequences
First of all we want to relate the behavior of the formal cohomology with respect to short
exact sequences of R-modules. This is a technical tool that simplifies arguments in further con-
siderations.
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sequence of finitely generated R-modules. For an ideal a of R there is a long exact sequence
· · · → lim←−Him
(
A/anA
)→ lim←−Him(B/anB)→ lim←−Him(C/anC)→ lim←−Hi+1m (A/anA)→ ·· · .
Proof. For any finitely generated R-module M the formal cohomology of M and Mˆ coincide
(cf. 3.2). So we may assume the existence of a dualizing complex D·R . Let Cˇx denote the ˇCech
complex of R with respect to a system of elements x such that RadxR = Rada. The short exact
sequence 0 → A → B → C → 0 induces a short exact sequence of R-complexes
0 → Cˇx ⊗ Hom(C,D·R) → Cˇx ⊗ Hom(B,D·R) → Cˇx ⊗ Hom(A,D·R) → 0.
Remember that D·R respectively Cˇx is a bounded complex of injective respectively flat R-
modules. By passing to the Matlis dual and taking the long exact cohomology sequence
this proves the claim. Remember that Hi(Cˇx ⊗ Hom(M,D·R))  Hia(Hom(M,D·R)) for all
i ∈ Z. 
Remark 3.12. One might ask for a corresponding result for a short exact sequence 0 → A →
B → C → 0, where the R-modules are not necessarily finitely generated. It is not clear whether
this will be true.
An alternative proof of 3.11 works as follows. The short exact sequence induces a projective
system of short exact sequences
0 → Cˇx ⊗A/B ∩ anA → CˇxB/anB → Cˇx ⊗C/anC → 0
for all n ∈ N. Because Cˇx is a complex of flat R-modules and because the maps
A/B ∩ an+1A → A/B ∩ anA
are surjective it follows that the projective system of R-complexes {Cˇx ⊗A/B∩anA}n∈Z satisfies
degree-wise the Mittag–Leffler condition. Therefore the projective limit provides a short exact
sequence of complexes
0 → lim←− Cˇx ⊗A/B ∩ anA → lim←− Cˇx ⊗B/anB → lim←− Cˇx ⊗C/anC → 0.
By view of the long exact cohomology sequence it follows (cf. the definition and 3.2) that there
is a long exact sequence
· · · → lim←−Him
(
A/B ∩ anA)→ lim←−Him(B/anB)→ lim←−Him(C/anC)→ ·· · .
In the case {B ∩ anA} is equivalent to the a-adic topology on A this yields another proof of the
exact sequence in 3.11 (cf. 3.8). By the Artin–Rees lemma (cf. [3, Chapter III, §3, Corollary 1])
this is true in case B is a finitely generated R-module.
As an application let us consider the behavior of the formal cohomology by factoring out the
m-torsion.
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be an R-module such that SuppN ∩ V (a) ⊆ V (m). Put M¯ = M/N . Then there is a short exact
sequence
0 → Na → lim←−H 0m
(
M/anM
)→ lim←−H 0m(M¯/anM¯)→ 0
and isomorphisms lim←−H
i
m(M/a
nM)  lim←−Him(M¯/anM¯) for all i  1.
Proof. There is the following short exact sequence 0 → N → M → M¯ → 0. Then there is the
long exact sequence
· · · → lim←−Him
(
N/anN
)→ lim←−Him(M/anM)→
→ lim←−Him
(
M¯/anM¯
)→ lim←−Hi+1m (N/anN)→ ·· ·
(cf. 3.11). By view of the assumption SuppN ∩ V (a) ⊆ V (m) it follows that N/anN is an R-
module of finite length for all n ∈ N. That is, Him(N/anN) = 0 for i > 0 and all n ∈ N. Moreover
H 0m(N/a
nN)  N/anN and therefore lim←−H 0m(N/anN)  Na. So the above long exact sequence
provides the short exact sequence and the isomorphisms of the claim. 
In the subsequent section there is a generalization of 3.13. In fact there is a precise computa-
tion of the 0th formal cohomology.
Theorem 3.14. Let M be a finitely generated R-module. Choose x ∈ m an element such that
x /∈ p for all p ∈ AssR M \ {m}. Then there are short exact sequences
0 → H0
(
x; lim←−Him
(
M/anM
))→ lim←−Him(M ′/anM ′)→ H1(x; lim←−Hi+1m (M/anM))→ 0
for all i ∈ Z, where M ′ = M/xM .
Proof. By the choice of x it follows that 0 :M x is an R-module of finite length. Moreover the
multiplication by x induces an exact sequence
0 → 0 :M x → M x−→ M → M ′ → 0
breaks into two short exact sequences 0 → N → M → M¯ → 0, where N = 0 :M x and M¯ =
M/N , and 0 → M¯ x−→ M → M ′ → 0.
The first of these sequences induces isomorphisms lim←−H
i
m(M/a
nM)  lim←−Him(M¯/anM¯) for
all i > 0 and a short exact sequence
0 → N → lim←−H 0m
(
M/anM
)→ lim←−H 0m(M¯/anM¯)→ 0
(cf. 3.13). The second sequence induces a long exact sequence for the formal cohomology mod-
ules
· · · → limHim
(
M¯/anM¯
) x→ limHim(M/anM)→ limHim(M ′/anM ′)→ ·· ·←− ←− ←−
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break up the long exact sequence into short exact sequences.
For the proof in the case i = 0, the only remaining case, consider the composite of the above
short exact sequence with the previous one for i = 0. Then this completes the proof for i = 0. 
Another short exact sequence relates the a-formal cohomology to the (a, xR)-formal coho-
mology for any element x ∈ m. To be more precise:
Theorem 3.15. Let x ∈ m denote an element of (R,m). For an ideal a and a finitely generated
R-module M there is the long exact sequence
· · · → Hom(Rx, lim←−Him(M/anM))→ lim←−Him(M/anM)→ lim←−Him(M/(a, x)nM)→ ·· ·
for all i ∈ Z.
Proof. Without loss of generality (cf. 3.3) we may assume that R admits a dualizing com-
plex D·R . The ˇCech complex Cˇx of the single element x is the fiber of the natural homomorphism
R → Rx . So there is a split exact sequence
0 → Rx[−1] → Cˇx → R → 0.
Let x denote a system of elements of R such that Rada = RadxR. By tensoring the above short
exact sequence of flat R-modules with Cˇx ⊗ Hom(M,D·R) it provides an exact sequence of
R-complexes
0 → Cˇx ⊗ Hom(M,D·R)⊗Rx[−1] → Cˇx,x ⊗ Hom(M,D·R) → Cˇx ⊗ Hom(M,D·R) → 0.
Notice that the above short exact sequence of complexes is split exact. Taking the long exact
cohomology sequence it provides an exact sequence
· · · → Hj(a,xR)
(
Hom(M,D·R)
)→ Hja (Hom(M,D·R))→ Hja (Hom(M,D·R))⊗Rx → ·· ·
for all j ∈ Z. By applying Matlis’ duality it provides the exact sequence of the statement
(cf. 3.5). 
As an application of Theorem 3.15 there is an exact sequence for the formal cohomology with
respect to an ideal generated by a single element.
Corollary 3.16. Let x ∈ m denote an element. Let M be a finitely generated R-module. Then
there is a short exact sequence
· · · → Hom(Rx,H im(M))→ Him(M) → lim←−Him(M/xnM)→ ·· ·
for all i ∈ Z.
Proof. The corollary is a consequence of Theorem 3.15 with the particular case a = 0. 
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4.1. On the 0th formal cohomology
Let (R,m) denote a local ring. Let M be a finitely generated R-module. For an R-submodule
N of M denote by N :M 〈m〉 the ultimate constant R-module N :M mn, n large.
Let 0 =⋂p∈AssM Z(p) denote a minimal primary decomposition of 0 in M . Moreover, let a
denote an ideal of R. Then define
Ta(M) =
{
p ∈ AssR M: dimR/(a,p) = 0
}
.
Furthermore, put
uM(a) =
⋂
p∈AssR M\Ta(M)
Z(p).
Now it will be shown that uM(a) plays an important rôle in order to understand the 0th formal co-
homology module. To this end denote by Rˆ the completion of R and Mˆ  M ⊗ Rˆ the completion
of the finitely generated R-module M .
Lemma 4.1. With the previous notation we have:
(a) ⋂n1(anM :M 〈m〉) = uM(a).
(b) AssR(uM(a)) = Ta(M).
(c) lim←−H 0m(M/anM)  uMˆ(aRˆ).
Proof. The proof of (a) is easily seen because of
⋂
n1
(
anM :M 〈m〉
)= ⋂
P∈SuppM/aM\V (m)
ker(M → MP)
(cf. [18, (2.1)] for the details). Then the statement in (b) is a consequence of (a) (cf. 2.7).
In order to proof (c) first note that one may assume M = Mˆ and R = Rˆ as follows by passing
to the completion (cf. 3.3). But now H 0m(M/anM)  anM :M 〈m〉/anM . So there is a short exact
sequence of inverse systems
0 → {anM}
n∈N →
{
anM :M 〈m〉
}
n∈N →
{
H 0m
(
M/anM
)}
n∈N → 0.
By passing to the projective limit it provides an injection
0 →
⋂
n1
(
anM :M 〈m〉
) φ−→ lim←−H 0m(M/anM).
In order to finish it will be enough to prove that φ is surjective. To this end let
{
yn + anM
} ∈ limH 0m(M/anM),←−
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Note that M as an m-adically complete module is also a-adically complete (cf. [26, Chap-
ter VIII]). That is, for every n ∈ N there exists an n0  n such that z− ym ∈ anM for all m n0.
Therefore z ∈⋂m1(amM :M 〈m〉), as required. 
By view of 4.1 there is the following vanishing result for the 0th formal cohomology.
Corollary 4.2. With the previous notation we have that lim←−H
0
m(M/a
nM) = 0 if and only if
dim Rˆ/(aRˆ,p) > 0 for all p ∈ Ass
Rˆ
Mˆ .
In particular, the vanishing lim←−H
0
m(M/a
nM) = 0 implies that depthM > 0.
Proof. It turns out that lim←−H
0
m(M/a
nM) = 0 if and only if Ass
Rˆ
(u
Mˆ
(aRˆ)) = ∅. But this
is equivalent to the statement (cf. 4.1). In particular, lim←−H 0m(M/anM) = 0 implies that
mˆ /∈ Ass
Rˆ
Mˆ , whence depthM > 0. 
Next we want to extent the statement in 3.13.
Corollary 4.3. Let (R,m) denote a complete local ring. For a finitely generated R-module M
put U = uM(a) and M¯ = M/U . Then:
(a) lim←−H 0m(M/anM)  U and lim←−H 0m(M¯/anM¯) = 0.
(b) lim←−Him(M/anM)  lim←−Him(M¯/anM¯) for all i  1.
Proof. For the proofs of the statements in (a) see 4.1. Now observe that
SuppU ∩ V (a) =
( ⋃
p∈Ta(M)
V (p)
)
∩ V (a) ⊆ V (m).
By virtue of 3.13 this proves the isomorphisms in (b). 
4.2. A non-vanishing result
The aim of this subsection will be to determine the integer
sup
{
i ∈ Z: lim←−Him
(
M/anM
) = 0}.
Here let M be a finitely generated R-module. Let a denote an ideal in the local ring (R,m). We
start with an almost trivial observation.
Proposition 4.4. Let a be an ideal such that dimM/aM = 0. Then
lim←−H
i
m
(
M/anM
)
{
0 for i = 0 and
Ma for i = 0.
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finite length. Furthermore, it provides H 0m(M/anM)  M/anM . Passing to the projective limit
finishes the proof. 
Now the preparation for the first non-vanishing result is finished.
Theorem 4.5. Let a denote an ideal of (R,m). Then
dimR M/aM = sup
{
i ∈ Z: lim←−Him
(
M/anM
) = 0}
for a finitely generated R-module M .
Proof. Because of dimM/anM = dimM/aM for all n ∈ N we first note that Him(M/anM)
vanishes for all i > dimR M/aM (cf. e.g. [11, Proposition 1.12]). Therefore
dimR M/aM  sup
{
i ∈ Z: lim←−Him
(
M/anM
) = 0}.
Second note that we may assume the existence of a dualizing complex (cf. 3.3).
In order to prove the equality take p ∈ SuppR M ∩ V (a) such that dimR/p = dimR M/aM .
Then lim←−H
0
pAp
(Mp/a
nMp) = 0 (cf. 4.4). Observe that Mp/aMp is a zero-dimensional Rp-
module. Therefore lim←−H
dimR/p
m (M/a
nM) = 0 (cf. 3.7). 
Remark 4.6. Another proof for the non-vanishing of lim←−H
d
m(M/a
nM), d = dimM/aM , can be
seen as follows. First note dimM/anM = d for all n ∈ N. Then the short exact sequence
0 → anM/an+1M → M/an+1M → M/anM → 0
induces an epimorphism Hdm(M/an+1M) → Hdm(M/anM) → 0, of non-zero R-modules for all
n ∈ N. Remember that dimanM/an+1M  d and therefore Hd+1m (anM/an+1M) = 0. Whence
the inverse limit lim←−H
d
m(M/a
nM) is not zero.
4.3. The formal grade
Let M denote a finitely generated R-module, where (R,m) is a local ring. For an ideal a it is
shown that sup{i ∈ Z: lim←−Him(M/anM) = 0} is equal to dimR M/aM (cf. 4.5). Now we start to
investigate the infimum for the non-vanishing.
Definition 4.7. For an ideal a of R define the formal grade, fgrade(a,M), by
fgrade(a,M) = inf{i ∈ Z: lim←−Him(M/anM) = 0}.
Note that the ordinary grade is defined by grade(a,M) = inf{i ∈ Z: Hia(M) = 0} (cf. [11]).
The notion of formal grade was introduced by Peskine and Szpiro (cf. [17]). Not so much
is known about it. We continue here with a few more investigation on the formal grade. In the
following lemma (cf. 4.8) there is a summary of basic results.
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(a) fgrade(a,M/xM) fgrade(a,M)− 1, provided x /∈ p for all p ∈ AssR M \ {m}.
(b) fgrade(a,M)min{depthR M,dimM/aM}.
(c) Suppose that R possesses a dualizing complex. Then
fgrade(a,M) fgrade(aRp,Mp)+ dimR/p
for all p ∈ SuppM ∩ V (a).
(d) Suppose that R is a Gorenstein ring. Then fgrade(a,R)+ cd(a,R) = dimR.
Proof. By virtue of the short exact sequences in 3.14 it follows that fgrade(a,M/xM) 
fgrade(a,M)− 1. That is, the statement (a) is shown.
In order to prove (b) first note fgrade(a,M)  dimM/aM (cf. 4.5). Next we prove
fgrade(a,M)  depthR M by an induction on t = fgrade(a,M). In case t = 0 the claim holds
trivially. So let t  1. Then lim←−H
0
m(M/a
nM) = 0 by the definition of the formal grade. Therefore
there is an M-regular element x ∈ m (cf. 4.2). Whence
t − 1 fgrade(a,M/xM) depthM/xM = depthM − 1
by the aid of (a) and the induction hypothesis. So the proof of (b) is complete.
For the proof of (c) let t = fgrade(aRp,Mp). Then fgrade(a,M) t + dimR/p (cf. 3.7).
Let R be a Gorenstein ring. Then R[dimR]  D·R for the dualizing complex D·R (cf. [13]).
Therefore lim←−H
i
m(R/a
n)  Hom(H dimR−ia (R),E) (cf. 3.5), which proves (d). 
It is a difficult problem to determine the cohomological dimension cd(a,R). So the above
result (d) in 4.8 illustrates the difficulty in order to calculate fgrade(a,R). In the next result there
is a generalization of 4.8(d) for an arbitrary finitely generated module R-module M .
Theorem 4.9. Let (R,m) denote a local ring with a dualizing complex D·R . Let a denote an ideal
of R. Then
fgrade(a,M) = inf{i − cd(a,Ki(M)): i = 0, . . . ,dimM}
for a finitely generated R-module M .
Proof. By the definition of the formal grade and Theorem 3.5 there is the equality
fgrade(a,M) = − sup{i ∈ Z: Hia(Hom(M,D·R)) = 0}.
Let X denote an arbitrary complex of R-modules. Put s(X) = sup{i ∈ Z: Hi(X) = 0}. Let
x = x1, . . . , xr denote a system of elements of R generating the ideal a. Let Cˇx denote the corre-
sponding ˇCech complex. Then
Hia
(
Hom(M,D·R)
) Hi(Cˇx ⊗ Hom(M,D·R))
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s
(
Cˇx ⊗ Hom(M,D·R)
)
.
Since Hom(M,D·R) is a bounded complex with finitely generated cohomology modules and Cˇx
is a bounded complex of flat R-modules it follows that
s
(
Cˇx ⊗ Hom(M,D·R)
)= sup{s(Cˇx ⊗Hi(Hom(M,D·R)))+ i: i ∈ Z}
(cf. [8, Proposition 2.5]). Because of K−i (M) = Hi(Hom(M,D·R)), i ∈ Z, it turns out that
s(Cˇx ⊗Hi(Hom(M,D·R))) = cd(a,K−i (M)) by the definition of the cohomological dimension.
Whence the claim is shown to be true. 
There is an expression of the cohomological dimension in terms of the cohomological dimen-
sion of the minimal primes (cf. Corollary 2.2). One might expect a similar result for the formal
grade expressing fgrade(a,M) in terms of the minimum of fgrade(a,R/p), where the minimum
is taken over all p ∈ MinM or p ∈ AssM . This is not the case as the following example shows.
Example 4.10. Let (R,m) denote a d-dimensional complete local domain such that
Him(R) = 0 for all i = 1, d , H 1m(R)  k and d  4. Such rings exist. Let D denote the global
transform of R. Then D is a finitely generated R-module with Him(D) = 0 for all i = d . Then
K(R)  K(D) as easily seen. Now choose {x, y} a K(D)-regular sequence and a = (x, y)R. It
follows that fgrade(a,D) = d − 2, fgrade(a,R) = 1 (cf. 4.9), while AssR = AssD = {(0)}.
Moreover the example also shows that there are local rings such that fgrade(a,R) = dimR −
cd(a,K(R)). But in any case there is the following bound for the formal grade.
Corollary 4.11. Let a be an ideal of the local ring (R,m). Then
fgrade(a,M) dimM − cd(a,M)
for a finitely generated R-module M .
Proof. By Corollary 2.2 there exists a prime ideal p ∈ AssR M such that cd(a,M) = cd(a,R/p).
Moreover, it follows that p ∈ AssKi(M) for a certain 0 i  dimM (cf. Proposition 2.6). But
this implies cd(a,R/p) cd(a,Ki(M)) as it is again a consequence of Corollary 2.2. By Theo-
rem 4.9 this implies that
fgrade(a,M) dimM − cd(a,Ki(M)) dimM − cd(a,M),
as required. 
Because heightM a  cd(a,M) it follows that the bound in Corollary 4.11 is in fact an im-
provement of the inequality fgrade(a,M) dimM/aM (cf. Theorem 4.5).
Another difficulty about the formal grade is to characterize the equality in 4.8(a). This has to
do with a lack of information about the R-module structure of limHim(M/anM), i ∈ Z.←−
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dim Rˆ/(aRˆ,p) fgrade(a,M)
for all p ∈ Ass Mˆ .
Proof. Without loss of generality one may assume that R = Rˆ (cf. 3.3). We proceed by induction
on t = fgrade(a,M). First consider the case of t = 1. By our assumption
SuppR uM(a) = ∅
(cf. 4.1). But SuppR uM(a) =
⋃
p∈Ta(M) V (p) (cf. 4.1). This implies that dimR/(a,p) 1 for all
p ∈ AssR M .
Now let t > 1, i.e. in particular dimR/(a,p) 1 for all p ∈ AssR M . By prime avoidance ar-
guments one may choose an element x ∈ m which forms a parameter for all R-modules R/(a,p),
where p ∈ AssM .
The long exact sequence
· · · → Hom(Rx, lim←−Him(M/anM))→ lim←−Him(M/anM)→ lim←−Him(M/(a, x)nM)→ ·· ·
(cf. 3.15) provides that lim←−Him(M/(a, x)nM) = 0 for all i < t − 1. Therefore
dimR/(a, xR,p) t − 1 for all p ∈ AssM
as a consequence of the inductive hypothesis.
By the choice of x ∈ m as a parameter for all R/(a,p),p ∈ AssM , this proves that
dimR/(a,p) t for all p ∈ AssM . This completes the inductive step. 
In general the equality in Theorem 4.12 does not hold. In fact, this has to do with certain
connectedness properties studied in more detail in the next section.
Example 4.13. Let R = k[|x1, x2, x3, x4|] denote the formal power series ring in four variables
over a field k. Put c = (x1, x2)R ∩ (x3, x4)R. Then fgrade(c,R) = 1 (cf. Example 5.2), while
dimR/c = 2.
We will continue here with another estimate of the formal grade related to the cohomological
dimension of certain associated prime ideals.
Theorem 4.14. Let (R,m) be a local ring. Let M denote a finitely generated R-module. Then
dim Rˆ/p cd(aRˆ, Rˆ/p)+ fgrade(a,M)
for all p ∈ Ass
Rˆ
Mˆ .
Proof. As mentioned above we may assume R = Rˆ as follows by passing to the comple-
tion (cf. 3.3). Now let p ∈ AssM be an associated prime ideal with dimR/p = i for a certain
0 i  dimM . That is
p ∈ (AssM)i =
(
AssKi(M)
)
and dimKi(M) = ii
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cd(a,R/p) cd(a,Ki(M)).
By the assumption and the conclusion above it follows
i − cd(a,R/p) i − cd(a,Ki(M)) fgrade(a,M)
(cf. 4.9). Because of i = dimR/p this finishes the proof. 
As Rˆ/p is a complete local domain it is a catenary ring and therefore
dim Rˆ/p = dim Rˆ/(aRˆ,p)+ height(aRˆ,p)/p.
Moreover height height(aRˆ,p)/p  cd(aRˆ, Rˆ/p). So, Theorem 4.14 is in fact a sharpening of
Theorem 4.12.
5. Connectedness properties
5.1. The Mayer–Vietoris sequence
As it is well known (cf. e.g. [4, Section 19], [15] and [20]) the Mayer–Vietoris sequence
in local cohomology is an important tool for connectedness phenomenons. Here we want to
continue with a variant of the Mayer–Vietoris sequence for formal cohomology.
Theorem 5.1. Let a,b two ideals of a local ring (R,m). For a finitely generated R-module M
there is the long exact sequence
· · · → lim←−Him
(
M/(a ∩ b)nM)→ lim←−Him(M/anM)⊕ lim←−Him(M/bnM)→
→ lim←−Him
(
M/(a,b)nM
)→ ·· · ,
where i ∈ Z.
Proof. Let n ∈ Z denote an integer. Then there is the following natural exact sequence
0 → M/(anM ∩ bnM)→ M/anM ⊕M/bnM → M/(an,bn)M → 0.
Now the long exact local cohomology sequence provides by passing to the projective limit the
following long exact cohomology sequence
· · · → lim←−Him
(
M/
(
anM ∩ bnM))→ lim←−Him(M/anM)⊕ lim←−Him(M/bnM)→
→ lim←−Him
(
M/
(
an,bn
)
M
)→ ·· · .
Notice that the projective limit on projective systems of Artinian modules is exact.
Now we observe that the (a,b)-adic filtration is equivalent to the filtration {(an,bn)M}n∈N.
In order to finish the proof we have to show that the (a ∩ b)-adic filtration on M is equivalent to
the filtration {(an ∩ bn)M}n∈N (cf. 3.8).
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denote a given integer. By the Artin–Rees Lemma (cf. [3, Chapter III, §3, Corollary 1]) there
exists an k ∈ N such that anN ∩ bmN ⊆ an−kbmN for all n k. Since the ab-adic and the a∩ b-
adic topology on M are equivalent this finishes the proof. 
The above result (cf. 5.1) provides an example related to the supports of formal cohomology.
Example 5.2. Let k be a field. Let R = k[|x1, x2, x3, x4|] denote the formal power series ring in
four variables over k. Put a = (x1, x2)R and b = (x3, x4)R. Then the Mayer–Vietoris sequence
provides the following two isomorphisms
R  lim←−H 1m
(
R/(a ∩ b)n) and lim←−H 2m(R/(a ∩ b)n) lim←−H 2m(R/an)⊕ lim←−H 2m(R/bn).
To this end remark that (a,b) is the maximal ideal of the complete local ring R. Therefore
SuppH 1m(R/(a ∩ b)n) = SpecR, while dimR/a ∩ b = 2.
Note that the example was introduced by Hartshorne (cf. [12]). In the following we want to
extend these considerations to a more subtle investigation.
5.2. On the connectedness
Next let us summarize a few technical preparations for the connectedness results. Let (R,m)
denote a local ring.
Lemma 5.3. Let M be a finitely generated R-module. Let a,b denote two ideals of R. Suppose
that lim←−H
1
m(M/(a ∩ b)nM) = 0. Then TaRˆ(Mˆ)∪ TbRˆ(Mˆ) = T(a,b)Rˆ(Mˆ).
Proof. First remember that we may assume that (R,m) is a complete local ring (cf. 3.3). With the
notation introduced in Section 4.1 it is clear that the left-hand side of the statement is contained
in the right-hand side.
In order to prove the reverse containment relation the Mayer–Vietoris sequence (cf. 5.1) pro-
vides an epimorphism
uM(a)⊕ uM(b) → uM(a,b) → 0
(use Lemma 4.1). Now let p ∈ AssuM(a,b), i.e. p ∈ AssM and dimR/(p,a,b) = 0. In partic-
ular it follows that p ∈ SuppuM(a,b) and therefore p ∈ SuppuM(a) ⊕ uM(b). Without loss of
generality we may conclude that p ∈ SuppuM(a). So there exists a prime ideal q ∈ AssuM(a)
with q ⊆ p. Whence q ∈ AssM and dimR/(q,a) = 0 (cf. Lemma 4.1). Because of p ∈ AssM
and q ⊆ p this implies p ∈ AssuM(a), which finishes the proof. 
As another consequence of the Mayer–Vietoris sequence there is the following connectedness
result. To this end an R-module M is called indecomposable whenever M = N1 ⊕ N2 implies
either M = N1 and N2 = 0 or N1 = 0 and M = N2.
Lemma 5.4. Let Mˆ denote an indecomposable Rˆ-module. Suppose that fgrade(a,M) 2 for an
ideal a of R. Then Supp ˆ Mˆ/aMˆ \ {mˆ} is connected.R
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local ring. Now suppose that SuppM/aM \ {m} is disconnected. Then there are two ideals b, c
of R satisfying the following properties
(1) Rad(a,AnnM) = Rad(b ∩ c),
(2) (b, c) is an m-primary ideal, and
(3) neither b nor c is an m-primary ideal.
Then the Mayer–Vietoris sequence (cf. 5.1) provides an isomorphism
lim←−H
0
m
(
M/bnM
)⊕ lim←−H 0m(M/cnM) lim←−H 0m(M/(b, c)nM).
But (b, c) is an m-primary ideal and therefore lim←−H
0
m(M/(b, c)
nM)  M (cf. 4.4). By the inde-
composability of M it follows—say—
lim←−H
0
m
(
M/bnM
) M and lim←−H 0m(M/cnM)= 0.
Therefore, by 4.1 it turns out that dimR/(p,b) = 0 for all p ∈ AssM . Because of
m =
⋂
p∈AssM
Rad(b,p) = Radb
it yields that b is an m-primary ideal. This is a contradiction. 
One might observe that for the proof of Radb = m it will be enough to consider only the
minimal prime ideals p ∈ AssM . This is a corner stone for a generalization in the next subsection.
The indecomposibility of M in 5.4 is essential as the following example shows.
Example 5.5. With the notation of Example 5.2 put M = R/a ⊕ R/b. Let c = a ∩ b. Then
fgrade(c,M) = depthM = 2, while SuppM/cM \ {m} is not connected. Recall that c = AnnM .
We apply the previous lemma in order to derive a corresponding connectedness result related
to the cohomological dimension. To this end we introduce the notion AsshM = {p ∈ AssM:
dimR/p = dimM} for a finitely generated R-module.
Theorem 5.6. Let (R,m) denote a local ring. Let a be an ideal of R. Suppose that
(a) Ass Rˆ = Assh Rˆ,
(b) H dimRm (R) is indecomposable,
(c) cd(a,R) dimR − 2.
Then V (aRˆ) \ V (mRˆ) is connected.
Proof. Because of cd(a,R) = cd(aRˆ, Rˆ) one may assume that R possesses a dualizing complex
(cf. 3.3). Observe that Hdm(R)  Hd (Rˆ), d = dimR = dim Rˆ.mˆ
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ring R ⊂ S ⊂ Q(R) such that S is a finitely generated R-module and satisfies the condition S2
(cf. [21, 5.3]). To this end we have to use (a). Whence it follows that
cd
(
a,Ki(S)
)
 dimKi(S) i − 2
for all 0 i < dimS = d (cf. 2.6). Moreover, the short exact sequence
0 → R → S → S/R → 0
provides the vanishing Hia(S) = 0 for all i > d − 2. To this end observe that dimS/R  d − 2
(cf. [21, 5.3]) and that Hia(R) = 0 for i > d −2. Therefore cd(a, S) dimS −2. Since SuppS =
SuppK(S) we obtain cd(a, S) = cd(a,K(S)) (cf. 2.2). But then it follows that
fgrade(a, S) = min{i − cd(a,Ki(S)): i = 0, . . . ,dimS} 2
(cf. 4.9). In order to apply 5.4 we show that S as an R-module is indecomposable.
Assume the contrary, i.e. S  S1 ⊕ S2 for two non-zero R-modules Si, i = 1,2. Clearly
dimSi = d, i = 1,2. This follows since S has the property that dimS/p = dimS for all p ∈
SuppR S (cf. [21]).
By considering the local cohomology modules we see that
Hdm(R)  Hdm(S)  Hdm(S1)⊕Hdm(S2), and Hdm(Si) = 0, i = 1,2.
Notice that dimS/R  d − 2. Because Hdm(R) is supposed to be indecomposable by condition
(b) this is a contradiction.
So, the previous result (cf. 5.4) finally implies that
SuppR S/aS \ V (m) = V (a) \ V (m)
is connected. To this end remember that SuppR S = SpecR. 
We note that Theorem 5.6 extends [19, 2.27], where the condition S2 is assumed for R in
order to derive the connectedness property. Note that the indecomposibility of H dimRm (R) was
studied by Hochster and Huneke (cf. [15, Theorem 4.1]).
5.3. The connectedness dimension
Next let us summarize a few technical preparations for further connectedness results. Let
(R,m) denote a local ring.
Definition 5.7. For an R-moduleM define
c(M) = min{dimR/c: V (c) ⊆ SuppM and SuppM \ V (c) is disconnected}.
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dimM with equality provided SuppM is irreducible. Moreover c(M) 0.
Now let M be a finitely generated R-module. Let p1, . . . ,pr denote the distinct minimal prime
ideals of SuppM = V (AnnR M).
Let S(r) denote the set of all ordered pairs (A,B) of non-empty subsets of {1, . . . , r} such
that A∪B = {1, . . . , r}.
Lemma 5.8. Let M be a finitely generated R-module. Then
c(M) = min
{
dimR
/((⋂
i∈A
pi
)
,
(⋂
j∈B
pj
))
: (A,B) ∈ S(r)
}
.
Proof. The result is a module theoretic version of [4, 19.1.15]. For the details of the proof we
refer to [4, 19.1.15 and 19.2.5]. To this end observe that SuppM = V (AnnM). 
Next we want to continue with the behavior of the connectedness dimension by a generic
hyperplane section. To be more precise:
Lemma 5.9. Let M denote a finitely generated R-module with c(M) > 0. Then there exists an
element x ∈ m such that c(M) c(M/xM)+ 1.
Proof. Let p1, . . . ,pr denote the distinct minimal prime ideals of V (AnnR M). Then c(M) =
dimR/c > 0 for an ideal c = ((⋂i∈A pi ), (⋂j∈B pj )) with a certain pair (A,B) ∈ S(r) (cf.
Lemma 5.8). Now choose x ∈ m as a parameter of R/c, i.e. c(M)− 1 = dimR/(xR, c).
Next observe that V (x,a ∩ b) = V (x,a) ∪ V (x,b) = V ((x,a) ∩ (x,b)) for two ideals a,b
of R. Then there are the following equalities for the radical ideals
Rad(xR, c) = Rad
(⋂
i∈A
(pi , xR),
⋂
j∈B
(pj , xR)
)
= Rad
(⋂
i∈A
Rad(pi , xR),
⋂
j∈B
(
Rad(pj , xR)
))
as easily seen. Let P1, . . . ,Ps denote the distinct minimal prime ideals of V (xR,AnnR M). By
easy computations it follows that
V (AnnR M,xR) = V
( r⋂
i=1
pi
)
∩ V (xR) = V
( r⋂
i=1
(pi , xR)
)
.
Whence, the set of prime ideals P1, . . . ,Ps coincides with the set of minimal prime ideals of the
ideal
⋂r
i=1(pi , xR) and
s⋂
Pi = Rad
( r⋂
(pi , xR)
)
= Rad(AnnR M,xR).i=1 i=1
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⋂
i∈A Rad(pi , xR) and
⋂
j∈B Rad(pj , xR) respectively
we derive a representation
⋂
i∈A
Rad
(
(pi , xR)
)=⋂
i∈A˜
Pi and
⋂
j∈B
Rad
(
(pj , xR)
)= ⋂
j∈B˜
Pj
for an ordered pair (A˜, B˜) ∈ S(s). This means that
c(M)− 1 = dimR/(xR, c) = dimR
/(⋂
i∈A˜
Pi ,
⋂
j∈B˜
Pj
)
 c(M/xM),
as required. Note that the dimension does not change by passing to the radical. 
As a consequence of Lemmas 5.9 and 2.3 one has the following result, relating the connect-
edness dimension of R/a and the cohomological dimension.
Corollary 5.10. Let a be an ideal of a local ring (R,m). Suppose that Hdm(R) is indecomposable
and Ass Rˆ = Assh Rˆ. Then c(Rˆ/aRˆ) dimR − cd(a,R)− 1.
Proof. First note that we may assume that R = Rˆ, that is R is complete (cf. 3.3). For the proof
we proceed by an induction on c(R/a). In the case of c(R/a) = 0 the result is a consequence
of 5.6. So assume that c(R/a) > 0. Then there exists an element x ∈ m such that c(R/a) 
c(R/(a, xR))+ 1 (cf. 5.9). By the inductive hypothesis
c(R/a)− 1 c(R/(a, xR)) dimR − cd((a, xR),R)− 1.
On the other hand, cd((a, xR),R)  cd(a,R) + 1 (cf. 2.3). Now this completes the inductive
step by putting together these inequalities. 
In their paper [7, Theorem 3.4] the authors claimed the validity of 5.10 without the condition
that Hdm(R) is indecomposable. This is not correct as follows by Example 5.2. To this end let
c = a ∩ b. Then cd(c,R/c) = 0, dimR/c = 2, c(R/c) = 0. Moreover H 2m(R/c)  H 2m(R/a) ⊕
H 2m(R/b) and both of the direct summands do not vanish.
5.4. Formal cohomology and connectedness
In this subsection we relate the vanishing of the formal cohomology to the connectedness
properties.
Theorem 5.11. Let a denote an ideal of a local ring (R,m). Let M be a finitely generated R-
module. Then c(Rˆ/(aRˆ,p)) fgrade(a,M)− 1 for all p ∈ Ass
Rˆ
Mˆ .
Proof. First of all we note that Corollary 5.10 applied to a in Rˆ/p,p ∈ Ass
Rˆ
Mˆ , provides the
following inequality
c
(
Rˆ/(aRˆ,p)
)
 dim Rˆ/p − cd(aRˆ, Rˆ/p)− 1.
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will be enough to prove that the canonical module K(Rˆ/p) is an indecomposable Rˆ/p-module.
Since Rˆ/p is a domain and since K(Rˆ/p) is a torsion-free Rˆ/p-module of rank 1, it is indecom-
posable.
On the other hand (cf. 4.12), it follows that
dim Rˆ/p − cd(aRˆ, Rˆ/p) fgrade(a,M).
Putting together both of the estimates the desired inequality is shown to be true. 
As a particular case of Theorem 5.11 there is the following corollary.
Corollary 5.12. Let a denote an ideal of a local ring (R,m). Let M be a finitely generated
R-module. Suppose that lim←−H
i
m(M/a
nM) = 0 for i  1.
Then V (aRˆ,p) \ V (mˆ) is connected for all p ∈ Ass
Rˆ
Mˆ .
Proof. As follows by the definitions the claim is a particular case of 5.11. To this end recall that
fgrade(a,M) 2. 
It is noteworthy to remark that the converse of the previous results are not true.
Example 5.13. With the notion of 5.2 put M = R/c, c = a∩b. Then V (c,p)\V (m) is connected
for all p ∈ AssM , while
lim←−H
1
m
(
M/cnM
) H 1m(M)  R/m,
as it is easily seen.
As further application of the results of this and the previous subsection there is another esti-
mate of the formal grade, more in the sense of Theorem 5.4.
Corollary 5.14. Let M denote a finitely generated R-module, where (R,m) is a local ring.
Suppose that
(a) Ass
Rˆ
Mˆ = Assh
Rˆ
Mˆ and
(b) Hdm(R/AnnR M), d = dimM , is indecomposable.
Then c(Mˆ/aMˆ) fgrade(a,M)− 1.
Proof. Without loss of generality we may assume that R is a complete local ring (cf. 3.3).
Moreover, by the definition it follows that c(M/aM) = c(R/(a,AnnR M)). The assumption (a)
implies that AssR/AnnR M = AsshR/AnnR M . Because Hdm(R/AnnR M) is indecomposable
we may apply 5.4, so that
c
(
R/(a,AnnR M)
)
 dimR/AnnR M − cd(a,R/AnnR M)− 1.
But now dimM = dimR/AnnR M . Furthermore cd(a,M) = cd(a,R/AnnR M) (cf. 2.2). Be-
cause of dimM − cd(a,M) fgrade(a,M) (cf. 4.11) this finishes the proof. 
P. Schenzel / Journal of Algebra 315 (2007) 894–923 923References
[1] L. Alonso Tarrîo, A. Jeremias López, J. Lipman, Local homology and cohomology of schemes, Ann. Sci. École
Norm. Sup. (4) 30 (1997) 1–39.
[2] L.L. Avramov, H.-B. Foxby, Homological dimensions of unbounded complexes, J. Pure Appl. Algebra 71 (1991)
129–155.
[3] N. Bourbaki, Algébre commutative, Hermann, Paris, 1961–1965.
[4] M. Brodmann, R.Y. Sharp, Local Cohomology: An Introduction with Geometric Applications, Cambridge Univer-
sity Press, 1998.
[5] G. Faltings, Algebraization of some formal vector bundles, Ann. of Math. 110 (1979) 501–514.
[6] D. Delfino, T. Marley, Cofinite modules and local cohomology, J. Pure Appl. Algebra 115 (1997) 107–111.
[7] K. Divaani-Aazar, R. Naghipour, M. Tousi, Cohomological dimension of certain algebraic varieties, Proc. Amer.
Math. Soc. 130 (2002) 3537–3544.
[8] H.-B. Foxby, Bounded complexes of flat modules, J. Pure Appl. Algebra 15 (1979) 149–172.
[9] H.-B. Foxby, Hyperhomological algebra and commutative algebra, preliminary version of the first part, Univ. of
Copenhagen, 1997.
[10] J.P.C. Greenlees, J.P. May, Derived functors of the I -adic completion and local homology, J. Algebra 149 (1992)
438–453.
[11] A. Grothendieck, Local Cohomology, Notes by R. Hartshorne, Lecture Notes in Math., vol. 20, Springer, 1966.
[12] R. Hartshorne, Complete intersections and connectedness, Amer. J. Math. 84 (1962) 497–508.
[13] R. Hartshorne, Residues and Duality, Lecture Notes in Math., vol. 41, Springer, 1967.
[14] J. Herzog, Komplexe, Auflösungen und Dualität in der lokalen Algebra, Habilitationsschrift, Universität Regens-
burg, 1970.
[15] M. Hochster, C. Huneke, Indecomposable canonical modules and connectedness, in: Contemp. Math., vol. 159,
1994, pp. 197–208.
[16] T. Kawasaki, On arithmetic Macaulayfication of Noetherian rings, Trans. Amer. Math. Soc. 354 (2002) 123–149.
[17] C. Peskine, L. Szpiro, Dimension projective finie et cohomologie locale. Applications à la demonstration de con-
jectures de M. Auslander, H. Bass et A. Grothendieck, Publ. Math. Inst. Hautes Études Sci. 42 (1972) 47–119.
[18] P. Schenzel, Explicit computations around the Lichtenbaum–Hartshorne vanishing theorem, Manuscripta Math. 78
(1993) 57–68.
[19] P. Schenzel, On the use of local cohomology in algebra and geometry, in: J. Elias, J.M. Giral, R.M. Miró-Roig,
S. Zarzuela (Eds.), Six Lectures in Commutative Algebra, Proceed. Summer School on Commutative Algebra at
Centre de Recerca Matemàtica, in: Progr. Math., vol. 166, Birkhäuser, 1998, pp. 241–292.
[20] P. Schenzel, Proregular sequences, local cohomology, and completion, Math. Scand. 92 (2003) 161–180.
[21] P. Schenzel, On birational Macaulayfications and Cohen–Macaulay canonical modules, J. Algebra 275 (2004) 751–
770.
[22] P. Schenzel, Local homology and completions, in preparation, 2007.
[23] A.-M. Simon, Some homological properties of complete modules, Math. Proc. Cambridge Philos. Soc. 108 (1990)
231–246.
[24] N. Spaltenstein, Resolutions of unbounded complexes, Compos. Math. 65 (1988) 121–154.
[25] W. Vasconcelos, Divisor Theory in Module Categories, North-Holland, Amsterdam, 1974.
[26] O. Zariski, P. Samuel, Commutative Algebra, vol. II, Van Nostrand, New York, 1960.
