Abstract. Let Lq,µ, 1 ≤ q ≤ ∞, denotes the weighted Lq space of functions on the unit ball B d with respect to weight (1 − x 2 2 ) µ− 1 2 , µ ≥ 0, and let W r 2,µ be the weighted Sobolev space on B d with a Gaussian measure ν. We investigate the probabilistic linear (n, δ)-widths λ n,δ (W r 2,µ , ν, Lq,µ) and the p-average linear n-widths λ (a) n (W r 2,µ , µ, Lq,µ)p, and obtain their asymptotic orders for all 1 ≤ q ≤ ∞ and 0 < p < ∞.
Introduction
Let K be a bounded subset of a normed linear space X with norm · X . The linear and Kolmogorov n-widths of the set K in X are defined by λ n (K, X) := inf respectively, where T n runs over all linear operators from X to X with rank at most n, and F n runs through all possible linear subspaces of X with dimension at most n. They reflect the optimal errors of the "worst" elements of K in the approximation by linear operators with rank n and n-dimensional subspaces. Now let W be a separable Banach space and assume that W contains a Borel field B consisting of open subsets of W and is equipped with a probability measure γ defined on B. For 0 < p < ∞, the p-average linear and Kolmogorov n-widths are defined by , respectively. They reflect the optimal approximation of "most" elements of classes by linear operators with rank n and n-dimensional subspaces. We stress that for a centered Gaussian measure, the averaging parameter p is irrelevant up to a constant (see [12, Theorem 1.2] or [29, Corollary 1] ). Let δ ∈ [0, 1). The probabilistic linear and Kolmogorov (n, δ)-widths of a set W with a measure γ in the space X are defined by λ n,δ (W, γ, X) = inf G δ λ n (W \G δ , X), and d n,δ (W, γ, X) = inf
respectively, where G δ runs through all possible measurable subsets in W with measure γ(G δ ) ≤ δ. Hence, the probabilistic linear and Kolmogorov (n, δ)-widths can be understood as the γ-distribution of the approximation on all measurable subsets of W by linear operators with rank n and by n-dimensional subspaces. Therefore, the probabilistic case setting reflects the intrinsic structure of the class, and compared with the worst case setting, allows one to give deeper analysis of the approximation for the function class. This paper is devoted to discussing the average and probabilistic linear widths of weighted Sobolev spaces on the unit ball with a Gaussian measure. Let B d = {x ∈ R d : x 2 ≤ 1} denote the unit ball in R d , where x · y is the usual inner product, and x 2 = (x·x) 1/2 is the usual Euclidean norm. For the weight W µ (x) = (1 − x It is well known (see [9, p. 38 or p. 229] ) that the spaces V d n are just the eigenspaces corresponding to the eigenvalues −n(n + 2µ + d − 1) =: −λ n of the second-order differential operator
where the △ and ∇ are the Laplace operator and gradient operator respectively. More precisely,
is an orthonormal basis for L 2,µ with inner product
Denote by S n the orthogonal projector of L 2,µ onto Π d n , which is called the Fourier partial summation operator. Evidently, for any f ∈ L 2,µ , (1.1) can be rewritten in the form
where P roj n is the orthogonal projector from L 2,µ onto V d n and can be written as
where
It is known that for µ > 0, the kernel P n (x, y) has the compact representation (see [32] ) (1.3)
Here, C λ n is the n-th degree Gegenbauer polynomial,
See [32] for the proof of the formula of P n (x, y), including the limiting case of µ = 0.
Given r ∈ R, we define the fractional power
in the sense of distribution. We call
r/2 (f ) the r-th-order derivative of the distribution f .
For r > 0, the weighted Sobolev space W
Obviously, it is a Hilbert space. If 1 ≤ q ≤ ∞, r > (d + 2µ)(
2,µ can be continuously embedded into the space L q,µ (see [29, Lemma 1] ). We equip W r 2,µ with a Gaussian measure ν whose mean is zero and whose correlation operator C ν has eigenfunctions φ lk , k = 1, . . . , a d l , l = 1, 2, . . . and eigenvalues
Denote by W 
where 
Then the covariance of ν
For any fixed f 1 , . . . , f n ∈ W r 2,µ , the random vector ( f, f 1 r , . . . , f, f n r ) on the measurable space (W r 2,µ , ν) has the centered Gaussian distribution with covariance matrix C ν f i , f j r i,j=1,...,n = C ν f i , C ν f j ρ i,j=1,...,n . In special, on the cylindrical subsets, the measure ν has the form: let g k , k = 1, 2, . . . , n be any orthonormal system of functions in L 2,µ , g k ∈ H(ν) = W ρ 2,µ , and let D be an arbitrary Borel subset of R n , then the measure of the cylindrical subset
See [2] and [13] for more information about Gaussian measure on Banach spaces. Throughout the paper, we always suppose that ν is the above Gaussian measure on W r 2,µ , r > (d + 2µ)(
, and ρ = r + s/2. The aim of the paper is to study the average and probabilistic linear widths of W r 2,µ with the measure ν in L q,µ . Probabilistic and average widths has been studied only recently and are closely related with some other different problems, such as ε-complexity and the minimal error of problems of function approximation and integration by using standard or general linear information, in the probabilistic and average case setting (see [24] , [22] [10, 11, 14, 15, 16, 17, 18, 19, 23, 25] ), of a space of multivariate periodic Sobolev functions equipped with a Gaussian measure in the L q norm for 1 < q < ∞ (see [3, 4, 28] ), and of a Sobolev space W r 2 (M d−1 ) with a Gaussian measure on compact two-point homogeneous spaces M d−1 for 1 ≤ q ≤ ∞ (see [26] ). In the worst and average case setting, the orders of the Kolmogorov and linear widths of weighted Sobolev classes on B d in L q,µ were presented in [27] and [29] respectively. More information about average and probabilistic case setting results can be found in [22] and [24] .
In this paper, we investigate probabilistic and average linear widths of the weighted Sobolev space W r 2,µ with the measure ν in L q,µ , and obtain the sharp estimation. Our main results (Theorems 1.1 and 1.2 below) can be formulated as follows:
where A(n, δ) ≍ B(n, δ) means A(n, δ) ≪ B(n, δ) and B(n, δ) ≪ A(n, δ), A(n, δ) ≪ B(n, δ) means that there exists a positive constant c independent of n and δ such that A(n, δ) ≤ cB(n, δ) for any n ∈ N and δ ∈ (0, 1/2].
and let ρ be given as in Theorem 1.1. Then
Theorem 1.2 extends (2.17) in [29] which gave the orders of λ (a) n (W r 2,µ , ν, L q,µ ) p for 1 ≤ q < 2 + 1/µ and 0 < p < ∞. The proof of Theorem 1.2 is different from the one in [29] . We use Theorem 1.1 to prove Theorem 1.2. In order to prove Theorem 1.1, we also use the discretization method as in the previous works concerning probabilistic widths. However, unlike the periodic case and the Wiener measure case, we cannot find an orthogonal transform between a finite-dimensional function space and a sequence space of function values with comparable L q and ℓ q norm, so we cannot use the invariant properties of the standard Gaussian measure under action of an orthogonal transform to give the discretization theorems. Instead, we use the comparison theorems for Gaussian measures. Unlike the spherical case, we cannot find a equivalent-weight Marcinkiewicz-Zygmund (MZ) inequalities on the ball (see Remark 3 in [27] ), so we cannot use known results on the probabilistic linear widths of the identity matrix on R m . Instead, we need to find out and use the probabilistic linear widths of diagonal matrixes on R m .
Remark 1.3. Let BH(ν) be the unit ball of the Cameron-Martin space of the Gaussian measure ν. Then BH(ν) = BW ρ 2,µ . It follows from [27] that the classical Kolmogorov and linear widths of BH(ν) in L q,µ have the same error order for 1 ≤ q ≤ 2, however, for q > 2, the Kolmogorov width d n (BH(ν), L q,µ ) is essentially less than the linear width d n (BH(ν), L q,µ ), and optimal linear operators lose to optimal nonlinear operators by a factor cn 1/2−1/q in the worst case setting. From [29, (2.16) ] and (1.7), we know that in the average case setting, the Kolmogorov and linear widths of W r 2,µ in L q,µ have the same error order for 1 ≤ q < ∞. This means that for "most" functions in W r 2,µ , asymptotic optimal linear operators are (modulo a constant) as good as optimal nonlinear operators in the L q,µ (1 ≤ q < ∞) metric. Remark 1.4. Comparing (1.7) with (2.15) in [27] , we obtain that in the average case setting, the Fourier partial summation operators S n are the asymptotically optimal linear operators in the L q,µ metric if and only if 1 ≤ q < 2 + 1/µ. This is completely different from the one-dimensional periodic case and the spherical case, where the Fourier partial summation operators are the asymptotically optimal linear operators in the L q metric for all q, 1 ≤ q ≤ ∞ (see [31] , [30] , and [26] ).
The paper is organized as follows. Section 2 contains some lemmas concerning probabilistic linear widths of diagonal matrixes in R m with the standard Gaussian measure. In Section 3, we give discretization theorems of estimates of probabilistic linear widths. Finally, based on the results obtained in Sections 3 and 2, we prove Theorems 1.1 and 1.2 in Section 4.
Probabilistic linear widths of diagonal matrixes on
As usual, we identify R m with the space ℓ m 2 , use the notation x, y to denote the Euclidean inner product of x, y ∈ R m , and write · 2 instead of · ℓ m
2
. Consider in R m the standard Gaussian measure γ m , which is given by
where G is any Borel subset in R m . Let 1 ≤ q ≤ ∞, 1 ≤ n < m, and δ ∈ [0, 1). Then the probabilistic linear (n, δ)-widths of a linear mapping T :
where G δ runs over all possible Borel subset of R m with measure γ m (G δ ) ≤ δ, and T n all linear operators from R m to ℓ m q with rank at most n. There are a few results devoted to studying the probabilistic widths of a linear mapping T : R m → ℓ m q (see [5, 7, 10, 16, 17, 19] ). Throughout the section, we use the letter
. . , d n , 0, . . . , 0) for 1 ≤ n ≤ m, and the letter I m the m by m identity matrix. Moreover, {e 1 , · · · , e m } denotes the standard orthonormal basis in R m :
The following lemmas will be used in the proof of Theorem 1.1.
Proof. First we show that (2.5)
Indeed, for 2 ≤ q < ∞, it follows from [7, (2.9) ] that (2.6)
Hence, we have
proving (2.5) for 2 ≤ q < ∞. For q = ∞, it follows from (2.6) and (2.7) that for any 1 < q 1 < ∞,
≤ c m
we obtain
Hence, taking q 1 = ln(e 2 m), we obtain from (2.8) that
which completes the proof of (2.5). Now we shall show (2.4). We need the following lemma. 
for some σ > 0 independent of x and y. If X ∼ N m (0, I m ) R m is an R m -valued Gaussian random vector with mean 0 and covariance matrix I m , then for all t > 0 (2.9)
, with K > 0 being an absolute constant. (2.9) is called the Gaussian concentration inequality.
We continue to prove Lemma 2.2. Let F (x) = Dx − D n x ℓ m q for x ∈ R m and 2 ≤ q ≤ ∞. By (2.7) we obtain for any x, y ∈ R
Thus, applying the Gaussian concentration inequality (2.9) yields
where, here and in what follows, X ∼ N m (0, I m ) R m . In particular, this implies that for Q δ = x ∈ R m : F (x) > EF (X) + Kσ 1 ln(2/δ) with δ ∈ (0, 1),
By the definition of the linear (n, δ) widths, this last equation further implies that
On the other hand, however, using (2.5), we have
where σ 2 denotes the right expression of (2.5). Thus, combining (2.10) with (2.11), we deduce the desired upper estimates.
Discretization of the probabilistic linear widths
This section is devoted to obtaining the discretization theorems which give the reduction of the calculation of probabilistic widths of a given function class to the computation of probabilistic widths of a finite-dimensional set equipped with the standard Gaussian measure.
Let η be a nonnegative C ∞ -function on [0, +∞) supported in [0, 2] and equal to 1 on [0, 1]. We also suppose that η(x) > 0 for x ∈ [0, 2). We define
3). It is well known that for any
We recall that the operator S n is the orthogonal projection operator from L 2,µ to Π d n , i.e.,
where P roj k is the orthogonal projector from
is the reproducing kernel of the Hilbert space L 2,µ 
. In special, for any
Now we introduce the metricρ on B d :
Bρ(y, δ n ) and min
The following cubature formulae and Marcinkiewicz-Zygmund (MZ) inequalities on B d are crucial for establishing discretization theorems.
Lemma 3.1. (see [6, 20] ) There exists a constant γ > 0 depending only on d and µ such that for any δ ∈ (0, γ], any positive integer n, and any maximal (δ/n,ρ)-separated subset Λ ⊂ B d , there exists a sequence of positive numbers
2µ , ξ ∈ Λ, for which the following quadrature formula
where the constants of equivalence depend only on d and µ. For k = 1, 2, . . . , let γ > 0 be the same as in Lemma 3.1 and let
It is easy to know that u k ≍ 2 kd . By Lemma 3.1, there exists a sequence of positive numbers
and for x ∈ R u k ,
Next, we define the operator T k :
where a = (a 1 , . . . , a u k ) ∈ R u k , L n,η is defined as in (3.1). It is shown in [27, (2.15) ] that for any q, 1 ≤ q ≤ ∞,
2) and (3.5) we get
We also use the letters S k , R k , V k to denote u k × u k real diagonal matrixes as follows: (3.9)
and use the letter R −1 k to represent the inverse matrix of R k . Clearly, for x ∈ R u k ,
where M k (x, y) is given in (3.4), and {ξ 1 , . . . , ξ u k } is defined as above.
Proof. Denote by K the set g ∈
By the Riesz representation theorem and Cauchy-Schwarz inequality we have
, which proves (3.10).
Theorem 3.4. Let 1 ≤ q ≤ ∞, σ ∈ (0, 1), and let the sequences of numbers {n k } and {σ k } be such that 0
Proof. For convenience, we write
Then for any f ∈ W r 2,µ , by (3.8) we have
where δ k , U k , T k , and S k , V k , R k are defined by (3.3), (3.6), (3.7), and (3.9), respectively. Denote
where M (r1,0) k (x, y) is the r 1 -order partial derivative of M k (x, y) with respect to the variable x, r 1 ∈ R. By the property of Gaussian measures we know that if a random vector f in W r 2,µ is a centered Gaussian random vector with covariance operator C ν , then the vector
in R u k is a random vector with a centered Gaussian distribution γ in R u k and its covariance matrix C γ is given by
.
Note that
by (3.10) we get
Now consider the subset of W r 2,µ
where c 1 , c 2 are the positive constants given in (3.12) and (3.13). Then it follows from (3.12) that
By Theorem 1.8.9 in [2, p. 29], we know that if γ 1 and γ 2 are two centered Gaussian measures on R N and satisfy
then for every convex symmetric set E, γ 1 (E) ≤ γ 2 (E). Note that for any t > 0, the set {y ∈ R
≤ t} is convex symmetric. It follows from (3.13) that
where λ is a centered Gaussian measure in R u k with covariance matrix c 
From the hypothesis of the theorem, we get that
Consequently, by the definitions of G, T n , {G k }, and {L k },
which completes the proof of Theorem 3.4.
Next we consider the lower estimates. We assume that m ≥ 6 and
Obviously, such points x j exist. We may take b 1 > 0 sufficiently large so that
and be equal to 1 on {x ∈ R d | x 2 ≤ 2/3}, and let ϕ 2 be a nonnegative
for some c i such that B d ϕ i (x)W µ (x)dx = 0, i = 1, . . . , N . We set
Clearly,
and supp ϕ j supp ϕ i = ∅ (i = j).
For a positive integer v = 0, 1, . . . and
Hence, for 1 ≤ q ≤ ∞ and
It then follows by the Kolmogorov type inequality (see [8, Theorem 8.1] ) that
For f ∈ L 1,µ and x ∈ B d , we define
Obviously, the operator P N is the orthogonal projector from L 2,µ to A N , and if
. Also, it follows from [27] that P N is the bounded operator from L q,µ to A N L q,µ , i.e., for 1 ≤ q ≤ ∞,
Theorem 3.5. Let 1 ≤ q ≤ ∞, δ ∈ (0, 1), and let N be given above. Then
, where N ≍ n, N ≥ 2n, I N is the N by N identity matrix, and γ N is the standard Gaussian measure in R N .
Proof. Let T n be a bounded linear operator on W r 2,µ with rank T n ≤ n such that
where λ n,δ := λ n,δ (W 
It follows from (3.17) that
Then there exists a positive constant c 3 such that 1
Note that for any t > 0, the set {f ∈ W r 2,µ | f − T n f q,µ ≤ t} is absolutely convex. It then follows that
Now we define the linear operators L
. It follows from (3.14) and
By (3.16) and (3.18), we know that for any f ∈ W r 2,µ , Proof of Theorem 1.1. The lower estimates for λ n,δ (W r 2,µ , ν, L q,µ ) follow from Theorem 3.5, and (2.1), (2.2), and (2.3) for 1 ≤ q ≤ ∞ immediately.
For the upper estimates for λ n,δ (W r 2,µ , ν, L q,µ ) for 2 ≤ q ≤ ∞, we use Theorem 3.4. For any fixed natural number n, assume C 1 2 md ≤ n ≤ C 2 1 2 md with C 1 > 0 to be specified later. We may take sufficiently small positive numbers ε > 0 such that ρ > Hence, we can take C 1 sufficiently large so that 
