Reducible specializations of polynomials: the nonsolvable case by König, Joachim & Neftin, Danny
REDUCIBLE SPECIALIZATIONS OF POLYNOMIALS: THE
NONSOLVABLE CASE
JOACHIM KO¨NIG AND DANNY NEFTIN
Abstract. Given an irreducible polynomial F (t, x) ∈ Q(t)[x], Hilbert’s irre-
ducibility theorem asserts that the set RedF , of values t0 ∈ Q for which F (t0, x) ∈
Q[x] is reducible, is “thin”. However, an explicit description of RedF is unknown,
and describing it up to a finite set in the key case F (t, x) = f(x)− t ∈ Q(t)[x], is
a long standing open problem.
In this key case, we show that RedF is the union of the value set f1(Q) and a
finite set, given that f decomposes as f1 ◦ · · · ◦ fr for indecomposable fi ∈ Q[x] of
degree ≥ 5 which are not the composition of xn or a Chebyshev polynomial with
linear polynomials, and are not in an explicit list of exceptions. Similar results
apply to general polynomials F (t, x) under either genus assumptions on the curve
F (t, x) = 0 or nonsolvability assumptions on the Galois group of F . We relate
these results to the genus 0 problem (Guralnick–Thompson 1990) and apply them
to the Davenport–Lewis–Schinzel problem (1961).
1. Introduction
Background. A central goal in arithmetic geometry is specifying the extent to which
geometry determines arithmetic. Hilbert’s irreducibility theorem provides a funda-
mental bridge between the two. Its basic version concerns irreducible polynomials
F (t, x) ∈ Q(t)[x] that depend on a parameter t, and asserts that for “most” values
t0 ∈ Q the specialized polynomial F (t0, x) ∈ Q[x] is irreducible. In this context, the
above goal aims at specifying the meaning of “most”.
Letting RedF = RedF (Q) denote the set of values t0 ∈ Q where F (t0, x) is defined
and reducible, a more precise version of Hilbert’s theorem asserts that RedF is “thin”
[41, Section 3], that is, up to a finite set, it is the union of finitely many value sets
hi(Yi(Q)) of coverings hi : Yi → P1 over Q, i ∈ I. For example when F (t, x) = x2− t,
up to including ∞, the set RedF = Q2 is the value set of the covering f : P1 → P1
given on an affine chart by f(x) = x2.
In general, determining the set RedF is a notoriously difficult problem, cf. [9], [43],
and [24]. Indeed, finding an efficient algorithm for computing the sets Yi(Q) is a
well known open problem, and it is often the case that there are many coverings hi,
i ∈ I in Hilbert’s proof, as many as the number of maximal intransitive subgroups
of the Galois group of F . However, the sublist of coverings hj, j ∈ J ⊆ I for which
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2 JOACHIM KO¨NIG AND DANNY NEFTIN
hj(Yj(Q)) is infinite, is usually short, allowing the explicit description of RedF up to
a finite set.
To describe RedF up to a finite set, as often done in arithmetic geometry, one
separates into cases according to the genus gF of (a geometrically irreducible com-
ponent1 of the smooth projective model XF of) the curve F (t, x) = 0. We start
with describing the set of integral reducible specializations RedF ∩ Z which often
admits a similar description. Mu¨ller [32] shows that RedF ∩Z is finite when gF > 0,
and the Galois group of F is symmetric with the standard action (a.k.a. a general
polynomial). In fact the finiteness of RedF ∩Z is known in many other cases, e.g. see
Mu¨ller [33], Langmann [25], and Ko¨nig [23].
A representing example for the case gF = 0 is when F (t, x) is of the form f(x)− t
for f ∈ Q[x]. In this key case, the question can be interpreted as determining the
reducibility of f after varying its free coefficient. This was first studied in the 70’s
by Fried [12, 13], cf. [34], showing that RedF ∩ Z is the union of the single value set
f(Q) ∩ Z with a finite set, given that2 deg f > 5 and f is indecomposable. Here, a
covering f : X → P1 (and in particular a polynomial f ∈ Q[x]) is indecomposable if
in every decomposition f = g ◦ h either deg g = 1 or deg h = 1, cf. Remark 2.2.
In view of its tight connection with the structure theory of primitive groups, the
more accessible case on which most results focus on is the indecomposable case,
i.e. where the natural projection f : XF → P1 to the t coordinate is indecomposable.
A recent result by Neftin–Zieve [36] shows that in this case, avoiding an explicit list
of ramification types3 and assuming degx F is sufficiently large in comparison to gF ,
the set RedF and the value set f(XF (Q)) differ by a finite set. If gF > 1, then XF (Q)
and hence RedF are finite by Faltings’ theorem.
Low genus case. This paper considers the so far inaccessible decomposable case, and
relates the infinite value sets hj(Yj(Q)), j ∈ J with the composition factors fi in a
decomposition f = f1◦· · ·◦fr. In the key low genus case F (t, x) = f(x)−t ∈ Q(t)[x],
we get the following theorem.
Let Tn ∈ Z[x] denote the degree n (normalized) Chebyshev polynomial, i.e., the
polynomial satisfying Tn(x+ 1/x) = x
n + 1/xn for n ∈ N.
Theorem 1.1. Let F (t, x) = f(x) − t ∈ Q(t)[x] where f = f1 ◦ . . . ◦ fr for inde-
composable fi ∈ Q[x], i = 1, . . . , r of degree ≥ 5, none of which is µ1 ◦ xn ◦ µ2 or
µ1 ◦ Tn ◦ µ2, for n ∈ N and linear µ1, µ2 ∈ C[x]. Assume further that deg f1 > 20.
Then RedF is either the union of f1(Q) with a finite set, or f1 is as in Table 1.
In either case, RedF is the union of Redf1(x)−t with a finite set.
1Note that the genus is independent of the choice of the irreducible component, see Remark 2.3
2There are counterexamples to the analogous assertion when deg f = 5, see [6].
3The list is given in Theorem 2.18. For such ramification RedF is the union of two value sets.
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The surprising part of the result is that in the tower of polynomials induced by the
composition of polynomial maps fi, i = 1, . . . , r, if the first polynomial f1(x)− t0 ∈
Q[x] is irreducible then for the rest of the tower f1 ◦ · · · ◦fi(x)− t0 ∈ Q[x] will remain
irreducible, for i = 1, . . . , r and all but finitely many t0 ∈ Q.
We note that the assumption deg(f1) > 20 can be removed at the account of a
longer list of exceptions. For f1 as in Table 1, the set Redf is shown to be the union
of two value sets, up to a finite set. The complete result is given in Section 5.1. On
the other hand, different methods are required for removing the assumption that fi,
i = 1, . . . , r are of degree ≥ 5 and are not the composition of xn or Tn with linear
polynomials. This assumption is equivalent to the nonsolvability of the monodromy
group Mon(fi), that is, the Galois group of fi(x)− t over Q(t), see Section 2.
Note that the different possible decompositions f1 ◦ · · · ◦ fr of f ∈ C[x] into inde-
composable polynomials are described by Ritt’s theorems, see Remark 2.16. When
including xn or Tn as composition factors more than one choice of f1 may occur, in
which case all of these choices should appear in the list hj, j ∈ J . However, even
adding these choices is not always enough, see Example 2.6.
Our methods apply more generally to coverings of large degree (in comparison to
their genera), that is, when the natural projection f : XF → P1 is a composition
f1 ◦ . . . ◦ fr of geometrically indecomposable coverings fi : Xi → Xi−1 whose degrees
are sufficiently large in comparison to gF . We expect that in combination with other
methods, the above will lead to a determination of RedF up to a finite set in case
XF is of genus 0 or 1, cf. Remark 5.4.
Arbitrary genus. Our methods apply in the absence of restrictions on gF . As opposed
to the low genus case, here quite general “Ritt” decompositions occur, and hence
every indecomposable factor fi in a decomposition f = f1 ◦ · · · ◦ fr may contribute
an infinite value set, and even two such sets in exceptional cases. Still, under group
theoretic constraints on the monodromy groups of f1, . . . , fr, we can effectively bound
the number of in infinite value sets in RedF . The following theorem is a special case
of the more complete Theorem 5.5:
Theorem 1.2. There exists N > 0 with the following property. Let f : XF → P1Q be
the projection to t-coordinates from the curve F (t, x) = 0. Suppose that f = f1◦· · ·◦fr
for geometrically indecomposable fi of degree ni ≥ N having monodromy group Ani
or Sni. Then there exists a number field
4 k such that, up to a finite set, RedF (k) is
the union of at most 2r value sets hi(Yi(k)), i = 1, . . . , 2r of coverings hi : Yi → P1k.
We note that the coverings hi, i = 1, . . . , r admit a rather explicit description.
Those are coverings of genus at most one whose pullback along f1 ◦ · · · ◦ fi−1 is a
covering with the same Galois closure as fi. For each i, there is at most one such
4Work in progress implies that one may choose k = Q, see Remark 5.6.(1).
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covering hi if its ramification is not listed in Theorem 2.18, and at most two otherwise.
Also note that restrictions on Mon(fi) come from group theoretic limitations of our
methods. These restrictions can be relaxed, see Remark 5.6.(3), and are adjustable to
other scenarios. The constant N in the degree assumption is expected to be dropped
once the the classification of monodromy groups is complete. Finally, note that 2r
can be replaced by r value sets in the analogous description of RedF ∩Z, see Remark
5.6.(2).
Relation to the genus 0 and Davenport–Lewis–Schinzel problems. The problem un-
derlying determining the list of infinite value sets is of finding which coverings
h : Y → P1 of genus ≤ 1 are subcovers of the Galois closure f˜ of f , that is, for
which h one has f˜ = h◦h′ for some cover h′ : X˜ → Y . This problem was extensively
studied in the case where f is indecomposable, starting with Guralnick–Thompson
[21], and Feit and Mu¨ller [30], continued by many authors, conjectured in the large
degree case by Guralnick–Shareshian [20] and completed in [36, 37]. Without the
indecomposability assumption, such a classification is currently beyond reach.
The crux in proving the above results is relating the minimal subcovers h : Y → P1
of f˜ with genus ≤ 1, and nonsolvable monodromy, to the composition factors fi of
f . Here f is not assumed to be indecomposable. This relation is given in Theorem
4.1. The following is a simplified version:
Theorem 1.3. Suppose f : X → P1 is a covering with decomposition f = f1 ◦· · ·◦fr
for indecomposable coverings fi : Xi → Xi−1 with nonsolvable monodromy groups
whose proper quotients are solvable. Suppose h : Y → P1 is a minimal subcover of f˜
with nonsolvable monodromy group whose proper quotients are solvable. Then there
exists an indecomposable subcover f ′ of f that has the same Galois closure as h.
X˜

X
  
f
!!
Y˜
~~
f˜ ′=h˜


X ′
f ′

Y
h~~
P1
Note that the the proof of Theorems 1.3 and 4.1 is of group theoretic nature and
no genus assumptions on Y are imposed. We note that all nonsolvable monodromy
groups H of large degree indecomposable coverings h : Y → P1 of genus ≤ 1,
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satisfy the condition that H has no proper nonsolvable quotients. The list of low
degree exceptions H to this statement is expected to come out of a solution of the
indecomposable genus 0 problem in low degrees.
The genus 0 problem is known to have a wide range of consequences, in number the-
ory, complex analysis, dynamics, and other subjects, cf., [36]. Similar consequences
are expected from its combination with Theorem 4.1. We note here one applica-
tion which is closely related to Hilbert irreducibility: the Davenport–Lewis–Schinzel
(DLS) problem [4, 5, 39] asks for the classification of all polynomials u, v ∈ C[x] \C
such that u(x)− v(y) ∈ C[x, y] is reducible. An obvious case in which u(x)− v(y) is
reducible is when u and v have a common composition factor u = w ◦ u0, v = w ◦ v0
for w, u0, v0 ∈ C[x] \C with degw > 1. The DLS problem asks to determine the list
of exceptions to this assertion. It was solved by Fried for indecomposable u, v in [11]
and further recent progress is described in [17, 14]. Using Theorem 1.1 we get:
Corollary 1.4. Let u, v ∈ C[x] be nonconstant polynomials. Assume that u =
u1 ◦ . . . ◦ ur for indecomposable ui ∈ C[x] of degree ≥ 5, none of which is µ1 ◦ xn ◦ µ2
or µ1 ◦Tn ◦µ2, for n ∈ N and linear µ1, µ2 ∈ C[x]. Assume further that deg u1 > 31.
Then u(x)− v(y) ∈ C[x, y] is reducible if and only if u = w ◦ u0 and v = w ◦ v0 for
w ∈ C[x] of degree > 1, and u0, v0 ∈ C[x].
This is an immediate consequence of Theorem 1.1. The degree assumption can be
easily lowered and in combination with other methods this suggests a general strategy
towards the DLS conjecture. We plan to carry this out in subsequent work.
The second author thanks the Israel Science Foundation (grant No. 577/15) and
the U.S.-Israel Binational Science Foundation (grant No. 2014173). All computer
computations were carried out using Magma (V2.24-5).
2. Preliminaries
Coverings. Let k be a field of characteristic 0, and k its algebraic closure. An (ir-
reducible branched) covering f : X → Y over k is a morphism of (smooth irreducible
projective) curves defined over k. Note that as X may be geometrically reducible
(i.e., reducible over k), the morphism f ×k k obtained by base change from k to k
may not be a covering over k. A covering h is called a subcover of f if f = h◦h′ for
some covering h′. A covering f defines a field extension k(X)/k(Y ) via the injection
f ∗ : k(Y ) → k(X), h 7→ h ◦ f . Two coverings fi : Xi → Y , i = 1, 2 over k are
called (k-)equivalent if there exists an isomorphism µ : X1 → X2 (over k) such that
f1 ◦µ = f2. Note that for two k-equivalent coverings, one has f1(X1(k)) = f2(X2(k))
and hence we may consider the value set of a k-equivalence class of coverings.
Recall that there is an equivalence of categories between equivalence classes of
coverings of P1k and finite field extensions of k(t), up to k(t)-isomorphisms, cf., e.g.,
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[7]. In particular, letting f˜ : X˜ → P1k denote the covering corresponding to the
Galois closure Ω of k(X)/k(t), there is a correspondence between equivalence classes
of subcovers h : Y → P1k of f˜ and subgroups C ≤ A := Gal(Ω/k(t)). Namely,
to every such subcover the correspondence associates a subgroup C ≤ A (unique
up to conjugation) such that h is equivalent to a covering fC : X˜/C → P1 whose
composition with the natural projection X˜ → X˜/C is f˜ .
Monodromy. Let f : X → P1k be a geometrically irreducible covering over k.
Letting Ω denote the Galois closure of k(X)/k(t), the arithmetic (resp. geometric)
monodromy group A = Monk(f)
5 (resp. G = Monk(f)) of f is the Galois group
Gal(Ω/k(t)) (resp. Gal(kΩ/k(t))) equipped with its permutation action on A/A1,
where A1 = Gal(Ω/k(X)). Note that since k(t)/k(t) is a Galois extension, so is
k′(t)/k(t) where k′ = k ∩ Ω, and hence G A.
Given a subgroup C ≤ G, we say that the covering fC (of P1k) is defined (resp. uniquely
defined) over k if there exists a covering (resp. a covering unique up to k-equivalence)
f ′ : X ′ → P1k over k which becomes equivalent to fC after base change to k.
Remark 2.1. For a subgroup C ≤ G, the covering fC : X˜/C → P1 is defined over k′.
We claim that fC is defined over k if and only if there exists C ≤ D ≤ A such that
D ∩G = C and DG = A. Indeed, the extension ΩC/k′(t) is defined over k(t) if and
only if there exists an intermediate field k(t) ≤ ΩD ≤ ΩC for some C ≤ D ≤ A such
that ΩD · k′(t) = ΩC or equivalently D ∩ G = C. Furthermore, ΩD/k(t) is linearly
disjoint from k(t) if and only if ΩD ∩ k′(t) = k(t) or equivalently D ·G = A. Finally,
we note that fC is furthermore uniquely defined if and only if the subgroup D ≤ A,
satisfying D ∩G = C and DG = A, is unique up to conjugation in A.
For a polynomial f ∈ k[x], the monodromy group of the induced map f : P1 → P1
is the Galois group of f(x) − t ∈ k(t)[x]. Note that the assumption that f is
geometrically indecomposable is equivalent to the maximality of G1 := A1 ∩G in G,
and hence to G acting primitively.
Remark 2.2. A well known result of Fried and MacRae [10] asserts that an indecom-
posable polynomial in k[x] is indecomposable even over k. We shall therefore call
such a polynomial simply “indecomposable” without specifying the base field.
Specializations. Let F (t, x) ∈ k[t, x] be an irreducible polynomial of positive x-
degree6.
5In cases where the base field is understood from the context, we shall simply write Mon(f).
6Every F ∈ k(t)[x] as in the introduction may be replaced by such a polynomial by multiplying
by an element of k(t). Note that this operation changes RedF only by a finite set.
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Remark 2.3. It may happen that F factors as the product of r > 1 irreducible
Fi ∈ k[t, x], i = 1, . . . , r. However since k(t)/k(t) is Galois, the curves Fi(t, x) = 0,
i = 1, . . . , r are all isomorphic over k, and in particular are of the same genus.
We shall henceforth assume F is irreducible over k, and hence corresponds to a
geometrically irreducible covering f : X → P1 over k. We next recover a well known
criterion for the reducibility of the specialized polynomial F (t0, x) ∈ k[x]. Let
Ω be the splitting field of F over k(t), so that A = Gal(Ω/k(t)) is the arithmetic
monodromy group of f . A well known fact from algebraic number theory, see e.g.
[22, Lemma 2], asserts that for every t0 ∈ k which is neither a root nor a pole of
the discriminant δF ∈ k(t) of F , the splitting field Ωt0 of F (t0, x) is Galois, and
its Galois group is identified with a unique (up to conjugation) subgroup D ≤ A,
known as the decomposition group at t0. Moreover, Ω
D has a degree 1 place P
over t0. In particular, Ω
D ∩ k(t) = k(t). Thus letting C := D ∩ A, Remark 2.1
implies the existence of a covering fD : XD → P1 over k which is equivalent to
fC : X˜/C → P1. Moreover, the place P corresponds to a k-rational point P ∈ XD(k)
such that fD(P ) = t0. For t0 as above, D and Gal(Ωt0/k) are in fact isomorphic as
permutation groups, and hence F (t0, x) is reducible if and only if D is intransitive.
In total one has:
Proposition 2.4. Let F ∈ k(t)[x] be irreducible with Galois groups A and G over
k(t) and k(t), respectively. Suppose t0 ∈ k is neither a root nor a pole of δF (t), let
D = Dt0 be its decomposition group, and fD : XD → P1 the covering corresponding
to ΩD/k(t). Then:
(1) t0 has a k-rational preimage under fD, and DG = A;
(2) F (t0, x) ∈ k[x] is reducible if and only if D is intransitive.
Since F (t, x) is irreducible over k(t), the natural projection f : X → P1 to the
t-coordinate is a (geometrically irreducible) covering over k. For such a covering f ,
let Rf = Rf (k) be the set of t0 ∈ k whose fiber is reducible over k. Note that Rf
and RedF agree, up to the finite set of roots and poles of δF .
Proposition 2.4 implies that Rf is the union of
⋃
D fD(XD(k)) with a finite set,
where D ≤ A runs over maximal intransitive subgroups with DG = A. If XD(k) is
infinite and k is a finitely generated field, Faltings’ theorem implies that the genus
gXD is at most 1. Similarly if k is a number field with ring of integers Ok, and
fD(XD(k))∩Ok is infinite, then Siegel’s theorem implies that fD is a Siegel function,
that is, gXD = 0 and ∞ has at most two preimages under fD. We therefore have:
Corollary 2.5. Let f : X → P1 be a covering over a finitely generated field k with
arithmetic (resp. geometric) monodromy A (resp. G). Then Rf and
⋃
D fD(XD(k))
differ by a finite set, where D runs over maximal intransitive subgroups of A with
gXD ≤ 1 and DG = A.
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Similarly, if k is a number field and Ok is its ring of integers, then Rf ∩ Ok and⋃
D (fD(XD(k)) ∩Ok) differ by a finite set, where D runs over maximal intransitive
subgroups of A such that fD is a Siegel function.
Example 2.6. Let k := Q(e2pii/8), and F (t, x) := T4(x)−t ∈ k(t)[x]. We will show that
(1) RedF is the union of f1(Q)∪h(Q) with a finite set, where f1, h : P1 → P1 are given
(on affine charts) by x 7→ T2(x) and x 7→ −T4(x), respectively. Furthermore, (2) f1
is the the unique indecomposable subcover of the natural projection f : P1 → P1,
x 7→ T4(x) corresponding to F . Since h is of degree 2, it is Galois, and hence does
not factor throught h. As pointed out in Section 1, this shows that the analogous
result to Theorem 1.1 does not hold for polynomials with solvable monodromy.
To show (1) and (2), first note that the Galois closure of f is the covering f˜ :
X˜ → P1 by X˜ ∼= P1 which is defined over k by x 7→ (x + 1/x)4 and factors as
f˜ = f ◦ (x + 1/x). The arithmetic and geometric monodromy groups A and G of f
are the dihedral group D4 of degree 4, equipped with its standard degree 4 action.
Let s be the automorphism of X˜ given by x 7→ 1/x, so that f is equivalent to the
subcover fs : X˜/〈s〉 → P1. We next deduce (1) and (2) from:
Claim 2.7. h is equivalent to the covering fsr : X˜/〈sr〉 → P1.
By Corollary 2.5 it suffices to find the maximal intransitive subgroups D ≤ A for
which gXD ≤ 1 and DG = A. However, since X˜ is of genus 0 and G = A, the two
conditions are immediate. Up to conjugacy the maximal intransitive subgroups of
D4 are 〈sr〉, and 〈s, r2〉, showing (1). Claim (2) then follows since the only proper
subgroup of D4 which contains 〈sr〉 is 〈sr, r2〉.
It remains to prove Claim 2.7. Note that the composition fˆ := x2 ◦ f˜ is a Galois
covering with arithmetic monodromy group D8 containing A = D4 as a subgroup.
Since x2 ◦f = x2 ◦h, it follows that h is equivalent to f˜H : X˜/H → P1 for a subgroup
H ≤ A that is conjugate to H in D8. It therefore suffices to show that H is not
conjugate to 〈s〉 in A: note that such a conjugacy would imply the existence of a
linear µ ∈ C[x] such that T4(µ(x)) = −T4(x), contradicting the fact that t = 2 has
an unramified preimage under T4 ◦ µ and none under −T4, proving the claim.
For an example over Q, see [15, §2],[16, Chp. 13, Ex. 1]. To check that a covering
fD : X˜/D → P1 is defined over k we shall use:
Remark 2.8. Let f : X → P1 be a covering over k with arithmetic and geometric
monodromy groups A and G, and point stabilizers A1 and G1 = A1∩G, respectively.
Assume that A decomposes as A = G o B with a complement B ≤ A1. Then
every maximal intransitive subgroup C ≤ G normalized by B is contained in an
intransitive subgroup D := CB ≤ A satisfying DG = A and D ∩ G = C, showing
that fC : X˜/C → P1 is defined over k by Remark 2.1. Indeed, D is a subgroup since
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CB = BC, it is intransitive since the inequality CG1 6= G implies that
DA1 = CBA1 = CA1 6⊇ G.
Fiber products and pullbacks. Let f˜ : X˜ → Y be a Galois covering over k
with arithmetic monodromy group A. Let H,A1 ≤ A be subgroups and fA1 , fH the
corresponding coverings fA1 : X˜/A1 → Y and fH : X˜/H → Y , respectively. Setting
X := X˜/A1 and Z := X˜/H, we denote by X#Z the (normalization of the) fiber
product of fA1 and fH .
Remark 2.9. The irreducibility of the fiber product X#Z of fA1 and fH is equivalent
to the linear disjointness of the function fields k(X) and k(Z) over k(Y ), which in turn
is equivalent to the transitivity of H on A/A1, that is, HA1 = A. In this case, the
natural projection X#Z → Y is equivalent to the covering fH∩A1 : X˜/(H∩A1)→ Y .
Lemma 2.10. Let f : X → Y, h : Z → Y be coverings with reducible fiber product.
Then f = f0 ◦ f1 where f0 is a subcover of the Galois closure h˜ whose fiber product
with h is reducible.
Proof. Let g : Z → Y be a common Galois closure for f and h, let A be its
(arithmetic) monodromy group, and assume f ∼ g˜U , h ∼ g˜V , and h˜ ∼ g˜N for
U, V,N ≤ A with N = coreA(V )  A. Since the fiber product of f and h is re-
ducible, UV 6= A. Since N  A, UN is a group, and as U ≤ UN , f factors through
f0 := gUN : Z/(UN) → Y . Since UN ≤ UV < A, we have deg f0 > 1. Since
UN · V = UV < A, the fiber product of f0 and h is reducible. 
The pullback of f along h is the natural projection fh : W → Z from W := X#Z.
Remark 2.11. Assume that the pullback fh : W → Z is irreducible, let f˜h : W˜ → Z
be its Galois closure and Γ its arithmetic monodromy group. We note that there
is a natural embedding ϕ : Γ → A and a 1-to-1 correspondence between subcovers
W˜/U → Z of f˜h and coverings X˜/ϕ(U)→ X˜/ϕ(Γ), given by pulling back along the
natural projection h2 : Z → X˜/ϕ(Γ).
Indeed, since k(W ) is the compositum of k(X) and k(Z) by Remark 2.9, the
Galois closure ΩW of k(W )/k(Z) is the compositum of the Galois closure ΩX of
k(X)/k(Y ) with k(Z). Hence Galois theory implies that the monodromy group Γ of
fh is isomorphic to a transitive subgroup of A via the restriction ϕ : Gal(ΩW/k(Z))→
Gal(ΩX/k(Y )). In particular h factors as h1 ◦ h2, where h1 is the natural projection
X˜/ϕ(Γ) → Y . The above 1-to-1 correspondence is then the correspondence from
Galois theory between intermediate fields of ΩX/(k(X˜) ∩ k(Z)) and intermediate
fields of ΩW/k(Z).
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Primitive groups. We describe the structure theory of primitive groups, following
[2] and [18]. Assume U is primitive and denote by soc(U) the socle of U , that is,
the product of minimal normal subgroups of U . In the case where soc(U) is abelian,
also known as the affine case, one has
(A) soc(U) is the unique minimal normal subgroup of U , is isomorphic to an
elementary abelian subgroup soc(U) ∼= Fdp for some prime p, and the action
of U on Fdp by conjugation is irreducible.
Otherwise, soc(U) ∼= Lt, where L is a nonabelian simple group. Moreover, either:
(B) soc(U) ∼= Q×R, where Q and R are isomorphic, and are the only minimal
normal subgroups of U ; or
(C) soc(U) ∼= Lt is the unique minimal normal subgroup of U.
Also note that a normal subgroup of a primitive group is transitive, and hence
soc(U) · U1 = U , where U1 is a point stabilzer.
Normal subgroups of Lt are described using [2, (1.4)] as:
Lemma 2.12. Let L be a nonabelian simple group, I a finite set, and K a subgroup
of LI which surjects onto L under each projection pii : K → L to the i-th component
for all i ∈ I. Then K decomposes as (K ∩ LO1)× · · · × (K ∩ LOr) where O1, . . . , Or
is a partition of I, and K ∩ LOj ∼= L for all j = 1, . . . , r.
In case (C), U acts transitively by conjugation on the minimal normal subgroups
L1, . . . , Lr of L
t. Finally, we shall also use the following version of Goursat’s lemma
[26, Corollary 1.4]:
Lemma 2.13. Let G = A × B be a product of two finite groups, and assume the
center of each quotient of A is trivial. Then every normal subgroup N G is of the
form N = (N ∩ A)× (N ∩B).
Wreath products. We note that given two coverings f : X → P1, h : Y → X
over k, of degrees m,n and monodromy groups U, V with point stabilizers U1, V1,
respectively, it is well known that the monodromy group A of h ◦ f is naturally a
subgroup of the wreath product U oJ V := UJ o V , where the semidirect product
action of G ≤ SJ is given by permuting the J-copies of H; the action of A is the
the natural imprimitive degree m · n action of U oJ V ; A maps onto V under the
projection modulo UJ ; and the block stabilizer A0 := A ∩ (UJ o SJ\{0}) maps onto
U under the projection to the 0-th coordinate, for every 0 ∈ J . When considering
imprimitive actions we shall henceforth embed A into U o V in such a way.
Ramification. The ramification type of a covering f : X → P1 (over k) at a point
P ∈ P1 is defined to be the multiset of ramification indices {ef (Q/P ) | Q ∈ f−1(P )},
and the ramification type of f is the multiset of all ramification types over all branch
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points of f . The ramification type over a geometrically irreducible cover f over k is
simply defined as the ramification type of f ×k k.
Polynomials. A polynomial covering f : P1 → P1 is a covering which satisfies
f−1(∞) = {∞} in k. In particular on the affine line it is given by a polynomial.
The following theorem is the combination of [30] and [20, §1.2]:
Theorem 2.14. Let f : P1 → P1 be an indecomposable polynomial covering over k,
and f˜ : X˜ → P1 its Galois closure. For every indecomposable subcover h : Y → P1
of f˜ with genus gY ≤ 1 one of the following holds:
(1) h is equivalent to f .
(2) f is one of the nine families of polynomials whose ramification is given in
Table 1 with monodromy group G = A` or S`; and h is the degree `(`− 1)/2
covering X˜/G2 → P1 where G2 is the stabilizer of a set of cardinality 2. The
ramification of the corresponding subcovers h is listed in [36, Table 2]. These
do not correspond to Siegel functions.
(3) f corresponds to the natural point stabilizer of PΓL3(4) or PSL5(2). In each
case there is exactly one more subcover h of genus ≤ 1. 7
(4) f is of degree ≤ 20. The corresponding subcovers h with 10 ≤ deg h ≤ 20 are
also listed in [20, Theorem A.4.1].
Remark 2.15. Writing f = u ◦ v for polynomial covers u, v of degree m,n, respec-
tively, Abhyankar’s lemma implies that eu˜(Q/∞) = m for every Q ∈ u˜−1(∞). Since
ef (∞/∞) = mn, it follows that f is not a subcover of the Galois closure u˜ of
u. In particular, the kernel of the natural projection from Mon(f) ≤ Sn o Sm to
Mon(u) ≤ Sm is nontrivial.
Remark 2.16. The decompositions of a polynomial f ∈ k[x] into indecomposables
f1 ◦ . . . ◦ fr are described by Ritt’s theorems (see [38, 35]). In particular, these imply
that if each fi has nonsolvable geometric monodromy group, then this decomposition
is unique up to composition with linear polynomials over k. That is, for every
decomposition f = g1 ◦ · · · ◦ gs into indecomposables, one has s = r and gi =
µi ◦ fi ◦ µi−1 for linear polynomials µi, i = 1, . . . , r with µ0 = µr = id. Due to
subsequent work of Fried and MacRae ([10, Theorem 3.5]), the linear polynomials
may even be assumed to be over k.
Remark 2.17. In case (3) of Theorem 2.14, the arithmetic monodromy A of f over
some field identifies with G. In case (2), either A = G or (A,G) = (Sn, An).
7More precisely, h is of genus 0 and corresponds to the image of the point stabilizer under the
graph automorphism. Explicit equations for f and h are given in [3].
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Table 1. Ramification types of polynomial maps P1 → P1 of degree
` > 20 and monodromy group A` or S` for which the genus of the
2-set stabilizer is 0. Here a ∈ {1, . . . , ` − 1} is odd, (a, `) = 1, and in
each type ` satisfies the necessary congruence conditions to make all
exponents integral.
[`], [a, `− a], [1`−2, 2]
[`], [13, 2(`−3)/2], [1, 2(`−1)/2],
[
1`−2, 2
]
[`], [12, 2(`−2)/2] twice,
[
1`−2, 2
]
[`],
[
13, 2(`−3)/2
]
, [2(`−3)/2, 3]
[`],
[
12, 2(`−2)/2
]
, [1, 2(`−4)/2, 3]
[`],
[
1, 2(`−1)/2
]
, [12, 2(`−5)/2, 3]
[`],
[
13, 2(`−3)/2
]
, [1, 2(`−5)/2, 4]
[`],
[
12, 2(`−2)/2
]
, [12, 2(`−6)/2, 4]
[`],
[
1, 2(`−1)/2
]
, [13, 2(`−7)/2, 4]
The classification of monodromy groups. In the more general case of rational
functions or low genus coverings f : X → P1 we apply [20, 36, 37]:
Theorem 2.18. For a fixed nonnegative integer g. There exists a constant Ng such
that for every indecomposable covering f : X → P1 over k, of genus gX := g, degree
n ≥ Ng, and nonsolvable monodromy group G, one of the following holds:
(1) G ∈ {A`, S`} with the natural action of degree n = ` or with the action on 2-sets
of degree n = `(`−1)
2
. For the latter, the ramification of f is given in [36, Table 4.2].
(2) A2` ≤ G ≤ S` o C2 with the natural primitive action of degree n = `2. The
ramification of f is listed in [37, Table 3.1].
Remark 2.19. (a) Note that in case (1), the Galois closure f˜ admits at most two
minimal nonsolvable subcovers of genus ≤ g. In this case the stabilizer of a 2-set
acts intransitively in the natural action, which implies that the fiber product of the
above two subcovers is reducible, cf. Remark 2.9.
In comparison, in case (2) there is only one indecomposable subcover of genus ≤ g,
but there may be three minimal nonsolvable subcovers of genus ≤ g.
(b) Crossing the above list with [31, Theorem 3.3], we see that in the above
cases the corresponding covering f is not a Siegel function if G ∈ {A`, S`} and
n = `(`−1)/2. Thus, given a large degree nonsolvable indecomposable Siegel function
f , every other nonsolvable Siegel function in its Galois closure factors through f .
(c) We note that this classification is expected to extend, in a subsequent work, to
coverings over arbitrary fields of characteristic 0, with similar resulting monodromy.
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The following lemma follows from the monodromy classification:
Lemma 2.20. Suppose f : X → P1
k
is an indecomposable covering with nonaffine
monodromy group G. If gX ≤ 1, then G has a unique minimal normal subgroup
soc(G) and G/ soc(G) is solvable.
Proof. Since G is assumed to be nonaffine, it is either of type (B) or (C). By [40],
Type (B) does not occur with genus ≤ 1, so that we may assume G has a unique
minimal normal subgroup. Thus by [21, Theorem C1] and [1], the only case in which
G/ soc(G) may be nonsolvable is the product type, that is, when G is isomorphic to
a power Lt of a nonabelian simple group L and the point stabilizer of G intersects
each copy of L nontrivially, also known as case (C3) following [21]. By [19, Theo-
rem 7.1], a product type case with nonsolvable G/ soc(G) and genus ≤ 1 has to fulfill
G/ soc(G) ∼= A5 acting as a genus 0 group in the natural action, or G/ soc(G) ∼= S5
with ramification type [260], [430], [524], and G′ ≤ S` oS5 with ` ≤ 10. The first case is
already ruled out by [19, Theorem 8.6], whereas a computer check shows the second
case does not occur either with genus g ≤ 1. 
Using the above classification of primitive (geometric) monodromy groups, Monderer–
Neftin [27, 29] recently obtain a classification of all low genus actions of the key cases
An and Sn as follows:
Lemma 2.21. Let g ≥ 0, then there exists Ng > 0 such that for every n > Ng, every
covering f : X → P1
k
with monodromy group G ∈ {An, Sn} corresponds the action of
G on cosets of one of the following subgroups H:
a) H ∈ {An−1, Sn−1},
b) An−2 < H≤ Sn−2 × S2.
If moreover f is a polynomial covering and g ≤ 1, then one may take Ng = 20.
As a consequence, we enumerate arithmetically indecomposable low-genus subcov-
ers of a geometrically indecomposable cover in these cases.
Lemma 2.22. Suppose f˜ is the Galois closure of a nonsolvable, geometrically inde-
composable covering f : X → P1k such that one of the following holds:
a) f is a polynomial covering of degree n > 20,
b) f is a covering with almost-simple monodromy and of degree > N for some
absolute constant N .
Suppose h is a nonsolvable subcover of f˜ of genus ≤ 1 which is indecomposable over
k. Then h is geometrically indecomposable. Moreover, h ×k k is uniquely defined
over k.
Proof. Let A (resp., G) denote the arithmetic (resp., geometric) monodromy group
of f , and let D ≤ A be the maximal subgroup of A corresponding to the subcover h.
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To show the first assertion, it suffices to show that D ∩G is an intransitive maximal
subgroup of G. For unique definedness, it then suffices to verify the conditions of
Remark 2.8.
Since both assertions of the lemma are trivial in the case G = A, we assume G < A.
Let C < G be a subgroup containing D ∩G, maximal such that the action of G on
cosets of C is nonsolvable. In case a), Theorem 2.14 then readily implies that A = Sn,
G = An, and C is either conjugate to a point stabilizer G1 = Sym{2, . . . , n} ∩G or
to the stabilizer of a 2-set G2 = (Sym{1, 2} × Sym{3, . . . , n}) ∩ G. In case b), note
that since A is almost simple, A/G is solvable. The nonsolvability of h implies the
nonsolvability (and thus, faithfulness) of the action of G on cosets of D ∩ G. Since
this yields a primitive genus-≤ 1 action, it follows from Theorem 2.18 that A = Sn,
G = An for large n, and C is conjugate to G1 or G2 as in case a). In both cases, we
may therefore apply Lemma 2.21 to obtain D ∩G ∈ {G1, G2}. In particular, D ∩G
is maximal in G, whence f is indecomposable over k.
Furthermore, the conditions of Remark 2.8 hold with the decomposition A =
G o 〈(3, 4)〉, for both possibilities for C. Since furthermore D := 〈(3, 4)〉 · C = A1
or A2 are the only subgroups satisfying DG = A and D ∩ G = C, the covering h is
uniquely defined over k by Remark 2.1. 
Remark 2.23. (1) Lemma 2.22 does not require the full force of Lemma 2.21. Indeed,
[8, Theorem 5.2A and B] classify all subgroups of An and Sn of index <
(
n
n/2
)
.
If M is a maximal subgroup of Sn with this property, then it turns out that (with a
few low degree exceptions) M ∩An < An is also maximal. But then our assumptions
together with monodromy classification yield that M ∩ An must be the stabilizer of
a point or a 2-set. To prove Lemma 2.22, it therefore suffices to show that An does
not have any g ≤ 1 action of degree ≥
(
n
n/2
)
.
(2) The proof of Lemma 2.22, together with the classifications of Theorems 2.14 and
2.18 in fact yields the following: If f is polynomial of degree n ≥ 20 or of large
degree n with monodromy group An or Sn, then any subcover h as in Lemma 2.22
has reducible fiber product with f .
3. Preliminary results on permutation groups
3.1. Normal subgroups. The following is a consequence of [2, (1.6),(2)-(3)]:
Lemma 3.1. Let G ≤ U oJ V be a subgroup whose natural projection to V is onto,
whose block stabilizer projects onto U , and assume V acts transitively on J . Assume
U is primitive of type (C) with soc(U) ∼= LI , and K := G ∩ UJ is nontrivial. Then
soc(K) = K ∩ soc(U)J ∼= (K ∩ LO1)× · · · × (K ∩ LOr),
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where K ∩LOj ∼= L for all j ∈ J , and O1, . . . , Or is a G-invariant partition of I ×J .
Proof. First note that since G is a subgroup of U oJ V , it has a natural action on
I × J , namely, the imprimitive action it inherits by being a subgroup of SI oSJ , since
U ≤ SI via the conjugation action on the copies of L. To apply [2, (1.6)] (with
M = G and D = soc(K)) it suffices to show 1) that the projection of soc(K) on
the j-th coordinate is a power of L for every j ∈ J , and hence soc(K) ∼= Lt for
some t ≥ 1 by Lemma 2.12, and 2) that G acts transitively on I × J , and hence the
projection of soc(K) onto each of the I × J coordinates contains L.
To show 1), first note that since G acts transitively on J and this action is equiv-
alent to the conjugation action on the U -components of K ≤ UJ , the images of the
projections to U are all isomorphic. Moreover, since by assumption the projection
of the j-th block stabilizer G0 onto the j-th copy of U is onto, and since K  G0,
the projection of K to the j-th coordinate is a normal subgroup of U . Since U has
a unique minimal normal subgroup by assumption, these images are either trivial or
contain soc(U). Thus 1) follows from K 6= 1.
To show 2), note that since soc(U) is a normal subgroup of the primitive group
U , it acts transitively on I, e.g. [8, Theorem 1.6A]. Since V acts transitively on J , G
acts transitively on the blocks J , and as K projects onto soc(U), it acts transitively
on each I × {j}, j ∈ J , proving the transitivity of G. 
In particular, one has:
Corollary 3.2. In the setting of Lemma 3.1, soc(K) is a minimal normal subgroup
of G.
Proof. As in Lemma 2.12, decompose soc(K) as
∏r
i=1 soc(K)∩LOi where O1, . . . , Or
is a partition of I × J , and soc(K) ∩ LOi ∼= L. Since N is normal in K, Lemma
2.12 yields that N ∩ soc(K) decomposes as ∏i∈RN ∩ LOi , where R is a subset of
{1, . . . , r}. Since G acts transitively on I×J (proof of Lemma 3.1), the normality of
N in G implies that R = {1, . . . , r} or ∅, and hence N ∩soc(K) = soc(K) or {1}. 
Finally, the following lemma relates normal subgroups of an imprimitive G to other
partitions of its action.
Lemma 3.3. Let G ≤ U o V be transitive, where U is primitive of type (C), and
G surjects onto V . Let G1 ≤ G be a point stabilizer, and G1 ≤ G0 ≤ G a block
stabilizer. Assume that K :=
⋂
g∈GG
g
0 6= 1.
Then every minimal normal subgroup N of G which is disjoint from K gives rise
to a proper subgroup G1N of G0N , with neither of G1N and G0 containing the other.
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G0N ≤ G G1N
G0 G1
Proof. To show G1N 6= G0N , it suffices to show that N ′ := N ∩G0 acts trivially on
the cosets of G1 in G0, since then (N ∩G0)G1= N ′G1 6= G0, and hence G0 6≤ G1N .
Let K0 := soc(K), and let M be the kernel of K0 ×N ′ in the action on cosets of
G1 in G0, so that (K0 × N ′)/M embeds into U as a (transitive) normal subgroup.
It remains to show that M contains N ′. However, since U is nonaffine and K0 is
nontrivial, soc(U) and hence also soc(K0), are nontrivial powers of a nonabelian
simple group. By Lemma 2.13, every normal subgroup M of K0 × N ′ decomposes
as M = (M ∩K0) × (M ∩ N ′). In particular, the image K0/(K0 ∩M) × N ′/(N ′ ∩
M) is a normal subgroup of U . Since K0 6= 1 it acts nontrivially on G0/G1, and
hence K0/(M ∩ K0) is nontrivial. As U is of type (C) and K0  G, this shows
that K0/(M ∩K0) contains soc(U). Moreover, since U is of type (C), this forces
N ′/(N ′ ∩M) = 1, as desired.
It remains to note that G1N is not contained in G0, since by assumption
1 = N ∩K = ∩g∈G(N ∩G0)g
while K 6= 1, giving N 6⊆ G0. 
Note that the conclusion of Lemma 3.3 yields a refinement G > G0N > G1N > G1
of the inclusion G > G1 which is essentially different from G > G0 > G1 (due to
neither of G1N and G0 containing the other).
In particular, if G is assumed to be the monodromy group of a polynomial map
f : P1 → P1, then the conclusion yields two essentially different decompositions of f
into indecomposable polynomials. Together with Remark 2.16, this gives:
Corollary 3.4. Let k be a field of characteristic 0, and fi ∈ k[x], i = 1, . . . , r be
indecomposable polynomials with nonsolvable monodromy. Let A be the arithmetic
monodromy group of f = f1 ◦ · · · ◦ fr, and K the kernel of the natural projection
A→ Mon(f1 ◦ · · · ◦ fr−1). Then soc(A) = soc(K).
As an application of the above we also get the following lemma. First, for a sub-
group H0 ≤ G, we shall say that the action of G on G/H0 is solvable if G/coreG(H1)
is a solvable group. For a subgroup H ≤ G, there exists a unique minimal subgroup
H ≤ Hsol ≤ G such that G/Hsol is solvable. Indeed, this follows since the solvability
of the action on G/H1 and G/H2 implies that of G/(H1 ∩H2).
Lemma 3.5. Let V be a solvable permutation group on J , let U be a primitive
permutation group all of whose nontrivial quotients are solvable, and let G ≤ U oJ V
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be a transitive subgroup which surjects onto V and whose block stabilizer surjects
onto U . Let G1 be a point stabilizer, and assume that the action of G on G/H is
solvable for every H ) G1. Then every nontrivial quotient of G is solvable.
Proof. We note that the minimal G1 ≤ H ≤ G for which G/H is solvable, is the
block stabilizer H = G0 of the block 0 ∈ J (to which the point belongs to). Indeed,
since G/G0 is solvable, and G0 ⊇ G1, we have G1 < H ≤ G0. Since G1 is maximal
in G0 by assumption and G/G1 is nonsolvable, this gives H = G0, as claimed.
Assume M G is a nontrivial normal subgroup with G/M nonsolvable, and con-
sider the subgroup G1M . To apply Lemma 3.3, we claim that M ∩K = 1. Assuming
the claim we get that G1M does not contain G0. On the other hand, the action of
G on G/(G1M) is solvable by assumption, contradicting the fact that G0 is minimal
for which G/G0 is solvable. Thus there is no such M , as desired.
To prove the claim, let I = G0/G1 be a given block and ψ : G0 → SI denote the
action of G0 on this block, so that its image is the nonsolvable group U . Since G/K
is solvable and U has a unique minimal normal subgroup, ψ(K) contains soc(U).
Since G is transitive, we may replace I by any other block, and deduce that the
projection of K onto each of the blocks contains soc(U). We may therefore apply
Lemma 3.1 to deduce that soc(K) = K ∩ soc(U)d, and that K/ soc(K) injects into
Ud/ soc(U)d. Since U has no nontrivial nonsolvable quotient, U/ soc(U) is solvable
and hence Ud/ soc(U)d and K/ soc(K) are solvable. Since M ∩ K is normal in G,
Corollary 3.2 implies that either M ∩ K = 1 or M ⊇ soc(K). The latter case
contradicts the assumption that G/M is nonsolvable, proving the claim.

3.2. Transitive subgroups. In view of the connection between reducible special-
izations and intransitivity, see Section 2, we give the following transitivity criteria:
Lemma 3.6. Let G ≤ Sn be transitive with point stabilizer H, let U < G, and let
H =: H0 < H1 < · · · < Hr = G and U =: U0 < U1 < · · · < Us = G be two chains of
maximal subgroups (with r, s ≥ 1). Assume that for each i ∈ {1, . . . , r}, the action
of Hi on cosets of Hi−1 is nonsolvable, whereas for each i ∈ {1, . . . , s} the action of
Ui on cosets of Ui−1 is solvable. Then U is transitive on G/H.
Proof. Here, even G/
⋂
g∈G U
g is solvable, so by replacing U by
⋂
g∈G U
g, we may
assume without loss that U is normal in G. The case r = 1 is obvious, since any
nontrivial normal subgroup of a primitive group is transitive. So assume r ≥ 2. Let
K =
⋂
g∈GH
g
1 be the normal core of H1 in G.
Since G/(UK) is solvable, it follows inductively that UK, and therefore U , is
transitive in the action on cosets of H1. We claim that U ∩ H1 is transitive in its
action on the block H1/H. Since U is transitive on the set of blocks and on each
block, this gives the transitivity of U on G/H.
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Let ψ : H1 → Sym(H1/H) be the action on the block H1/H. By assumption,
Γ := ψ(H1) is a primitive nonsolvable permutation group. Now ψ(U∩H1) is a normal
subgroup of Γ, and therefore either trivial or transitive. In the latter case it follows
that U is transitive in the action on cosets of H. Assume therefore without loss
ψ(U ∩H1) = {1}. But Γ/ψ(U ∩H1) is a quotient of the solvable group H1/(U ∩H1),
and thus solvable, implying that Γ is solvable, a contradiction. 
As a consequence concerning decompositions of coverings, we have:
Corollary 3.7. Let f : X → P1 be a covering over a field k of characteristic 0,
written as f = f1 ◦ . . . ◦ fr where all fi are indecomposable with nonsolvable (arith-
metic) monodromy. Assume that there exists a decomposition f = g ◦ h, with covers
h : X → Y and g : Y → P1, such that g has solvable monodromy. Then deg(g) = 1.
Proof. Let A be the monodromy group of f , and let A > H1 > . . . > Hr be the
chain of maximal subgroups induced by the decomposition f = f1 ◦ . . . ◦ fr. Assume
that f = g ◦ h, where g has solvable monodromy group and deg g > 1. Then there
is a proper subgroup U containing Hr, such that the action of A on A/U induces
a solvable group. Consider the smallest normal subgroup A0 of A with solvable
quotient. By Lemma 3.6, A0 is transitive on A/Hr, so A0Hr = A. On the other
hand, we have Hr ⊆ U as well as A0 ⊆ U , yielding A0Hr ⊆ U , a contradiction. 
Finally we state the analogous result when Hi/Hi+1 is more generally affine:
Lemma 3.8. Let G ≤ Sn be transitive with point stabilizer H, let U < G, and let
H =: H0 < H1 < · · · < Hr = G and U =: U0 < U1 < · · · < Us = G be two chains of
maximal subgroups (with r, s ≥ 1). Assume that each of the following holds:
i) For each i ∈ {1, . . . , r} the permutation group induced by the action of Hi
on cosets of Hi−1 is nonsolvable without a nontrivial nonsolvable quotient,
whereas for each i ∈ {1, . . . , s} the action of Ui on cosets of Ui−1 is affine.
ii) The block kernels
⋂
g∈GH
g
i , i = 0, . . . , r − 1, are pairwise distinct.8
Then U is transitive in the action on cosets of H.
Remark 3.9. The proof relies on the following observation. In the setup of Lemma 3.8,
for every N /G, we claim that the group U ∩N must contain all nonabelian compo-
sition factors of N .
First note that U contains every nonabelian composition factor of G, including
multiplicities. Indeed, this follows inductively since in every primitive affine action,
8We suspect that this technical assumption is in fact not necessary for the assertion to hold. It
however occurs naturally in many cases of interest. E.g., if the chain H0 < H1 < . . . < Hr = G
arises as the chain of point stabilizers in Mon(f1 ◦ · · · ◦ fi), i = 1, . . . , r for polynomial maps fi,
then due to ramification at infinity, it is automatic that ∩g∈GHgi can never be contained in Hi−1.
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a point stabilizer has an elementary abelian complement and hence contains every
nonabelian composition factor of that group.
Applying this to the quotient G/N (resp. G) shows that its nonabelian composition
factors are the same as those of U/(N ∩U) (resp. U). Since the composition factors
of U are those of N ∩ U combined with those of U/(N ∩ U) ∼= UN/N ≤ G/N , this
implies that the nonabelian composition factors of N ∩ U and those of N are the
same, as desired.
Proof of Lemma 3.8. Set K :=
⋂
g∈GH
g
1 and note that K 6= 1. We prove the claim
by induction on r. The base case being r = 1. In this case, Remark 3.9 implies
that U contains all nonabelian composition factors of G. Since by assumption G is
primitive of type (C), U contains soc(G). Since the quotient by soc(G) is assumed
to be solvable, this action is transitive by Lemma 3.6, giving the induction base.
It follows by induction that the block action of UK/K on U/U
⋂
H1 is transitive.
It therefore remains to show that U ∩H1 is transitive in its action on a given block
H1/H0. Since soc(K) /G, Remark 3.9 shows that U must contain every non-abelian
composition factor of soc(K). Let Γ denote the image of the action ψ : H1 →
Sym(H1/H0). Since K 6= 1, as in Lemma 3.1 the projection ψ(soc(K)) to any
block is a nontrivial normal subgroup of Γ. Since by assumption Γ has no proper
nonsolvable quotients, the quotient by ψ(soc(K)) is solvable. Thus, by Lemma 3.6,
ψ(soc(K)) and hence U ∩H1 is transitive on H1/H0 as desired.

We obtain an immediate application to the polynomial case:
Corollary 3.10. Let k be a field of characteristic 0, A be the arithmetic monodromy
group of a polynomial f = f1 ◦ · · · ◦ fr ∈ k[X], such that all Mon(fi) are nonsolvable.
Let U =: U0 < U1 < · · · < Us = A be a chain of maximal subgroups such that for
each i ∈ {1, . . . , s}, the action of Ui on cosets of Ui−1 is affine. Then U is transitive
on the roots of f(X)− t.
This follows directly from Lemma 3.8, noting that the the action of Mon(f) is
equivalent to its action on the roots of f(x) − t, and that Assumption (ii) of the
lemma holds since for polynomials the block kernel is nontrivial, see Remark 2.15.
4. Main theorem
The following theorem, the main result of this paper, establishes a machinery
to compare the composition factors of low genus subcovers in the Galois closure
of a covering f , with the composition factors of f itself. In this section, we fix a
base field k of characteristic 0. All occurring covers are to be understood as covers
over k. Consequently, the term “monodromy group” always refers to the arithmetic
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monodromy group. As before, denote by f˜ : X˜ → P1 the Galois closure of a covering
f : X → P1 over k.
Theorem 4.1. Suppose f : X → P1k is a covering with decomposition f = f1◦· · ·◦fr
for indecomposable coverings fi : Xi → Xi−1, i = 1, . . . , r whose monodromy groups
Γi have a unique minimal normal subgroup, the quotient by which is solvable. Suppose
h : Y → P1 is a minimal subcover of f˜ with nonsolvable monodromy group Γ, and
that the proper quotients of Γ are all solvable. Then:
(1) there exists a subcover f ′ of f that has the same Galois closure as h. More-
over, f ′ = f ′1 ◦ f ′2 with Mon(f ′1) solvable and f ′2 indecomposable;
(2) if moreover Γ1, . . . ,Γr are nonsolvable, then f
′ = f ′2 is indecomposable.
Addendum to Theorem 4.1. Under the above assumption that Γ1, . . . ,Γr are
nonsolvable, we will moreover show:
(a) If i ∈ {1, . . . , r} is minimal such that h is a subcover of the Galois closure of
f1 ◦ · · · ◦ fi, then Mon(f1 ◦ · · · ◦ fi) embeds into the direct product Mon(f1 ◦
· · · ◦ fi−1)×Mon(fi).
(b) Conversely, given i ∈ {1, . . . , r}, let g˜i denote the Galois closure of f1◦· · ·◦fi.
Then all minimal subcovers h with nonsolvable monodromy group whose
proper quotients are solvable, such that h is a subcover of g˜i but not of g˜i−1,
have the same Galois closure with monodromy group isomorphic to Mon(fi).
(c) With i and h as above, the cover fi is equivalent to the pullback of a subcover
of h˜ along f1 ◦ · · · ◦ fi−1.
Remark 4.2. (1) We note that the theorem does not assume genus 0, nor the
reducibility of the fiber product of f and h (the intransitivity of the subgroup
fixing Y ). Its proof is of group theoretic nature.
(2) Every minimal nonsolvable subcover h of f˜ , can be written as h = h1 ◦ h2
with Mon(h1) solvable, and Mon(h2) primitive nonsolvable. The assumption
on Mon(h) to have no proper nonsolvable quotients is guaranteed once the
proper quotients of Mon(h2) are solvable, by Lemma 3.5.
If h2 is additionally assumed to be geometrically indecomposable and of
sufficiently large degree, then Theorem 2.18 yields that, indeed, Mon(h2) has
no proper nonsolvable quotients.
(3) The assumptions on Γi, i = 1, . . . , r imply that it is primitive of type (A) or
(C). The further assumption that Γi is nonsolvable forces it to be of type (C).
Example 4.3. This example demonstrates that the assumption on the proper quo-
tients of Mon(h) to be solvable is unavoidable. Let G := Sn o Sm for m,n ≥ 5. Let
f1 and f2 be coverings with monodromy groups Sn and Sm resp., whose composi-
tion f = f1 ◦ f2 has monodromy group G with the natural imprimitive action. Let
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h : X˜/H → P1 be the subcover of f˜ : X˜ → P1 corresponding to the point stabilizer
H in the natural primitive action of G. Then h is a minimal nonsolvable subcover
of f˜ , and there is no subcover f ′ of f with the same Galois closure as h such that
f ′ = f ′1 ◦ f ′2 where f ′1 has solvable monodromy and f ′2 is indecomposable.
Indeed, the point stabilizer H = Sn−1 o Sm−1 has trivial core in G, and hence
the Galois closure of h is all of f˜ . The point stabilizer in the imprimitive action is
G1 = (Sn−1×Sm−1n )oSm−1, and the only intermediate subgroup between G1 and G
is the block kernel Smn o Sm−1 whose core is nontrivial. Thus every proper subcover
of f does not have Galois closure f˜ while f itself has no decomposition f ′1 ◦ f ′2 with
f ′1 solvable and f
′
2 indecomposable.
Proof of Theorem 4.1. Step I: Setting up the proof. For r = 1 the assertion holds
trivially with f˜1 = f and f˜2 = id, since by assumption the proper quotients of
Mon(f1) are solvable. Assume inductively that the assertion holds for r − 1.
Set g := f1 ◦ · · · ◦ fr−1, so that f = g ◦ fr, set m := deg g, and let g˜ : X˜r−1 → P1
denote the Galois closure of g. Let A be the (arithmetic) monodromy group of f , and
K the kernel of the natural projection A→ Mon(g). In particular, A is a subgroup of
Γr oMon(g), and K is a subgroup of Γmr whose projection to each of the m components
is the same and is either trivial or contains Q := soc(Γr), by Lemma 3.1.
In the first case, K = 1 and hence g˜ can be identified with f˜ , in which case the
claim follows by replacing f by g and applying induction. Henceforth assume that
the projection of K to any of its components contains Q.
Finally, identify h with the subcover X˜/D → P1 corresponding to a subgroup
D ≤ A. Let Γ := Mon(h), and ϕ : A → Γ the restriction map. Note that by
assumption Γ has no nontrivial nonsolvable quotients. In particular, Γ/ϕ(K) is
solvable, as long as K is not fully contained in kerϕ. As a summary consider the
following diagram, where /K mean the quotient by K map.
X˜
/ kerϕ
!!
/A1

/K
{{
X˜r−1
g˜

##
X
fr

f

Y˜

h˜
qq
Xr−1
g

Y
h
}}
P1
Step II: Reduction to the case K ∩ kerϕ = 1, and hence Γ/ϕ(K) solvable. Since
K ∩ kerϕ is a normal subgroup of A, Corollary 3.2 shows that either kerϕ ≥ soc(K)
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or kerϕ∩ soc(K) = 1 and hence kerϕ∩K = 1. Note that we can apply the corollary
since Q is contained in the projection of K onto each of the m components.
Assume first that kerϕ ≥ soc(K). In this case, we claim that g˜ factors through
h, and hence we deduce the assertion from the induction hypothesis. The claim
is equivalent to K ≤ D. Assume otherwise that D is a proper subgroup of DK.
As coreA(D) = kerϕ, this implies kerϕ is a proper subgroup of kerϕ · K, and
hence the natural projection Y˜ /ϕ(K) → P1 is a nontrivial subcover of h˜. Since
Γ = Mon(h˜)= ϕ(A) has no nontrivial nonsolvable quotients, the monodromy group
Γ/ϕ(K) of the covering Y˜ /ϕ(K)→ P1 is solvable.
On the other hand, soc(K) = K∩soc(Γr)m. Since by assumption Γr/ soc(Γ) is solv-
able, this implies that K/ soc(K) is solvable. Since kerϕ ≥ soc(K) and K/ soc(K)
is solvable, we get that ϕ(K) is solvable. The solvability of ϕ(K) and of Γ/ϕ(K)
contradicts the nonsolvability of Γ.
Henceforth assume kerϕ ∩K = 1, i.e., ϕ is injective on K. In particular, K and
kerϕ form their direct product in A. We note that since Γ has no nontrivial non-
solvable quotient, Γ/ϕ(K) is solvable, and furthermore ϕ(K) must be nonsolvable,
since Γ is. In particular, Γr = Mon(fr) is nonsolvable.
Step III: We construct a subcover f ′ of both h˜ and f whose Galois closure is h˜,
and find a decomposition f ′ = f ′1 ◦ f ′2 such that f ′1 has solvable monodromy, and f ′2
is indecomposable, giving (1).
Let A1 ≤ A be the point stabilizer in Mon(f), and A0 ≤ A the subgroup corre-
sponding to Xr−1. Let f ′ (resp., f ′1) be the natural projection X˜/(A1 kerϕ) → P1
(resp., X˜/(A0 kerϕ) → P1). Note that since Γ ∼= A/ kerϕ, f ′ is equivalent to the
natural projection Y˜ /ϕ(A1)→ P1, so that f ′ is a subcover both of h˜ and of f .
Note first that the monodromy of f ′1 is solvable: By step II, A/(K kerϕ) ∼= Γ/ϕ(K)
is solvable. Since ϕ(A0) ≥ ϕ(K) and ϕ(K)Γ, the Galois closure of f ′1 is a subcover
of Y˜ /ϕ(K)→ P1 and hence also has solvable monodromy.
We next claim that f ′2 is indecomposable. Recall that A0 has a primitive nonsolv-
able (although not faithful) permutation action on cosets of A1, namely the action
through the quotient Γr = Mon(fr) on A0/A1. Since A0 is primitive in this action,
the action of its image ϕ(A0) on ϕ(A0)/ϕ(A1) is either primitive or trivial. In the
latter case, A0 kerϕ = A1 kerϕ, contradicting Lemma 3.3 with N = kerϕ. This
proves the claim, and hence part (1).
Step IV: To deduce part (2), assume moreover that Γi, i = 1, . . . , r are nonsolvable
and conclude that f ′1 is an isomorphism, proving that f
′
2 can be chosen to be f
′.
Since f ′ is a subcover of f and f ′1 has solvable monodromy, Corollary 3.7 implies
that f ′1 is an isomorphism, showing the claim.
Step V: Deducing parts (a) and (c) of the addendum. Under the assumption that
Γi, i = 1, . . . , r are nonsolvable, we show the direct product decomposition. We may
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assume without loss that g˜ does not factor through h (otherwise, apply induction),
and hence by step II that kerϕ ∩K = 1.
Set K0 :=
⋂
g∈G0 G
g
1. From steps III and IV, we know that ϕ(A0) = Γ and
ϕ(K0) 6= Γ is a normal subgroup with nonsolvable quotient. By our assumptions,
this forces ϕ(K0) to be trivial, and hence Γ ∼= Mon(fr). So Mon(f) has two quotients
Mon(g) and Mon(fr), and the corresponding kernels K and ker(ϕ) are disjoint. This
implies that Mon(f) embeds into the direct product Mon(g)×Mon(fr), giving (a).
Moreover, since ϕ induces an isomorphism of abstract groups from Mon(fr) = A0/K0
to Γ, Remark 2.11 implies that the pullback of the natural projection Y˜ /ϕ(A1)→ P1
along g is equivalent to fr : X˜r/A1 → Xr−1 where X˜r is the Galois closure of fr.
Step VI: Deducing part (b) of the addendum. We may again restrict to the case
i = r by induction. For each minimal subcover h with nonsolvable monodromy
indecomposable, part (2) associates an indecomposable covering f ′, through which
by assumption f1 ◦ · · · ◦ fi, but not f1 ◦ · · · ◦ fi−1 factors. For convenience replace
f by f1 ◦ · · · ◦ fi; g by f1 ◦ · · · ◦ fi−1; and retain the above notation. By Step II,
the associated normal subgroup N = kerϕ fixing the Galois closure of f ′ satisfies
K ∩N = {1}. It now suffices to show that this N is independent of f ′ (and hence of
h).
Assume there were two such normal subgroups N1 and N2. Then
N1/(N1 ∩ (N2 soc(K))) ∼= N1N2 soc(K)/(N2 soc(K)) ≤ A/(N2 soc(K))
which is solvable. On the other hand, Lemma 2.13 gives
N1 ∩ (soc(K)×N2) = (N1 ∩ soc(K))× (N1 ∩N2) = N1 ∩N2.
Therefore, N1/(N1 ∩ N2) ∼= N1N2/N2 is a nontrivial solvable normal subgroup
of A/N2, contradicting our assumption on h which implies that A/N2 has no such
normal subgroup. This concludes the proof. 
5. Main conclusions
5.1. The polynomial case. Let k be a finitely generated field of characteristic 0
with algebraic closure k. The following is our most general result concerning the
geometric monodromy group in the case where f is a polynomial. In the following,
f˜ : X˜ → P1
k
denotes the Galois closure of f over k and fD : X˜/D → P1k the covering
corresponding to D ≤ G.
Theorem 5.1. Suppose f = f1 ◦ . . . ◦ fr ∈ k[x] for indecomposable polynomials fi,
i = 1, . . . , r with nonsolvable monodromy groups. Let D ≤ Monk(f) be an intransitive
subgroup whose corresponding covering fD : X˜/D → P1 is of genus ≤ 1. Then there
exists a subcover h of fD with the same Galois closure as f1.
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Proof. Step I: Basic setup, following Theorem 4.1. Let G = Monk(f). By [30],
all Monk(fi) are nonabelian almost simple. Thus, the assumptions of Theorem 4.1
are fullfilled. By Corollary 3.10, fD is not a composition of coverings with affine
monodromy. There must therefore be a minimal subcover h1 : Z1 → P1 of fD with
decomposition h1 = h0 ◦ h′ such that h0 : Z0 → P1 is a composition of covers with
affine monodromy and h′ : Z1 → Z0 is an indecomposable covering with nonaffine
(in particular, nonsolvable) monodromy. We will show that h1 has a subcover h with
the same Galois closure as f1 over k.
As in the proof of Theorem 4.1, let K be the kernel of the projection G→ Mon(f1◦
· · · ◦ fr−1) and ϕ the projection from G onto the monodromy group Γ of h. Note
that K 6= 1 by Remark 2.15, as f1, . . . , fr are polynomials.
Let f ′1 : X
′
i → Z0 be the natural projection from the fiber product of f1 and h1
to Z0. Inductively, define f
′
i+1 : X
′
i+1 → X ′i to be the pullback of fi+1 along the
natural projection X ′i → Xi. Since K 6= 1 and similarly ker(Mon(f1 ◦ · · · ◦ fi) →
Mon(f1 ◦ · · · ◦ fi−1)) 6= 1 for all i, we may apply Lemma 3.8 and deduce that each
X ′i is irreducible, and hence f
′
i is a covering. Also note that Z0 is of genus 0, since
otherwise h′ is a covering between genus 1 curves, hence with abelian monodromy
[42, Theorem 4.10(c)], contradicting the assumption that its monodromy is nonaffine.
Step II: Applying Theorem 4.1 to h′. Let f ′ := f ′1 ◦ . . . ◦ f ′r, let f˜ ′1 be its Galois
closure, and G′ = Mon(f ′). We check that f ′ and h′ have the necessary properties
to apply Theorem 4.1.
X ′r

f ′r
//
f ′
))· · · // X ′1

f ′1
// Z0
h0

Z1
h′oo
h1
Xr
fr
// · · · // X1
f1
// P1
Firstly, we note that the Galois closure of f ′ is the same as that of f . Indeed, letting
G1 (resp. U) be the Galois group of the natural projection X˜ → Xr (resp. X˜ → Z0),
it suffices to show that
⋂
u∈U(U ∩G1)u = {1}. But by Corollary 3.10, U is transitive,
so
⋂
u∈U(U ∩G1)u ⊆
⋂
u∈U G
u
1 =
⋂
g∈GG
g
1 = {1}, showing that G′ = U as claimed.
Next, we show that Mon(f ′i) is almost simple with primitive action, for all i. Let
K ′ be the block kernel in G′ under the projection to Mon(f ′1 ◦ · · · ◦ f ′r−1). As in
Remark 3.9, G′ contains all nonabelian composition factors of G, which in particular
forces K ′ to contain soc(G) = soc(K). In particular, the projection of K ′ to a single
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block, still contains soc(Mon(fr)), and is therefore still primitive.
9 Thus Mon(f ′r) is
almost simple with primitive action. Iteratively, the same holds for f ′i , for all i.
Finally, Lemma 2.20 verifies that the proper quotients of Γ′ := Mon(h′) are solv-
able. We may therefore apply Theorem 4.1 and deduce that h′ has the same Galois
closure as some indecomposable subcover of f ′.
Step III: Showing that h1 factors through a nonsolvable subcover of f˜1. First
note that soc(K ′) = soc(K) is still a unique minimal normal subgroup of soc(G′)
10. Indeed, we have already seen in step II that K ′ and hence soc(K ′) contain
soc(K). On the other hand, since soc(K) = soc(G) by Corollary 3.4, soc(K) has a
trivial centralizer in G, forcing soc(K ′) = soc(K). Furthermore, letting G0 denote
the Galois group of the covering X˜ → Xr−1, Corollary 3.10 again implies that the
(block) action of G′ on G/G0 ∼= G′/(G0∩G′) is transitive. Hence soc(K ′) is a minimal
normal subgroup of G′ by Corollary 3.2.
It follows that either kerϕ ⊇ soc(K ′) or kerϕ ∩ soc(K ′) = 1. In the latter case,
since soc(K ′) is the unique minimal normal subgroup of G′, it follows that ker(ϕ) = 1.
So Γ′ = G′ has a faithful primitive action of genus ≤ 1 without nontrivial nonsolvable
quotients by step II. If r > 1, this contradicts the fact that Mon(f ′1 ◦ · · · ◦ f ′r−1) is a
proper nonsolvable quotient of G′. In the case r = 1, this means that G is almost
simple and the assertion is immediate.
We may therefore assume that kerϕ ⊇ soc(K ′) and r > 1. Thus, ϕ(K ′) is a
solvable subgroup of Γ′. Since by step II, Γ′ has no normal solvable subgroups, it
follows that ϕ(K ′) = 1, that is, kerϕ ⊇ K ′. This shows that h′ is a subcover of the
Galois closure of f ′1 ◦ · · · ◦ f ′r−1. Iterating the above argument with 1 < i < r, we get
that h′ is a subcover of f˜ ′1. In particular, since Mon(f
′
1) is almost simple and h
′ has
nonsolvable monodromy, this shows Γ′ = Mon(f ′1).
As in Remark 2.11, Γ′ = Mon(f ′1) can therefore be identified with a subgroup
of Mon(f1). Furthermore, letting Γ
′
1 denote the point stabilizer in Γ
′ = Mon(h′),
the remark shows that h′, which is equivalent to the covering X˜ ′1/Γ1 → X˜ ′1/Γ′, is
a pullback of the natural projection X˜1/Γ
′
1 → X˜1/Γ′. Thus, its composition with
the natural projection X˜1/Γ
′ → X˜1/Γ is a subcover h : X˜1/Γ′1 → X˜1/Γ of h1 whose
Galois closure is f˜1, as desired. 
We can now deduce the following strong form of Theorem 1.1. Note that, unlike
Theorem 5.1, this result gives a conclusion about covers over k.
9The last implication follows directly from the classification of primitive monodromy groups
of polynomials, but can also be obtained using standard group-theoretical results: indeed, any
primitive group with a full cycle is known to be either of prime degree (in which case the socle is
trivially primitive) or 2-transitive; finally, the minimal normal subgroup of a non-affine 2-transitive
group is known to be simple and primitive due to Burnside.
10Since X ′r is not necessarily of genus 0, we cannot simply deduce this from Corollary 3.4.
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Corollary 5.2. Let f = f1◦· · ·◦fr be a decomposition of the polynomial f ∈ k[x] into
indecomposable polynomials. Assume that none of the fi has solvable monodromy,
and that deg(f1) > 20. Then Rf and Rf1 differ only by a finite set. More precisely,
one of the following holds:
(1) Rf = f1(k) ∪ S for a finite set S;
(2) There exists a (single) covering f ′1 : X → P1 over k with genus gX ≤ 1, such
that Rf and f1(k)∪f ′1(X(k)) differ by a finite set. Moreover, f1 is as in Table
1 or of monodromy group PΓL3(4) or PSL5(2), and f
′
1 is a subcover of the
Galois closure of f1.
If furthermore k is a number field with ring of integers Ok and Mon(f1) /∈ {PΓL3(4),
PSL5(2)},11 then Rf ∩Ok = (f1(k) ∩Ok) ∪ S ′ for a finite set S ′.
Proof. Let A and G denote the arithmetic and geometric monodromy group of f . By
Corollary 2.5 it suffices to determine the subcovers fD : X˜/D → P1k for D ≤ A such
that X˜/D is of genus ≤ 1, and D is maximal intransitive with D · G = A. Letting
C := D ∩ G for such D, Theorem 5.1 implies that fC has a subcover h over k with
the same Galois closure as f1.
Step I: From geometric to arithmetic. We claim that the cover fD (over k) also
has a subcover h′ with the same Galois closure as f1 (over k). We may then apply
Lemma 2.22 to reduce the problem to enumerating the subcovers fC over k of the
Galois closure of f1. Indeed, since deg f1 > 20, Remark 2.23(2) after the lemma
shows that the above minimally nonsolvable h′ have reducible fiber product with f1
(and a fortiori with f). Minimality in the definition of fD therefore yields fD =
h′. Moreover, the lemma implies that h′ as a covering over k is uniquely defined
over k. It follows that each minimal covering fD as above corresponds to a unique
indecomposable subcover fC over k of the Galois closure of f1, as desired.
To show the claim, consider the image of D under the projection pi from A onto
Monk(f1). We separate into two cases according to the solvability of the action of
Monk(f1) on cosets of pi(D). In the nonsolvable case, since the k-subcover (f1)pi(D) :
X˜1/pi(D) → P1k of f˜1 is also a subcover of fD by construction, we readily obtain
the claim. Otherwise, the action on Monk(f1)/pi(D) is solvable. By Theorem 2.14,
(f1)pi(G∩D) : X˜1/pi(G ∩ D) → P1k has a subcover fC with nonsolvable monodromy.
On the other hand, since deg f1 > 20, Remark 2.17 implies that either A = G or
(A,G) = (Sn, An). In both cases, pi(D) contains the socle of A due to the solvability
of the action of Monk(f1)/pi(D). Since pi(D ∩G) is normal in pi(D), either pi(D ∩G)
contains the socle as well, contradicting again the nonsolvability of Monk(fC); or
pi(D ∩G) = 1 contradicting the fact that fC is a cover of genus ≤ 1.
11Note that this extra assumption on Mon(f1) is unnecessary for, e.g., k = Q, since those two
groups do not occur as monodromy groups of polynomials with rational coefficients, see [30].
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Step II: Enumeration of covers over k. We claim that there are at most two equiv-
alence classes for h′ over k (both of which have reducible fiber product with f1).
The only possible nonsolvable monodromy groups for indecomposable f1 of degree
> 20, which are not alternating or symmetric, are PΓL3(4),M23 and PSL5(2). A
computer check shows that the only polynomial ramification type in M23 does not
have genus ≤ 1 in any other permutation action of M23, so in this case, (1) is fulfilled.
In the same way, for PΓL3(4) and PSL5(2), one verifies that the corresponding
polynomials have only one nontrivial action with genus ≤ 1, and its stabilizer U
acts intransitively, whence (2) is fulfilled. The ramification types of those f1 with
alternating or symmetric monodromy admitting more than one faithful action of
genus ≤ 1 are listed in Table 1. These admit one additional minimal nontrivial action
of genus ≤ 1, whose stabilizer U (the stablizer of a 2 element set) acts intransitively,
hence these fall into case (2).
For the final assertion, it suffices to note that the covers f ′1 in case (2) are not
Siegel functions by Theorem 2.14. 
Remark 5.3. 1) We note that as remarked in Section 2, the exceptional indecompos-
able polynomials f1 with alternating or symmetric monodromy of degree 10 ≤ n ≤ 20
and their corresponding genus ≤ 1 subcovers of f˜1 are listed in [20, Theorem A.4.1].
Adding this exceptional list to Theorem 1.1, as well as the list arising from [30],
would lower the degree assumption on f1 to merely deg f1 ≥ 10.
2) In the same way, the bound deg(f1) > 20 can be dropped in the statement
about integral specializations in Corollary 5.2, at the cost of a list of exceptional
indecomposable polynomials f1. This list is, however, fully explicit. Indeed, to
obtain an exception, Mon(f1) needs to act as the monodromy group of another
Siegel function f ′1 not equivalent to f1. Since this action may be assumed minimally
nonsolvable and Mon(f1) is almost simple, this means that either Mon(f1) must in-
duce a Siegel function in a second action permutation-equivalent to the one on the
roots of f1(X) − t; or some subgroup between Mon(f1) and its socle must induce
a Siegel function in a different primitive action. From the classification of primi-
tive monodromy groups of Siegel functions in [31] (in particular Theorems 4.8 and
4.9), one extracts easily (aided by a computer check) that the first scenario happens
only for Mon(f1) ∈ {PSL2(11), PSL3(2), PSL3(3), PSL4(2), PΓL3(4), PSL5(2)},
whereas the second one only happens for Mon(f1) ∈ {A5, S5, PSL3(2), PΓL2(9),
M11, PSL4(2)}. Out of those possibilities, only the polynomials with monodromy
group S5 and PΓL2(9) can be defined over Q, and for the latter group the Siegel
function f ′1 does not have two poles of the same order, and so is not a Siegel function
over Q (cf., e.g., [31, Section 4.4]). It follows for example that, for k = Q, one may
replace deg(f1) > 20 by deg(f1) > 5 for the statement about integral specializations.
Finally we apply Theorem 5.1 to prove Corollary 1.4:
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Proof of Corollary 1.4. It is well known that the reducibility of u(x)− v(y) ∈ C[x, y]
implies the reducibility of the fiber product of the coverings u : P1 → P1, v : P1 → P1.
By Lemma 2.10, we may replace v by a polynomial subcover v0 of the Galois closure u˜,
since its fiber product with u is still reducible. Theorem 5.1 then shows that there is
a polynomial subcover w of v0, with the same Galois closure as u1. Since deg u1 > 31
the possibilities for w are described in Theorem 2.14 cases (1)-(2). Moreover, in case
(2), w is never a polynomial. In case (1), w and u1 are equivalent, and hence u
factors through w as well, as desired. 
We note that Remark 5.3.(1) applies similarly to Corollary 1.4.
Remark 5.4. The combination of a recent work by Wang and Zieve ([44]) with the
classification of monodromy groups can be used to generalize Remark 2.16 (Ritt’s
theorem) to rational functions, showing that (over an algebraically closed field) the
decomposition of a rational function f = f1 ◦ · · · ◦ fr into (geometrically) indecom-
posable rational functions is unique as soon as all fi have nonsolvable monodromy
of sufficiently large degree, and f1 is not linearly related to a function of the form
xa(x − 1)b. By replacing Q by a finite extension k, we may assume the arithmetic
monodromy is the same as the geometric. Repeating the above argument in this case
then gives: Let f1, . . . , fr be geometrically indecomposable rational functions over Q,
with nonsolvable monodromy group of sufficiently large degree, and let f = f1◦· · ·◦fr.
Then either f1 is listed in [36, Table 4.2] or in [37, Table 3.1], or there exists some fi-
nite extension k/Q over which Rf is the union of Rf1 and a finite set.12 The complete
result follows from the (anticipated) classification of arithmetic monodromy groups.
5.2. Composition of coverings with almost simple monodromy. Finally the
following theorem strengthens Theorem 1.2:
Theorem 5.5. There exists an absolute constant N ∈ N satisfying the following. Let
f : X → P1k be a covering over a finitely generated field k of characteristic 0, with
decomposition f = f1◦· · ·◦fr such that each fi is of degree ≥ N , and is geometrically
indecomposable with nonabelian almost simple monodromy group. Then there exist
a finite extension k′/k, nonsolvable indecomposable coverings hi : Yi → P1k′ of genus
≤ 1, 1 ≤ i ≤ u, and h′j : Y ′j → P1k′ of genus 0, 1 ≤ j ≤ v, such that v ≤ u ≤ r and
(5.1) Rf (k
′) ⊆
u⋃
i=1
hi(k
′) ∪
v⋃
j=1
h′j(k
′) ∪ S
for some finite set S, with equality if all alternating or symmetric groups Mon(fi)
occur in the natural permutation action.
12For a rational function f(x) = p(x)q(x) , the term Rf means RedF with F (t, x) = p(x)− tq(x).
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More precisely, u is at most the number of i ∈ {1, . . . , r} such that Mon(fi) is
isomorphic to an alternating or symmetric group and Mon(f1 ◦ · · · ◦ fi) embeds into
Mon(f1 ◦ · · · ◦ fi−1) × Mon(fi); out of which v is the number of i’s for which the
ramification of hi is as in (1) of Theorem 2.18.
Proof. Set k′ := k ∩ Ω, where Ω is the Galois closure of k(X)/k(P1k), so that the
arithmetic and geometric monodromy groups A := Monk′(f) and G := Monk(f)
identify, cf. Remark 5.6. We shall henceforth replace k by k′ and assume A = G.
Let f˜ : X˜ → P1k be the Galois closure of f . To deduce the assertion from Corollary
2.5, it suffices to find (up to equivalence) all minimal k-subcovers h : Z → P1
of f˜ whose fiber product with f is reducible and for which Z is of genus ≤ 1. By
Lemma 3.6 we may and will restrict without loss of generality to minimal nonsolvable
subcovers h.
Step I: Choice of N . By Theorem 2.18 (the classification of monodromy groups),
there exists a constant N such that for every indecomposable covering hk : Z
′ → P1
k
with genus gZ′ ≤ 1 and nonsolvable monodromy Γ of order ≥ N , the group Γ is
nonsolvable without proper nonsolvable quotients. Furthermore by Remark 2.19,
for large N , there are at most two minimally nonsolvable (and, in fact, necessarily
indecomposable) subcovers of h˜k with genus ≤ 1, and at most one such subcover if
the ramification of hk does not appear in Theorem 2.18. Note that in case there are
two such subcovers and Γ is almost simple, Remark 2.19 implies that Γ is alternating
or symmetric (and in fact, from [36], both subcovers are then of genus 0).
Step II: Applying Theorem 4.1. Note that since all nonabelian composition
factors of A are of large degree, h = h1 ◦ h2 where h1 is a composition of rational
functions with solvable monodromy and h2 : Z → P1k is nonsolvable of large degree.
Since A = G, Theorem 2.18 implies that Monk(h2) and hence Γ do not have a proper
nonsolvable quotient. The assumptions of Theorem 4.1 are therefore fulfilled, and we
deduce that there exists an indecomposable k-subcover h′ with Galois closure h˜, and
almost simple monodromy isomorphic to Monk(fi) for some i. Also note that since
by Theorem 2.18, Γ is alternating or symmetric, and h is of genus ≤ 1 is minimal
nonsolvable, we in fact get that h itself is indecomposable.
Step III: We claim by induction on r that the number mf of (inequivalent)
minimal nonsolvable subcovers h : Z → P1k of f˜ with genus gZ ≤ 1 is at most uf +vf ,
with uf := u and vf := v as defined in the theorem. Write g := f1 ◦ · · · ◦ fr−1, and
assume inductively that mg ≤ ug + vg. By the addendum to Theorem 4.1, every
minimal nonsolvable subcover h of f˜ is either contained in the Galois closure of g,
or in the Galois closure of a uniquely determined indecomposable subcover h′ of f
with Mon(h′) ∼= Mon(fr).
Therefore, our choice of N implies:
(1) If h′ as above exists, then Monk(fr) ∼= Monk(h′) is isomorphic to an alternating
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or symmetric group. In particular, if Monk(fr) is nonalternating and nonsymmetric,
then uf = ug, vf = vg, and mf = mg, as desired;
(2) If Monk(fr) is alternating or symmetric, the Galois closure h˜
′ contains at most
two minimal subcovers h : Z → P1 with genus gZ ≤ 1 and nonsolvable monodromy,
and at most one such subcover if its ramification does not appear in Theorem 2.18.
If the latter holds, we have uf = ug + 1, vf = vg and mf = mg + 1, otherwise,
uf = ug + 1, vf = vg + 1, and mf = mg + 2, as desired.
To get equality rather than just inclusion in (5.1), it suffices to show that all
occuring covers hi and h
′
i in fact have reducible fiber product with f , see Remark
2.9. For each i ∈ {1, . . . , u}, denote by f ′i the subcover of f whose Galois closure
equals the one of hi, ensured by Theorem 4.1. It of course suffices a fortiori to show
that the fiber product of hi and (if exists) of h
′
i with f
′
i is reducible. The latter is in
general not true if Mon(f ′i) is alternating or symmetric in a “nonnatural” primitive
action. However, from Theorem 2.18, it is true as soon as that action is the natural
one, concluding the proof. 
Remark 5.6. (1) In Theorem 5.5, one shall in fact be able to take k′ to be k. Indeed,
the only place where the proof uses the assumption A = G is in order to verify that
the monodromy group A˜ := Monk(h2) in Step II has proper solvable quotients. A
work in progress of the authors, P. Mu¨ller and M. Zieve shows that for an indecom-
posable covering h2 : X → P1k of genus gX ≤ 1 and sufficiently large degree, the
proper quotients of A˜ are either all solvable, as needed; or the geometric monodromy
group G˜ / A˜ is solvable, which does not happen in our scenario. Note that the asser-
tions in Step I are already available by Lemma 2.20.
(2) Let k be a number field with ring of integers Ok. Note that by using Corollary
2.5 to describe Rf ∩ Ok, we furthermore get that the coverings h1, . . . , hs are Siegel
functions. Recall that Remark 2.19 asserts that the Galois closure of a geometrically
indecomposable cover h of large degree factors through at most one Siegel subcover
with nonsolvable monodromy. Hence, the same argument shows that Rf ∩ Ok and⋃s
i=1(hi(k) ∩ Ok) differ by a finite set, for s indecomposable Siegel subcovers of f˜ ,
where s ≤ u, with u as defined above.
(3) The assumption that Mon(fi) is almost simple in Theorem 5.5 can be relaxed
with some extra effort. The maximal number of coverings needed to describe Rf
should then be 3r (rather than 2r), due to the fact that, given a large degree in-
decomposable covering h : Z → P1 of genus gZ ≤ 1 and nonsolvable monodromy,
h˜ factors through at most three minimal subcovers of genus ≤ 1 and nonsolvable
monodromy (and the fiber product of any two of those is reducible), as pointed out
in Remark 2.19.
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