Abstract. We study the unstable spectrum close to the imaginary axis for the linearization of the nonlinear Klein-Gordon equation about a periodic traveling wave in a co-moving frame. We define dynamical Hamiltonian-Hopf instabilities as points in the stable spectrum that are accumulation points for unstable spectrum, and show how they can be determined from the knowledge of the discriminant of an associated Hill's equation. This result allows us to give simple criteria for the existence of dynamical Hamiltonian-Hopf instabilities in terms of instability indices previously shown to be useful in stability analysis of periodic traveling waves.
Introduction
The Klein-Gordon equation
where V : R → R is a C 2 potential, is one of the most ubiquitous models for nonlinear wave motion in one space dimension. Perhaps the earliest physical application of this equation is its use by Gordon and Klein [3, 6] , in the case where V is a linear function of u, as a model for the relativistic motion of charged particles with effective mass proportional to √ V . The case of V nonlinear had actually occurred earlier (and in different, characteristic coordinates) in the geometry of surfaces of constant negative curvature, see for example, [2] . The latter application corresponds to the special case of V (u) = − cos(u), in which (1) is known as the sine-Gordon equation. The sine-Gordon equation has seen physical applications ranging from the modeling of vibrations of DNA molecules through quantum field theory, and for a thorough overview we refer to the review paper of Barone et al., [1] .
This note is concerned with periodic traveling wave solutions of nonlinear Klein-Gordon equations and their linearized stability properties. Of particular interest to us here will be the behavior of the spectrum near, but not on, the imaginary axis in the complex plane.
1.1. Linear stability analysis of periodic traveling waves. Let c = ±1 be a constant velocity, and consider a traveling wave solution u(x, t) = f (x − ct) of the nonlinear Klein-Gordon equation (1) . The wave profile f satisfies the ordinary differential equation (2) (c 2 − 1)f (z) + V (f (z)) = 0.
Under suitable conditions on V (for example if V has at least one local extremum)
1
, there will exist traveling waves for which f (z) is a periodic function of z = x − ct with fundamental period T . We call such solutions periodic traveling waves.
It follows from (2) that V (p) (f (z)) is a periodic function for all p = 0, 1, 2, . . . (the fundamental period of which may be an integer fraction of T ). The linearized stability properties of the periodic traveling wave u = f (x − ct) are determined from the spectral problem
Indeed, every solution of (3) gives rise to a solution of the linearized Klein-Gordon equation of the form w(x − ct)e λt , for which λ ∈ C is the exponential growth rate. Equation (3) is a linear ordinary differential equation with periodic coefficients of period T . The (Floquet) spectrum of this problem is defined as the set σ ⊂ C of values of λ for which (3) has a nontrivial solution w : R → C that is a bounded function. Equivalently, λ ∈ σ if and only if there exists a nontrivial solution w(z) of Bloch form: w(z) = e iθz/T W (z), where θ ∈ R and W (z + T ) = W (z). The phase factor e iθ picked up by the Bloch solution as z increases through a period is called the Floquet multiplier of the solution and is denoted µ = µ(λ). More generally, for each λ ∈ C one may define two Floquet multipliers µ = µ(λ) as the eigenvalues of the (entire) monodromy matrix
where w j (z; λ), j = 1, 2 are the unique solutions of (3) satisfying the initial conditions
The spectrum σ may then equivalently be characterized as the set of λ ∈ C for which at least one Floquet multiplier has unit modulus, and hence may be written in the form µ(λ) = e iθ for some θ ∈ R. Because the Klein-Gordon equation (1) is a real Hamiltonian system, σ is symmetric with respect to reflection through the real and imaginary axes (see [5, Section 3.3 .1] for details). Symmetry with respect to the imaginary axis means that growth rates λ with positive real parts are always paired with growth rates with negative real parts. For this reason we say that if σ ⊂ iR then the periodic traveling wave u = f (x − ct) is said to be spectrally stable and otherwise is spectrally unstable. More generally, we call σ ∩ iR the stable spectrum and σ ∩ (C \ iR) the unstable spectrum. The spectrum σ is a closed set consisting of a union of smooth arcs.
The spectral problem (3) is not a standard eigenvalue problem as the spectral parameter λ enters both linearly and quadratically. Consider however the substitution suggested by Scott [8] : w(z) = e cλz/(c 2 −1) y(z), which transforms (3) into Hill's equation:
The natural spectral parameter is denoted ν ∈ C. We may consider the well-defined basis y j (z; ν), j = 1, 2 of solutions of (6) satisfying initial conditions of the form (5). In a completely analogous way, we may then define the (entire) monodromy matrix for Hill's equation as
having Hill Floquet multipliers µ H (ν) as its eigenvalues. The spectrum Σ H of Hill's equation is the set of ν ∈ C for which one of the multipliers µ H (ν) has unit modulus. Because det(M H (ν)) = 1 by Abel's Theorem, 1 In this paper, we have followed the setup and notation used in [5] . While we intend for the current paper to stand alone (and in particular the spectral features considered here are not addressed in [5] ), we refer the reader therein for a detailed account of periodic traveling waves for the nonlinear Klein-Gordon equation and many of their stability properties.
the Hill Floquet multipliers are completely determined by the trace of the Hill monodromy matrix alone, which is typically (see e.g. [7] ) called the Hill discriminant:
The spectrum Σ H thus corresponds to the condition that ∆
It is well-known [7] that Σ H is a closed subset of the real ν-axis (as the Floquet spectral problem for Hill's equation (6) is selfadjoint), that it is bounded above but unbounded below, and that it consists of a disjoint union of closed intervals, the endpoints of which constitute the simple periodic and antiperiodic spectrum for (6).
The Hill spectrum Σ H may be pulled back to the λ-plane via the relation ν = ν(λ) given in (6) , resulting in a set we denote σ H . A key point is that in general σ = σ H due to the fact that unless λ is purely imaginary the exponential factor in Scott's substitution is not bounded on R. In fact it is shown in [5] 
Dynamical Hamiltonian-Hopf instabilities.
This note is concerned with the analysis of σ near the imaginary axis in the λ-plane. In particular, we wish to characterize those λ ∈ iR near which there may be unstable spectrum. Consider the following definition.
Definition 1 (dynamical Hamiltonian-Hopf instabilities). Let λ be a nonzero imaginary number. The periodic traveling wave u = f (x − ct) is said to exhibit a dynamical Hamiltonian-Hopf instability at λ if for every neighborhood
Thus f has a dynamical Hamiltonian-Hopf instability at λ ∈ iR if there is unstable spectrum arbitrarily close to λ. Since σ is closed, it is neccessary that λ ∈ σ for f to exhibit a dynamical Hamiltonian-Hopf instability at λ ∈ iR. Moreover, since σ and σ H agree on the imaginary axis, and since σ H ∩ iR consists of a union of closed imaginary intervals, a point λ ∈ iR of dynamical Hamiltonian-Hopf instability simultaneously is contained in an imaginary interval of stable spectrum and is an accumulation point of non-imaginary unstable spectrum. This local structure of σ is therefore reminiscent of the paths taken by eigenvalues of a structurally unstable system undergoing a Hamiltonian-Hopf bifurcation, which explains the terminology. Note, however, that a system exhibiting a dynamical Hamiltonian-Hopf instability can be structurally stable.
Let C ⊂ R denote the discrete set of real critical points of the Hill discriminant ∆ H (ν), and consider the function F : R \ C → R defined in terms of the Hill discriminant by
While F (ν) is not defined for ν = ν 0 ∈ C, we may extend the definition to include the critical points as follows. If 4 − ∆ H (ν 0 ) 2 = 0, then F (ν) has a definite sign ± in the limit ν → ν 0 ∈ C and we set F (ν 0 ) = ±∞. On the other hand, the Hill discriminant ∆ H (·) has the property that all real roots of 4 − ∆ H (ν) 2 are either simple or double roots [7, Lemma 2.5] . Therefore, if ν 0 ∈ C and 4 − ∆ H (ν 0 ) 2 = 0, then by l'Hôpital's rule F (ν) has a finite limit as ν → ν 0 , and we may define F by continuity for such ν 0 ∈ C (these are precisely the double points of the Hill spectrum Σ H ). Our main result is the following.
Theorem 1. The periodic traveling wave u = f (x − ct) exhibits a dynamical Hamiltonian-Hopf instability at a nonzero point λ ∈ iR if and only if ν(λ) = F (ν(λ)) where ν(λ) is defined in (6).
Note that if ν ≤ 0 and ν = F (ν), then from (9) it follows that ∆ H (ν) 2 ≤ 4, implying that ν ∈ Σ H . Hence the corresponding values λ lie in σ H ∩ iR = σ ∩ iR. We give the proof of Theorem 1 in §2 below. The proof actually gives more detailed information about the spectrum σ near a dynamical Hamiltonian-Hopf instability point on the imaginary axis; in particular in each sufficiently small neighborhood U of a dynamical Hamiltonian-Hopf instability point λ, σ ∩U consists of U ∩ iR and a nonzero number of smooth curves crossing the imaginary axis transversely at λ (the system of curves has to be symmetric with respect to reflection through the imaginary axis by Hamiltonian symmetry) In particular, there cannot be any unstable spectrum that is tangent to the imaginary axis at λ. This is to be contrasted with the behavior of the spectrum σ near the origin in which case unstable spectrum can be tangent to the imaginary axis (weak modulational instability) or not (strong modulational instability) [5, Definition 6.14]. Adapting this terminology, we may say that all dynamical Hamiltonian-Hopf instabilities are necessarily strong.
One implication of Theorem 1 is the following.
Corollary 1.
Let the nonzero value λ ∈ σ ∩ iR be such that ν(λ) is the endpoint of an interval of Σ H , that is, a simple periodic or antiperiodic point of Σ H . Then the periodic traveling wave u = f (x − ct) does not exhibit any dynamical Hamiltonian-Hopf instability at λ.
Proof. Since ν(λ) is a simple periodic or antiperiodic point of Σ
H , ∆ H (ν(λ)) 2 = 4 while ∆ H ν (ν(λ)) = 0. Therefore F (ν(λ)) = 0, but ν(λ) < 0 as λ is nonzero imaginary.
Corollary 1 implies that each nonzero periodic or antiperiodic endpoint of a band of σ H on the imaginary axis has a complex neighborhood in which σ and σ H agree exactly. Some numerical calculations published in an earlier paper [4] seem to contradict this fact (see in particular the two lower panels 2 of Figure 2 of [4] ). However, it is now clear that this apparent contradiction was due to poor choice of parameter values that made it appear, at the level of resolution of the computations presented, that unstable spectrum bifurcated from endpoints of bands of stable spectrum. Choosing different velocities c or energies E results in more representative pictures. A more representative plot of the type in the lower left-hand panel of Figure 2 of [4] is shown in Figure 1 , and a more representative plot of the type in the lower right-hand panel of Figure 2 of [4] is shown in Figure 2 . See [4] for a definition of the energy parameter E that is referred to in the figure captions. )) that is of rotational type (that is, f is not periodic although f is) with energy E = 6 and wave speed c = 1.45 > 1. Right panel: plots of F (ν(iβ)) (solid) and ν(iβ) (dashed). The roots of F (ν(iβ)) correspond to the endpoints of the bands of σ on the imaginary axis, while the roots of F (ν(iβ)) − ν(iβ) correspond to the points of dynamical Hamiltonian-Hopf instability. Consistent with Corollary 1, the dynamical Hamiltonian-Hopf instabilities lie in the interior of bands of stable spectrum.
Other corollaries of Theorem 1 provide simple conditions under which the existence of a dynamical Hamiltonian-Hopf instability can be guaranteed. All of the following results are obtained essentially by applying the Intermediate Value Theorem to F (ν) − ν for ν < 0. Of course, since F (ν) blows up at critical points of ∆ H (·) that are not double points of Σ H , the hypothesis of continuity is not valid. However since F (ν) always blows up with a definite sign, it suffices to consider not the function F (ν) − ν but rather the continuous function tanh(F (ν) − ν), the sign of which is exactly the same as that of F (ν) − ν for each ν < 0. We may calculate this sign in three simple situations. Proof. Gaps in the Hill's spectrum Σ H are characterized by the inequality ∆
Lemma 2. The following asymptotic formula holds:
In particular, for large negative ν away from the points ν = −n 2 π 2 /T 2 , n ∈ Z, F (ν) − ν has the same sign as does 1 − c 2 .
Proof. This follows from WKB-type asymptotics of solutions of Hill's equation (6) for large negative ν, that is, by approximating (6) by the constant-coefficient equation y (z) = νy(z). It is not hard to show that the special solutions y j (z; ν), j = 1, 2, that are used to construct the monodromy matrix satisfy
as well as
all holding in the limit ν → −∞ uniformly on the interval 0 ≤ z ≤ T . Therefore ∆ H (ν) = y 1 (T ; ν) + y 2 (T ; ν) = 2 cos( √ −νT ) + o(1) as ν → −∞. Differentiating Hill's equation with respect to ν and solving for the ν-derivatives of y j (z; ν) by the classical method of variation of parameters (as in [7, Proof of Lemma 2.4]), one shows that also ∆
With these ingredients, the claimed asymptotic formula (10) follows immediately from (9). Lemma 3. If ∆ H ν (0) = 0, the following asymptotic formula holds:
Proof. It is easy to confirm by differentiation of (2) with respect to z that y(z) = f (z) is a solution of Hill's equation (6) for ν = 0, so as f (z + T ) = f (z), it follows that ν = 0 is a periodic point of the Hill's spectrum
In both cases it is easy to see that the apparent singularity in F (ν) at ν = 0 is removable, and the formulae (13) and (14) follow by Taylor expansion.
In [5] , the sign γ M := sgn(∆ 
In [5] , the sign defined by γ P := sgn((c 2 −1)D λλ (0, 1)) in the generic case that D λλ (0, 1) = 0 is called the parity index of the periodic traveling wave u = f (x − ct). The condition γ P = −1 guarantees the existence of a positive real (and by Hamiltonian symmetry, a negative real) periodic point in the spectrum σ (more precisely, this condition indicates that the number of positive roots of D(λ, 1) counted with multiplicity is odd). These indices also can indicate the presence of dynamical Hamiltonian-Hopf instabilities as the following simple corollaries of Theorem 1 show.
Corollary 2. In the generic case that ∆ H ν (0) = c 2 T 2 (i.e., D λλ (0, 1) = 0), the periodic traveling wave u = f (x − ct) exhibits a dynamical Hamiltonian-Hopf instability if γ M γ P = −1, where γ M is the modulational instability index and γ P is the parity index.
Proof. By Lemma 2 and (13) of Lemma 3, the continuous function tanh(F (ν) − ν) has opposite signs for small and large negative ν if γ M γ P = −1, and hence there is some ν < 0 for which ν = F (ν).
Corollary 2 shows that a dynamical Hamiltonian-Hopf instability always occurs somewhere on the imaginary axis if either there is a strong modulational instability at the origin, or there exist an odd number of positive periodic points of σ (but not both). This result is consistent with the intuition that a curve of spectrum emanating from the origin that does not intersect the real axis should intersect the imaginary axis, while a curve of spectrum emanating from the real axis that does not return to the real axis or meet the origin should intersect the imaginary axis. A result partially complementary to Corollary 2 is the following. Proof. Since γ M γ P = 1, F (ν) − ν has the same sign for large and small negative ν. However, from Lemma 2, the condition c 2 −1 > 0 ensures that F (ν)−ν < 0 holds for some (large) negative ν, while from Lemma 1, the existence of a negative gap in Σ H ensures that F (ν) − ν > 0 holds for some ν < 0. Applying the Intermediate Value Theorem to the continuous function tanh(F (ν)−ν) and using Theorem 1 then completes the proof. 
