We present S-PASS/ATCA, the first wide-band radio polarimetry survey of compact sources in the southern sky. We describe how we selected targets for observations with the Australia Telescope Compact Array (ATCA) in the 16 cm band (1.3 -3.1 GHz), our observing and calibration strategy, how we analysed the data, and how we tested the quality of the data. The data are made publicly available. The survey contains on average one source per five square degrees and has an angular resolution at 2.2 GHz of ∼ 2 ′ ×1 ′ . Sources with |RM|s > 150 rad m −2 are seen towards the Galactic plane and bright H ii regions, but are rare elsewhere on the sky. Sightlines that are separated by up to 3 ′ show very similar RMs. Based on this observation, we argue that the Galactic foreground is the dominant contributor to RM, confirming previous results, and that the sources must have very simple distributions of Faraday-rotating and synchrotronemitting media. Many sources that emit at a single RM have a spectral index in linear polarization that is (very) different from the spectral index in Stokes I. Analysing ratios of flux densities Q/I and U/I (to correct for spectral index effects) then leads to erroneous results. About 80 per cent of sightlines in our survey are dominated by emission at only one RM. Therefore, RMs that were determined previously from narrow-band observations at these frequencies are still safe to use.
INTRODUCTION
Understanding the role that magnetic fields play in galaxies, and how these magnetic fields formed in the early universe and developed over time, are perhaps the two most important questions in magnetic field research. Several techniques are employed to answer these questions. We focus on the Faraday effect, which is used to study the properties of magnetic fields in ionized gas. The magnitude of the Faraday effect is described by χ − χ0 = RMλ 2 , with RM rad m 
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Here χ and χ0 are the observed and emitted position angles, respectively, of a linearly polarized radio wave (in radians), λ the observing wavelength (m), ne the free electron density (cm −3 ), B the length of the magnetic field vector projected along the line of sight (µG), and dl is an infinitesimal distance interval along the line of sight (pc). The rotation measure (RM) encapsulates the physical properties of the intervening medium, and it contains contributions from the Earth's ionosphere, our own Milky Way, distant galaxies and galaxy clusters, and the cosmic web.
The Milky Way is a prime laboratory for studying the physical effects of magnetic fields over a wide range of physical scales that are not accessible in external galaxies (see, e.g., Simonetti et al. 1984 , Minter & Spangler 1996 . Before the year 2000, RMs had been determined for about a thousand sources by, e.g., Gardner et al. (1969) , Vallee & Kronberg (1975) , and Simard-Normandin et al. (1981) , who derived RMs based on measurements at only a few frequencies. Such measurements have led to the insight that our own Milky Way could well be the dominant contributor to the RMs that are measured for extragalactic radio sources (see Section 5.3). This makes it vital to subtract the Galactic foreground in studies of the intrinsic properties of extragalactic radio sources. The RM in the rest frame of the source is larger than the RM we observe by a factor of (1 + z) 2 , where z is the redshift of the source. Therefore, when calculating rest-frame RMs for sources at high redshift, any residual Galactic foreground RM is amplified by the factor (1 + z) 2 to a large number. The RM catalogue of Taylor et al. (2009) ('TSS09') , which includes 37,543 RMs that the authors derived from polarization measurements in the NRAO VLA Sky Survey (NVSS, Condon et al. 1998) , provides a much finer grid of RM measurements on the sky than was previously available, of about 1 source per square degree. This enabled detailed studies of objects in our Milky Way, a more reliable estimation of the Galactic contribution of RMs measured for extragalactic sources, and investigations of RMs associated with distant radio sources (see Section 5). However, the RMs in the catalogue by Taylor et al. were derived based on measurements at only two frequencies, and do not cover the southern sky below a declination of -40
• . Since the turn of the century, wide-band receivers have been installed on radio telescopes, which made it possible to measure all Stokes parameters for a wide range of frequencies simultaneously. This has led to new insights on the physical properties of radio sources and their magnetic fields, and a better understanding of how Faraday-rotating and synchrotron-emitting media are distributed in radio sources, including our own Milky Way (see, e.g., O'Sullivan et al. 2012 , Schnitzeler et al. 2009 , Van Eck et al. 2017 ).
We present S-PASS/ATCA, the first wide-band polarimetric survey of radio sources over a large region on the sky. Each target field in S-PASS/ATCA contains data for Stokes I, Q, and U between ≈ 1.3-3.1 GHz, sampled with 8 MHz channels, a major improvement over existing data. Furthermore, S-PASS/ATCA sightlines are spread over the entire sky south of declination = 0
• , filling in the gap in the southern sky that was not covered by RMs from the catalogue by Taylor et al. S-PASS/ATCA builds on S-PASS, the S-band Polarization All-Sky Survey, which mapped the sky below a declination of 0
• with the Parkes radio telescope at a frequency of 2.3 GHz (Carretti 2010; Carretti et al. 2013 Carretti et al. , 2019 . However, the S-PASS survey has a narrow bandwidth of 256 MHz, which, at these frequencies, makes it less than ideal for measuring Faraday rotation. We observed suitable candidates that we selected from S-PASS with the Australia Telescope Compact Array (ATCA), a six-element radio interferometer close to Narrabri, New South Wales, Australia. After the Compact Array Broadband Backend (CABB) upgrade (Wilson et al. 2011) , the ATCA nowadays observes routinely in the 1.3 -3.1 GHz ('16 cm') band; this frequency band has been proven to be excellent for studying Faraday rotation (see, e.g., O'Sullivan et al. 2012) . With the increased bandwidth provided by the 16 cm band we can not only determine RMs more accurately than was possible with the original Parkes data, we can also identify sources that emit at more than one RM. The observations for S-PASS/ATCA attain a resolution in RM, RM Rayleigh = 71 rad m −2 (using equation 14 in Schnitzeler 2018, 'S18', and assuming a contiguous frequency coverage; in practice, radio-frequency interference makes frequencies between 1.5 -1.6 GHz unusable, see also Fig. 3 ). The full width at half-maximum of the RM spread function is about 1.2 times larger than RM Rayleigh , or 86 rad m −2 for our observations. Re-observing candidates from the Parkes survey with the ATCA also improves the angular resolution, from 9 ′ (FWHM) to about 2 ′ ×1 ′ (Section 3.3). To keep the data volume low, we increased the width of the frequency channels from 1 MHz (their native resolution) to 8 MHz. This reduces our ability to detect sources with very large (positive or negative) RMs. Based on the analysis in Schnitzeler & Lee (2015) , we estimate that sources with |RM| ≈ 11,400 rad m −2 are detected with only half the flux density they emit. This paper is structured as follows. We explain in Section 2 how we selected candidates for observations with the ATCA, and we describe our observing strategy. In Section 3 we outline how we calibrated these data, and how we extract information on the polarization properties of the radio sources. We test how well our new results compare to results that have been published in the literature previously. In Section 4 we describe these tests. We analyse what these new results tell us about RMs produced in the Milky Way and in the sources themselves in Section 5. In Section 6 we list which data products are made available online, and where these can be accessed. We summarise our analysis in Section 7.
Throughout this paper, we will write the linear polarization vector as L = Q + iU , and we will use the nomenclature introduced in Appendix A of Schnitzeler & Lee (2017) . The sign of the flux density spectral index, α, is defined such that the spectrum of a source can be written as Sν = S0 (ν/ν ref )
α , where ν is the observing frequency.
OBSERVATIONS

Selection of targets in the Parkes survey
We applied a median filter to S-PASS images of Stokes I, Q, and U to filter out diffuse emission on angular scales 20 ′ (see also Lamee et al. 2016 ). Then we identified point sources using the miriad task sfind (Sault et al. 1995 , Hopkins et al. 2002 , extracted Stokes Q and U frequency spectra for each point source, and used RM synthesis (Burn 1966 , Brentjens & de Bruyn 2005 to identify polarized emission at RMs between ± 1000 rad m −2 . We did not correct for spectral index effects or a variation in the sensitivity across the frequency band when we ran RM synthesis. We identified suitable candidates for follow-up observations with the ATCA based on the following criteria:
(i) polarized flux density > 5 mJy at 2.3 GHz, which corresponds to a signal-to-noise ratio of at least five at 2.3 GHz,
(ii) a polarization fraction > 1 per cent, to avoid instrumental polarization artefacts (Carretti et al. 2019) , (iii) each source must have a total intensity counterpart in the NRAO VLA Sky Survey (NVSS, Condon et al. 1998) , the Sydney University Molonglo Sky Survey (SUMSS, Bock et al. 1999 , Mauch et al. 2003 , or the Molonglo Galac- tic Plane Survey (MGPS, Green et al. 1999 , Murphy et al. 2007 ).
The angular resolution of the NVSS, SUMSS, and MGPS (all ∼ 45 ′′ ) is much higher than the angular resolution of the S-PASS data collected with the Parkes telescope, allowing a reliable identification of counterparts.
This way, we selected 5102 candidates for follow-up observations with the ATCA. None of these targets lie within ≈1.5
• of the Galactic plane. However, RMs in the Galactic plane region are provided by the Southern Galactic Plane Survey (SGPS, Haverkorn et al. 2006) and by Van Eck et al. (2011) .
Pilot project
On the 10th of March 2011, we observed 118 S-PASS targets with the ATCA in the 1.5A configuration (east-west array, baselines between 153 -4469 m), as a pilot study for the larger S-PASS/ATCA survey. We used this pilot to test if we can observe a large number of sources in a short period of time, and to inspect the quality of the data. For this purpose, the ATCA did not have to be in the same configuration as the one we used for our survey. The targets lie between 231
• < l < 246
• and -50 • < b < 0 • , which places them inbetween the bright H ii emission regions of the Gum nebula and the Orion molecular cloud complex (see . We observed PKS B1934-638 at the start of this run for 5 minutes. The secondary calibrator, PKS B0614-349, and our target fields were observed multiple times during the night, typically five-six times. Most sources were observed for about 90 -120 seconds in total.
Survey
We used the ATCA in the hybrid array configuration H168 to observe sources from the S-PASS/ATCA survey (baselines between 61 -192 m, excluding baselines to antenna 6). The hybrid configuration of the ATCA has antennas not only on an east-west track but also on a short north-south track. Using a hybrid configuration improves the uv-coverage of the observations, which is important in particular for those candidates that lie close to the celestial equator. We targeted 4563 candidates in 77 hours of observing time. Each candidate was observed for 36 seconds, slewing between targets took 12 seconds typically. We observed mostly at night, to minimize the impact of radio-frequency interference and variations in the ionospheric RM. To avoid observing targets within 52
• from the Sun, targets were divided into two groups that were observed between 2012 March 23 to 26 and on July 17. The surface density of candidates selected from the Parkes survey increases closer to the Galactic plane. This is noticeable particularly at Galactic latitudes between ± 40
• . To make the surface density more uniform, and to save observing time, we divided this region into bins that measure 5
• × 5
• on the sky, and selected at random 8-9 candidates in each bin for follow-up observations with the ATCA.
To observe so many targets over such a large area, we divided the sky into narrow strips in Right Ascension that have a width of 15 minutes in RA (Fig. 1) . Because the surface densities of candidates were slightly different on days three and four, strips on day three are a bit narrower than 15 minutes in RA, and on day four a bit wider, so that the total observing time for each strip is about the same. Slew times between targets in each strip are minimized by solving the travelling salesman problem, for which we used the miriad program atmos. In runs 1-4, observations started close to Declination 0
• , then moved in the direction of the south equatorial pole. Observations of the next strip started close to Dec. -90
• , and continued towards the celestial equator. This way, during each observing run the array slews up and down in declination to observe targets in different strips. In run 5, observations started close to the south equatorial pole and then moved in the direction of the celestial equator. Completing the observations of a single strip typically takes a bit over one hour, during which the sky rotates towards the west. The RA of the next strip is one hour higher than the RA of the previous strip, so that the array slews back towards the east when it starts observing a new strip. Because the observing time for each strip is about equal to the change in RA between strips, the observations are almost able to keep up with the changing position of each strip on the sky. This means that the array will progress from observing strips in the east (at the start of each observing run) to the west (at the end of each run) only slowly, allowing us to cover a wide range in RA each run. We did not re-visit targets, with some exceptions.
CALIBRATION AND POST-PROCESSING
Calibrating the pilot project
We used PKS B1934-638 for the initial calibration of antenna delays, gains, and phases at the start of the ob- (Table B2) . 3 the best fit for run 3 had L > I and was therefore discarded. 4 the average polarization percentage of this source is < 0.1 per cent, the measured polarized signal could therefore be purely instrumental.
5 in run 4, all fitted models converged on α = -6 or +3, and were therefore discarded servations, and also to calibrate the bandpass, flux density scale (Reynolds 1994) , and polarization leakages, using the miriad tasks mfcal and gpcal. PKS B1934-638 is a bright, unpolarized point source; furthermore, a deep image of the field surrounding PKS B1934-638 that was created by E. Lenc from archival ATCA data shows no sources brighter than ≈ 20 mJy. Therefore, a single short observation of this source is sufficient to calibrate antenna leakages. We investigated the stability of the polarization leakage solution using two observations of PKS B1934-638 that are separated by 24 hours. We derived the calibration parameters from five minutes worth of data in the first observation, then we copied these to the second observation of this source, and measured the polarized flux density of the highest peak in the RM spectrum. The polarization fraction of this peak is L/I = 10 mJy / 12360 mJy, or less than 0.1 per cent. All candidates that we selected from the Parkes survey have a higher polarization fraction than that, therefore the leakage calibration is more than sufficient for our purpose. We transferred these calibration solutions to our secondary calibrator PKS B0614-349, (which has a polarization percentage of 0.08% at 2.1 GHz), and applied standard miriad procedures to calibrate the complex gains using this source. Then we transferred all calibration tables to each of the target fields, and used the S-PASS/ATCA pipeline to self-calibrate and flag each target field (we describe this procedure in the next section).
Calibrating the survey
At the start of each observing run we observed PKS B0823-500 (runs 1-4) or PKS B1934-638 (run 5) for the initial calibration of antenna delays, amplitudes, and phases. We observed PKS B1934-638 for several minutes during each run to calibrate the bandpass, flux density scale, and polarization leakages, identical to what we described in Section 3.1. ATCA data are normally calibrated by observing a secondary calibrator interleaved with observations of the target field(s); however, for S-PASS/ATCA this is not possible because we do not re-observe most targets. Furthermore, we cannot use the miriad task gpcal, since it requires that a calibrator is observed with good parallactic angle coverage, to separate instrumental from source-intrinsic polarization effects. Instead, first we self-calibrate all calibrators, then we self-calibrate all other targets. Appendix A shows the details of this process. Table 1 lists all sources that we used as calibrators. These sources were selected because they are unresolved on the baselines used in our observations, and bright, so that they dominate the field of view and source confusion is mitigated. Throughout the self-calibration process, data were flagged automatically using the miriad routines uvflag and tvclip. Shadowed baselines were flagged automatically at the start of the calibration process.
Post-calibration, Extracting polarization information
Since our observations cover a wide range in frequency, the size of the synthesized beam changes by a large amount across the band. When analysing sources from the survey, we found that convolving all channels to the same beam size corrupts the shape of Stokes I frequency spectra, making them unusable (we did not test how Stokes Q and U are affected). This might be related to the poor uv-coverage of our observations. Therefore we did not modify the data to make the beams more uniform. Given the large size of the synthesized beam, ∼ 2 ′ × 1 ′ , see Fig. ( 2), most sources are unresolved, in which case the change in size of the synthesized beam will not affect our results.
We used the miriad task sfind to create a list of sources in a Stokes I image of each target field, and we identified sources by cross-correlating the brightest two sources in Stokes I in each field with the PKSCAT90 1 (Wright & Otrupcek 1990 ) and NVSS catalogues (if a match was found with a source from PKSCAT90, it was not also correlated with NVSS). Some target fields contain more than two sources in Stokes I; in those cases we limited our analysis to the brightest two sources. If no counterpart was found, we named a source after its sky coordinates: SPASS Jhhmmss±ddmmss. Seconds and arcseconds are truncated, not abbreviated, following the naming convention of NVSS sources.
For the two sources that are brightest in Stokes I in each field we extract Stokes I, Q, and U flux densities as 1 http://vizier.u-strasbg.fr/viz-bin/VizieR?-source=VIII/15 a function of frequency, together with the uncertainties in these measurements. We extract flux densities directly from the uv-visibilities, using the miriad task uvspec (extracting only the real parts of the visibilities), instead of creating CLEANed channel maps. This saves time and therefore greatly increases processing speed, and no additional storage space is needed when saving the channel maps. In the case of sources from the pilot project, we include only baselines with a projected length larger than 1 kλ.
We analyse the data using the Firestarter program, a QU-fitting based algorithm that we describe in S18. This program can be downloaded from the following URL 2 . Firestarter fits for the spectral index of each source component (assuming the source emits a power law synchrotron spectrum, before this emission is depolarized), and includes all available information on the measurement uncertainties. In particular, it does not assume that the noise variances in Stokes Q and U are equal and constant across the band. As we discussed in Schnitzeler & Lee (2017) and S18, this makes the program much more capable at handling real observations and real sources than competing algorithms like RM synthesis. The user specifies a list of model components that Firestarter should fit to the data, together with the maximum number of allowed model components. Complex models are fitted iteratively, starting with the simplest possible model, and subsequently adding new components. We fit data from the pilot project and from the survey with up to five point sources in RM, without implementing a cutoff in the reduced χ 2 . Each point source is modelled using equation 3 in S18. At the heart of Firestarter lies the Levenberg-Marquardt optimalisation algorithm (Levenberg 1944 , Marquardt 1963 , Moré 1978 , Markwardt 2009 ), which, in the case of S-PASS/ATCA, needs to be initialized with a starting value for the spectral index α of the source and its RM. As starting values we use α = 0 and the RM that shows the highest polarized flux density in an RM spectrum calculated between ± 2500 rad m −2 . Firestarter ranks models that were fitted to the data automatically, and calculates the detection significance and signal-to-noise ratio, relying on concepts from statistics and information theory. We selected the Bayesian Information Criterion, without applying model averaging, for ranking model fits. In S18 we showed that this is the most selective criterion for observations that cover the frequency range of S-PASS/ATCA. We discard fits from the final catalogue in three cases: (1) if a fit has converged on a spectral index that is -6 or +3, the extreme values allowed by the fitting procedure, (2) if a fit is flagged during the fitting process, or (3) if the brightest polarized source (L 1,ref ) has a polarization percentage larger than 100 per cent. Because Firestarter does not fit models to Stokes I, the latter check is carried out after Firestarter has been applied. For sources that were observed on more than one day, we list the observation with the highest polarized signalto-noise ratio for L 1,ref .
As an illustration, we show in Fig. (3) the calibrated data and model fits for the radio source PKS B2323-407. The program identifies bright polarized emission at two RMs, and faint polarized emission of about 2 mJy at three additional RMs (bottom panel). The fit residuals to the Stokes Figure 3 . S-PASS/ATCA data together with the best-fitting models for the radio source PKS B2323-407. Diagnostic plots like this one are available for the two sources that are brightest in Stokes I in each target field. The top three panels show frequency spectra for Stokes I (top), Q and U (second panel, showing data plus best-fitting model), and the residuals in Stokes Q and U after subtracting the best-fitting model (third panel). The numbers in the top panel show the spectral index of the power-law fitted to the Stokes I data and the reduced chi-squared of this fit. The error bars indicate 1σ errors on the measurements. The panel at the bottom shows the sources that were fitted to the Q, U data. In this panel, numbers in the column on the left are the fitted Stokes I flux density at the reference frequency (2.1 GHz), the polarized flux density of the brightest source component, L 1,ref , the polarization percentage, and the polarized signal-to-noise ratio (calculated using the method outlined in Appendix A of S18). In the column on the right, RM 1 and α L,1 are the RM and polarized flux density spectral index of the brightest source component, Q, U data have a reduced χ 2 of 2.4. The Stokes I spectrum can be fitted by a single power law (with a reduced χ 2 of 3.2), and it is clear that the spectral index fitted to Stokes I, -0.82, is very different from the spectral index fitted to the brightest source component in polarized flux density, where αL,1 = 0.12. We will investigate this for a larger sample of sources in Section 5.3.
Finally, we want to mention two issues that we identified in the S-PASS/ATCA data. First, if sources are bright, the models fitted to the polarization data can show large values . Stokes I and L frequency spectra for the brightest source in Stokes I in the target field of PKS B1923-328 (top and bottom panel, respectively). The bump in the Stokes I spectrum is due to confusion with another source in the field of view, but this bump is missing from the polarization data. Error bars indicate 1σ uncertainties. We used standard error propagation to calculate the errors in L, allowing for the measurement uncertainties in Stokes Q and U to be different in each frequency channel.
for the reduced χ 2 , indicating that we are not fitting the correct models to the data, that the deviations between the fitted models and the data are not described by Gaussian noise (for example, they are produced by calibration errors), or a combination of the two. In fainter sources, these effects can be hidden in the noise. If the second explanation is responsible for the large values of the reduced χ 2 , then equation (2) from S18 does not describe the likelihood. Quantities that depend on the likelihood, like the detection significance and the Bayesian Information Criterion, then are also not reliable. However, in Section 4 we show that our results match those from previous observations in the (vast) majority of cases that we tested. Future projects can clarify the origin of the large χ 2 values, for example, by observing at a higher angular resolution.
Secondly, our S-PASS/ATCA observations could be affected by source confusion due to aliasing in the dirty beam, since we extract Stokes I, Q, and U frequency spectra directly from the visibilities, instead of making CLEAN-ed channel maps. Source confusion can manifest itself as oscillations on top of a power-law spectrum in Stokes I, but not necessarily in Stokes Q and U , as Fig. (4) shows (e.g., because the confusing source may be unpolarized). As a result of this, the power law that we fit to the Stokes I spectrum can have a large value for the reduced χ 2 , and polarized emission can occur at more than one RM. However, a large value for the reduced χ 2 should not be used to identify automatically which fields are affected by source confusion. There can be other reasons why this value is high: for example, the Stokes I spectrum of PKS B0823-500 peaks at around 1.5-1.6 GHz, therefore this spectrum can not be fitted well by a power law.
DATA QUALITY
To assess the quality of the S-PASS/ATCA data, we compared Stokes I and L at the reference frequency (2.1 GHz), RM, and αL of sources that have been observed more than once. Also, we compared RMs from the survey with RMs from the pilot project and RMs that have been published by TSS09 and by Mao et al. (2010) . In our analysis, we include only those sightlines that satisfy the following criteria:
(i) fitted Stokes I at the reference frequency > 0 mJy, (ii) polarization fraction L/I between 0.1 and 100 per cent (this flux density ratio is calculated at the reference frequency), (iii) the spectral index that is fitted to Stokes I must be between -6 and 3, and (iv) the brightest component that is fitted to the polarization data should be detected at least at ten times the noise level.
Additionally, a visual inspection of diagnostic plots like Fig. (3) showed that in many of the target fields, the second brightest source in Stokes I is not real. Given the uv-coverage of the data, such a spurious source could be a local maximum in the synthesized dirty beam that is mistaken by CLEAN for a genuine source. Since the pattern of local maxima and minima changes considerably across the 16 cm band of the ATCA, the resulting Stokes I spectrum will show features that indicate the source is unlikely to be real. Therefore, we include in our analysis only those sources that could be real based on the shape of their Stokes I spectrum, taking into account that bumps in the Stokes I spectrum could come from confusion (see Fig. 4 ), but nevertheless belong to a real source.
For sources that have been observed more than once, we calculate differences between the four parameters that we mentioned in the first paragraph of this section. Also, we calculate normalized differences between these parameters. For example, the normalized difference in RM, ∆RM (normalized) = (RM2 − RM1) / err 2 RM,1 + err 2 RM,2 , where RM1 refers to the first measurement of RM, and errRM,1 is the measurement uncertainty in this RM (the subscript '2' refers to the second measurement). If the differences between RM1 and RM2 are purely due to Gaussian noise, then the normalized ∆RM follow a Gaussian distribution with a mean of zero and a standard deviation of one. Then we determine the population means and standard deviations of the differences and normalized differences. We select two populations of sources: only those sources that emit at one RM, and all sources. The results of this analysis are shown in Table 2 , and in Fig. (5) . The metrics show that the source parameters that we analysed can be determined accurately. However, we caution that the populations also contain outliers that have been removed by the algorithm that calculates robust statistics. For example, two observations of PKS B1442-421 show a difference in RM of 292 rad m −2 . In this case, the large difference in RM originates because this source emits at two RMs. In the first observation one peak is the brightest, while in the second observation the other peak is brightest. Roughly 80 per cent of the sightlines are selected to calculate the final two columns in Table 2 . The standard deviations of normalized differences are larger than one (except for ∆RM of sources that emit at one RM): this indicates that the differences in the parameters that we analysed are due not only to the measurement uncertainties. If we consider only the parameters that we derived for sources from Table 1 (see Appendix B) , and calculate stan- Table 2 . The height of this Gaussian was chosen such that the area under the curve is the same as the number of sources used to calculate these metrics.
dard deviations from multiple observations of each source, then we find that the standard deviations in Stokes I are smaller than 60 mJy, which corresponds to 1 per cent of the mean. The exception is PKS B0823-500, which has a standard deviation in Stokes I of 196 mJy (3 per cent of the mean). In L, the standard deviations can be up to 34 mJy, or 35 per cent of the mean (not counting the detection of PKS B1308-220 on run 2).
In Figs. (6) and (7) we compare the RMs from S-PASS/ATCA with the RMs of the pilot project, and the RM catalogues that have been published by Mao et al. (2010) and TSS09. For each target field in S-PASS/ATCA or in the pilot project, we determined if the brightest or the second brightest source in Stokes I produced the detection with the highest polarized signal-to-noise ratio L 1,ref /σ: a visual inspection of the models that were fitted to data from our pilot project showed that the brightest source in Stokes I does not necessarily emit the strongest polarized signal L 1,ref . Therefore, we selected the RM of source that was detected with the highest polarized signal-to-noise ratio for our comparison with the other catalogues. Two sources were removed from the pilot data set because they showed jumps in polarized Fig. 6 normalized by the uncertainty in each ∆RM. This uncertainty is calculated by adding the uncertainties in RM from S-PASS/ATCA and its counterpart in one of the other catalogues in quadrature. Each panel shows the mean and standard deviation of the distribution of normalized ∆RM, which are calculated using robust statistics. These numbers also determine the position of the centre and the width of the Gaussian distribution shown in red; the amplitude of this Gaussian is chosen such that the surface area under each curve is the same as the total number of data points in each histogram. The number following 'Missing' indicates the number of points that fall outside the plot range.
flux density. We cross-correlated RMs from S-PASS/ATCA with the RMs from the other catalogues, selecting in each case the nearest counterpart if that counterpart lies within 3 ′ . In Fig. (6) we plot the RMs from the various surveys against each other, while in Fig. (7) we show distributions of the RM difference between two catalogues, normalized using the combined uncertainty in RM.
The distributions of ∆RM and the normalized ∆RM have a mean close to zero, which implies that there is no strong bias in the RMs that we selected from S-PASS/ATCA. The scatter in the distribution of ∆RM is much larger when we compare RMs from S-PASS/ATCA with RMs from Taylor et al., instead of RMs from Mao et al. or our pilot project. However, this largely reflects the larger error bars for RMs from the catalogue by Taylor et al., as Fig. (7) shows. Stil et al. (2011) suggested that the uncertainties in RM in the catalogue by Mao et al. The RMs from S-PASS/ATCA match the RMs from Taylor et al. and Mao et al. well, which indicates that most S-PASS/ATCA targets are dominated by polarized emission at a single RM. We return to this in Section 5. Remarkably, the scatter in the distribution of normalized ∆RM is largest when we compare RMs from S-PASS/ATCA with our own pilot project. Perhaps this can be explained to some degree by the higher angular resolution of the data from the pilot project (Fig. 8) 
RESULTS
In this Section we present a preliminary scientific investigation of the S-PASS/ATCA data: first, an overview of Galactic science cases, then an analysis of the contribution by the Galactic foreground to the observed RMs, and finally, we investigate the ensemble properties of the extragalactic sources themselves. 3811 sightlines in the survey satisfy the selection criteria outlined in the first paragraph of Section 4 (and 116 sightlines from the pilot project), which translates as one source per five square degrees.
Galactic science
Fig . (9) shows RMs from the pilot project, plotted on top of Hα intensities from Finkbeiner (2003) . Zooming out, this time plotting RMs from the S-PASS/ATCA survey, a striking pattern becomes visible where RMs are generally negative above the Galactic plane and generally positive below the plane (Figs. 10 and 11 ). When adding RMs from TSS09, it becomes clear that more such regions exist, that the sign of RM changes as a function of longitude, and that RMs above and below the Galactic plane have the opposite sign in many of these regions. This butterfly pattern in RM has been associated with the large-scale magnetic field of the Milky Way since the earliest RM maps of the sky (Gardner et al. 1969) , and has been interpreted as a signature of an A0 dynamo operating in the Milky Way (e.g., Han et al. 1997 ). S-PASS/ATCA makes this pattern more clearly visible in the southern sky. Some of the regions with RMs of the same sign can be due to structures in the interstellar medium close to the Sun, so that they leave an imprint across a wide area on the sky. This could be the case for 'Region A', an extended region with very negative RMs (see Simard-Normandin & Kronberg 1980, according to whom Region A spans the region between 60 • < l < 140
• and -40 • < b < 10 • ), and the North Polar Spur (NPS), a bright, polarized region that could be produced by the Galactic magnetic field wrapping around a nearby bubble of H i gas (Wolleben et al. 2010 , Sun et al. 2015 . Part of the NPS can be seen in RMs from S-PASS/ATCA as an enhancement in RM that starts around l, b ≈ 20
• , 5
• . Fig. (12) shows only sightlines with |RM| > 
rad m
−2 . Sources with large |RM|s can be seen towards the Galactic Plane, or towards regions that are strong Hα emitters like the Gum nebula (centred on l, b ≈ 260
• , 0
• ) and the H ii region surrounding ζ Oph, Sh2-27 (l, b = 8
• , 23
• ; RMs in this region have been analysed by Harvey-Smith et al. 2011) . Two concentrations of large RMs can be seen at l, b ≈ 90
• ,-20
• and l, b ≈ 60 • , 20
• : the first is probably related to Region A. Sources with |RM| values much larger than a few hundred rad m −2 are rare in other parts of the sky. They could have been detected with S-PASS/ATCA, and also with TSS09. However, in TSS09, such sources suffer from strong depolarization (see figure 1 in the paper by Taylor et al., Stil & Taylor 2007, and Pasetto et al. 2016 ) and they can be misinterpreted because of nπ ambiguities in polarization angle (see, e.g., Ma et al. 2017) .
In Fig. (13) we zoom in on two regions that are bright sources of Hα emission: the Gum nebula and the Orion molecular cloud complex. Vallee & Bignell (1983) modelled the Gum nebula as a magnetic bubble close to the Sun, using 32 RMs that lie within 30
• of the centre of the Gum nebula. More recently, Purcell et al. (2015) modelled the Gum nebula as an H ii region around a wind-blown bubble. RMs in the top part of the Gum nebula, which Purcell et al. used in their analysis, show a clear transition from inside the edge of the bubble (strong Hα emission) to outside, over a very small distance (see fig. 3 in their paper). In the southern part of the Gum nebula, which is covered by S-PASS/ATCA but not by TSS09, RMs are much less correlated with regions that are bright in Hα. In fact, strips of RMs with the same sign intersect the white and grey contour lines in the south-western part of the Gum nebula. The part of the Orion molecular cloud complex that is outlined by the white and grey contour lines, Barnard's Loop, also does not show a strong correlation with RM. By contrast, RMs in the H ii region Sh2-264 (the λ Orionis ring), centred on l, b = 195
• , -12
• , increase in magnitude towards the peak in the Hα intensity. Harvey-Smith et al. (2011) modelled the properties of the magnetic field in this H ii region. It could be that inside the southern part of the Gum nebula and in Barnard's Loop the magnetic field is mostly perpendicular to the line of sight, or that the component B , which contributes to RM, changes direction, perhaps on small scales. Then these regions leave no imprint on RM, and the RM that we measure would be built up along the rest of the line of sight.
Extragalactic RM contribution
The RMs of extragalactic sources increase in magnitude for sightlines closer to the Galactic plane, see, e.g., fig. 1 in Schnitzeler (2010) : the Milky Way contributes significantly to the observed RM values. One way for removing the contribution by the Milky Way to the observed RMs is to look for correlations between the RMs of nearby sources. This technique has been applied successfully by, e.g., Leahy (1987) , Schnitzeler (2010) , Pshirkov et al. (2013) , and Oppermann et al. (2012 Oppermann et al. ( , 2015 , who found that extragalactic RMs have a standard deviation σ ≈ 6 rad m −2 , after subtracting the contribution by the Galactic foreground 3 . Xu & Han (2014) , using a different analysis method, find that the residual RMs have σ ≈ 13-15 rad m −2 . The bulk of the data points that were used in these analyses come from the RM catalogue by TSS09, and these RMs have large measurement uncertainties. The measurement uncertainties of the RMs in S-PASS/ATCA are much smaller, and are even smaller than the scatter in intrinsic RMs of extragalactic sources. Here we apply a simpler technique to analyse the extragalactic RMs of radio sources in S-PASS/ATCA. Following Conway et al. (1983) , Simonetti et al. (1984) ; Simonetti & Cordes (1986) , Leahy (1987) , and Lazio et al. (1990) , we compare the difference in RM of pairs of radio sources separated by a small angular distance, in our case, up to 3 ′ . In this analysis, in addition to the selection criteria that we mentioned at the beginning of Section 4, we impose the additional requirements that sightlines have a reduced chi-squared of the fit to Stokes I and L of < 2 and are fitted best by a single polarized component or by multiple components if their flux density ratio L2/L1 < 1/3 (as determined at the reference frequency). Fig. (14) shows the distributions of ∆RM and |∆RM| for sources from the pilot project and from the survey. We calculated the mean and standard deviation of the ensemble of ∆RM using robust statistics, where we included source pairs that are separated by > 10 ′′ (pilot project) and > 30 ′′ (survey). Occasionally, the source finding algorithm identifies two components that are so close together that they probably correspond to peaks in the Stokes I brightness distribution of a single source. The RMs of these sightlines would be highly correlated because of the size of the synthesized beam, not because of a physical effect. We excluded such pairs of sightlines from our analysis. Since the pilot project and the survey have different angular resolutions (Figs. 2 and 8) , we use different minimum cut-off distances for these two data sets. For the pilot project we find that the ensemble of ∆RM has a mean = 1.0 rad m −2 and σ = 2.6 rad m −2 , the distribution of ∆RMs from the survey has a mean = -0.2 rad m −2 and σ = 7.9 rad m −2 (this distribution is clearly not Gaussian). These numbers are robust against changing the minimum separation of sources used in this analysis. The values of σ that we derived for the two distributions of ∆RM are a factor of √ 2 larger than the width σ of the extragalactic RM distribution: calculating the sum or the difference between two Gaussian distributions with the same σ results in a Gaussian distribution that is wider by a factor of √ 2. Therefore, we estimate that the distribution of extragalactic RMs has a width σ = 1.9 rad m −2 (pilot project), and 5.6 rad m −2 (survey). For comparison, the median measurement uncertainty in ∆RM is 1.0 rad m −2 for the pilot project, and 1.3 rad m −2 for the survey. Since the value of σ for the pilot project is not much larger than the median uncertainty of that sample, correcting for the measurement uncertainties would substantially reduce the width of the distribution of ∆RM of the extragalactic sources.
A visual inspection of the CLEANed Stokes I maps of the pilot project and of the survey showed that the two RMs that we used to calculate ∆RM belong to well-separated sources on the sky. Often these sources are of the doublelobed type, in a few cases these lobes are even resolved.
This inspection also identified six cases where data processing went awry. Since this is only a small number, we did not flag these cases in our analysis (but they are included in the data release). To interpret our results, we consider two scenarios. First, the two sightlines that we analysed could belong to different sources that are seen almost in the same direction purely by chance. In this case the intrinsic RMs of the two sources could be very different, which results in a wide distribution for ∆RM. We observe a narrow distribution of ∆RM, so, in this scenario, the sources must produce internally hardly any RM. Second, if the two sightlines belong to two components of the same physical source (for example, two radio lobes), then it is possible that the two components each produce very large |RM|s intrinsically, as long as the RM difference between the two components is small, to match our observations. The pairs of sightlines that we analysed cover a wide range in physical separation between the two components, and the physical sources these components belong to cover a wide range in inclination with respect to the line of sight. We expect that this widens the distribution of ∆RM, unless the sources produce intrinsically RMs that are close to zero. We conclude that in both scenarios the intrinsic RMs of the extragalactic sources are probably very small. Interestingly, Athreya et al. (1998) reached the opposite conclusion in their sample of bright radio galaxies at z > 2. If extragalactic sources produce intrinsically RMs that are close to zero, then the Milky Way must be the dominant contributor to the observed RMs. Furthermore, the Milky Way foreground has to be smooth in RM on such small angular scales; Simonetti et al. (1984) ; Simonetti & Cordes (1986) and Leahy (1987) reached the same conclusions. The small value for σ that we calculated for source pairs selected from the pilot project implies that for the sources in this sample, the synchrotron-emitting and Faraday-rotating media inside and outside the radio lobes of these sources must be simple, otherwise we would have measured a wider range of RMs. Simple sources are not affected strongly by depolarization even at frequencies ∼ 100 MHz, allowing them to be detected with the Low-Frequency Array and the Murchison Widefield Array (Mulcahy et al. 2014 , Lenc et al. 2016 , Van Eck et al. 2017 . In fact, Van Eck et al. (2018) identified more than 2/3 of their sources as hotspots in FR II galaxies. It is not clear why source pairs from the survey have a much wider RM distribution than source pairs from the pilot project.
Intrinsic properties of extragalactic sources
In Fig. (15) we compare the fitted spectral index in Stokes I with the fitted spectral index in L. We selected only sightlines for which the fits to Stokes I and to L both have a reduced χ 2 < 2. Furthermore, the sources that are shown in this figure emit at a single RM, therefore, one would expect αI to be equal to αL to within the measurement uncertainties. However, this is not the case: a large number of sources is fitted even with a positive αL. We checked that source confusion in Stokes I is not the main cause for this difference between the spectral indices. In these cases, dividing Stokes Q and U by Stokes I to remove spectral index effects produces erroneous results. In RM synthesis, one considers only sources that emit at a single RM, and in the past the ratios of flux densities Q/I and U/I have been used as input to RM synthesis. Fig. (15) shows that this is not the right approach, and we discourage its usage. In Schnitzeler & Lee (2017) and S18 we provided mathematical arguments against this approach.
We investigated which fraction of sources that we analysed shows emission at more than one RM: answering this question will tell us more about the intrinsic complexity of the radio sources themselves, and also whether RMs that were determined from narrow-band observations like TSS09 are reliable. If a large fraction of sources contains more than one component, then those components can show complex interference patterns in Stokes Q and U as a function of frequency. In that case, if the RM is determined by calculating the derivative of the polarization angle with respect to wavelength squared, then narrow-band observations at different frequencies would yield different RMs. Fig. (16) shows that about 45-60 per cent of the sources in our sample emit at a single RM, and for about 80 per cent of sources the brightest polarized source component is more than three times as bright as the second brightest component. Anderson et al. (2015) and O'Sullivan et al. (2017) analysed the prevalence of sources that emit at more than one RM, using observations at frequencies similar to Sightlines that are plotted in this figure emit at only one RM, satisfy the criteria outlined at the beginning of Section 4, and the fits to Stokes I and L must have a reduced chi-squared < 2.
those covered by S-PASS/ATCA. Ma et al. (2019) investigated this using data from the Very Large Array between 1.15-2 GHz. Anderson et al. (2015) find that at most 88 per cent of the sources in their sample show simple RM spectra (see section 6.1 in their paper). O'Sullivan et al. (2017) find that 37 per cent of the sources in their sample are fitted best with a single component, which means a single function of the type described by equation (2) in their paper. In our case, if a source is fitted by a single component this means that the source emits at only one RM. Ma et al. find that about 60 -70 per cent of the polarized sources they analysed emit at one RM. Neither the sample we use, nor the samples that were used by Anderson et al., O'Sullivan et al., and Ma et al., are complete in a statistical sense. Therefore, these numbers might change once statistically complete samples become available.
The high percentage of sources that emit at a single RM means that most of the RMs that were determined in the past using narrow-band observations can still be used safely. Furthermore, it simplifies analyses that try to break down extragalactic RM contributions into contributions by the sources themselves, intervening objects, and the cosmic web (e.g., Banfield et al. 2014 , Vacca et al. 2016 , Basu et al. 2018 . By going to lower frequencies, it becomes possible to resolve polarized emission over narrower ranges in RM (equation 14 in S18), and the fraction of sources that emits at a single RM would drop.
Finally, we point out that 42 sources have a polarized flux density of more than 100 mJy at 2.1 GHz and are unre- solved in CLEANed Stokes I maps. These sources can serve as references for future projects with the ATCA and other telescopes in the southern hemisphere, including the Square Kilometre Array and its pathfinders.
DATA ACCESS
The source catalogue can be accessed on VizieR 4 . This catalogue provides information on the polarization properties of the brightest and second brightest source in Stokes I in the field of view. For each of these two sightlines we list the properties of the brightest and second brightest polarized source components that we fitted to the data. In addition, we publish the following data products on this website 5 :
(i) Calibrated uvfits data files, (ii) CLEANed Stokes I FITS images from the selfcalibration pipeline, (iii) Diagnostic plots like Fig. (3) for each source in the catalogue, and (iv) Results for all the models that we fitted to each source using Firestarter.
SUMMARY
We presented S-PASS/ATCA, a survey of polarized sources in the southern hemisphere that we observed with the ATCA in the 16 cm band. Candidates were selected from the S-PASS survey conducted with the Parkes radio telescope. Our observations are able to detect sources with |RM|s of up to at least 1000 rad m −2 . Our sample contains more than 3800 sightlines, and has an angular resolution of ∼ 1-2 ′ : about the same as the number of stars that can be seen by the naked eye on a clear night, and the angular resolution of the human eye, respectively. The targets were observed in less than 90 hours in total, using a new observing strategy for the ATCA that we developed. We also developed a new calibration strategy, because the observations did not re-visit calibrator sources (with few exceptions). We analysed the data using the Firestarter algorithm, a QU-fitting based algorithm that was published by S18. The RMs that we derived from the survey show good agreement with RMs that have been published previously by TSS09, Mao et al. (2010) , and a pilot project where we observed and calibrated S-PASS sources using standard procedures.
We show two RM maps of the Milky Way, one contains only sources from S-PASS/ATCA, the other is an allsky map of RMs that combines S-PASS/ATCA and TSS09. Sources with large |RM| are found mostly close to the Galactic Plane and towards bright H ii regions, and are rare elsewhere. We show a panoramic RM map of the Gum nebula; RMs published by TSS09 do not reach declinations that are far enough south to cover the Gum nebula in its entirety. Although RMs near the top of the Gum nebula are clearly different inside and outside the nebula, in the southern part of the Gum nebula no clear correlation is seen between the magnitude of RM and Hα intensity. The part of the Orion molecular cloud complex that is brightest in H ii , Barnard's Loop, also does not show a clear correlation with RM. Perhaps in these regions the magnetic field is mostly perpendicular to the line of sight, or the component B changes sign along the line sight, so that these regions do not leave an imprint on RM.
Some of our target fields contain more than one source in Stokes I, and we used the RMs that we measured in these fields to confirm that probably the Galactic contribution to the observed RMs is much larger than the intrinsic RMs of most polarized sources. Also, we concluded that the Faraday-rotating and synchrotron-emitting media in such sources must be distributed in a simple way, otherwise we would expect much larger RM differences.
For sources that emit at only one RM, we find that the spectral index that is fitted to Stokes I is often (very) different from the spectral index that is fitted to L. In RM synthesis one often assumes that the two are the same, so that spectral index effects can be removed by analysing ratios of flux densities Q/I and U/I. Because the two spectral indices are often different, calculating RM spectra from these ratios of flux densities leads to erroneous results.
About half the sightlines that we fitted can be described by emission at only a single RM, and in more than 8/10 cases the source that is brightest in L is at least three times as bright as the source that is second brightest. This implies that most sightlines are dominated by emission at a single RM. Therefore, most of the RMs that have been derived in the past based on narrow-band observations at these frequencies are still safe to use. Observations that extend to lower frequencies might be able to resolve emission into discrete peaks or narrow continuous distributions.
APPENDIX A: DATA CALIBRATION
We self-calibrate a target field using the miriad task selfcal, but only if the field contains at least one source brighter than 200 mJy in Stokes I. The self-calibration process creates images that measure 1024 pixels on each side, with pixels that are 8 ′′ in size, using robust = 0.5. We apply the miriad algorithm mfclean to create a list of CLEAN components for the central quarter of each image. This algorithm uses a gain of 0.1, and stops when the first negative component is encountered, if the absolute maximum residual falls below 0.02, or after 500 iterations, whichever comes first. The self-calibration process consists of a number of iterations, listed in Table A1 . Each iteration improves the calibration solution by including fainter sources when calculating the calibration solution, by increasing the number of subbands, or, in the case of calibrator sources, by changing from a phase-only self-calibration to an amplitude+phase self-calibration. For calibrators, we specify the coefficients of a cubic polynomial fitted to the Stokes I spectrum of the source when running selfcal; these coefficients are generated by the task uvfmeas. For all other targets, we use a list of CLEAN components in combination with multi-frequency synthesis to calculate selfcal solutions (selfcal option 'mfs'). If the band is split into multiple subbands, we use multi-model multi-frequency synthesis, with one CLEAN component model for each subband (selfcal option 'mmfs'). Because miriad cannot merge two calibration tables that were derived for different numbers of subbands, selfcal creates two files, 'Source N.cal' (contains the selfcal solution for the frequency band in its entirety) and 'Source N.cal2' (contains the selfcal solution where the band has been split into multiple subbands). Therefore, each field can have up to three data files associated with it: 'Source N' (the original file, containing the calibration solution from PKS B1934-638), 'Source N.cal', and 'Source N.cal2'.
After all calibrators from a single observing run have been self-calibrated, we combine the calibration solutions into two big tables: one table contains solutions when the entire band is used in selfcal, the other table contains the solutions when we split the band into four subbands. These two calibration tables have the same structure as the single table that is created during a standard observing run with the ATCA, when one calibrator is observed repeatedly. The subsequent calibration of a target field is illustrated in Fig. (A1) . First, we transfer the calibration solution from PKS B1934-638 to this field; these solutions are stored in files 'Source N', 'Source N-1', etc., without being modified. Figure A1 . Illustration of the self-calibration process for each target field, and how calibration solutions are transferred between fields using the miriad task gpcopy. The task uvaver applies calibration tables to the data, creating a new file in the process. In the selfcal process, 'nfbin' indicates into how many subbands the frequency band is split. Not shown is how the calibration tables from calibrator sources are copied and applied to Source N.cal. For calibrators the lower pair of gpcopys is missing.
Then we apply the calibration solutions from PKS B1934-638 to the data using the task uvaver, creating a new file 'Source N.cal'. In the next two steps we copy the two big calibration tables (which contain gain amplitudes and phase corrections) from the calibrators, and we run uvaver after we copied each of these tables. This updates the file 'Source N.cal' with the selfcal solutions from the calibrators. Once this is done, we copy and apply the calibration solution from the last field that was self-calibrated successfully; often this is the field 'Source N-1.cal' which was observed only moments before. Before starting the self-calibration process, we check that 'Source N.cal' contains at least one source that is brighter than 200 mJy in Stokes I. If the field contains only fainter sources, then we rely on the calibration tables from the calibrators and from the source that was self-calibrated most recently to calibrate the current target field. If the selfcalibration process is completed successfully, the calibration tables that we just calculated will help calibrate the field that is observed next, as Fig. (A1) shows. After the selfcalibration process finishes, we do not test if the source is unresolved on the sky. Given the large size of the synthesized beam (∼ 2 ′ × 1 ′ , Fig. 2 ), this will be the case for most sources. The equivalent of Fig. (A1) for self-calibrating calibrator sources is only slightly different: we did not transfer selfcal solutions between calibrators, therefore, for calibrator sources the lower set of gpcopys is missing.
APPENDIX B: DATA FOR TARGETS OBSERVED ON MULTIPLE DAYS
This paper has been typeset from a T E X/L A T E X file prepared by the author. Table B1 . Overview of fitted Stokes I flux densities (in mJy) at 2.1 GHz for sources that were observed on multiple days. '-' indicates that the source was not observed that day, or that the fit to the data was not reliable. Runs 1-4 take place on consecutive days, run 5 after (almost) 4 months.
