Introduction
One of the most popular uses of computational quantum chemistry models is to predict molecular energetics, which is required for applications such as thermochemistry and reaction kinetics. As a result of steady progress in electronic structure theory and computational efficiency, the precision of ab initio molecular energetics has improved by a factor of about 10 every 10 years. With the advent of basis-set extrapolation methods and highly correlated theories, the energetics of small molecules can now be computed to high precision almost routinely. 1 As the uncertainties in electronic energy fall away, other sources of uncertainty become increasingly noticeable. Vibrational zero-point energy ͑ZPE͒ has emerged as one of the principal remaining sources of uncertainty in calculations of molecular energetics. In careful work, it is necessary to go beyond the harmonic approximation to obtain a reliable ZPE. [2] [3] [4] [5] However, the most common practice is simply to scale the computed harmonic ZPE by a multiplicative correction factor. The empirical scaling factor carries uncertainty. We have recently quantified the uncertainties associated with scaling factors for fundamental vibrational frequencies. 6 The uncertainties associated with the experimental vibrational frequencies were required in the analysis, although in the end their contribution was small enough to be neglected. Similar work is underway to provide scaling factors, with their associated uncertainties, appropriate for routine predictions of ZPE. Unfortunately, we have been unable to locate any recent compilations of experimentally derived ZPEs, or compilations of any age that include uncertainties. Moreover, existing compilations include few data for polyatomic molecules. We are now working to fill this gap by providing benchmark, experimental ZPEs along with the associated uncertainties. The present list, restricted to diatomic molecules, is not intended to be exhaustive. Nevertheless, it is the largest such list yet assembled, the first to employ spectroscopic data more recent than those compiled by Huber and Herzberg, 7 and the first to include uncertainties.
nately, this definition is not convenient for experimental ZPEs, as the BOA is never adopted by real molecules. Experimental spectra are generally analyzed, however, as if the BOA were followed by real molecules; explicit BornOppenheimer corrections are only made when simultaneously fitting different isotopologs to the same effective potential. Thus, in the present compilation, the experimental ZPE is defined as the difference between the molecular ground state and the lowest point on its isotope-specific effective potential. The small difference between this definition and that used by quantum chemists must be absorbed by the empirical scaling factor that is typically applied to theoretically determined ZPEs.
The ZPE cannot be measured directly since no molecule can be observed below its ground state. Instead, the term "experimental ZPE" describes a value that is usually ͑but not necessarily 9 ͒ derived by combining experimental spectroscopic constants with standard theoretical or empirical models for anharmonic oscillators. Thus, "experimental" ZPE values are actually hybrids of experiment and theoretical modeling.
Most available experimental ZPEs are for diatomic molecules, because far fewer spectroscopic constants are needed for diatomic molecules than for polyatomic molecules. Although the field of molecular spectroscopy is home to crowds of molecular constants, among nonspecialists the most common expression for the vibrational energy levels of a diatomic molecule, relative to the minimum on the potential energy curve, is
In Eq. ͑1͒, e and e x e are the harmonic frequency and the first anharmonicity constant, respectively, and v is the vibrational quantum number, which can assume nonnegative integer values. 10 Note that the symbol e x e represents a single constant, not a product. Thus, the most popular expression for diatomic ZPE is, to second order in
This expression is derived by extrapolating Eq. ͑1͒ to v i = − 1 2 , which corresponds to the lowest point on the effective potential, to a good approximation. 11 Contributions from higher-order anharmonicities are generally negligible ͑e.g., 0.1 cm −1 for H 2 , 0.07 cm −1 for OH, and 0.0013 cm −1 for CO͒. Unfortunately, as has been pointed out recently, 2-5 the popular expression is incorrect.
In addition to the linear and quadratic terms in Eq. ͑1͒, there is a constant term that is usually overlooked. This was demonstrated by Dunham in his classic power-series analysis. 12 The resulting energy levels, to second order, are given by 
Selection of Molecules
An initial list of molecules and associated ground-state spectroscopic constants was culled from the classic compilation by Huber and Herzberg 7 and from the NIST Diatomic Spectral Database.
14 For compatibility with the NIST Computational Chemistry Comparison and Benchmark Database, 15 only molecules composed of elements lighter than argon ͑i.e., atomic number Z Ͻ 18͒ were included. More recent values of constants were taken from the spectroscopic literature as available. Since our goal is a list of reliable ZPEs, diatomic molecules were excluded if their ZPEs obviously ͑upon cursory analysis͒ had standard uncertainties of about 0.5 cm −1 or more. Our final list of diatomic molecules, with their spectroscopic constants, is provided in Table 1 
Contributions to Uncertainties
The spectroscopic constants have both statistical uncertainty ͑i.e., uncertainty from random effects͒ and bias ͑i.e., systematic error͒. As we are interested in the ZPE, it is necessary to determine how the uncertainties in the constants contribute to the uncertainty in the corresponding ZPE. For this purpose, we accept the common linearized propagation of uncertainties 16 given by
for a quantity y = f͑x 1 , x 2 , ... ,x i , ...͒, where y 2 is the estimated variance of y and ij = ͗͑x i − x i ͒͑x j − x j ͒͘ is the element of the covariance matrix that corresponds to the pair of vari- ables x i and x j . For the problem at hand, y is the ZPE and the x i are generic spectroscopic constants. The required derivatives, summarized in Table 2 , are straightforward but do not appear to have been compiled previously. Typically, only the diagonal elements, ii , of the covariance matrix ͑i.e., the variances of the fitting constants͒ are reported and available to us. Omitting the off-diagonal contributions in Eq. ͑6͒ yields the estimate
where the standard uncertainties of the x i are i = ͱ ii . This diagonal approximation introduces a bias in the estimated uncertainty, which will be different for different molecules.
To estimate the magnitude of the bias, we consider the situation for BCl, for which the covariance matrix has been published. 17 Using the derivatives in Table 2 and the parameter values and statistical uncertainties from Table 1 , the standard uncertainty ͑i.e., the square root of the variance͒ for the ZPE is 0.000 65 cm −1 . When only the diagonal terms are included, the resulting standard uncertainty is only slightly smaller, 0.000 57 cm −1 . Given only the variances, the most pessimistic scenario for the correlation coefficients r ij ͑−1 Յ r ij ϵ ij / i j Յ 1͒ leads to the upper bound or y Յ 0.000 98 cm −1 for the BCl example. This is 50% larger than the result from Eq. ͑6͒ and appears inferior to the diagonal approximation. These various estimates are summarized in Table 3 , along with analogous estimates for three other diatomic molecules, based upon unpublished fitting data generously provided by Dr. F. J. Lovas. Based upon the data for these four molecules, the diagonal approximation appears reasonable and in this paper we use Eq. ͑7͒ to estimate the statistical contribution to the standard uncertainty of the diatomic ZPEs.
Most of the standard uncertainties presented in Table 1 are from the experimental papers in which the constants were reported. In some cases, uncertainties were reported but not described; they have been assumed to represent standard uncertainties ͑1͒. When uncertainties have been described as 95% confidence intervals, they have been divided by 2 to estimate standard uncertainties. Other special cases are described in Sec. 5.
The uncertainties associated with spectroscopic constants only reflect the statistical uncertainties resulting from fitting the observed line positions to a model Hamiltonian. In this context, a Hamiltonian is a physically motivated fitting function involving selected spectroscopic constants and various quantum numbers. In some cases, the uncertainties were propagated from v-dependent fitting constants or from estimated ͓type B ͑Ref. 18͔͒ uncertainties in line positions.
In addition to the statistical uncertainties, there are sources of bias ͑"systematic error"͒ which may dominate the combined uncertainties. True bias cannot be known, since that requires knowledge of true values. When ancillary information is available about the possible values of bias, we can make a correction for bias, as recommended in the Guide to the Expression of Uncertainty in Measurement, published by the International Organization for Standardization. 19 There is uncertainty associated with the correction for bias, corresponding to the uncertainty of the ancillary information. If we have no information, we choose the value of the correction to be zero, but there is still an uncertainty associated with this ͑null͒ value. This uncertainty is combined with the statistical uncertainties to obtain the combined uncertainty.
One source of bias derives from the truncation in Taylorseries expansions such as Eq. ͑1͒. Such model-dependent uncertainties are seldom discussed. [20] [21] [22] The fitted values of low-order constants are affected when higher-order constants are included in the fitting procedure. Further, our ZPE computation ͓Eq. ͑4͔͒ includes terms only through third order. For diatomic molecules, we estimate the uncertainty due to truncation using the simplified analytical model described in the following paragraph. Assume, for this approximate model, that the diatomic vibrational energy levels are perfectly described by the sextic polynomial
where v is the quantum number, G͑v͒ is the energy of the Also suppose that n transition frequencies, y j = G͑j͒ − G͑0͒, are observed and are fitted to the empirical expression
where a i = Y i0 or the equivalent conventional constant and n Յ 6. This is an exact fit because we have assumed, for mathematical convenience, that the number of free parameters is equal to the number of data. Then the apparent zero-point energy is ZPE app = a 0 + ZPE app depends upon the number, n, of fitted constants even though the higher-order constants are not explicit in Eq. ͑12͒. The difference ͑ZPE app − ZPE͒, determined from Eqs. ͑10͒ and ͑12͒, is the truncation bias in this simple model; its absolute value is an estimate for the uncertainty arising from truncation of the spectroscopic Hamiltonian. The biases in the cubic approximation ͑12͒, for different orders n of the fitting polynomial ͑11͒, are listed in the second column of Table 4 . The value for n = 2 uses the more severely truncated quadratic expression ZPE app = a 0 + 1 2 a 1 + 1 4 a 2 instead of Eq. ͑12͒, because a 3 is undefined. The differences ͑a 0 − b 0 ͒, which appear in the expressions for estimated bias, require evaluation. If we identify a 0 and b 0 with Y 00 , we can use Eq. ͑5͒ to estimate that
͑13͒
The expressions for ͑a 1 − b 1 ͒ and for ͑a 2 − b 2 ͒ are given in the last two columns of Table 4 . To obtain numerical values for the uncertainty arising from truncation for a particular diatomic molecule, we determine n based upon the order of the experimental fit, choose b i Ϸ Y i0 , and combine Eq. ͑13͒ with the expressions in Table 4 . However, frequently the higher Among the remaining sources of uncertainty, the most important is probably that Dunham's canonical treatment is itself an approximation that leads to bias. In particular, any perturbations from electronically or vibrationally excited states will displace some rovibrational levels, skewing the values of the fitting constants. These effects are specific to individual molecules. We do not attempt to quantify the associated uncertainties. However, they are probably small for the ground states of diatomic molecules. Dunham's analysis is also for non-degenerate electronic states ͑ 1 ⌺͒ and must be considered more approximate in other cases.
To illustrate the current procedure, consider BF as an example. Constants from Table 1 are substituted into Eq. ͑5͒ to obtain Y 00 = 0.3111 cm −1 . Applying Eq. ͑4͒ yields ZPE = 698.4416 cm −1 , as listed in Table 5 . The associated uncertainty is computed by propagating the uncertainties in the spectroscopic constants, estimating the uncertainty associated with the ͑null͒ correction for truncation bias, and combining these two quantities to obtain a combined standard uncertainty. To propagate uncertainties, substitute values from Table 1 into the formulas in Table 2 to obtain the partial derivatives ‫͑ץ‬ZPE͒ / ‫͑ץ‬ e ͒ = 0.503 07, ‫͑ץ‬ZPE͒ / ‫͑ץ‬ e x e ͒ = −0.5, ‫͑ץ‬ZPE͒ / ‫͑ץ‬ e y e ͒ = 0.125, ‫͑ץ‬ZPE͒ / ‫͑ץ‬B e ͒ = −3.5257, and ‫͑ץ‬ZPE͒ / ‫␣͑ץ‬ e ͒ = 226.11. The intermediate quantity s = 0.967 50 ͑Table 2͒. The standard uncertainties for the spectroscopic constants, from Table 1 , are combined with these derivatives according to Eq. ͑7͒ to obtain the estimated statistical contribution to the variance of the ZPE. Taking the square root gives u stat Ϸ 0.000 159 cm −1 , as listed in Table 5 ͑rounded to two digits͒. To estimate the uncertainty associated with the ͑null correction for͒ truncation bias, check the literature ͑Zhang et al. 23 ͒ to find the available Dunham constants Y n0 . In this case, Y 40 = 0.000 346 4 cm −1 and no higher constants are available. Thus, the appropriate row in Table 4 is that for n = 4. Values of b j in Table 4 Table  4 , ͑a 1 − b 1 ͒ = 0.000 225 cm −1 and from the fourth column of Table 4 , ͑a 2 − b 2 ͒ = −0.000 255 cm −1 . Substituting these values into Eq. ͑13͒ then gives ͑a 0 − b 0 ͒ = 6.435ϫ 10 −5 cm −1 . Finally the expression in the second column of Table 4 evaluates to ͑ZPE app − ZPE͒ = 0.000 107 cm −1 . Multiplying by 1.8 to account for sensitivity to guessed Y i0 values, and taking the absolute value, u trunc Ϸ 0.000 193 cm −1 . The final, estimated, combined standard uncertainty is then = ͑u stat 2 + u trunc 2 ͒ 1/2 = 0.000 250 cm −1 , which is rounded to a single digit in Table 5 .
Analyses for Individual Molecules
In their classic compilation, Huber and Herzberg ͑H&H͒ did not attempt to estimate the uncertainties associated with the reported spectroscopic constants. 7 Instead, they provided the following guidance. "…we hope that the number of digits quoted may serve as a very rough indication of the estimated order of magnitude of the error, generally ±9 units of the last decimal place. Where the last digit is given as a subscript, we expect that the uncertainty may considerably exceed ±10 units of that last decimal place." Although rarely explicit, the implicit assumption of normal distributions pervades the literature of molecular spectroscopy, with coverage factors 18, 19 ͑i.e., multipliers of the standard uncertainty͒ ranging from 1 to 3. To accommodate the "very rough" quality of the estimated uncertainties, we assume a coverage factor of 1 for the uncertainty estimates from H&H. Where we have taken spectroscopic constants from H&H, we have thus assumed the associated standard uncertainties to be 9 in the last digit except when printed as a subscript, in which cases we assumed 18 in that last, subscripted digit.
A few spectroscopic constants were reported without associated uncertainties. In such cases we estimated the uncertainties. This was done for Be 18 O ͑ e ͒, BH ͑ e y e , taken equal to that estimated for the corresponding constant in the A state 24 ͒, O 2 ͑all constants͒, BS ͓all ͑deperturbed͒ constants, estimated from effect of deperturbation͔, CCl ͑B e , based upon the discrepancy between Jin et al. 25 and Endo et al. 26 ͒, Cl 2 ͑all constants͒, and ClO ͑ e y e ͒. For LiO, we derived a Table 5 lists our recommended values for ZPE as derived from experimental spectroscopic constants. The uncertainties listed are combined standard uncertainties ͑i.e., coverage factor k =1͒ that include both statistical uncertainties ͑u stat ͒ and uncertainties arising from ͑null͒ corrections for bias ͑u trunc ͒. For nearly half the molecules, u trunc Ͼ u stat . As expected, cases truncated most severely, at n =2 ͑i.e., for which Y 20 is the highest Y n0 measured͒, tend to have high values of the ratio u trunc / u stat ͑meanϭ18 and standard deviationϭ32, for 12 values͒. In contrast, this mean ratio equals 3 ͑for 26 values; standard deviationϭ6͒ and 4 ͑for 28 values; standard deviationϭ7͒ for n = 3 and 4, respectively. Surprisingly, the highest mean ratio ͑50, for 12 values; standard deviation ϭ93͒ is for the most lightly truncated nontrivial case, n =5. Upon inspection, we find that the highest values of the ratio u trunc / u stat are associated with low values of the ratio Y n−1,0 / Y n,0 . That is, truncation bias is expected to be large when the polynomial expansion ͓compare Eq. ͑11͔͒ converges slowly. Log-log linear regression yields a correlation coefficient of −0.64 with slopeϭ−1.12 and interceptϭ4.75. This corresponds crudely to u trunc / u stat Ϸ 100Y n,0 / Y n−1,0 , with substantial scatter. Note that our estimate of u trunc ͑second column of Table 4͒ is identically zero for n = 6 only because the model is based upon a sextic polynomial approximation. This may underestimate the final, combined uncertainties significantly when n = 6 and convergence is slow. For example, BeH, BeD, FO, Na 2 , and NaLi have rather low values of Y 50 /Y 60 ͑6, 8, 16, 16, and 19 respectively͒. BeH, BeD, Na 2 , and NaLi have been measured to n =8, 22 8, 22 12, 29 and 9, 30 respectively, but FO could have significant uncertainty arising from the ͑null correction for͒ polynomial truncation bias.
Results and Discussion
The present study is limited to 85 diatomic molecules, some of them isotopologs. In contrast, earlier work has included polyatomic molecules, which is clearly essential if bending vibrations are to be represented. This was important because the focus of the earlier work was to determine empirical scaling factors for ZPEs obtained from ab initio calculations. Among the many previous studies, the most heavily cited is that by Scott and Radom. 31 In that study, experimental ZPEs were computed by using Eq. ͑2͒ ͑or its polyatomic analog͒ for a set of 29 diatomic and 10 polyatomic molecules. The reference data were not reported but literature references were provided. The earlier, classic paper by Grev et al. 32 included 12 diatomic and 12 polyatomic molecules. Reference data and citations were both provided. The present work is the first to include uncertainty analyses and to include copious, recent spectroscopic data.
The principal utility of the present compilation is for developing empirical corrections for ZPEs obtained from ab initio calculations. However, only stretching vibrations are represented by diatomic molecules, so reference ZPEs for polyatomic molecules are still needed. Data evaluation and uncertainty analysis are substantially more complicated for polyatomic molecules than for diatomic. For example, vibrational resonances ͑i.e., perturbations͒ are common, the analog of Y 00 is not readily determined, and far more spectroscopic constants are required for characterization. Furthermore, adequate spectroscopic data are available for fewer than 20 polyatomic molecules. Despite these challenges, such an evaluation is currently underway at NIST.
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