Abstract. We show that the Lavrentiev phenomenon does not occur for functionals of the form
Introduction
In 1927 a remarkable paper by N. Lavrentiev [6] presented an example of a variational functional over the interval .a; b/, with boundary conditions u.a/ D˛, u.b/ Dˇ, whose infimum over the set of absolutely continuous functions was strictly lower than the infimum of the same functional over the set of Lipschitzean functions satisfying the same boundary conditions. Since then, this phenomenon is called the Lavrentiev phenomenon. In 1934, B. Manià published a simpler example of this phenomenon [7] and, in 1993, Alberti and Serra Cassano [1] did show that the phenomenon does not occur for autonomous integrands over a onedimensional integration set.
When the integration set is a subset of R N , the boundary condition is described by the inclusion u u 0 2 W 1;1 0 . / and, in order for the problem of the occurrence of the Lavrentiev phenomenon to make sense, u 0 is a Lipschitzean function on ; in Section 5 we present a modification of Manià's functional on R 2 with a linear boundary function u 0 , exhibiting the Lavrentiev phenomenon. Connections between the regularity of a solution and the non-occurrence of Lavrentiev's phenomenon have been pointed out in [4] . An exhaustive literature on the Lavrentiev phenomenon can be found in [2] . shows that, as the parameter h ! C1, the difference between the value of the integral functional computed on x h and the same integral computed on the solution, diverges to C1. This fact, although surprising, is not, by itself, sufficient to establish the validity of the Lavrentiev phenomenon. The proof of the non-occurrence of the Lavrentiev phenomenon that we present in this paper will be largely based on the following claim: if we are able to define a function w h , analogous to the function x h , issuing from the boundary datum in a "linear" way, such that, as the parameter h diverges, the difference of the integrals computed along w h and along the solution, converges to zero, then the Lavrentiev phenomenon does not occur. To show that the difference of the two integrals converges to zero, we will use the fact that an affine function is always a solution, among the function satisfying the same boundary conditions, of a convex variational problem depending only on the gradient. This fact is independent of any further regularity assumption on the Lagrangian L. Hence, we shall need regularity on the boundary datum u 0 to build the "linear" approximation, but we shall not need any regularity on L.
Finally, notice that, when u is a solution, the boundedness of u follows from the boundedness of u 0 under mild additional conditions [8] .
Notations and preliminary results
We shall use the following notation. Denote by B.x; ı/ the open ball centered at x of radius ı. The Lebesgue measure of a subset A of R N is jAj; ! N is the measure of the unit ball; the complement of is C ; d.x/ D dist.x; C /, a Lipschitzean function of Lipschitz constant 1; diam is the diameter of ; set
H is the Hausdorff distance; the normal to @ at the point y, pointing towards the interior of , is .y/; T .y/ is the tangent plane to @ at y and
A vector x 2 R N will be often written as . O x; x N /. The Hessian matrix of a function will be denoted by H . For the Coarea Theorem and the notion of Jacobian of a map g W R N ! R n we refer to [5] .
With the above notations, we summarize the assumptions of Theorem 1.1 assuming that there exists a constant K > 1 such that: jru 0 j Ä K, jH u 0 j Ä K, the map y 7 ! .y/ is Lipschitzean of constant K. Moreover,
In addition, there exists M 1 such that for x 2 , ju.
In what follows, a constant h will be chosen; apart from further conditions, we shall always assume that h > 3K.
The following lemmas will be essential fot the proof of Theorem 1.1. They will be used to smooth the approximating function M h . Lemma 2.2. Let and u 0 be as in Theorem 1.1. Let y D y.x/ be a point where
(ii) (uniqueness) there exist h and d such that h h and d.x/ Ä d imply that y D y.x/ is uniquely defined and we have
The same inequalities hold for w h , provided that in (ii) we read
Proof. We shall prove the inequalities for w we have that u 0 .y / C hd.x/ u 0 .y/ C hjy xj, hence
hjy xj Ä hd.x/ C ju 0 .y / u 0 .y/j Ä hd.x/ C Kjy yj
so that
thus proving (i).
On the non-occurrence of the Lavrentiev phenomenon 97 Ad (ii). Whenever the minimum is attained at a point y, since y is a constrained minimum point, we must have so that jrj Ä jy 2 y 1 j. For any i 2 T .y i /, from (2.5) we infer
There exists Á such that: for any y 2 with jy 2 y 1 j Ä Á there is 2 T .y 1 / (with depending on y 2 ) such that
We have 
º, the previous inequality implies that
It is easy to check that rw h C is constant of norm h along the line segment joining y to x and is directed in the direction from y to x; hence we have the identity
The lemma is proved.
Lemma 2.3. Let v 2 W 1;1 . / be such that jv.x/j Ä M a.e. on and, on n ı , define the function
Then:
(ii) Q v is a.e. differentiable and, at a point x of differentiability, we have
On the non-occurrence of the Lavrentiev phenomenon 99 so that, in either case,
Ad (ii). From (i) we have that there exists ı ı of full measure, such that Q v is differentiable on ı . Hence, for x 2 ı , there exists a vector r Q v.x/ and a function ".h/, ".h/ ! 0 as h ! 0, such that, for every h sufficiently small, we have
Consider one coordinate direction e i . On almost every line parallel to e i , the map t 7 ! v.x C te i / is absolutely continuous; there exists i ı of full measure such that x 2 i ı and t small imply
Lemma 2.4. Assume that one of the following hold:
(i) g is measurable and such that jg.x/j Ä Dd.x/,
(ii) g is Lipschitzean with Lipschitz constant D.
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Then, there exists D such that the function
is Lipschitzean of constant D .
Proof. Fix x 1 and x 2 , let d.x 2 / d.x 1 /, let y 1 and y 2 in @ be the nearest points to x 1 and x 2 . From jx 2 y 2 j Ä jx 2 y 1 j Ä jx 2 x 1 j C jx 1 y 1 j, we obtain
On the segment OEy 2 ; x 2 , let x 2 be such that
We have
(2.9)
Consider˛:
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and we have: when 2d.
In either case,
From (2.8) and (2.9) we obtain
Considerˇ. We have
We have obtained
Ad (ii). We have
Considerˇ; we have
j: Consider ; write the absolute value of the integrand aš
104 G. Bonfanti and A. Cellina
Differentiability results
Let P 2 @ ; we choose as coordinate system (depending on P ) the one that has the origin in P and the x N axis in the direction of the normal to the inside of , so that, for i < N , the x i axis is on the tangent plane to the point P . On this system, @ is described locally by
: : : 
Given a point x 2 , as before we denote by y.x/ the point in @ where the minimum in (2.1) is attained. We shall consider the map x 7 ! O y; J. O y/ is the Jacobian of this map. , and we have
Being the case N D 2 substantially simpler than the general case, we present it separately. In the proof of this lemma we shall consider partial derivatives evaluated at different points; it will be convenient to set f 0 j to denote the partial derivative of the (scalar-valued) function f with respect to its j -th variable. 
we obtain the cartesian coordinates of rw h C , i.e.,
.w
In particular, Recalling that rw h C is constant along the line segment joining .x 1 ; x 2 / and .y 1 ; .y 1 //, we obtain the identity
where the right hand side is computed at the point .y 1 .x/; .y 1 .x///. The points x and y are related by the identity x D y C jx yj x y jx yj , i.e., from (2.7), by In particular,
differentiating with respect to x 1 this identity, we have
From (3.4), we have .w
i .x 1 ; x 2 / and we obtain 
:
We have j.w
so thatˇd
Recalling (i) of Lemma 2.2, on the set 3M h we have
so thatˇ.
in addition,ˇh
1 h 2 hI we have obtained that the denominator satisfies
In addition, from (3.4), we have
o that we can make either term arbitrarily small by choosing
h so large and Q so small that h Q h andˆÄ Q imply: We obtain, for every
The proof for N D 2 is complete.
Proof. The general case. (a) Consider a generic point . O y; . O y// 2 @ , so that
We claim that the map rw
. O y//, we obtain
For a vector v in R N , let P .v/ be the projection of v on the tangent plane; write v D hv; i C P a i i , so that P a i i D P .v/. We obtain, for the coefficients a i , the system
In particular, for the vector rw and, from (3.7), equation (3.8) becomes
The coefficient matrix T D .h i ; j i/ of system (3.10) converges to .ı i;j / asˆ! 0; hence, for everyˆsmall, system (3.10) is solvable.
We also have
and we obtain 
(3.14) Differentiate with respect to x j the first N 1 lines and recall that
to have
where hr..w 
We claim that system (3.16) is solvable in the unknowns y i x j ; for this it is enough to show that the Á i;l can be made arbitrarily small. 
i.e.,
Again, for allˆsufficiently small, system (3.18) is solvable and .a i / y j exist.
On the non-occurrence of the Lavrentiev phenomenon 111 Consider (3.12) and take scalar products with ru 0 ; since the left hand side is differentiable, so is the right hand side and we obtain .he j ; ru Finally, consider (3.13); since we have shown that the right hand side is differentiable, so is the left hand side and we obtain
(e) Consider the following estimates asˆ! 0. We have that, asˆ! 0, for j D 1; : : : ; N 1, j ! e j , while ! e N ; from (3.10) we obtain
We also have ! y i y l we infer that
hence, solving system (3.18), we obtain 
From (3.19) we obtain 
(f) Consider system (3.15) and notice that i < N : from (3.21) we obtain that each i;j can be made arbitrarily small by choosing 1 h andˆsmall. From (3.15) we obtain that, as bothˆand /, converges to 1, while the determinants of all the other square matrices, that must contain the last column, tend to 0. Hence, by the formula for the Jacobian ([5, p. 89]), given Á, we can find Q h h and Q such that h Q h and
4 Proof of Theorem 1. 
We shall need the following definition. In it, and for the remainder of this section, for 2 Bˆ.P /, we set
Definition 4.1. For given h,ˆ, ı, and for P 2 @ , set .P / such that 2 Z. Set
For a measurable subset Z of the ball Bˆ.P /, set V Z to be the subset of V h;ˆ;ı .P / such that 2 Z.
Proof of Theorem 1.
and let Á (0 < Á < 1) be such that
consider Q h, and Q supplied by the Differentiability Lemma for this Á. Set
so that min¹w . Hence, the estimates on the Jacobian of the map x ! O y, provided by the Differentiability Lemma, hold on C and on . We have, almost everywhere in ,
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(c) We hall prove (4.2), being (4.3) proved in the same way. Consider
is a compact subset of . By (ii) of Lemma 2.2, the collection of open sets, defined in Definition 4.1, ¹V
be a finite subcover. We are going to define measurable subsets Z j of B Q .P j /: set Z D Z 1 D B Q .P 1 /; consider P 2 and set
Having defined Z j up to Q j , set
Hence, every point in belongs to one and only one V C Z j and, by the uniqueness in Lemma 2.2, so is for
Apply the Coarea Theorem [5] to the set C \ V C , so that, in particular,
Recall that j (4.7) By (4.4), (3.6) and (4.7),
We have obtained Z
Summing over j , we have 
