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DEFINITION OF TERMS 
 
Debt Service Coverage 
Debt service coverage is the firm‘s ability of covering current obligations of fixed charge 
such as interest, dividend and other fixed charges payable (Pranowo, Azam, chsani,& 
Nuryartono, 2010). 
 
Efficiency 
A firm‘s efficiency (also referred to as turnover ratios) measures how productively the firm 
is using its assets (Brealey & Meyers, 2000). A firm‘s efficiency is measured in terms of 
its fixed assets turnovers, current assets turnover and networth turnover ratios. These 
components indicate the firm‘s viability as well as speed of turning over its assets within 
the year, which may determine its financial distress level. 
 
Financial Distress 
Financial distress is a situation where a company does not have capacity to fulfill its 
liabilities to the third parties (Andrade & Kaplan, 1998). In this case, a company is unable 
to fulfill its debt obligations to third parties, which leads to either restructuring or 
bankruptcy. 
 
Firm Size 
Pronowo et al. (2010) looked at firm size from four different perspectives, namely, 
turnover base, number of employees, assets base and the firm‘s age in terms of the number 
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of years in existence.  In the context of this study, firm size is operationalized to mean the 
firms‘ assets base and age from company inception. 
Insurance  
Insurance is a term widely used in reference to the diversification and pooling of risks to 
safeguard against the consequences of randomly occurring events that may cripple 
individuals and businesses. Insurance may: (i) facilitate long-term savings through 
investment products; (ii) mitigate losses through risk management expertise; and (iii) 
transmit information about risks throughout society so that economic actors can make 
more informed decisions (Association of Kenya Insurers, 2012). 
 
Leverage 
Shim & Siegel (1998) defined leverage as the portion of the fixed costs which represents a 
risk to the firm. These scholars classified leverage into two. First, operating leverage which 
is a measure of operating risk refers to the fixed costs found in the firm‘s income 
statement. Secondly, financial leverage, is a measure of financial risk, refers to financing a 
portion of the firm‘s assets, bearing fixed financing charges in hopes of increasing the 
return to the common stockholders. The higher the financial leverage, the higher the 
financial risk, and the higher the cost of capital (Shim & Siegel, 1998). 
 
Life Insurance 
 Life insurance includes mortality protection life insurance products, such as term life (with 
no money returned to policyholder after coverage expires) and savings-investment life 
insurance products, such as whole life, variable life, and universal life (AKI, 2012). 
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Liquidity 
 Liquidity is the ability of an asset to be converted to cash quickly at low cost (Pranowo et 
al., 2010).   
 
 Non-Life Insurance 
 Non life insurance includes all property and liability insurance, such as auto liability and 
collision, fire, hail, flood, aviation and marine, and health insurance (AKI, 2012). 
 
Profitability  
Profitability of firms is used to measure the firms‘ return on their investments. A study by 
Chang-e (2006) suggested that financially distressed firms should take actions to internally 
adjust the business to increase profitability. Another scholar, Hotchkiss (1995) explored 
the achievement of reorganization bankrupt firms in the US of America with a focus on 
profitability. 
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ABSTRACT 
 
The insurance industry provides an important economic growth base for any country as it 
safeguards investors‘ assets, creates employment and generally facilitates deepening of 
credit financing within the economy. Most financial institutions in most economies, require 
that all assets provided as security be comprehensively insured. In the recent past, nine 
insurance firms have gone through financial distress to the extent that they have either 
collapsed or have been placed under statutory management thus threatening the immense 
contribution of the sector to the economy. This study sought to establish determinants of 
financial distress in the insurance companies in Kenya, specifically the study examined 
profitability, liquidity, efficiency, leverage and firm size.The study adopted descriptive 
research design, which required in depth analyses of data collected from the insurance 
companies. Stratified random sampling was applied due to the heterogeneity of the 
population. The target population consisted of 45 insurance companies registered with the 
Insurance Regulatory Authority as of 2013. Purposive sampling was used to select a 
sample of 15 companies from the strata. Reliability and validity tests were conducted to 
determine the strength of the instrument used. Data was analyzed using Statistical Package 
for Social Sciences (SPSS) version 21. Frequency tables were used to present the findings 
of the study. Analysis of Variance (ANOVA), Multiple Regression and Correlation 
Analyses were carried out to test the hypotheses.  Various financial ratios as shown in the 
conceptual frame work were computed, with the aim to determine most significant and 
reliable ratios for determining financial distress. Cross sectional analysis was used to 
compare similar financial ratios for the companies studied with the aim to explain the 
association between the financial ratios and financial distress. Altman‘s Z‘‘ Score model, 
Solvency Margin and Net Debt were used to measure financial distress exposure of the 
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companies studied. The study established that there exists a significant positive 
relationship between the independent variables; profitability, liquidity, efficiency, leverage 
and the dependent variable, financial distress of insurance companies in Kenya. Based on 
the coefficient of determination findings from this study, one may conclude that the 
biggest determinant of financial distress amongst the insurance companies in Kenya is the 
lack of efficiency and low liquidity. It was further established that firm size had a 
significant moderating effect on the independent variables which, thus, led to financial 
distress in insurance firms. The study concluded that insurance companies in Kenya face 
financial distress as indicated by Z‘‘ score value obtained which puts the insurance 
industry at the distressed state. The study recommends that insurance regulators should 
develop policies on the appropriate levels of profitability, liquidity, efficiency and leverage 
to be maintained by insurance companies. This will ensure improved operations of the 
firms as well as make returns to cover loss payments and other obligations when they fall 
due. 
1 
 
CHAPTER ONE 
1.0 INTRODUCTION 
 
1.1 Background of the Study 
This study sought to suggest determinants of financial distress in insurance companies in 
Kenya. Theoretical and empirical literature show that profitability, liquidity, efficiency, 
leverage and firm size (as a moderating variable) play a major role in determining the 
financial distress position of a company (Pranowo, Azam, chsani,& Nuryartono, 2010; 
Altman & Hotchkiss, 2006; Ogawa, 2003). 
 
In Kenyan financial market, insurance industry provides employment opportunities 
through its marketing and the distribution networks which include direct insurance 
companies, insurance brokers, insurance agents, loss assessors and loss adjustors. It is 
also important to note that the industry contributes to the Gross Domestic Product (GDP) 
of the country. Besides, insurance is an important source of funds through its pooling 
system. This is in addition to its basic role of providing protection to the insured against 
financial loss as well as being a source of security (Rand, 2004).  
 
Over the last twenty years, at least nine insurance firms in Kenya have either collapsed 
or have been placed under statutory management. Among the latest firms to undergo 
financial distress include:  Invesco Assurance Company which was placed under 
receivership in 2008, Standard Assurance in 2009, Blue shield placed under statutory 
management in 2011 (Mudaki & Wanjere, 2012) and Concord Insurance Company in 
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2013 (IRA, 2013). According to Mudaki and Wanjere (2012), firms that had experienced 
financial distress previously included: Kenya National Assurance Company, United 
Insurance Company, Lake Star Assurance Company, Access Insurance Company and 
Stallion Insurance.  
 
1.1.1 Perspective on Financial Distress in Insurance Industry 
 
Insurance insolvency is a global phenomenon. In the United States and in Europe many 
insolvency cases appeared after the insurance cycles of the 1970s and 1980s (Zuleyka, 
Jose, Ma Jesús, 1995). Unlike developing economies where a ‗do-nothing‘ strategy 
appears to be the adopted approach, the more advanced economies have carried out 
several surveys to identify the main causes of insurers‘ insolvency. For instance, the 
Muller (1997) identified major causes of insurance insolvencies in the European Union. 
As a means of mitigating the problems identified, many insurance companies, especially 
the prime movers in the group, have developed internal risk models based on the surveys 
recommendations. 
 
In the property-liability insurance business a number of empirical studies have used 
statistical models based on insurers‘ financial data to predict insolvencies (Trieschmann 
& Pinches,1973, 1977; Harmmelink, 1974; Eck, 1982; Hershbarger & Miller, 1986; 
Harrigton & Nelson, 1986; BarNiv & Smith, 1987; Ambrose & Seward, 1988; BarnNiv 
& Raveh, 1989; BarNiv, 1989; BarNiv & McDonald, 1992). The models have 
impressive ability to predict insolvencies in the industry. For example, Trieshmann & 
Pinches (1973) reported that their MDA model correctly classified 92 percent of 
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insolvent firms two years prior to the determination of their insolvency. Some of the 
studies are based on the assessment of the companies‘ financial ratio over 100 years 
(Zheng, Howard & Parker, 1997). 
 
Other studies of financial insolvency in property – liability insurance, for example, 
include those of BarNiv & McDonald (1992), Ambrose & Seward (1988), and 
Cummins, Grace & Philips (1999). Adopting Z-score and Multiple Discriminant 
Analysis (MDA), Altman (1968) proposed that an insurance company with a Z-score 
greater than 2.60 can be regarded as solvent while one less than 2.60 is at risk of 
insolvency. However, a report in The Banker (1993) advised against indiscriminate use 
of the Z-score method because of its inability to account for key variables, principal of 
which is managerial concerns like frauds among other factors. 
 
Financial ratios have served as the main plank for modeling insurance company failure 
prediction. Variants are hybrids of ratios and Linear Discriminant Analysis (LDA), 
ratios and Logistic Regression (LR), Artificial Neural Network Simulation using back-
propagation and Expert Systems. Econometricians have, however, found these 
traditional methods somewhat inadequate in identifying and estimating key parameters 
(Hawley, Johnson, and Dijjotan, 1990, Zhu, 1996).  
 
Within the region, a study by Mehari & Aemiro, (2013) looked at performance of 
insurance companies in Ethiopia and focused on firm characteristics. Their study used 
multiple regression model to assess the relationship between the dependent variable 
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performance and independent variables.  In the Kenyan market, Nyanumba & Memba, 
(2013) carried out a study on Causes of Financial Distress in Firms funded by Industrial 
and Commercial Development Corporation in Kenya (ICDC). The study observed that 
while most companies rely on their financial performances as the key barometer of 
financial health, it is important not to ignore managerial and operational signals.  
 
Many profitable businesses have found themselves in trouble due to rapid expansion like 
Uchumi Supermarkets or the introduction of a formidable competitor. In each of these 
instances, the companies were successful before an operational event or unheeded signal 
led to financial problem and in some cases the subsequent failure of the company. In 
other countries, the business that were able to recognize earlier warning signs such as 
Zellers, Canadians Tire and The Bay have survived by differentiating themselves or 
changing and improving their business model (Nyanumba & Memba, 2013).  
 
Other studies in the Kenyan market which have looked at financial distress include 
Odipo & Sitati, (2011), who looked at Applicability of Altman,s Revised model in 
predicting financial distress of companies listed in Nairobi Stock Exchange. This 
research study revealed that Edward Altman‘s financial distress prediction model was 
found to be applicable in 8 out of the 10 failed firms that were analyzed, which indicated 
an 80% successful prediction of the model. On the 10 non-failed firms analyzed, 9 of 
them proved that Edward Altman‘s financial distress prediction model was successful 
indicating a 90% validity of the model. The study concluded that Edward Altman model 
of predicting financial failure of companies is a useful tool for investors in the Kenyan 
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market. The shortcoming of this study is that after establishing that companies listed in 
Nairobi Stock Exchange are at distressed state, it did not explain what the determinants 
of financial distress are and how can it be resolved. Ntoiti, (2013), focused on financial 
distress in local Authorities in Kenya. Results indicated that the causes of financial 
distress included poor financial management practices, corporate governance practices, 
human resource management practices, information technology and government 
regulation.  
 
The current study differs from the above previous studies because it used both primary 
and secondary data to evaluate determinants of financial distress in insurance companies 
in Kenya.  As observed, by The Banker (1993), it advised against indiscriminate use of 
the Z-score method because of its inability to account for key variables, principal of 
which is managerial concerns like frauds among other factors. This now implied that 
survey of managerial concern was necessary to validate the findings from secondary 
data analysis. This position was also observed by Nyanumba & Memba, (2013) they 
noted that while most companies rely on their financial performances as the key 
barometer of financial health, it was important not to ignore managerial and operational 
signals, in the Kenyan market that is what motivated the current study to adopt both 
primary data and secondary data.  From the analysis based on financial information 
extracted from annual reports of companies (balance sheet, profit and loss, the Annexes 
to the financial statements) for the years 2005 to 2012 (secondary data), Z‘‘ Score was 
used to establish financial distress exposure of insurance companies in Kenya, ratio 
analysis was carried out to evaluate the performance trend of various determinants of 
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financial distress and survey of managers of insurance companies in Kenya was also 
carried out using questionnaire as a tool of primary data collection. Multivariate multiple 
regression models were used to evaluate determinants of financial distress of insurance 
companies in Kenya.  The Z‘‘ Score and ratio analysis have their shortcomings as they 
use historical data; therefore, survey from managers of insurance companies was 
necessary to attempt to verify and validate the findings from secondary data analysis. 
 
1.1.2 Financial Distress 
 
For a company to be classified as financially distressed, the firm should be, in a position 
of minimum cash flow and most probably firms default in their payment obligations and 
cannot fulfill financial liabilities to its vendors or clients. According to Pranowo et al. 
(2010), the following are the stages of corporate financial distress: the first stage is early 
impairment when revenue decreases by more than 20%, the second stage is deterioration 
when the profit decreases by more than 20% and the final stage is the cash flow problem 
when operational cash flow is negative. Outecheva (2007) states that ―the very low 
volume of liquidity and negative cash flow combined with high leverage leads to 
financial distress‖. Financial distress can happen to firms even during booming 
economic times, once the firm has crossed a certain level of financing leverage which 
cannot allow the firm to borrow additional funding. High levels of leverage in the firms 
and increasing volatility make equity value vulnerable (Altman & Hotchkiss, 2006), so 
that each possible decline in the enterprise value rapidly impairs equity. 
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A study by Hendel (1996) looked at financial distress as ―the likelihood of bankruptcy, 
which depends on the level of liquid assets as well as on credit availability‖. The list of 
events signaling financial distress situation in an organization includes: dividend 
reductions, plant closure, losses, layoffs, CEO resignations, plummeting stock prices. 
Wruck (1990) stated that, ―Financial distress is a situation where a firm‘s operating cash 
flows are not sufficient to satisfy current obligations (such as trade credits or interest 
expenses) and the firm is forced to take corrective action‖  
 
On a global perspective, Kanas (2004) examined the effects of the failed multinational 
banking group BCCI on banking industry in the UK, the USA, Spain and Switzerland.  
The scholar found out that failure of the banking group had contagion effects on the 
British and Spanish banking sectors. In other words, according to findings of the study, 
the other banks in the national banking sector were influenced negatively. In the Kenyan 
context, this implies that the collapse of the insurance companies may negatively affect 
the insurance sector. 
 
Another study investigating contagion effects of financial distress was conducted by Gay 
(1991). In this study, the effects of three failed Hong Kong banks on stock prices of the 
Hong Kong banking sector were investigated. It was established that other banks in the 
sector were negatively affected and stock prices reacted negatively within the industry 
due to unexpected failure of the three banks. The above two studies illustrate that 
financial failure of companies have the potential to affect negatively the whole economy. 
Therefore, establishment and suggestion of early warning indicators for the firms is of 
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great importance to the economy. In this way, probable failures can be averted and as a 
result companies can find opportunities for restructuring for their survival. 
 
In Africa, a research carried out in South Africa by Funanani (2010) focused on cost of 
financial distress for companies listed in Johannesburg Stock Exchange (JSE). The study 
found out that on average, a financially distressed company lost up to 16.7% of its 
market share per annum to their competitors. The loss in South Africa compares to the 
earlier findings by Chen and Meville (1999) who found out that on average, companies 
in financial distress lost 10.3% of their market share in Taiwan. Both of these studies 
point to high costs of financial distress but fail to address the way a firm can diagnose 
the possible occurrence of financial distress in advance. 
 
A research by Laitinen (2009) on the identification of the failure patterns found the 
following results for default prediction: first, almost 20% of the default firms failed 
because they had grown too rapidly (growth strategy); second, 10% of default firms 
were unprofitable large firms characterized by negative growth and high leverage; third, 
20% of the default firms were profitable but report negative growth rates; fourth, almost 
20% of the default firms were profitable but show a very high leverage and cost of debt; 
fifth, almost 20% of the default firms were before default had a serious break down in 
their expenditure growth; and sixth, about 10% of the default firms had experienced a 
break in their revenue growth.   
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The importance of evaluating determinants of financial distress has received the 
attention of corporate governance due to; severe effects on the operations of firms, 
environment factors (management, credit institutions, stockholders, investors, and 
employees) and the whole economy (Arnold, 2007). Empirical evidence has shown that 
the market value of the distressed firms declined substantially (Warner, 1977). Many 
managers focus on succeeding, at least in the short run, but there is much need to also 
focus on signals of distress, causes and its possible remedies before they reach a crisis 
(Harlan & Marjorie, 2002). Therefore, the use of an early financial distress warning 
indicators are critically important to make a reliable measure of any company's financial 
health since companies that are strong today may not be strong tomorrow.  
 
1.1.3 Insurance Industry in Kenya 
 
In the Kenyan market, Odipo & Sitati (2011) noted that economic cost of business 
failures is relatively large. The scholars went on to elaborate that the market value of the 
distressed firms declines substantially. The Kenyan corporate history is littered with a 
number of companies that have gone into bankruptcy but only a handful of them have 
managed to come out of it. At the moment a number of public and private companies, 
among them, Standard Assurance (2009), Invesco Assurance (2008), Blue Shield (2011) 
and Concord Insurance Company (2013) are the latest to go into receivership.  Such 
failure of insurance companies severely affects the financiers, the suppliers of capital, 
investors and creditors, as well as management and employees.  
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Kenya‘s insurance industry is categorised as the leading industry in the East African 
Community region. It is further described as a key player in the COMESA region. This 
not only indicates the potential and capabilities of the insurance industry but also acts as 
a source of income for Kenyans as it employs over 10,000 people (Rand, 2004). By 
2010, the combined Assets of Kenya‘s 45 insurance firms amounted to sterling pounds 
one point three billion (£ 1.3 billion). According to Olende (2010), the total industry 
premium was sterling pounds four hundred and fifty million (£450 million), where as 
general business was sterling pound three hundred and three million (£ 303 million) and 
the Life Business was sterling pound one hundred and forty seven million (£147 
million). The top ten (10) Insurance Companies accounted for about 65 percent of the 
total premium, while the top eight (8) Life Insurance Companies accounted for 83 
percent of total premium. 
 
The insurance industry in Kenya has been going through turbulent times in the recent 
past. This is because the industry is extremely dependent on the performance and 
outlook of other sectors in the economy and is heavily affected by changes in the remote 
environment. According to (AKI, 2008), the political crisis experienced in the first 
quarter of 2008 had adverse effects on the insurance industry. Factors like the increased 
fuel pump prices, increased cost of living, increased competition for the few available 
customers, advancement in technology, government regulation and customers changing 
needs heavily affected the insurance industry. 
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According to Burnes (2004), the magnitude, speed, unpredictability, and impact of 
change in the external environment are greater than ever before. Local markets are 
becoming global markets; protected markets are being opened up to fierce competition 
and as a result, organizations both private and public, large and small, including those in 
the insurance industry have suddenly felt the pressure to improve on their products and 
services, and the efficiency and effectiveness with which they are offered to meet world 
standards and customers‘ expectations. 
 
Kenya‘s insurance sector comprises of 45 registered insurance companies. The 
supervision and regulation of this sector is the responsibility of Insurance Regulatory 
Authority (IRA). According to IRA, a general insurance company must have a minimum 
capital of Kshs 300 million whereas a life insurance company must have a minimum 
capital base of Kshs 150 million (Turana, 2010). These regulations and laws contribute 
immensely to the growth of business and hence organizational performance. The lack of 
a supervisory body, thirty years ago, may have contributed to poor performance by the 
insurance industry. Some insurance firms may have been in insurance business without 
the required minimum capital base. On average, the experience has been that one 
insurance firm goes under or is placed under receivership after every four years since 
1985 (Mudaki & Wanjere, 2012). 
 
Insurance companies in Kenya formed an association known as Association of Kenya 
Insurers (AKI) in 1987. It was formed as a consultative and advisory body. Its 
membership is open to any insurance firm duly registered under the Insurance Act and 
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the Companies Act cap 486 Laws of Kenya to transact business in Kenya. The 
association‘s main objective is to promote adherence to prudent business practices by 
members and to create awareness among the general public with a view to accelerating 
the growth of the insurance business in Kenya. The current membership in AKI consists 
of 15 composite companies, 21 general business companies and 9 life companies (AKI, 
2012). Insurance business in Kenya is governed by the Insurance Act 1 of 1985 which 
provides the registration of Insurance companies, Intermediaries, Risk managers, Loss 
adjusters, Insurance surveyors and Claim settling agents. All persons and companies 
carrying out insurance business in Kenya must be registered (Christian, 2006). 
  
According to the Association of Kenyan Insurers (2012), by the end of 2012 there were 
45 licensed insurance companies, 21 companies engaged in non life insurance while 9 
wrote life insurance and 15 companies were composite engaging in both life and non life 
insurance. Non life insurance (General insurance) covers the policy owner from risks, 
for instance property/casualty and protects possessions from fire and peril (floods, 
earthquakes etc). Health insurance protects one by settling the costs related to health 
(Physicians fees). Life insurance is the payments paid to the beneficiaries as a result of 
death of the insured, according to the contract made by the policy owner and the insurer 
(AKI, 2012). 
 
The indication that an insurance company is going through tough financial times can be 
recognized by increasing non claim settlement by insurance companies having financial 
problems. This was manifested in the case of Invesco Assurance Company which was 
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under liquidation with thousands of cases of unsettled insurance claims. The only 
advantage for Invesco Assurance Company was that Matatu operators came together and 
revived it. The Matatu industry was among the company‘s main clients before it went 
into financial distress (AKI, 2012). According to Insurance Regulatory report IRA 
(2011), good governance of the insurers is critical to the stability and development of the 
insurance industry and promoting public interest in the industry translating into robust 
economic growth. As the government focuses on vision 2030, a stable insurance 
industry is expected to bring confidence to the economy and safeguard the business 
sector factored in by the government to realize the vision (RoK, 2008), thus the need for 
this study.      
 
1.2 Statement of the Problem 
The government of Kenya has a goal to industrialize by the year 2030 (RoK, 2008). In 
this regard it has encouraged relevant sectors of the economy which can facilitate the 
realisation of the set vision. Insurance sector happens to be one such sector as it offers 
protection covers to the assets of investors within the economy. Provision of cover by 
insurance sector for investors‘ assets creates positive economic growth investment 
climate within the economy. 
However, in Kenya, at least eight insurance firms have either collapsed or have been 
placed under statutory management in the last twenty years. In the recent past, Invesco 
Assurance Company was placed under receivership in 2008. In 2009, Standard 
Assurance was placed under receivership and in 2011; Blue shield insurance company 
was also placed under statutory management.  The others which collapsed earlier on 
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include:- Kenya National Assurance Company, United Insurance Company, Lake Star 
Assurance Company, Access Insurance Company and  Stallion Insurance (Mudaki & 
Wanjere, 2012). 
 
As of 2013, Concord Insurance Company became the ninth insurance firm to collapse. 
According to IRA (2013), the company failed to meet its obligation to the stakeholders. 
Concord Insurance became the latest in a long line of insurers to be placed under 
statutory management for failing to pay claims. The successive collapse of four 
insurance companies in the years 2008 to 2013, translating to one company per year is a 
worrying trend. 
 
As already noted in the background of this thesis, Kana (2004) stated that when 
companies go through financial distress which results in their collapse, they have 
contagion effect in the economy and negatively affect economic stability of other sectors 
in a country. A study in South Africa by Funanani (2010) indicated that on average, 
financially distressed companies lost up to 16.7% of their market share per annum to 
their competitors. This indicates the high cost of bankruptcy. 
 
According to The Banker (1993), it advised against indiscriminate use of financial ratios 
computed from financial statements of companies because of its inability to account for 
key variables, principal of which is managerial concerns like frauds among other 
concerns. This now implied that survey of managerial concern was necessary to validate 
the findings from analysis of financial statements. This position was also observed by 
Nyanumba & Memba, (2013) who noted that while most companies rely on their 
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financial performances as the key barometer of financial health, it was important not to 
ignore managerial and operational signals. The current study adopted a dual approach by 
using both survey of managerial concerns and computation of various financial ratios 
from financial statements of insurance companies in an attempt to adress the 
shortcomings of use of company financial reports. 
  
Ntoiti (2013), noted that most studies on financial distress in local authorities were 
lacking in depth assessment and gave generalized conclusions of the presence of 
financial distress in Kenyan companies. The same also applies to financial distress in 
insurance companies in Kenya, most srudies on financial distress have tended to test 
applicability of Altman‘s model in prediction of financial distress (Odipo & Sitati, 
2011). In Kenya therefore, there is no adequate studies conducted specifically to 
establish the determinants that contribute to financial distress facing insurance 
companies. This study therefore sought to bridge this research gap by investigating the 
determinants of financial distress facing insurance companies in Kenya.  
 
1.3 Objectives 
 
1.3.1  General Objective 
 
The general objective of the study was to investigate the determinants of financial 
distress in the insurance companies in Kenya.  
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1.3.2 Specific Objectives 
 
The specific objectives of the study were: 
1. To establish the effect of profitability as a determinant of financial distress for 
insurance companies in Kenya  
2. To establish the effect of liquidity as a determinant of financial distress for insurance 
companies in Kenya. 
3. To establish the effect of efficiency as a determinant of financial distress for 
insurance companies in Kenya. 
4. To establish the effect of leverage as a determinant of financial distress for insurance 
companies in Kenya. 
5. To establish the effect of firm size on financial distress for insurance companies in 
Kenya. 
 
1.4 The Research Hypotheses 
 
H01: There is no relationship between profitability and financial distress in insurance 
companies. 
H02: There is no relationship between liquidity and financial distress in insurance 
companies. 
H03: There is no relationship between efficiency and financial distress in insurance 
companies. 
H04: There is no relationship between leverage and financial distress in insurance 
companies. 
H05: There is no relationship between firm size and financial distress in insurance 
companies. 
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1.5 Justification of the Study 
 
Detection of financial distress in insurance industry is important to several stakeholders 
(parties) including regulators, consumers, agents, and insurers. Regulators: the 
protection of policyholders from losses due to insurer insolvency is a primary purpose of 
insurance regulation (Harrington and Nelson, 1986). Detecting insurers that are likely to 
experience financial distress helps insurance regulators decide the extent of regulatory 
attention to focus on particular firms. 
 
Consumers(policyholders): the counterparty risk faced by insurance buyers is similar to 
that faced by bondholders — namely, the risk of default. The limited availability of 
financial information on insurers and securities limits the ability of policyholders to 
evaluate default risk accurately. Even with complete financial information, most 
consumers lack the ability to evaluate default risk. 
 
Agents: liability for placing coverage with an insurer that later becomes insolvent is an 
exposure that is directly related to the frequency and severity of insurer insolvencies. 
Early detection of financially impaired insurers should help agents meet this duty. 
 
Insurers: assessments for insolvencies that are levied on remaining solvent insurers 
suggest that detection of financially troubled insurers is important to sound insurers 
(Staking and Babbel, 1995). Thus, early detection of financial distress is important to 
life insurers to avoid insolvency, and to their managements to minimize personal costs. 
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1.6 Scope of the Study 
 
This study sought to establish determinants of financial distress in insurance companies 
in Kenya. Specifically, the study looked at whether profitability, liquidity, leverage, 
efficiency and firm size as moderating variable contributes to financial distress of 
insurance companies in Kenya. The study was conducted in fifteen insurance companies 
out of the population of forty five insurance companies. Field data was collected over a 
period of seven (7) months (May to November 2013). Financial statements of the 
insurance companies were also analyzed and various ratios computed as indicated in the 
conceptual framework. The insurance industry in Kenya is classified into three 
categories, namely: life business, non- life business and composite business. The 
sampling used was stratified sampling technique as the companies are heterogeneous. 
This sampling method ensured that the sample obtained was representative of the 
population.  
 
1.7 Limitations of the Study 
 
The limitation of this study was that some of the firms to be studied were under 
liquidation process or under receivership and therefore, the researcher had to rely on the 
secondary data for example Standard Assurance. 
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CHAPTER TWO 
2.0 LITERATURE REVIEW 
 
2.1 Introduction  
This chapter reviews theoretical and empirical literature relevant to the objectives of this 
study. Based on the literature, a conceptual framework was developed, which forms the 
basis for comparison of data analysis and models. The chapter is organised as follows: 
theoretical review and conceptual framework of the study, the empirical review, and 
embedded critique of existing literature, summary and gaps to be filled by the study.  
 
2.2 Theoretical Review  
A theory is a ―set of interrelated concepts, definitions, and propositions that present a 
systematic view of events or situations by specifying relations among variables, in order 
to explain and predict the events or situations‖ (Van Ryan & Heaney, 1992). Theoretical 
literature is concerned primarily with theories or hypotheses rather than practical 
application. Theoretical literature begins with a formal model that seeks to explain 
participation patterns in terms of underlying theory (Heilbrun & Gray, 1993). 
 
Baldwin and Scott (1983) state that ``when a firm's business deteriorates to the point 
where it cannot meet its financial obligations, the firm is said to have entered the state of 
financial distress‖. They suggest that the first signals of distress are usually violations of 
debt covenants coupled with the omission or reduction of dividends. Beaver (1966) 
observed that financial distress manifests through any of the following events: 
bankruptcy, bond default, bank account overdrawn, or nonpayment of a preferred stock 
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dividend. Lau (1987), on the other hand, classified a firm into a five-state process of 
financial distress, that is, state 0: financial stability; state 1: omitting or reducing 
dividend payments more than 40% below previous year; state 2: technical default and 
default on loan payments; state 3: protection under the Bankruptcy Act; and state 4: 
bankruptcy and insolvency. 
 
Theories in financial distress, according to Mueller (1986) assert that the states of a firm 
can be subdivided into four sub-intervals: deterioration of performance, failure, 
insolvency, and default. Whereas deterioration and failure affect the profitability of the 
company, insolvency and default are rooted in its liquidity. Theoretically, the outcome 
of each interval can be positive, implying that the company breaks the downward trend, 
or negative indicating the continuing deterioration of the firm value and a movement 
downwards from one sub-interval of the spiral to another. In many real cases, when 
entering financial distress, the company traverses all the stages of decline, Mueller 
(1986) further argued.  Theories of financial distress may be useful in explaining the 
causes of financial challenges facing insurance companies in Kenya. They may be used 
to determine indicators of financial distress in insurance companies and how the 
challenges could be resolved. 
 
There are several theories which can be used to outline the characteristics of a firm in 
financial distress; to select the predictors to the models; and to justify the functional 
form between these predictors and these are: Liquid Asset Theory, Liquidity and 
Profitability Theory, Balance Sheet Decomposition Measure, Gambler‘s Ruin Theory, 
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Cash Management Theory and Credit Risk Theory. Most of the mentioned theories have 
been applied in the Kenyan market by Nyanumba & Memba, (2013). 
 
2.2.1 Liquid Asset Theory 
The ―theory‖ behind the model can best be explained within the framework of a ―cash-
flow‖. Beaver (1966) wrote: ―The firm is viewed as a reservoir of liquid assets, which is 
supplied by inflows and drained by outflows. The reservoir serves as a cushion or buffer 
against variations in the flows. The solvency of the firm can be defined in terms of the 
probability that the reservoir will be exhausted at which point the firm will be unable to 
pay its obligations as they mature and may result in failure)‖.  
 
It was argued that firms with positive cash flow are able to raise their capital and borrow 
from the capital market, while firms with negative or insufficient cash inflow are unable 
to borrow and therefore face the risk of default. According to this argument, a firm is 
assumed to go bankrupt (default) whenever the current year profit or cash flow is 
negative or less than the debt obligations or whenever the sum of its current year profit 
and the expected value of equity (without current income) is negative (less than zero) 
(Scott, 1981).  
 
Beaver‘s simple model was based on the technical insolvency concept originally 
presented by (Walter, 1957). Technical insolvency exists when a firm cannot meet its 
current financial obligations, signifying a lack of liquidity (Altman & Hotchkiss, 2006). 
The theory, based on this concept, showing net cash flows relative to current liabilities 
should be the primary criterion used to describe a company in a financial distress state. 
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This study is anchored on the Liquid Asset theory, given its emphasis on liquidity. The 
theory does not explain the other four variables under the current study which are: 
profitability, leverage, firm size and efficiency. 
 
2.2.2 Liquidity and Profitability Theory 
According to Hashi (1997), when the firm‘s indicators (liquidity and profitability) are 
―good‖ it is perceived as healthy, but it is perceived as unhealthy and at risk of 
bankruptcy if the indicators are poor. Two major categories of these indicators: liquidity 
and profitability. A positive and high measurement of these two implies a lower risk of 
bankruptcy. The obvious weakness of this theory is its generality. On the flip side, 
however, this ―weakness‖ ensures that the theory does not conflict with, and is inclusive 
of other more prescriptive theories.  However, entrance or exit of a company does not 
always mean physical inclusion in or exclusion from an industry. Entrance or exit can be 
observed as increase or decrease in operations, resource raise or shortage, or change in 
field of activity.  
 
In this context, competition process could be perceived as remaining or inclusion of 
efficient resources in the industry and exclusion of inefficient ones from the industry. 
For example, decreasing demand in some insurance result in the phase out of the 
division handling such a product. Theoretically, in highly competitive markets; 
insolvency, default, bankruptcy so called financial distress is rarely observable (Hashi, 
1997). 
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This model shows that the firm can fail although its profitability is good. If the growth 
rate significantly exceeds the internal rate of return, the revenue flow can be insufficient 
to finance expenditure and the firm is unable to pay its obligations if it is heavily 
indebted. Laitinen (1991) applied a steady state approach and expanded the model to 
include indebtedness (loan-taking intensiveness) and liquidity (harmony of finance).  
 
The current study is anchored on liquidity and profitability theory, given its emphasis on 
Liquidity, leverage, efficiency and profitability which are part of the variables in the 
study. The theory does not take in to consideration firm size which is part of what the 
current study investigated in insurance companies in Kenya. The theory notes clearly 
that profitability alone does not guarantee success, just like Uchumi in Kenya, where in 
the year it collapsed, it had made profit. The profitability should be greater than the rate 
of growth (expansion) rate of the, company. 
 
2.2.3 Balance Sheet Decomposition Measure (BSDM)  
One way of identifying firms‘ financial distress could be a careful look at the changes 
occurring in their balance sheets (Aziz & Dar, 2006). Following this procedure, the 
argument would tag along this guideline: ―like any enterprise, firms would tend to 
maintain a state of equilibrium that ensures sustaining existing firms‘ structure‖ (Natalia, 
2007). If a firm‘s financial statements reflect significant changes in their balance sheet 
composition of assets and liabilities over a reasonable period of time, it is more likely 
that the firms are incapable of maintaining the equilibrium state (Monti & Moriano, 
2010). Since these changes are likely to become uncontrollable in future, one can foresee 
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financial distress in these firms. This economic rationale of firms‘ likely failure is the 
argument of BSDM or entropy theory (Slotemaker, 2008).  
 
2.2.4 Gambler’s Ruin Theory 
The basic idea of this theory relates with the game of a gambler, who plays with an 
arbitrary sum of money. Gambler would play with some probabilities of gain and loss. 
Game would continue until the gambler loses all his money(Espen, 1999). Theory would 
also talk about gambler‘s ultimate ruin and expected duration of the game. In context of 
the firm‘s failure, firm would take the place of a gambler. Firm would continue to 
operate until its net worth goes to zero, point where it would go bankrupt (Espen, 1999). 
The theory assumes that a firm has got some given amount of capital in cash, which 
would keep entering or exiting the firm on random basis depending on firm‘s operations. 
In any given period, the firm would experience either positive or negative cash flow. 
Over a number of periods, there is one possible composite probability that cash flow will 
be always negative. Such a situation would lead the firm to declare bankruptcy, as it has 
gone out of cash (Aziz & Dar, 2006). Hence, under this approach, the firm remains 
solvent as long as its net worth is greater than zero. This net worth is calculated from the 
liquidation value of stockholders‘ equity (Espen, 1999).  
 
2.2.5 Cash Management Theory 
Cash management theory is concerned with the managing of cash flows into and out of 
the firm; cash flows within the firm and cash balances held by the firm at a point of time 
by financing deficit or investment surplus cash. Short-term management of corporate 
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cash balances is a major concern of every firm. This is so because it is difficult to predict 
cash flows accurately, particularly the inflows, and there is no perfect coincidence 
between cash outflows and inflows (Aziz & Dar, 2006). During some periods cash 
outflows will exceed cash inflows because payments for taxes, dividends or seasonal 
inventory will build up. At other times, cash inflow will be more than cash sales and 
debtors may realize in large amounts promptly (Pandey, 2005). An imbalance between 
cash inflows and outflows would mean failure of cash management function of the firm. 
Persistence of such an imbalance may cause financial distress to the firm and, hence, 
business failure (Aziz & Dar, 2006).  
 
2.2.6 Credit Risk Theories 
According to Westgaard and Wijst (2001), credit risk is the risk that a borrower will 
default, that is, fail to repay an amount owed to the bank. Credit risk includes all of the 
counterparties and reasons for which they may default on their obligations to repay. For 
example, a macroeconomic theory is one that relates to credit portfolio risk measurement 
that was introduced by Wilson (1997 &1998). The theory states that credit cycles follow 
business cycles closely, that is, a worsening economy would be followed by downgrades 
and defaults increase. Here default probability of a firm is a function of macroeconomic 
variables like unemployment rate, interest rates, growth rate, government expenses, 
foreign exchange rates, and aggregate savings etc.  
 
Another view point on credit risk refers credit as the provision of goods and services to a 
person or entity on agreed terms and conditions where the payments are to be made later 
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with or without interest. During the contract period, not all debtors will repay their dues 
as and when they fall due. When the debtor does not pay their dues on the due date, the 
lender is exposed to credit risks which may in turn lead to default. Credit risk is 
therefore the investor‘s risk of loss, financial or otherwise, arising from a borrower who 
does not pay his or her dues as agreed in the contractual terms (Nyunja, 2011).  
 
2.3 Conceptual Framework 
 
Miles and Huberman (1984) defined a conceptual framework as the current version of 
the researcher‘s map of the territory being investigated. Implicit in their view is that 
conceptual frameworks may evolve as research evolves also. Their notion 
accommodates purpose (boundaries) with flexibility (evolution) and coherence of the 
research (plan/analysis/conclusion) which all stem from conceptual frameworks. 
Mugenda and Mugenda (1999) also viewed a conceptual framework as a hypothesized 
model identifying the model under study and the relationships between the dependent 
variable and independent variables. A researcher conceptualizes the relationship 
between variables in the study and shows the relationship graphically or 
diagrammatically. Newsman (1994) urged that in a conceptual framework, descriptive 
categories are systematically placed in broad structure of explicit prepositions, statement 
of relationships between two or more empirical properties (variables) to be accepted or 
rejected. A variable, according to Kothari (2003) is a concept, which can take on 
qualities of quantitative values. Lumley (1994) saw a variable as an attribute or qualities 
of the cases that are recorded or measured. A dependant variable is the outcome 
variable, the one that is being predicted. Variation in the dependent variable is what the 
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researcher tries to explain. The independent variable also known as the predictor or 
explanatory variables are factors that explain variation in the dependent variable 
(Allison, 1996).  Figure 2.1 presents the conceptual framework of this research. 
 
INDEPENDENT     MODERATING  DEPEDENT 
 VARIABLE                 VARIABLE   VARIABLE 
 
 
  
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1 Conceptual Framework 
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2.4  Empirical Literature Review 
 
2.4.1 Development of Financial Distress Models 
Beaver (1966) compared the mean values of 30 ratios of 79 failed and 79 non-failed 
firms in 38 industries. However, Beaver took his study a step further and tested the 
individual ratios' predictive abilities in classifying bankrupt and non-bankrupt firms. 
Beaver found that net income to total debt had the highest predictive ability (92% 
accuracy one year prior to failure), followed by net income to sales (91%) and net 
income to net worth, cash flow to total debt, and cash flow to total assets (each with 90% 
accuracy). In his suggestions for future research, Beaver indicated the possibility that 
multiple ratios considered simultaneously may have higher predictive ability than single 
ratios - and so began the evolution of bankruptcy prediction models. There have been 
other univariate studies since Beaver's work (for example Pinches et aI., 1975; Chen and 
Shimerda, 1981);  
 
The first multivariate study was published by Altman, (1968). Altman used multivariate 
discriminant analysis (MDA) to develop a five-factor model to predict bankruptcy of 
manufacturing firms. The "Z-score", as it was called, predicted bankruptcy if the firm's 
score fell within a certain range. Altman's Z-score model had high predictive ability for 
the initial sample one year before failure (95% accuracy). However, the model's 
predictive ability dropped off considerably from there with only 72% accuracy two years 
before failure, down to 48%, 29%, and 36% accuracy three, four, and five years before 
failure, respectively. The model's predictive ability when tested on a hold-out sample 
was 79%. 
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Since Altman's study, the number and complexity of bankruptcy prediction models have 
increased dramatically. There was only one other study (Daniel, 1968) besides Beaver's 
and Altman's that was published in the late 1960's. The numbers climbed from there - 28 
studies in the 1970's; 53 studies in the 1980's; 70 studies in the 1990's. There were 11 
studies during the period 2000 to 2004.  
 
Model Types 
 
Since 1968, the primary methods that have been used for model development are 
multivariate discriminant analysis (MDA), logit analysis, probit analysis, and neural 
networks.  The early multivariable models were largely developed using MDA. MDA 
classifies firms into groups (bankrupt or non-bankrupt) based on each firm's 
characteristics (ratios or factors). The products of the ratios and their coefficients are 
summed to give discriminant score, allowing classification of the firm. Logit analysis 
and probit analysis began to appear in the late 1970's, but did not overtake MDA in 
popularity until the late 1980's. Logit analysis and probit analysis take into account the 
probability that the firm will go bankrupt. The main difference between these two 
methods is that probit analysis requires non -linear estimation (Dimitras et al. 1996). In 
the late 1980's, neural networks began to appear and, in the 1990's, became the primary 
method used in studies. Neural networks "are designed to emulate the human pattern 
recognition function" (Anandarajan et aI., 2004). There are several different types of 
neural network methods. Basically, neural networks analyze inputs to find patterns and 
develop a model capable of a decision-making process. Several sample cases are run 
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during the "training" mode, during which the network "learns" the decision-making 
process. The "testing" mode is used to validate the neural network model using hold-out 
sample data. 
 
The Model Factors  
 
The number of factors considered in anyone study ranges from one to 57. The factor 
most common to multiple studies is the ratio of net income to total assets (Return on 
Assets), included in 54 studies. The second most common factor is the ratio of current 
assets to current liabilities (Current Ratio), found in 51 studies. Six studies (Coats and 
Fant, 1992); (Guan, 1993); (Nour, 1994); (Wilson and Sharda, 1994); (Serrano-Cinca, 
1996); (Lee, 2001) utilize the five variables included in Altman's (1968) original 
multivariate model. There has been some fluctuation in the range of the number of 
factors used in studies over the last 40 years; however, the average has remained fairly 
constant around four to ten factors. The current study used Z‘‘ Score, MDA, ratio 
analysis and multiple regression analysis to evaluate the determinants of financial 
distress for insurance companies in Kenya.  
 
2.4.2 Financial Distress 
 
According to Baldwin and Scott (1983), when a firm's business deteriorates to the point 
where it cannot meet its financial obligations, the firm is said to have entered the state of 
financial distress. The first signals of financial distress are usually violations of debt 
covenants coupled with the omission or reduction of dividends. Financial distress is a 
term in Corporate Finance used to indicate a condition when promises to creditors of a 
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company are broken or honoured with difficulty. Sometimes financial distress can lead 
to bankruptcy.  
 
Financial distress may be due to perceptions about firms‘ capacity to manage economic 
resources (such as income and savings), pay bills, repay debts, and provide for the needs 
over a firm‘s life (Barbara et al., 2006). Beaver (1966) emphasised that financial distress 
could be due to any of the following events: bankruptcy, bond default, bank account 
overdrawn, or non-payment of a preferred stock dividend. Lau (1987), on the other hand, 
classified a firm into a five-state financial distress: state 0: financial stability; state 1: 
omitting or reducing dividend payments more than 40% below previous year; state 2: 
technical default and default on loan payments; state 3: protection under the Bankruptcy 
Act; and state 4: bankruptcy and insolvency. 
 
Gruszczynski (2004), study focused on financial distress of companies in Poland. The 
following were found to play a critical role in determining financial distress in 
companies in Poland. Financial distress is determined mainly by the degree of liquidity, 
profitability and by the size of debt. According to the findings from this study, the best 
predictors of financial distress of Polish companies in the second half of nineties were:  
the loss of liquidity (liquidity ratio), diminishing profitability (return on assets), 
increasing debt (debt ratio), and decreasing turnover of liabilities. The study focused on 
Liquidity, profitability and size of debt (leverage) as determinants of financial distress in 
Poland companies. 
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Almeida and Philippon (2000) research was done in United States for public companies 
which had issued corporate bonds and got difficulties to pay coupon and the principal. 
Other variables which have been evaluated: Capital structure and corporate valuation 
practice in related with financial distress in direct cost and indirect cost. The empirical 
result indicated that distress costs are too small to overcome the tax benefits of increased 
leverage. The marginal tax benefit is constant up to a certain amount of leverage and 
then it start declining because firms do not pay taxes in all states of nature and because 
higher leverage decrease additional marginal benefits. The study focused on companies 
in USA which issued corporate bonds and had difficulties paying principal and interest. 
The findings showed that distress cost is less than tax benefits of increased leverage. 
 
A study by Dollery (2009) indicated that financial distress in insurance companies is 
hard to evaluate because of several reasons, namely: firstly different insurance regulators 
employ ‗mixed approaches to measuring and recording financial data‘ with significant 
‗inconsistencies‘ between different insurance companies; secondly, asset valuation was 
both infrequent and typically made different assumptions about the longevity of 
insurance companies` assets; and finally, ‗incomplete‘ financial and asset management 
records, especially in smaller firms, rendered accurate comparisons impossible.  
 
PWC Report (2006) adopted two separate methods in their evaluation of the financial 
viability of insurance companies.  In the first place, the PWC report applied, financial 
ratio analysis to a sample of 20 insurance companies weighted by the number and type 
of Insurance Cover. Secondly, the PWC Report used descriptive statistics, surveys, 
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interviews and data from questionnaires to analyse the financial viability of insurance 
companies. 
 
The Financial Sustainability Review Board (FSRB) of 2005 advanced a set of key 
financial indicators ‗for assessing insurance companies` financial sustainability‘. These 
indicators were: (a) net financial liabilities as the ‗key indicator of the insurance 
companies` indebtedness to other sectors of the economy‘; (b) operating surplus or 
deficit as the ‗key indicator of the intergenerational equity of the funding of the 
insurance companies operations‘; (c) net outlays on the renewal or replacement of 
existing assets as the ‗key indicator of the intergenerational equity of the funding of the 
insurance`s infrastructure renewal or replacement activities‘; and (d) net borrowing or 
lending as the ‗key indicator of the impact of the insurance companies` annual 
transactions – both operating and capital – upon the company`s indebtedness to other 
sectors of the economy‘. 
 
According to insurance companies` index (ICI) of 2006 key performance benchmarks 
such as Net Debt (net borrowing /lending), Altman‘s Z‘‘ Score and Solvency Margin 
may be used to assess financial distress in insurance companies. 
 
The current study used the Z‘‘ Score to measure financial distress in insurance 
companies in Kenya, the Altman‘s model specifies that any firm that has a score over 
2.60 is considered to be financially health. Firms that scored between 1.10 and 2.60 was 
deemed to fall within a gray area, thus they had some risk of financial troubles. 
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Whereas, firms that scored below 1.10 was considered financially distressed. Solvency 
margin and net debt were also used to measure financial distress of insurance companies 
in Kenya. 
 
2.4.3 Firm Profitability 
 
Profitability ratios give an indication of how effective a company is generating profits 
given sales and or its capital assets. Profitability ratios measure a company‘s ability to 
generate revenue in excess of expenses. Some measures of profitability include; gross 
margin, net margin, operating margin, return on capital employed, return on equity, and 
return on assets. The research conducted on financially distressed firm suggests taking 
actions of adjusting the business to increase profitability (Chang-e, 2006). Some other 
researchers such as Hotchkiss (1995) explored the achievement of bankrupt 
reorganization firms in US of America and focused on profitability. Financial distress 
plays a significant role in a firm‘s operation and profitability through the influence of 
cost implications, such as administrative and legal costs associated with the bankruptcy 
process (i.e., direct financial distress costs) or increased costs of debt that is, indirect 
financial distress costs for example (Betker, 1997 &  Beaver, 1966). 
 
Karels & Plakash (1987) divided all possible causes of financial distress arising out of 
decline in profitability into two groups: internal risk factors and external shocks. Internal 
risk factors can be attributed to poor management. Potential forms of the appearance of 
bad management are the absence of a sense of a need for change, inadequate 
communication, overexpansion, unintentionally improper handling of projects, or fraud. 
Exogenous shocks are independent of managerial skills. They can be classified into 
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inefficiencies in regulatory development, turbulences in the labor market, or natural 
disasters (Karels et al., 1987). According to Gu & Kim, (2002), on profitability and 
performance of companies, concluded that net profit margin, return on equity and return 
on assets are adopted as measures of overall profitability. 
 
The current study adopted the following variables of firm profitability in insurance 
companies in Kenya that may lead to financial distress; net profit margin, loss ratio, 
return on assets, premium growth and return on equity. 
 
2.4.4 Firm Liquidity 
 
Firm‘s liquidity is the ability of an asset to be converted to cash quickly at low cost. 
Liquid assets can be converted into cash quickly and cheaply Brealey et al. (2000). The 
liquidity of a firm is measured by its ability to satisfy its short-term obligations as they 
fall due. Liquidity refers to the solvency of the firm‘s overall financial position the ease 
with which it can pay its bills. Because a common precursor to financial distress and 
bankruptcy is low or declining liquidity, these ratios are viewed as good leading 
indicators of cash flow problems (Brealey et al., 2000).  
 
Therefore Liquidity ratios measure the ability of a company to pay it short term debts 
obligations. Examples of this financial ratio include current ratio, quick (or acid test) 
ratio, and working capital as percentage of sales. The difference between these ratios is 
the type of current asset used; a more conservative liquidity ratio (for example, the quick 
ratio) will exclude those current assets which cannot be easily converted into cash. 
Stakeholders will normally prefer larger ratios of liquid assets to short term debt since it 
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is an indication that the firm can pay off its short term debts and still fund its operations. 
We presume that the average liquidity ratios of healthy firms are higher than those of 
financially distressed firms (Gitman, 1991). 
 
A study by Turetsky & McEven (2001) sought to illustrate dependence of the risk of 
default on the change in liquidity through empirical investigation of firm longevity. The 
scholars examined the factors influencing the shift from the upper to the lower level of 
the downward spiral. Results show that the volatile decrease in cash flows from positive 
to negative has an enormous impact on subsequent default; a one-unit increase in 
liquidity measured by the current ratio reduces the risk of default by approximately 47%.  
The study focused on effect of liquidity on financial distress and firm‘s longevity. The 
finding from this study depicts the important role liquidity plays in financial distress. It 
shows that a one unit increase in liquidity decrease risk of default by 47%. The findings 
from this study was only limited to Liquidity effect on financial distress. The current 
study looked at five variables as possible determinants of financial distress.  
 
Pranowo et al. (2010) analyzed financial distress by mapping 220 non financial 
companies which are listed in Indonesia Stock Exchange into the steps of integral 
financial distress. The result indicated that deterioration had the most affect on financial 
distress for Indonesia public companies and mapping into five different industrial 
sectors. The findings show that the number of deterioration companies and cash flow 
problem companies increased over the period of study. In general, every time number of 
good companies going down, companies in the status of deterioration increased. The 
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results also suggest that management of public companies must control its financial 
performance very carefully in order to get information in advance whether the 
companies are still in good financial condition or are already at the stage of financial 
distress. The findings from the above study in Indonesia was only limited to Liquidity 
effect on financial distress. The current study looked at five variables as possible 
determinants of financial distress.  
 
The current study adopted the following variables of firm liquidity in insurance 
companies in Kenya that may lead to financial distress; current ratio and working capital 
as percentage of sales. 
 
2.4.5 Firm Efficiency 
 
According to Pranowo et al. (2010) Firm‘s efficiency measures how productively the 
firm is using its assets. Operating ratio is a measure of how well a company sells its 
stock and the efficiency with which it convert sales into cash. Some examples of 
operating ratios (activity ratios) include; assets turnover (sales to total assets), stocks 
turn over, debtors‘ day (day‘s receivable outstanding) and working capital to sales ratio. 
Debtor day shows the average number of days it takes customers to pay for credit sales. 
Low debtors‘ day benefits cash flow; an indication for probable saving for positive cash 
flows. Higher debtors‘ day suggests inefficiency or potential bad debts which is usually 
the case for financially distressed firms. On the other hand, assets turnover ratio is a 
measure of company‘s ability to generate sales from its total assets. Higher sales to total 
assets ratio is an indication of high profitability since smaller investment will be required 
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to generate sales revenue. Since we expect bankrupt firms to have lower and even 
negative profitability, we therefore presume that their assets turnover ratios are lower 
than those of active firms.  Pranowo et al. (2010) suggested that firm efficiency can be 
measured in terms of its fixed assets turnover ratio, current assets turnover and net worth 
turnover ratio. These components indicate the firm‘s viability as well as speed of turning 
over its assets within the year, which determines the firm‘s financial distress. The firm‘s 
financial distress is the early stage of business failure and the symptoms of financial 
distress are that the firm: is desperately short of cash, suppliers are pushing for faster 
payments; borrowings are close to the maximum limits and the firm‘s monthly accounts 
show that the business is losing money consistently (Brealey et al., 2000). 
 
Another aspect of financial distress is that it triggers an effective change in the 
managerial control over the company, pushing the firm to alter its operational strategy in 
order to raise declined efficiency. Some researchers insist upon the unique function of 
financial distress in improving the firm‘s bargaining power and resolving the financial 
contracting problem (Ofek,1993). Financial contracts are originally incomplete and 
cannot incorporate all possible scenarios which can happen in the future. Since the main 
goal of financial contracting is to provide the platform for an optimal allocation of 
resources in order to attain a socially efficient outcome, financial distress and 
bankruptcy help to distinguish between economically viable and inefficient companies 
which should be liquidated. A company is economically viable if it is worth more as a 
going concern than if it were shut down. Therefore, financial distress can be seen as a 
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selection mechanism which terminates unprofitable companies (Smith & Stromberg, 
2004). 
 
Kahl (2001) also examined the role of financial distress as a selection mechanism.  He 
challenged the question of whether financial distress efficiently selects between troubled 
companies which should be liquidated and the firms which should survive as 
independent entities. Results of his research showed that the poor operating performance 
of economically weak companies is not tolerated for long by the market.  As a rule, after 
entering financial distress, the ―bad‖ firms with poor future prospects end in liquidation 
or are acquired by other market players. Firms with an originally better performance 
have higher rates of success and need a shorter time to regain financial health. 
Therefore, financial distress is an efficient selection mechanism which helps to 
reallocate resources in the economy from the poorly performing companies towards 
better uses, while ―good‖ assets are kept within the surviving firm (Kahl, 2001). 
 
Wruck (1990) pointed out that financial distress creates shareholder value and improves 
corporate performance. Especially, for companies with a high level of debt,  financial 
distress provides a chance to improve their longevity by forcing them to refocus their 
corporate strategy and to change their organizational structure, which leads to an 
increase in organizational efficiency in comparison to the pre-distressed period. 
Specifically, the following aspects of firm efficiency were investigated by the current 
study; fixed assets turnover ratio; current assets turnover ratio and net worth turnover 
ratio. 
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2.4.6 Firm Leverage 
 
Firm financial leverage refers to debt ratios which establish a relationship between a 
company‘s total debt and its total assets thus giving an idea of the amount of leverage 
used by the company. Widely used ratios of financial leverage are gearing ratio, total 
debts to total equity and total debt to assets ratios. Low debt to equity ratio is better since 
it indicate that the company‘s debt burden is lower. Financial distressed firms often 
suffer from huge debt burden characterized by high interest payments. Gearing 
concentrates on long term debt financing. The firms leverage ratio therefore show how 
heavily the firm is in debt. When a firm borrows money, it promises to make a series of 
interest payments and then to repay the amount that it has borrowed. If profits rise, the 
debt holders continue to receive a fixed interest payment, so that all the gains go to the 
shareholders. Of course, the reverse happens if profits fall. In this case shareholders bear 
all the pain. If times are sufficiently hard, a firm that has borrowed heavily may not be 
able to pay its debts. The firm is then bankrupt and shareholders lose their entire 
investment. Because debt increases returns to shareholders in good times and reduces 
them in bad times, it is said to create financial leverage (Gitman, 1991). 
 
In general, the more debt a firm uses in relation to its total assets, the greater its financial 
leverage. Financial leverage is the magnification of risk and return introduced through 
the use of fixed-cost financing, such as debt and preferred stock. The more fixed-cost 
debt a firm uses, the greater was its expected risk and return. Financial leverage can be 
measured by debt to asset ratio and debt to equity ratio (Gitman, 1991). 
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Ogawa (2003) found out that corporate debt can affect investment by creating debt 
overhang. Debt overhang is defined as deterrence of new investment due to the presence 
of debt outstanding. It occurs when the face value of debt outstanding is greater than its 
market value. In this case some of the benefits from new investment will go to the 
existing creditors rather than to the new investors. An increase of debt to net worth 
raises external finance premium due to the associated increase in the probability of 
bankruptcy. In conclusion this study confirms that financial distress has an adverse 
effect on employment of small firms. The study also found out that financial distress 
affected fixed investment of small firms negatively.  It also suggested that to attain the 
sustained long-run growth, reducing the corporate debt and wiping out the banks‘ bad 
loans is an urgent agenda for the Japanese economy. The finding from above study in 
Japan was only limited to Leverage effect on financial distress. The current study looked 
at five variables as possible determinants of financial distress. 
 
Another study by Andrade & Kaplan (1998) found out that a firm‘s leverage is a main 
factor that negatively impacts the level of financial distress.  The finding from this was 
only limited to the leverage effect on financial distress. The current study looked at five 
variables as possible determinants of financial distress.  
 
A study by Ofek (1993) found out that highly-leveraged firms are more likely than their 
less-leveraged counterparts to respond operationally to short-term distress. Such firms 
are also more likely to take individual actions such as restructuring assets and laying off 
employees when performance deteriorates. In addition to responding quickly 
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operationally, highly-leveraged firms are more likely to respond financially, through 
dividend cuts, debt restructuring, and bankruptcy. The finding from this study was only 
limited to Leverage effect on financial distress. The findings further showed that highly 
levered firms respond faster to minimize implication of poor performance. Furthermore 
the current study looked at five variables as possible determinants of financial distress. 
On firm leverage, the current study specifically investigated the following aspects; debt 
to asset ratio and debt to equity ratio 
 
2.4.7 Firm Size 
 
To examine the effect of company firm size on bankruptcy or financial distress, 
researchers measure company firm size in various ways, for example, total assets 
(Lamberto & Rath, 2008), the logarithm of total assets (Gestel et al., 2006; Lensberg, 
Eilifsen, & McKee, 2004; Lizal, 2002; Parker, Peters, & Turetsky,  2002; Rommer, 
2004, 2005), the natural logarithm of total assets (Hensher, Jones, & Greene, 2007), the 
logarithm of sales (Laitinen, 1991), the natural logarithm of sales (Chen & Lee, 1997; 
Hill, Perry, & Andes, 1996) and the number of employees (Audretsch & Lehmann, 
2004; Audretsch & Mahmood, 1995; Kauffman & Wang, 2007; Lennox,1999) 
 
Previous literature confirms the significance of company firm size in explaining 
corporate failure; however, the results are mixed. On the one hand, it is expected that a 
small company is more likely to fail because of inadequate experience in the market, 
limited connections and limited financial resources compared to a larger company 
(Audretsch & Mahmood, 1995; Honjo, 2000). Previous studies confirm the negative 
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relationship between firm size and the likelihood of corporate financial distress, for 
example (Hensher, Jones & Greene,2007). 
  
On the other hand, some previous studies, for example,  Peters & Turetsky (2002), 
Lamberto & Rath (2008) have found that corporate size is positively related to the 
likelihood of financial distress. It should be noted that some of the previous studies have 
not found that company size is significantly related to the likelihood of financial distress; 
for example, Turetsky & McEwen (2001) examined the relationship between firm size 
and financial distress and the results showed that size is not significant. This is 
consistent with Yu (2006), who found that a credit cooperative‘s size, in terms of total 
assets relative to those of the local market,  did not have a significant effect on the 
bankruptcy hazard. Since the previous studies have not conclusively agreed on firm size 
effect on finanancial distress, it was important to evaluate its effect in the Kenyan 
market, so as to contibute to the existing knowledge. 
 
Among scholars in Kenya who have taken firm size as moderating variable include, 
Nyanumba & Memba (2013). The scholars looked at the company characteristics which 
included the company‘s size. They observed that company size plays a big role in 
determining whether a company will be in distress or not. There are just a few big 
companies that have suffered financial problems as compared to medium or small 
companies (Monti & Mariano, 2010). Large companies can easily obtain external 
finances cheaply because they can influence the rate of interest to their advantage. 
Moreover, bigger companies can be able to survive during times of crises than small 
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companies due to reserves they could have accumulated (Ooghe & Prijcker, 2008). 
There is also theoretical evidence as well as empirical facts that demonstrate that the 
return rate of a company increases as the size of its assets increase. This could imply that 
a firm with a high asset value would have a lower risk of becoming financially distressed 
in comparison to middle or small company even when both show the same financial 
ratios values (Alexander, 2001). According to Ooghe and Prijcker (2008), a young 
company has to build up external legitimacy and stable relationship with stakeholders. 
They are therefore, very vulnerable. On firm size, the current study specifically 
investigated moderating effect of the following aspects; total assets and age of the firm. 
 
2.5 Research Gaps 
Previous studies on financial distress are based mainly on financial ratios. However, the 
ability of a company to fulfill short term liabilities depends on the cash flow 
performance. Thus, besides financial ratios computed from balance sheet items, it is 
advisable to also use figures in profit and loss and cash flow of the companies. Since 
financial statements are historical in nature, survey of the possible determinants of 
financial distress from insurance companies was carried out in order to validate findings 
from the financial statements analysis. 
 
Furthermore, research on financial distress, has been carried out for many years in many 
countries, especially in industrially developed countries. Altman (1997) studied the 
financial ratios of public companies which indicated corporate financial distress in the 
United States. Almeida et al. (2000) analyzed risk adjusted cost of financial distress of 
public companies in the United States which had issued corporate bonds and had 
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difficulties to pay coupon and its bond. Fitzpatrick (2004) conducted empirical research 
on the dynamic of financial distress of public companies in the United States whereas 
Gennaiolla & Rossi (2006) explored the optimal solution of financial distress in Sweden. 
Outtecheva (2007) analyzed probability of financial distress risk and the way or avenues 
to avoid financial distress in NYSE. 
 
On the other hand, very few studies have been conducted in developing countries. Chang 
(2008) studied the corporate governance characteristics of financially distressed firms in 
Taiwan. Hui & Jhao (2008) explored the dynamics of financial distress of companies 
which had experienced financial distress in China during 2000- 2006. Zulkarnian (2009) 
analyzed the corporate financial distress among Malaysian listed firms during Asian 
financial crisis. Ugurlu & Hakan (2006) conducted a research to predict corporate 
financial distress for the manufacturing companies listed in Istanbul stock exchange for 
the period, 1996-2003. Chiung-Ying & Chia-Hua (2010) analyzed the financial health of 
public companies listed in Taiwanese stock exchange using linear Regression model of 
early warning prediction. 
 
Despite several attempts to predict financial distress, five decades after Altman (1968)‘s 
seminal study, financial distress prediction research has not reached an unambiguous 
conclusion. Lack of harmony in the study of financial distress prediction is partially 
attributable to the nature of the explanatory variables, as studied for five decades. A 
number of researchers have attempted to discriminate between financial characteristics 
of successful firms and those facing failure. The objective has been to develop a model 
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that uses financial ratios to predict which firms have greatest likelihood of becoming 
insolvent in the near future (Ugurlu & Hakan, 2006).  
 
Various past studies hardly show any agreement on what factors are important for failure 
determinants indeed, it can be said that more than 30 years of empirical research on 
bankruptcy studies failed to produce agreement on which variables are good indicators 
and why. This discord of conclusions can, of course, partly be attributed to the fact that 
the studies refer to different periods, countries and industries (Ugurlu & Hakan, 2006).  
 
According to Her and Choe (1999), the research findings from developed economies 
cannot be applied to developing economy firms due to the differences in market 
structures, socio-economic factors, provision and implementation of law and political 
environment. Nyanumba & Memba, (2013) established that endogeneous variables 
played a critical role in exposing companies to financial distress in the Kenyan financial 
market. The current study looked at Profitability, Liquidity, Efficiency, Leverage and 
firm size as determinants of financial distress using both primary and secondary data.  
 
Lastly, according to Muller (1997), they noted that developing economies seemed to 
adopt ‗do-nothing‘ strategy towards insurance companies insolvencies while the more 
advanced economies have carried out several surveys to identify the main causes of 
insurers‘ insolvency. Kenya being among developing economies provided a perfect 
opportunity to fill the above gap by identifying determinants of financial distress and 
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making recommendations on what variables to pay attention inorder to minimise 
financial distress in insurance companies in Kenya. 
2.6 Summary 
This chapter examined both theoretical and empirical literature relevant to the financial 
distress and its determinants in insurance companies in Kenya. The review indicated that 
Profitability, liquidity, efficiency, leverage and firm size, all of which were specific 
objectives of the study, have a role to play as possible determinants of financial distress 
in insurance companies in Kenya. A conceptual framework was developed and 
presented in this chapter. The next chapter (3) discusses the research methodology used 
in this study. 
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CHAPTER THREE 
 
3.0 RESEARCH METHODOLOGY 
 
3.1 Introduction 
This chapter presents the methodology used in the study. The research philosophy and 
design, target population, sample size, sampling scheme followed and the type of 
instrument used to collect data have been defined. Data collection procedures and data 
analysis techniques used are also introduced and discussed.  
 
3.2  Research Design and Philosophy 
 
3.2.1 Research Philosophy 
 
A research philosophy is a belief about the way data regarding a phenomenon should be 
collected and analysed (Levin, 1988). This study adopted the Positivism research 
philosophy. The proponents of this philosophy believe that the collection of data has to 
be performed in a social environment and involve reactions of people (May, 1997). 
Principal positivist methods consist of survey techniques and often involve statistical 
analysis (Schiffman & Kanuk, 1997).  
 
3.1.2 Research Design 
 
A research design on the other hand is a road map or a plan of research used to answer 
the research hypotheses and research objectives. It is the structure or framework to solve 
a specific problem. It gives direction and systematizes the research. It refers to the 
process that the investigator will follow from the inception to completion of the study 
(Cooper & Schindler, 2011; Kothari, 2011; Mugenda, 2012; Mugenda & Mugenda, 
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2003). A research design is the determination and statement of the general research 
approach or strategy adopted/or the particular project; it is the heart of planning. If the 
design adheres to the research objective, it will ensure that the client's needs will be 
served. A research design is a scheme, outline, or plan that is used to generate answers to 
research problems (Orodho, 2003). 
 
Social science research approaches are classified as descriptive, exploratory and 
explanatory (Kothari, 2004). Descriptive research aims at producing accurate 
representation of persons, events and situations and the exploratory research aims at 
seeking new insights into phenomena, ask questions, and assess the phenomena in a new 
light (Sekaran, 2006). On the other hand explanatory research focuses on studying a 
situation or a problem in order to explain the relationships between variables. 
 
Therefore, descriptive research is the first research about an issue, exploratory research 
is an attempt to investigate a social phenomenon without a clear anticipation or 
expectation and explanatory research involves seeking to identify the causes and effects 
of a social phenomenon and to predict how one variable will change in response to 
variation in another variable. The nature of the study whether it is exploratory, 
descriptive or explanatory depends on the stage to which knowledge about the research 
topic has advanced (Sekaran, 2006). 
 
The current study took a descriptive design, which required analysis of the factors 
contributing to financial distress facing insurance companies in Kenya. Descriptive 
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research, describes data and characteristics about a population of phenomenon being 
studied. It answers research questions who, what, where, when and how is the problem. 
It is used for frequencies, averages and other statistical calculations (Saunders et al., 
2009). Descriptive research is used to obtain information concerning the current status of 
the phenomena to describe ―what exists‖ with respect to variables or conditions in a 
situation (Key, 1997). It also describes the characteristics or behavior of a given 
population in a systematic and accurate version (Sekaran, 2006).  
 
In the present study, the quantitative research paradigm was followed in view of the 
variables under study. Deductive reasoning was used to formulate research 
hypothesis.These steps manifested a quantitative research approach according to 
Sekaran (2006), Cooper and Schindler (2006) and Saunders et al. (2009). Ntoiti,(2013) 
adopted a similar research design while investigating the financial distrtess facing local 
authorities in Kenya and the findings stood the test of validity and reliability. Data 
relating to financial distress for insurance companies in Kenya were collected by 
surveying managers of insurance companies in Kenya and also by extracting financial 
statements and computing and analysing variables of the study. The variables examined 
were: Profitability, Liquidity, Efficiency, Leverage and firm size.  
 
3.2 Population  
 
Kombo and Tromp (2006) defined a population as a group of individuals, objects or 
items from which samples are taken for measurement. Cooper and Schindler (2011) 
observed that population is the total collection of elements about which one wants to 
make inferences. Kothari (2011) defined population as the researcher‘s ‗universe.‘ 
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Going by these definitions, the population of this study is all the forty five insurance 
companies registered with the Insurance Regulatory Authority as of the year 2013.  
 
Target population refers to the entire group of objects of interest from whom the 
researcher seeks to obtain the relevant information for the study (Cooper & Schindler, 
2011; Kothari, 2011; Oso & Onen 2011; Kombo & Tromp, 2011). They contend that a 
population of study should possess characteristic that meet a researcher‘s study interests. 
The target population of this study consisted of all the 45 insurance companies in Kenya 
(IRA, 2012) as presented in Appendix 3. 
 
3.3 Sampling Frame  
A sampling frame is a list of the sampling units that is used in the selection of a sample. 
Any sample selection procedure will give some units a chance to be included in the 
sample while excluding others. Those units that have a chance of being included among 
those selected constitute the sample frame (Kothari, 2011). In Kenya, Insurance 
Regulatory Authority keeps records of all insurance companies (Appendix 3) and 
provided us the list of all the insurance companies in Kenya as of 2013, we used to pick 
our sample.  
 
3.4 Sample and Sampling Technique 
 
According to Kothari (2011), sampling may be defined as the selection of parts of an 
aggregate or totality on the basis of which judgment or inference about the aggregate or 
totality is made. It is the process of obtaining information about an entire population by 
examining only a part of it. Mugenda & Mugenda (2003, 2012), Mugenda (2008), Oso 
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& Onen (2011), Copper & Schindler (2011) and White (2000) argued that sampling is 
commonly used in inferential statistics to make predictions on the behaviour of the 
population. Using sampling techniques, a researcher is guaranteed that the 
characteristics of the population are accurately reproduced in the sample.  
The researcher realised that the target population was not uniform with respect to the 
survey characteristics under study. This is because the insurance industry is divided into 
Life insurance business providers and non life insurance business. There are also some 
insurance companies which offer both products i.e. composite insurance companies they 
offer life and non life insurance businesses. There are twenty one insurance companies 
under non-life, nine insurance companies offering life insurance business. Those 
companies offering both Life and non-life insurance business are fifteen (AKI, 2011). In 
view of the aforementioned, the target population was classified into strata for fair 
representation of the population. Accordingly, Stratified Sampling was used in order to 
address the exhibited heterogeneity in the target population. In the stratification, the 
following strata emerged:  Non-Life insurance business twenty one companies, Life 
insurance business nine companies and composite, with both life and non-life insurance 
business fifteen companies (Appendix 4). 
Due to the nature of this research, the study further adopted a purposive sampling 
approach within every stratum. This sampling technique allows for generalization to a 
larger population with determinable margins of error and allows for use of inferential 
statistics (Mugenda and Mugenda, 2003). Thus, each firm was assigned a unique number 
in the sampling frame and a table of random numbers was used in selecting the 15 firms, 
equivalent to 30% of the target population (Appendix 5). This surpassed the minimum 
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threshold of 20% sample size suggested by Gay (2005). This also corroborates 
suggestions by Mugenda and Mugenda (1999) who proposed a sample size of 30% as 
statistically significant for a small population. 
In order to establish the sample sizes from every stratum, board sizes were considered. 
The board size of insurance firms is defined in the Insurance Act cap 487 (RoK, 2010). 
It sets the minimum board size at five and provides that one third of the board members 
retire on rotation at every annual general meeting. The act also says that the board 
should not have an even number to avoid stalemate during voting. Based on the 
foregoing, the insurance firms adopted board membership of nine as it now meets the 
requirements of the insurance act.  The target population for the study was 405 (45 
insurance companies X 9) respondents for the 45 insurance companies in Kenya (AKI, 
2011) 
In line with (Mugenda and Mugenda, 2003), the model that was used for selecting the 
sample from the target population is:  
n = (z
2
pq)/d
2
 
Where: n = is the desired sample size when the target population is > 10,000 
z = standardized normal deviations at a chosen confidence level, for instance if 
the confidence level is 95% then z = 1.96 
p= the proportion in the target population that assumes the characteristics being 
sought. In this study, the optimal 50:50 basis is assumed. 
q = The balance from p to add up to 100%. That is 1-P, which in this case 
yielded 1- 50% (0.5) 
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d = the appropriate significance level, for instance at 95% confidence, the level 
of significance is 0.05. 
As such the sample size for this study was found to be: 
n = (1.96
2
 X 0.5 X 0.5)/0.05
2
 = 384 
Since the target population in this study was less than 10,000, the sample of 384 was 
adjusted using the formula nf = n/ (1+n/N) where nf is the desired sample size when 
sample size is less than 10,000 and n is the sample size when the target population is 
more than 10,000 while N is the target population from sampled size (Mugenda & 
Mugenda, 2003). Accordingly, 
 nf = n/(1+n/N) = 384/(1+384/135) = 100 
Being that stratified sampling technique was adopted in this research, the forty five (45) 
insurance companies were clustered into three strata in terms of insurance classes 
offered (AKI, 2012).  A sample was then selected from the strata through purposive 
sampling technique.  
Since the statutory number of directors for the forty five (45) insurance companies in 
Kenya is four hundred and five (9x45 =405).  Using the adjusting formula above, the 
number of directors‘ sample was reduced to one hundred (100).  Apportioning these 
directors to every stratum proportionately yielded the following sample sizes for every 
stratum, which together totalled to a sample size of 100; 
 Non Life Business 189/405 x 100 = 46 
Life Business    81/405 x 100 = 20 
Composite  135/405 x 100 = 34 
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Table 3.1: Sample Distribution Table 
Product offered   Population No. of Respondents  
         Non-Life Business               189 46 
         Life Business                       81 20 
         Composite                            135 34 
   
         Total                                   405 100 
 
3.5 Data Collection Instruments 
The study used both primary and secondary data. Structured questionnaires (Appendix 
2) were used to collect primary data where the respondent opinion was captured on a 
Five Point Likert Scale. A questionnaire is a set of questions or statements that assesses 
attitudes, opinions, beliefs, biographical information or other forms of information (Oso 
& One, 2011; Cooper & Schindler, 2011; Burns & Burns, 2012; McMillan & 
Schumacher, 2001). According to research scholars, questionnaires are preferred for 
primary data collection because they are economical; they ensure anonymity, permit use 
of standardized questions ensure uniform procedures, provide time for subject to think 
about response and are easy to administer and score (Peil 1995; Mugenda & Mugenda, 
2003; Kothari, 2011). For these reasons, and considering that the majority of the target 
population is able to read and write, the study used questionnaires as the main 
instrument for primary data collection. Questionnaires were also adopted since the study 
was concerned with variables that could not be directly observed such as views, 
opinions, perceptions and feelings of the respondents. Such information is best collected 
through questionnaires (Oso & Onen, 2011). The target population was also largely 
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literate and did not have difficulties responding to questionnaire items. The secondary 
data was obtained from financial information extracted from annual reports of insurance 
companies (balance sheet, profit and loss, the Annexes to the financial statements). 
 
3.6 Data Collection Procedure 
 
The researcher administered the questionnaires with the assistance of research assistants. 
Data collection refers to the process of gathering raw and unprocessed information that 
can be processed into meaningful information, following the scientific process of data 
analysis (Gall, Gall & Borg, 2007). The questionnaires were sent to the respondents 
under a questionnaire forwarding letter accompanied by an introductory from the 
University. A qualified research assistant who had been trained on handling data 
collection was tasked with the delivery and collection of questionnaires.  
Many respondents were not comfortable giving information about the firms they work 
for and this delayed the data collection as permission had to be sought from the board of 
directors. However the researcher employed Saunder (2003)‘s strategies on gaining 
access to collect data. Saunder advocates that time should be allowed for requests to be 
received and considered at a convenient time by the respondent. This may take time but 
one must wait patiently. This author also says that one is more successful where there is 
a friend, relative or student working in the organization. Their knowledge of one means 
that they should be able to trust stated intentions and assurance given about the use of 
any data provided.   
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The study also collected financial statements for the period from 2005 to 2012 to 
facilitate in computation of various ratios of the study dependent and independent 
variables. The cut-off period was selected in order to base the analysis on as recent data 
as possible. The sample companies which recently went through financial distress used 
in this study were Blue Shield, Concord, Invesco and Standard Assurance. As a control, 
the remaining companies (combined industry results) were used for comparison with the 
above insurance companies which experienced financial distress. The study adopted 
Altman 1993 Z‘‘ Score model. The annual reports used in this study were obtained from 
Insurance regulatory Authority (IRA) for the respective periods of study. 
 
3.7 Pilot Test and Other Diagnostic Tests 
It is always desirable to pre-test the data collection instruments before they are finally 
used for the study purposes (Kothari, 2011). The data collection phase of a research 
process typically begins with pilot testing. This is a pre-test done prior to the 
commencement of data collection to determine the accuracy of the research instruments 
(the questionnaires) that will be applied in obtaining desired information (Cooper & 
Schindler, 2011; Cooper, 1998; Mugenda & Mugenda, 2003; Mugenda, 2008 and White, 
2000). Pre-testing the instrumentation and the entire research design permits refinement 
before the commencement of the study. In particular, pilot testing helps to detect 
weaknesses in design and instrumentation and provide proxy data for selection of a 
sample.  
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A pilot test was done on the questionnaire to ensure that it was consistent, clear, and 
understandable by all. In addition, the pilot was meant to ensure that the questionnaire 
achieved the goals of the study. During the pilot test, 20% of sampled population of one 
hundred was used. Questionnaires were sent out to two companies not included in the 
sample for the main study. The target persons were top management, middle level 
managers and operational level. The feedback from the pilot study was used to test the 
quality of instrumentation that was subsequently used during data collection and 
analysis. Validity and Reliability tests were performed. 
 
3.7.1 Validity Testing 
Validity measures what the research tool intends to measure; it ensures that the research 
tool is measuring what researchers intend to measure or want to measure (Polit & 
Hunger, 1999). There are three methods to measure the validity of the research tool, 
which are: content validity, criterion related validity, and construct validity. This 
research did not apply criterion related validity method because it needs a lot of time. 
This method needs to measure the behaviour by questionnaire, and then waiting to 
observe the real behaviour of participants. This study used content and construct validity 
which aim to improve the contents or the construct of the words and statements in the 
questionnaire. 
 
The validity of the questionnaire was improved by discussing its contents with two 
randomly selected managers from two insurance companies. This was to assess the 
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content validity of the questionnaire. The comments from the two managers were 
reviewed and incorporated to enhance the validity of the questionnaire. 
 
Other methods used to validate qualitative research require that the researcher 
acknowledges and clarifies bias, provides discrepant information, and spends prolonged 
time in the field (Creswell, 2003). External reviews can also support validation of 
qualitative research. Creswell suggested that a colleague and/or an external auditor could 
provide additional insight into the study and research findings, and as proposed the 
researcher shall form a working group drawn from senior management officers to ensure 
validity the findings of this research and avoid common bias method. 
 
3.7.2 Reliability Testing 
Reliability is the consistency of responses; the degree to which an instrument measures 
in the same way each time under the same conditions. Reliability is used to ensure 
internal consistency and to achieve high degree of homogeneity between questionnaire 
statements (Polit & Hunger, 1999). Reliability is also broadly defined as the degree to 
which measures are free from error and therefore yield consistent results (Zikmund, 
2003).  Kurpius  &  Stafford (2006)  concurred  by  defining  reliability  as  the  
trustworthiness  or  accuracy  of measurement.  The terms consistency and stability are 
also used when discussing reliability.  
 
Reliability can be computed through different methods like test- retest reliability, 
internal consistency reliability, and equivalent forms reliability.  Test-retest method is 
not a main method to use for measuring the reliability. It requires a lot of time which is 
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not available in this research, and it is difficult to find the same sample each time. The 
equivalent forms method also requires a lot of time. In addition, questionnaire will be 
too long (questionnaire in this method has two forms). Therefore participants may not 
answer in truthfulness.  
 
In this research, questionnaire reliability was checked by choosing internal consistency 
method. By using this method, the correlation between each item in the questionnaire 
and others was measured. Likert scale types of questions were used in the 
questionnaires. Cronbach alpha was employed to measure internal consistencies in the 
questionnaire. Cronbach alpha is a correlation coefficient between two sets of data.  
 
According Kurpius & Stafford (2006), reliability coefficient refers to the scores obtained 
on a test.  A reliability coefficient of zero indicates that the test scores are unreliable. On 
the other hand the higher the reliability coefficient, the more reliable or accurate the test 
scores. A reliability coefficient is a numerical value that can range from zero to one. For 
research purposes, tests with a reliability score of 0.7 and above are accepted as reliable, 
whilst for clinical decision making, test scores of between 0.8 and 0.9 are acceptable 
(Kurpius& Stafford, 2006). 
 
The results of the reliability tests are presented in Table 3.2. The results are based on the 
questionnaires which were self administered to respondents. The questionnaire had high 
Cronbach alpha which indicated higher internal consistency. According to Kurpius & 
Stafford (2006), when the Cronbach is between 0.6 and 0.7 it is considered adequate for 
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a newly developed tool in non-clinical studies. It can be noted that the overall 
coefficients were adequate and therefore the internal consistency of the questionnaire as 
a whole was sufficient. The statements for each of the variables were also tested and 
some of the statements‘ were dropped in order to improve the Cronbach Coefficient. 
Table 3.2: Reliability Tests 
Variable Number of items Cronbach's Alpha 
Liquidity 5 0.834 
Leverage 6 0.756 
Efficiency  6 0.859 
Profitability 5 0.865 
Firm Size 2 0.609 
 
  
To further maximize reliability of the instrument used, the survey was constructed as 
follows: 1) a pilot survey was conducted to ensure the reliability of the questionnaire; 2) 
each question was framed to reduce ambiguity and minimize bias, thereby ensuring the 
high statistical value of the data; and, 3) each participant in the pilot survey was asked to 
state their job position to make sure participation was at senior-manager level. In short, 
the pilot test sought to demonstrate convergent and indiscriminate validity for all the 
constructs and reveal that all the scales meet or exceed the reliability thresholds for more 
established research (Castillo, 2009). 
 
3.7.3 Multicollinearity 
According to Green (2000), identification of multicollinearity in a model is important 
and is tested by examining the tolerance and the variance inflation factor (VIF) 
diagnostic factors. The variance inflation factor (VIF) measures the impact of 
multicollinearity among the variables in a regression model. Green (2000) concluded 
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that even though there is no formal criterion for determining the bottom line of the 
tolerance value or VIF, tolerance values that are less than 0.1 and VIF greater than 10 
roughly indicates significant multicollinearity; a conclusion supported by Tavakol and 
Dennick (2011) and Gujarat (2009). A muticollinearity test was performed among the 
variables of the study and the results obtained are discussed in chapter four of this 
research study. 
 
3.7.4 Autocorrelation 
 
Gujarat (2009) defined autocorrelation as the correlation between members of a series of 
observations ordered in time or space.  According to Gujarat (2009), the Durbin-Watson 
statistic ranges in value between 0 and 4. A value near 2 indicates non-autocorrelation; a 
value closer to 0 indicates positive correlation while a value closer to 4 indicates 
negative correlation. An autocorrelation test was performed on the variables of the study 
and the results obtained are discussed in chapter four of this research study. 
 
3.7.5 Normality Test on the Dependent Variable 
 
To make inferences from an analysis, an assumption of a normally distributed dependent 
variable is important. One of the methods used to check for normality is the Q-Q test. 
According to Royston (1982), a Q-Q test is a plot of percentiles of a standard 
distribution against the corresponding percentiles of the observed data. When conducting 
a Q-Q test, the resulting plot should show an approximately straight line with a positive 
slope as a sign of normality. This method was employed to determine the normality of 
the dependent variable in the study and the results obtained are discussed in chapter four 
of this research study. 
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3.8 Data Processing and Analysis 
Data analysis refers to examining what has been collected in a study and making 
deductions and inferences. Before the actual analysis was done, data cleaning was 
performed. Data organization is orderliness in research data (Bryman, 2012). Data was 
keyed into excel spreadsheets and exported to SPSS for analysis. 
   
During data analysis, statistical techniques including, Correlation Analysis and ANOVA 
were used. Statistical Package for Social Sciences (SPSS) was used to facilitate analysis 
as it has in-build formulae. The software is a comprehensive system for data analysis 
and can take data from any type of file and use it to generate tabulated reports, charts, 
compare means, correlation and many other techniques of data analysis (Microsoft 
Corporation, 2003). Correlation measures the extent of interdependence where two 
variables are linearly related (Lucy, 1996). If variables are correlated then a change in 
one variable is accompanied by a proportionate change in another variable. Correlation 
coefficient (R) is a measure of correlation between two variables. If variables are 
independent, r = 0, if dependent, then r = 1. If the value of R is close to one, then it 
shows there is a strong correlation between the variables. If the value of R is close to 
zero, then the association is weak.  
 
Analysis of Variance (ANOVA) is a statistical technique specially designed to test 
whether the means of more than two quantitative populations are equal (Levin and 
Rubin, 1994).  This is done via the mechanism of the F test for testing for the 
significance of the difference between two variances. This study used this test because it 
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allows one to analyze two or more groups and thus test for significant difference 
between means. Compared with using multiple t-tests, ANOVA require fewer 
measurements to discover significant effects. ANOVA is a powerful tool for 
determining if there is a statistically significant difference between two or more sets of 
data (Pattern, 2002). ANOVA test is also useful in measuring variations within group. 
However, with the help of the SPSS software results for the above statistical tests were 
automatically computed and displayed in tabular form.   
Quantitative data was also subjected to measures of dispersion and symmetry using 
inferential statistics. To establish the nature of relationships between the already stated 
variables, scatter plots were employed.  In order to show the correlation between the 
independent and dependent variables, the linear regression method was adopted.  
 
Secondary data were analyzed by computing various performance ratios and also ratios 
relevant for application in Altman Z‘‘ score model. The annual reports for the year 
2005-2012 were analyzed and Information derived from the financial statements was set 
out in a Microsoft excel spreadsheet. The spreadsheet was modeled in a way that 
facilitated the computation of coefficient applied to Altman Z‘‘-score model equation. 
The coefficient was then multiplied by the constant and their totals added up to 
determine the firm‘s Z‘-score. Under the Altman‘s model, any firm that had a score over 
2.60 was considered to be financially health. Firms that scored between 1.10 and 2.60 
was deemed to fall within a gray area, thus they had some risk of financial troubles. 
Whereas, firms that scored below 1.10 was considered financially distress. 
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Model specification  
In order to decide between fixed effect and random effects regression model, the study 
carried out the Hausman test. Since the p-value was insignificant at 5% level of 
significance random effect was selected. Further test was also conducted to choose 
between random effect versus pooled OLS regression model by using Breush and pagan 
Lagrangian multiplier test and the result showed that pooled OLS is fitted for the study 
since the P-value was insignificant at 5% level of confidence. Therefore, model for the 
study was specified as follows: 
FD=βo+ β1Prof + β2Liq+ +β3Eff+ β4Lev+β5fsize +ε...... (Equation 3.1) 
Where: FD= Financial distress (FD) which is the dependent variable 
Prof is the profitability of the firm; 
            Liq is the firm‘s holding of liquid assets to cover short term debts; 
            Eff is efficiency of the firm; 
                       Lev is the level of the firm leverage 
                       Fsize is the firm size of the firm 
  βo=  Constant 
   ε= Error term 
To measure financial distress exposure of insurance companies, Altman‘s model was 
used for the study: 
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Application of Altman’s Discriminant Model to measure Financial Distress 
Z‖ = 6.56 X1 + 3.26 X2 + 6.72 X3 + 1.05 X6                  Z‖  < 1.10 bankrupted 
                                                                                     Z‖ > 2.60 non-bankrupted 
             (Equation 3.2)                                                  Z‖ = 1.10 to 2.60 gray area 
Where: X1 = Working Capital/Total Assets (WC/TA) 
X2 = Retained Earnings/Total Assets (RE/TA) 
X3 = Earnings Before Interest and Taxes /Total Asset (EBIT/TA) 
X6 = Net Worth (Book Value)/Total liabilities (NW/TL) 
Qualitative data was condensed by editing, paraphrasing and summarizing in order to 
derive meaning from it. Using the content analysis technique, the data was coded and 
thereafter put into theme categories and tallied in terms of the number of times it occurs. 
Data was then tabulated into respective themes. This process according to Frankel & 
Wallen (2000) involves reading through the questionnaires, transcripts and other sources 
of data, developing codes, coding the data, and drawing connections between the various 
discrete pieces of data.  
Table 3.3 summarizes the various variables that were considered, their measurement 
indicators and the corresponding statistical tests carried out on them. 
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Table 3.3: Type of variable, measurement indicators and statistical test 
  
Variable Measurement Indicators Statistical Test 
Profitability Profit Margin 
Return on Asset 
Return on Equity 
Loss ratio 
Premium growth 
 
T-test 
Liquidity Current Ratio 
Working Capital as percentage of 
sales 
 
 
T-test 
Efficiency Fixed Assets Turnover Ratio 
Current Assets Turnover Ratio 
Net worth Turnover ratio 
  
 
T-test 
Leverage Debt to Asset Ratio 
Debt to Equity Ratio 
 
 
T-test 
Firm Size Total Assets 
Age of a firm 
 
ANOVA (F-test) 
Financial Distress Altman Z‘‘ Score 
Solvency Margin 
Net Debt 
Normality Test 
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CHAPTER FOUR 
4.0 RESEARCH FINDINGS AND DISCUSSIONS 
4.1 Introduction  
 
This chapter presents the research findings of the study and the corresponding 
discussions. These presentations are organised as follows: response rate, background on 
the respondents and the findings for each of the five study objectives on the basis of 
descriptive, ratio analysis and inferential statistical analysis. The results form the basis 
for discussion on how each of the variables determines financial distress for insurance 
companies in Kenya. Computations of various ratios as indicated in conceptual 
framework, frequencies, averages, statistical tests like Correlation, Regression, ANOVA 
tests, were used to analyze the data guided by the research hypotheses.  
 
 4.2 Response Rate 
Response rate, according to the America Association for Public Opinion Research 
(AAPOR), (2011) is the rate of completed questionnaires with reporting units divided by 
the number of eligible reporting units in the sample. A total of 100 questionnaires were 
distributed to respondents who were managers performing financial functions in the 
target insurance companies. A total of 95 questionnaires were received out of which one 
questionnaire was incomplete and, therefore, could not be used in data analysis. The 
response rate achieved, therefore, was 94%. Five (5) questionnaires were not returned. 
According to Mugenda and Mugenda (2008), a response rate of 50% is acceptable for 
analysis publishing. AAOPR (2011) explained that a response rate of over half is good 
while over 70% is very good. The response rate was very good at 94% and, therefore, it 
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was sufficient for analysis. Another scholar, Babbie (1990) suggested that a response 
rate of 60% is good, 70% very good and 50% adequate for analysis and reporting from 
manual surveys. Bailey (1996) set the adequacy bar at 75% and Chen (1996) argued that 
the larger the response rate, the smaller the non-response error. 
 
4.3 Demographic Information 
This section presents the demographics of the study. The key characteristics of the 
respondents were: firm classifications per segment, highest education levels attained by 
employees who responded to the questionnaires, numbers of years the respondents had 
served the company and the position held. 
  
4.3.1 Firms Classification per Segment  
The respondents were asked to indicate the segment in which their firm belonged. The 
respondents indicated that: 47% were from non life business, 20% were from life 
business and 33% were from Composite. This showed that majority of the respondents 
were from the Non life business. The distributions of firms are shown in Table 4.1.  
 
Table 4.1: Classification of Firms  
Segment                                      Frequency Valid 
Percent 
  
Non Life Business                        44 47 
Life Business                               19 20 
Composite                                   31 33 
Total                                           94                                       100.0 
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4.3.2 Position of the Respondent  
The research study sought to find out the management position of the respondent in the 
firm. 59% of the respondents were found to be in the middle management position, 23% 
were in operation level and 18% were in top management.  This is shown by Table 4.2 
where majority of managers were at the middle level in the organizations‘ structures. 
The composition of respondents as shown in Appendix 6 included: Top management 
made up of Managing Director and Finance Director; Middle Level Management was 
made up of Underwriting Manager, Claims Manager, Audit Manager, Risk and 
Compliance Manager and Marketing Manager. The Operation Level comprised of 
Claims Analyst and Claims Officer. The response rate as per each position is as shown 
in Table 4.2. This classification of the respondents is significant as the present study was 
able to collect data from various categories of professionals. Literature by Saunder 
(2003) on data collection asserts that data considered confidential can best be gathered 
from employees on managerial levels like the ones used in this study. 
Table 4.2:  Position of Respondents in Insurance Company 
Positions of the Respondents 
Managing Director 
Frequency 
5 
Percentage 
5.3 
Finance Director 12 12.7 
Underwriting Manager 12 12.7 
Claims Manager 10 10.3 
Audit Manager 13 14.3 
Risk and Compliance Manager 12 12.7 
Marketing Manager 8 9.0 
Claims Analyst 12 12.7 
Claims Officer 10 10.3 
Total 94 100.0 
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4.3.3 Distribution by Highest Educational Level Attained 
 
The findings in Table 4.3 showed that 13 percent of the respondents had postgraduate 
qualification, 76 percent had graduate qualification and 8 had Diploma qualifications. A 
further look at the result showed that cumulatively, 89 percent of respondents had, at 
least, a first degree. The result also showed that three respondents, forming 3 percent of 
the total responses had certificates, which was registered under ‗others‘.  
 
Table 4.3: Distribution by Highest Educational Level Attained 
 
Educational level Frequency Percent Cumulative Percent 
Postgraduate level 12 13 13 
Graduate degree 71 76 89 
Diploma 8 8 97 
Others 3 3 100 
Total 94 100  
 
4.3.4 Distribution by Number of Years Worked for Organization  
 
The data in Figure 4.1 showed that 53 percent of the respondents had worked for their 
organizations for less than five (5) years, 25 percent worked for 6 to 10 years,17 percent 
worked for 11 to 15 years, 4 percent worked for 16 to 20 years while  1 percent  had 
worked for over twenty (20) years. According to McCauley & Brutus (1988), experience 
holds a central position in the performance of employees in an organisation due to effect 
of learning curve. The study concludes that experience of employees in the insurance 
industry provide an avenue for them to improve performance on the basis of efficiency 
and effectiveness attributed to learning curve effect. 
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Figure 4.1: Distribution by Number of Years Worked for the Firms 
 
4.4 Determinants of Financial Distress  
 
This section presents results emerging from analysis of the specific objectives of the 
study. The independent variables that were investigated were; profitability, liquidity, 
efficiency and leverage. Firm size was also analysed as a moderating variable. For each 
of these variables, factor analysis, ratio analysis, regression and correlation analysis 
were performed. The dependent variable measurement findings are also presented, 
which included Z‘‘ Score results, Solvency Margin, Net debt and analysis from 
responses from the managers of insurance companies to questionnaire statements on 
financial distress. 
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4.4.1 Profitability and Financial Distress 
 
i. Factor Analysis for Independent Variable Profitability 
 
Factor Analysis was carried out to describe variability among the observed variables and 
check for any correlated variables with the aim of reducing data that was found 
redundant. Conventionally, statements scoring more than 30% which is the minimum 
requirement for inclusion of variables into the final model (Hair, Black & Babin, 2010, 
& Kothari, 2004) were included.  
 
Table 4.4 shows the loadings of the five variables. The higher the absolute value of the 
loading, the more the factor contributes to the variable. From the analysis shown in 
Table 4.4, most respondents reported that low gross profit to total sales premium/net 
income to total sales premiums/ leads firms to financial distress in insurance companies 
with a factor component of 83.2%. This was followed by respondents seeing close 
relationship between deterioration status/losing incomes continuously/ leading firms to 
financial distress with a factor component of 70.9%. Improving profitability in 
operations of insurance as being a central purpose and provides direction to the activities 
of the organization, to the staff, that will positively impact the performance of the 
organization with a factor component of 68.2%. Profitability supporting performance 
growth in insurance industry hence its understanding leads to sustainable growth in the 
insurance sector scored 59.7%, while statement on Profitability correlate to business of 
insurance and hence should be taken into account in policy formulation scored a factor 
component of 58.7%.  Majority of the respondents are in agreement that there is a close 
relationship between profitability and financial distress in insurance companies in Kenya 
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as can be seen from the mean score of 68.1%. None of the statements required to be 
dropped since their factor components were above 30% which is recommended 
threshold for inclusion of variables into the final model (Hair, Black & Babin, 2010, & 
Kothari, 2004). 
Table 4.4: Component Matrix on Profitability 
Statements  Factor Component 
Effect of low profitability on financial distress 0.832 
Effect of losing income continuously on financial distress 0.709 
Impact of improved profitability on the organization 0.682 
Impact of profitability on growth of insurance sector 0.597 
Profitability correlation to business insurance in policy formulation 0.587 
Average                                                                                                 0.681 
Extraction Method: Principal Component Analysis. 
 3 components extracted. 
 
Kaiser-Meyer-Olkin (KMO) Measure of Sampling Adequacy/Bartlett's Test of 
Sphericity 
 
Prior to the extraction of the factors, several tests should be used to assess the suitability 
of the respondent data for factor analysis. These tests include Kaiser-Meyer-Olkin 
(KMO) Measure of Sampling Adequacy and Bartlett's Test of Sphericity. The KMO 
index ranges from 0 to 1, with 0.50 considered suitable for factor analysis. The Bartlett's 
Test of Sphericity should be significant (p<.05) for factor analysis to be suitable 
(William et al., 2010).  
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Table 4.5 shows the result of KMO and Spherical Bartlett test. KMO is indicator for 
comparing correlation coefficient of observation and partial correlation coefficient, its 
value ranges from 0 to 1.When its value gets closer to 1, the explanatory effect of factor 
analysis is stronger and when its value gets closer to 0, the model may work not so well. 
Spherical Bartlett test can be used to judge whether Correlation matrix is a unit matrix. 
When the KMO value is below 0.5 it is not suitable to use factor analysis (William et al., 
2010). From the result of Spherical Bartlett test we should reject the null hypothesis 
which means the variables have a strong association. In Table 4.5 the KMO value is 
0.752 which is above the 0.5 level, so it is reasonable to use the factor analysis. 
 
Table 4.5: KMO and Bartlett’s Test Results 
      
 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy   0.752   
                                             Approximate Chi-Square   143.891     
             
Bartlett's Test of Sphericity                              df           10 
                                                                         Sig           0.000 
 
 
 
 
a) Total Variance Explained 
 
From the Total variance explained in Table 4.6, we get 3 common factors from the five 
indicators. The eigenvalues of the first 3 component accumulative rate is 84.605%, that‘s 
to say if we only use three factors, we still get 84.605% information of the sample 
covariance matrix. The result meets the demand of factor analysis. The amount of 
information loss is relatively small when the number of indicators was reduced. So we 
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can use fewer indicators to analyse the data. All the factors are significant (William et 
al., 2010). 
 
Table 4.6: Total Variance Explained 
Component     Inital Eigenvalues  Test Results               Extracted Sums of 
Squared Loadings 
                    Total % of Variance Cumulative     Total     % of Variance 
Cumulative 
 
1                     2.736         54.729              54.729       2.736           54.729         54.729 
2                     0.854        17.075                71.804 
3                     0.640        12.801                84.605 
4                     0.493          9.866                94.470 
5                     0.276          5.530                100.00 
  
Extraction Method: Principal Component Analysis. 
b) Scree Plot 
 
Figure 4.2 presents the Scree Plot showing Eigenvalue and variable components. The 
scree plot is a graph of the eigenvalues against all the factors. The graph is useful for 
determining how many factors to retain. The point of interest is where the curve starts to 
flatten. It can be seen that the curve begins to flatten between factors 3 and 4; therefore 
only three factors were retained. 
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Figure 4.2: Scree Plot for profitability 
Eigenvalue: The standardized variance associate with a particular factor. The sum of the 
eigenvalues cannot exceed the number of items in the analysis, since each item 
contributes one to the sum of variances. 
 
ii. Profitability Performance Indicators  
Profitability ratios are designed to evaluate the firm's ability to generate earnings. 
Analysis of profit is of vital concern to shareholders since they derive revenue in the 
form of dividends. Profits are also important to creditors because profits are one source 
of funds for debt coverage. Furthermore management uses profit as a performance 
measure. 
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a) Loss ratio 
 
The loss ratio shows what percentage of incurred claims (payouts) is being settled with 
Earned Premiums (receipts).  The lower the ratio the better since it shows that the 
insurance company is not paying out a lot if claims when considered with the premiums 
received. Higher loss ratios may indicate that an insurance company may need better 
risk management policies to guard against future possible insurance payouts / claims. 
The loss ratio is therefore relationship between net claims incurred and net premiums 
earned under an insurance policy. Loss ratio was taken as proxy for the volatility (losses 
incurred relative to premiums collected) of the insurer. (IRA, 2012) 
 
The loss ratio shows what percentage of payouts is being settled with receipts. The lower 
the ratio the better. Higher loss ratios may indicate that an insurance company may need 
better risk management policies to guard against future possible insurance payouts / 
claims (Lole, 2012).  The results in Table 4.7 indicate that industry average loss ratio 
over the period of study leads at 0.73 followed by Concord loss ratio of 0.67, Blue 
Shield loss ratio is the third at 0.55, Standard Assurance loss ratio was 0.48 and lastly 
Invesco loss ratio was 0.39. All this indicate that the insurance industry in Kenya has got 
higher claims when compared to earned premium. The insurance industry spends up to 
73% of its earned premium to pay incurred insurance claims. 
 
Loss Ratio = Net Incurred Claims / Net Earned Premium 
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Table 4.7: Insurance Companies Loss Ratio Results 
Company            2005    2006   2007   2008  2009  2010     2011   2012         Mean score 
 
Industry Score    0.73    0.77    0.75   0.68    0.72   0.79       0.68    0.75             0.73 
 
Blue Shield         0.45    0.45    0.46   0.51    0.72   0.70                                       0.55 
Concord              0.61    0.66    0.62   0.63    0.82   0.67                                       0.67 
Invesco               0.45    0.32                                                                                  0.39 
Standard             0.53    0.47    0.42                                                                       0.48 
 
 
 
 
 
 
b) Profit Margin 
 
Profit Margin (Return on Revenues) ratio determines the profitability of an insurance 
company. It is the profits after all expenses and taxes are paid by the insurance company. 
It is measured by dividing the Net Operating Income (NOI) by the Total Revenues. 
Intrinsically, the difference between net income and revenue is expenses, such that an 
increasing Return on Revenue (ROR) implies less expense for higher net income. A 
corporation's ROR is useful in comparing profitability from year to year and evaluating 
its profitability performance, by comparing the net income and the revenue. When ROR 
decreases, it may indicate that expenses are rising. Conversely, when ROR increases, it 
may provide an indication that expenses are being handled efficiently (Lole, 2012). 
 
The results in Table 4.8 indicate that all the insurance companies which collapsed had 
far lower ROR when compared to the average industry ROR of 13%.  Concord and 
Invesco had 3%, Standard Assurance recorded 1% ROR while Blue Shield on average 
recorded loss of 2% ROR. 
 
Profit Margin =Net Operating Income/ Gross Earned Premium 
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Table 4.8: Insurance Companies Profit Margin Results 
Company            2005    2006   2007   2008  2009  2010     2011   2012         Mean 
score  
Industry Score   0.14      0.16     0.09     0.11    0.11     0.15   0.14      0.18            0.13 
 
Blue Shield        0.02      0.14     0.04     0.06  (0.43)    0.07                                   (0.02) 
Concord             0.01      0.003   0.03     0.02  (0.02)   (0.02)                                   0.03 
Invesco              0.02      0.06                                                                                    0.03 
Standard            0.02      0.003   0.005                                                                      0.01 
 
 
 
 
 
 
c) Return on Asset 
 
Return on Assets (ROA) is an indicator of how profitable an insurance company is 
relative to its total assets. ROA gives an idea as to how efficient management is at using 
its assets to generate earnings. Return on Assets is calculated by dividing an insurance 
company's annual earnings by its total assets. The assets of the company are financed by 
both debt and equity. Both of these types of financing are used to fund the operations of 
the company. The ROA figure gives investors an idea of how effectively the company is 
converting the money it has to invest into net income. The higher the ROA number, the 
better, because the insurance company is earning more money per unit of asset invested 
(Lole, 2012). 
 
Return on Asset =Net Profit/ Total Asset 
 
 
The results in Table 4.9 indicate that all the insurance companies which collapsed had 
lower Return on Asset (ROA) when compared to the average insurance industry ROA of 
4%.  Concord had 1%, Invesco recoded 3%, Standard Assurance recorded 1% ROA 
while Blue Shield on average recorded loss of 3% ROA. 
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Table 4.9: Insurance Companies Return on Asset Results 
Company            2005    2006   2007   2008  2009  2010     2011   2012         Mean 
score  
Industry Score   0.05       0.05    0.03     0.03   0.04     0.05      0.04     0.05           0.04 
 
Blue Shield        0.01       0.10    0.03     0.04  (0.44)   0.05                                   (0.03) 
Concord             0.01       0.003  0.03     0.02  (0.02) (0.01)                                    0.01 
Invesco              0.001     0.06                                                                                  0.03 
Standard            0.02       0.002   0.003                                                                    0.01 
 
 
 
 
 
 
d) Return on Equity 
 
Return on Equity (ROE) measures a corporation's profitability by revealing how much 
profit a company generates with the money shareholders have invested. The ROE is 
useful for comparing the profitability of a company to that of other firms in the same 
industry. It is the amount of net income earned as a percentage of shareholders equity 
(Lole, 2012). 
 
Return on Equity =Net operating Income/Share Holders Equity 
 
The results in Table 4.10 indicate that all the insurance companies which collapsed had 
lower Return on Equity (ROE) when compared to the average industry ROE of 19%.  
Concord had 2% ROE, Invesco recoded 18% ROE, Standard Assurance recorded 4% 
ROE while Blue Shield on average recorded loss of 152% ROE. 
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Table 4.10: Insurance Companies Return on Equity Results 
Company            2005    2006   2007   2008  2009  2010     2011   2012         Mean 
score  
Industry Score   0.21    0.21     0.13     0.17    0.17     0.20         0.20      0.24         0.19 
 
Blue Shield        0.09    0.50     0.16     0.24  (11.28)  1.15                                     (1.52) 
Concord             0.05    0.01     0.11     0.09   (0.10)  (0.06)                                     0.02 
Invesco              0.01     0.34                                                                                     0.18 
Standard            0.09     0.009   0.014                                                                       0.04 
 
 
 
 
 
 
e) Premium Growth 
 
Premium growth refers to incremental increase in current year‘s insurance premium 
when compared to the previous year‘s gross premium realized. Premium growth is more 
likely to reflect the influences of policyholder demand for quality; those insurance 
companies associated with quality services are likely to record higher premium growth 
when compared to those companies with poor insurance services and products. Premium 
growth will reflect the effects of changes in financial condition on the firm‘s 
performance (IRA 2012).  
 
Premium Growth = (Current Period Gross Premium-Previous Period Gross Premium)/ 
Previous Period Gross Premium) 
 
 
The results in Table 4.11 indicate that all the insurance companies which collapsed had 
lower premium growth when compared to the average industry premium growth of 19%.  
Concord had declined premium growth rate (loss) of 4%, Invesco recorded 17%, 
Standard Assurance recorded declined premium growth rate (loss) of 3% while Blue 
Shield on average recorded declined growth rate (loss) of 4%. 
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Table 4.11: Insurance Companies Premium Growth Results 
Company            2005    2006   2007   2008  2009  2010     2011   2012         Mean 
score  
Industry Score   0.21     0.21      0.13    0.17     0.17    0.20        0.20     0.24       0.19 
 
Blue Shield        0.08     0.05      0.13   (0.03)  (0.11) (0.37)                                ( 0.04) 
Concord             0.01    (0.11)    0.11    0.14     0.01    (0.17)                               (0.04) 
Invesco              0.19     0.15                                                                                  0.17 
Standard            0.18    (0.25)     0.01                                                                   (0.03) 
 
 
 
 
 
iii. Descriptive on Profitability and Financial Distress  
 
The data below presents responses on statements regarding the effects of profitability on 
financial distress of insurance companies in Kenya. 
 
a) Effect of  Low Profitability on Financial Distress 
Low Profitability posed a major challenge to insurance companies, 82% of the 
respondents agreed that low gross profit to total sales premium/net income to total sales 
premium influences financial distress positively while,12% strongly agreed, 0% were 
indifferent and 6% of the respondents disagreed as shown in Figure 4.3. These results 
further confirm that low profitability could have significant influence on financial 
distress of insurance companies in Kenya. These results are in agreement with the 
findings from secondary data as shown from the analysis of profit margin in Table 4.8 
where lower Return on revenue (ROR) was recorded by collapsed insurance companies 
when compared to the insurance industry average ROR of 13%.  Concord and Invesco 
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had 3%, Standard Assurance recorded 1% ROR while Blue Shield on average recorded 
loss of 2% ROR. 
  
Nature of Response 
Figure 4.3: Low Profitability Enhances Financial Distress of Insurance Companies 
 
The above findings supports Altman (1968) who observed that in competitive markets, 
firms need to generate positive profits in order to survive. In his study, firm profitability 
was linked to financial distress and bankruptcy in two ways. First, it was observed that 
firms with poor management will ultimately be driven out of the market by more able 
managed firms. Second, in the absence of a large reserve cushion, the lack of profits will 
ultimately be associated with low levels of liquidity which ends up with inability to pay 
obligations of an organisation.   
 
Other studies which supports profitability as a determinant of financial distress were 
Ohlson (1980), Lennox (1999) and Zulkarnain (2009) who found out that  profitability is 
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an important determinant of  financial distress. Profitability ratio was represented by 
return on assets, computed as net premium income divided by total assets. This ratio is a 
common measure of managerial performance and is therefore vital in the study of 
financial distress. It is expected that companies with lower profits have higher 
probability of bankruptcy, hence the relationship between them is positive.   
 
Another study by Khunthong (1997) supporting the above findings established that 
Profitability measures the ability of a company to generate earnings. The more earnings 
a company can generate, the greater the increase in funds and liquidity. Many firms face 
financial distress when they have negative earnings.  
 
b) Profitability Correlation to Business of Insurance  in Policy Formulation 
Regarding whether Profitability correlate to business of insurance and hence should be 
taken into account in policy formulation of insurance companies in Kenya, 81% of 
respondents agreed, 6% strongly agreed while 13% were neutral as shown in Table 4.12. 
These results further confirm that profitability correlate to business of insurance and have 
significant influence on financial distress of insurance companies in Kenya. Profitability 
should therefore be considered in policy formulation to mitigate the risk of failure of 
insurance companies. 
 
The findings above are corroborated in the study by Giosani (2012) in Romania insurers 
market where by policy formulation to enhance profitability was found to be important. 
They  observed that the Romanian insurers had to face a big challenge regarding the 
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profitability. A large part of the big insurance companies resorted to an aggressive 
policy formulation to enhhance  market share expansion hoping that is enough to make 
portfolio profitable in the following years. The insurers profit policy included to 
compensate the decrease in incomes by personnel reduction, salary freezing, 
renegotiating of rents, improved controlling of loss expenses, and reduction in personnel 
training expenses due to a better stability of the employees. 
Table 4.12: How profitability correlates to business of insurance and policy 
formulation   
 Frequency Percent Valid Percent Cumulative Percent 
     
 
Strongly Disagree 0 0 0 0 
Disagree 6 6 6 6 
Neutral 0 0 0 6 
Agree 76 81 81 87 
Strongly Agree 12 13 13 100 
Total 94 100 100  
 
c) Effect of Continuous Loss of Income 
 On whether deterioration status/losing income continuously/ leads firms to financial 
distress 0% was indifferent, 79% agreed while 6% and 3% disagreed and strongly 
disagreed. A further 12% strongly agreed as shown in Figure 4.4. These results further 
confirm that continuous income deterioration affects insurance companies‘ performance 
and could lead to financial distress. As shown also in Table 4.7 on loss ratio and also in 
Table 4.11 on premium growth, both findings agrees with the current findings that 
continuous income loss can lead to collapse of insurance companies. The collapsed 
insurance companies reported lower to negative premium growth when compared to the 
average insurance industry growth rate. 
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Asquith et al. (1994) supports above findings, they observed that  firm is classified as 
financially distressed if in any of two consecutive years its income decreases 
continuously to lower than 80% of the firm‘s interest expense. They also noted that a 
company facing financial distress usually experiences a decline in profitability resulting 
in insufficient cash flows to cover current obligations. 
The findings are further supported by Nwogugu (2004) who observed that financial 
distress occurs as a consequence of management‘s failing ability to control and 
anticipate negative economic effects on the firm‘s profitability (continuous decline in 
premium income) and future prosperity. In their findings, they established that 
unanticipated economic shocks caused between 15 to 40% of all distressed situations. 
 
Nature of Response 
Figure 4.4: How Continuous Income Deterioration Leads Firms to Financial 
Distress 
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d) Impact of Improving Profitability in Operations of Insurance   
Regarding the statement that improving profitability in operations of insurance provides a 
central purpose and direction to the activities of the organization, to the staff, that will 
positively impact the performance of the organization, 85% agreed, 12% strongly agreed 
and 3% disagreed, as shown in Table 4.13. These results further confirm that improving 
profitability should be considered to minimise chances of financial distress in insurance 
companies in Kenya. This is also in agreement with the implication of improving the 
profit performance indicators. It will result in improved premium growth, improved profit 
margin, improved return on equity, improved return on assets and reduced loss ratio. 
The findings are corroborated by Whitaker (1999) who reported that in early stages of 
financial distress operating income falls to 46.32% below industry average. Flat sales, 
increasing customer complaints about product quality, delivery, and service as well as 
late financial and managerial information is indicator of the early decline as well. In this 
stage the company shows significant inefficiencies at the operational level, missing 
operational goals and related profit margins. The management may take some corrective 
actions in order to improve fluctuating profitability. The management should focus its 
efforts to increase sales, reduce customer complaints about product quality, delivery and 
improve financial and managerial information by aligning its staff to organisation 
mission and vision. 
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Table 4.13: How Improving Profitability Improves Performance of Insurance 
Companies 
 Frequency Percent Valid Percent Cumulative Percent 
     
 
Strongly Disagree 0 0 0 0 
Disagree 3 3 3 3 
Neutral 0 0 0 3 
Agree 80 85 85 88 
Strongly Agree 11 12 12 100.0 
Total 94 100.0 100.0  
 
 
The descriptive statistics findings above are summarised in Table 4.14. 
 
 
Table 4.14: Descriptive of Profitability and Financial Distress 
Statements 
Strongly 
Disagree Disagree Neutral Agree 
Strongly 
Agree 
Effect of low profitability on financial 
distress 0% 6% 0% 82% 12% 
 
Effect of losing income continuously on 
financial distress 3% 6% 0% 79% 12% 
 
Impact the improved profitability on the 
organization 0% 3% 0% 85% 12% 
 
Impact of profitability on growth of 
insurance sector 0% 3% 0% 79% 19% 
 
Profitability correlation to business 
insurance in policy formulation 0% 6% 0% 81% 13% 
 
Average 0.6% 3.6% 2.6% 81.0% 12.2% 
The mean score of responses regarding profitability and financial distress are as follow: 
12.2% strongly agreed, 81% agreed while 2.6% were neutral, 3.6% disagreed and 0.6% 
strongly disagreed.  
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These study findings corroborate with Brealey et al (2000). The research conducted on 
financially distressed firm suggests taking actions of adjusting the business to increase 
profitability Chang-e (2006). There were some researchers such as Hotchkiss (1995) 
who explored the achievement of bankrupt reorganization firms in US of America and 
focused on profitability.  
 
An earlier  study by, Karels & Plakash (1987) divided  possible causes of financial 
distress arising out of decline in profitability into two groups: internal risk factors and 
external shocks. First, internal risk factors can be attributed to poor management. 
Potential forms of the appearance of poor management are the absence of a sense of a 
need for change, inadequate communication, overexpansion, unintentionally improper 
handling of projects, or fraud. Secondly, exogenous shocks are independent of 
managerial skills. They can be classified into inefficiencies in regulatory development, 
turbulences in the labor market, or natural disasters. They both significantly contribute 
to decline in firms‘ performance (Karels & Plakash, 1987). 
 
Another study by Gu & Kim, (2002), on profitability and performance of insurance 
companies, concluded that net profit margin, return on equity and return on assets are 
adopted as measures of overall profitability. If high profitability is due to superior 
operating performance, an insurer with strong profitability may decrease its financial 
instability thereby inducing less uncertainty and investor doubt. 
 Another earlier study by Logue & Merville (1972), found out that low profitability 
increases the probability of business failure, which results in increasing a firm's financial 
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risk. These scholars proposed that the stability of the cash flow from operation, which 
reduces the financial risk exposure, is determined by the ability to manage the firm 
profitably.  
 
iv. Pearson Correlation Coefficient between Profitability and Financial 
Distress 
 
Correlation between variables is a measure of how well the variables are related. The 
most common measure of correlation in statistics is the Pearson Correlation (technically 
called the Pearson Product Moment Correlation or PPMC), which shows the linear 
relationship between two variables. Results are between -1 and 1. A result of -1 means 
that there is a perfect negative correlation between the two values at all, while a result of 
1 means that there is a perfect positive correlation between the two variables. Result of 0 
means that there is no correlation between the two variables (Gujarat, 2004).  
The Pearson correlation results from this study are shown in Table 4.15 and it reveals 
that there is a 0.489 positive correlation between profitability and financial distress.   
Table 4.15: Pearson Correlation Coefficient between Profitability and Financial 
Distress 
Variable Coefficient type Financial Distress Profitability 
Financial Distress Pearson Correlation 1 
 
 
Sig. (2-tailed) 
  Profitability Pearson Correlation 0.489 1 
  Sig. (2-tailed) 0.000   
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v. Linear Regression between Profitability and Financial Distress 
 
Linear regression is an approach to modeling the relationship between a scalar variable y 
and one or more variables denoted x. In linear regression, data are modeled using linear 
functions, and unknown model parameters are estimated from the data (Fowler, 2004). 
Most commonly, linear regression refers to a model in which the conditional mean of Y 
given the value of x is a function of x (Doane & Seward, 2008). SPSS version 21 was 
used as a tool of data analysis.  
 
Scatter Plots of Profitability and Financial Distress  
On account of the scatter plots shown in Figure 4.5 and line of best fit shown in Figure 
4.6, the study assumed a linear relationship between the profitability and financial 
distress in insurance industry in Kenya. A look at the scatter plot and line of best fit both 
suggest a positive linear relationship between profitability and financial distress.  
 
Figure 4.5: Scatter Plots of Profitability and Financial Distress 
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Line of Best Fit for Profitability and Financial Distress 
To determine the type of relationship between profitability and financial distress, it was 
deemed necessary to draw a line of best fit since it is a key indicator of the predictive 
accuracy of the model (Anderson et al., 2002). Figure 4.6 shows that there is, generally, 
a positive linear relationship between financial distress and profitability in insurance 
companies in Kenya. 
 
 
Figure 4.6: Line of Best Fit for profitability and Financial Distress 
 
The regression equation modelled therefore took the form of: 
FD = βo + β1Prof + ε                         Equation (4.1) 
Where:  FD  = Financial Distress  
β 0  = Constant term associated with the regression model  
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1 = Coefficients of independent variable Prof. 
Prof  = Profitability  
1  = error term associated with the regression model. 
The relationship between profitability and financial distress was, therefore, examined by 
testing the first research hypothesis (H01) which stated that: 
H01: There is no relationship between profitability and financial distress in 
insurance companies. 
Using linear regression analysis, the study proceeded to determine the effect of 
profitability and financial distress. Regression analysis resulted in an ANOVA output 
presented in Table 4.16. The table indicates that the regression model predicts the 
outcome variable significantly well. 
The output in Table 4.16 shows that the model had a p-value of .000 which is less than 
0.05, and indicates that statistically, the model applied can significantly predict the 
outcome of the dependent variable. The study, therefore, rejected the null hypothesis H01 
at 95% Confidence Interval, meaning there was a significant relationship between 
profitability and financial distress.  
Table 4.16: ANOVA Statistics of Profitability 
Model Sum of Squares Df Mean Square F Sig. 
1 
Regression 17.08 1 17.08 28.898 .000
b
 
Residual 54.377 92 .591   
Total 71.457 93    
 
The model summary in Table 4.17 provides the R (correlation coefficient) and R
2  
 
(coefficient of determination) values. The sig. P-value = .000, the R
2
 for the model was 
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.239. The R value is .489 which represents a moderate degree of correlation. The R
2
 
value of .239 indicates that 23.9% of the change in financial distress can be explained by 
the change in profitability. 
 
Table 4.17: Model Summary 
Model R R
2
 Adjusted R
2
 
1 .489
a
 .239 .231 
The profitability coefficients are presented in Table 4.18. Coefficients, provides 
information on each predictor variable. This gives the information needed to predict 
financial distress from profitability. The results show that both the constant and 
profitability contribute significantly to the model since there p-values are .000. 
Table 4.18: Coefficient of Profitability 
Model Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. 
B Std. Error Beta 
1 
(Constant) 1.136 .262  4.338 .000 
Profitability .423 .079 .489 5.376 .000 
 
Figure 4.7 shows a histogram of standardized residuals. A visual examination of the 
histogram suggests a positive skewness of the standardized residuals. The statistics at the 
legend,however, show that the residuals have a mean of zero and a standard deviation of 
1 as of a standard normal distribution. This means that the model yields a normal 
distribution giving normally distributed values. 
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Figure 4.7: Histogram of Standardized Residuals of Profitability and Financial 
Distress 
 
 
vi. Evaluating the Model Predicted for Profitability and Financial Distress 
 
After establishing that a significant relationship existed between profitability and 
financial distress, the study evaluated the model as presented in Tables 4.16 and 4.17. 
The model had an R
2
 = .239, meaning that the remaining 76.1 percent of the variation in 
financial distress is explained by other variables. The fitted model is summarised in 
equation 4.2. 
 
FD = 1.136 + 0.423 Prof.                                 Equation (4.2) 
On a simple regression relationship, profitability had a β1 value = 0.423 as shown in 
equation (4.2).  
The results above corroborate findings by Jahur and Quadir (2012), who established that 
profitability explained up to 14.012% of the variation in financial distress in Bangladesh 
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Small and Medium Enterprises. Comparatively, the current study provides superior 
findings since profitability explains up to 23.9% of the variation in financial distress in 
insurance companies in Kenya. 
In 2013, a study by Li Zhang, Nielson and Haley, (2013), measured the reduction in 
profitability among US insurers as a determinant of financial distress. Return on equity 
and return on assets were found to be positively related to financial distress, which is 
consistent with the findings of Gu and Kim (2002), Borde (1998) and Scherrer and 
Mathison (1996). The result is consistent with the empirical findings by Adam, Burton 
and Hardwick (2008) that insurers with higher profitability received higher ratings from 
rating agencies, suggesting better return and financial strength. The result supports 
operating efficiency hypothesis that insurers‘ high profitability is due to their efficient 
operating performance. It, further, indicates that high profitability improves stability and 
reduces financial uncertainty and investor doubt. 
 
A study by Sharpe and Stadnik, (2007), found that more profitable insurers (with higher 
Return on Assets) had significantly lower probability of being financially distressed. 
This was consistent with the results of Lee and Urrutia (1996) for U.S. property-liability 
insurers. Lastly, a study by Altman (1993) observed that profitability may contribute to 
the success of an organization. 
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4.4.2 Liquidity and Financial Distress 
i. Factor Analysis for Independent Variable Liquidity 
 
Factor Analysis was also carried out to describe variability among the observed 
variables and check for any correlated variables with the aim of reducing redundancy. 
Conventionally, statements scoring more than 30%, which is the minimum requirement 
for inclusion of variables into the final model (Hair, Black & Babin, 2010, & Kothari, 
2004) were included in the study.  
 
From Table 4.19 it shows the loadings of the five variables. The higher the absolute 
value of the loading, the more the factor contributes to the variable. From the analysis in 
Table 4.19, most respondents reported that improving liquidity provides a central 
purpose and direction to the activities of the organization and to the staff, and that this 
will positively impact the performance of the organization with a factor component of 
87.7%. This was followed by respondents who saw a close relationship between low 
liquidity to cover current obligation leading firms to financial distress with a factor 
component of 86.8%.  The statement on low operational cash flow likely to lead firms to 
financial distress scored a factor component of 85.2%. Liquidity supports growth of the 
insurance industry hence its understanding may lead to sustainable growth in the 
insurance sector scored 81.1%. On the other hand, liquidity correlates well (83.0%) with 
the business of insurance and hence should be taken into account in policy formulation.  
Majority of the respondents were in agreement that there is a close relationship between 
liquidity and financial distress in insurance companies in Kenya as can be seen from the 
mean score of 84.76%. None of the statements required to be dropped since their factor 
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components were above 30%, which is recommended threshold for inclusion of 
variables into the final model (Hair, Black & Babin, 2010, & Kothari, 2004). 
 
Table 4.19: Component Matrix on Liquidity  
Statements 
 Factor 
Component 
Ability of low liquidity to cover current obligations             0.868 
Effect of low operational cash flow            0.852 
Impact of improved liquidity of the organization              0.877 
Liquidity correlation to business of insurance in policy 
formulation            0.830 
Impact of liquidity on growth of insurance                                                     0.811 
Average                      0.8476 
Extraction Method: Principal Component Analysis. 
 
 
Kaiser-Meyer-Olkin (KMO) Measure of Sampling Adequacy/Bartlett's Test of 
Sphericity on Liquidity Variable 
 
 
Prior to the extraction of the factors, several tests should be used to assess the suitability 
of the respondent data for factor analysis. These tests include Kaiser-Meyer-Olkin 
(KMO) Measure of Sampling Adequacy and Bartlett's Test of Sphericity. The KMO 
index ranges from 0 to 1, with 0.50 considered suitable for factor analysis. The Bartlett's 
Test of Sphericity should be significant (p<.05) for factor analysis to be suitable 
(William et al., 2010).  
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Table 4.20 is the result of KMO and Spherical Bartlett test. KMO is indicator for 
comparing correlation coefficient of observation and partial correlation coefficient, its 
value ranges from 0 to 1.When its value gets closer to 1, the explanatory effect of factor 
analysis is stronger and when its value gets closer to 0, the model may not work well. 
Spherical Bartlett test can be used to judge whether correlation matrix is a unit matrix. 
When the KMO value is below 0.5 it is not suitable to use factor analysis (William et al., 
2010). From the result of Spherical Bartlett test we should reject the null hypothesis 
which means the variables has a strong association. In Table 4.20 the KMO value is 
0.821 which is above the 0.5 level, so it is reasonable to use the factor analysis. 
 
Table 4.20: KMO and Bartlett’s Test Results 
      
 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy    0.821   
                                             Approximate Chi-Square     170.999     
             
Bartlett's Test of Sphericity                                  df         10 
                                                                              Sig       0.000 
 
 
 
 
 
a) Total Variance Explained 
 
From the Total variance explained of Table 4.21, we get 4 common factors from 5 
indicators. The eigenvalues of the first 3 component accumulative rate is 93.679%, that‘s 
to say if we only use 4 factors, we still get 93.679% information of the sample 
covariance matrix. The result meets the demand of factor analysis. The amount of 
information loss is relatively small when the number of indicators was y reduced. So we 
  
101 
 
can use fewer indicators to analysis the data. All the factors are significant (William et 
al., 2010). 
Table 4.21: Total Variance Explained 
Component     Inital Eigenvalues  Test Results               Extracted Sums of 
Squared Loadings 
                          Total     % of Variance Cumulative     Total     % of Variance 
Cumulative 
 
1                    2.986         59.723               59.723       2.986           59.723         59.723 
2                     0.767        15.336                75.058 
3                     0.554        11.081                86.140 
4                     0.377          7.540                93.679 
5                     0.316          6.321                100.00 
  
Extraction Method: Principal Component Analysis. 
b) Scree Plot for Liquidity 
 
Figure 4.8 presents the Scree Plot showing Eigenvalue and variable components. The 
scree plot is a graph of the eigenvalues against all the factors. The graph is useful for 
determining how many factors to retain. The point of interest is where the curve starts to 
flatten. It can be seen that the curve begins to flatten between factors 4 and 5; therefore 
only four factors have been retained. 
  
102 
 
 
Figure 4.8: Scree Plot on Liquidity 
Eigenvalue: The standardized variance associate with a particular factor. The sum of the 
eigenvalues cannot exceed the number of items in the analysis, since each item 
contributes one to the sum of variances. 
 
ii. Liquidity Performance indicators 
 
 
Liquidity ratios measure the ability of a firm to meet its short-term obligations. The 
ability to pay short-term debt is of concern to stakeholders who interact with the 
company. If a company cannot maintain a short-term debt-paying ability, it will not be 
able to maintain a long-term debt-paying ability, nor will it be able to satisfy its 
stakeholders. The liquidity ratios look at aspects of the company's assets and their 
relationship to current liabilities (Kumari, 2013). Liquidity measurement indicators are 
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very important financial performance indicators and must be constantly monitored by 
the persons responsible for investment in an organization. Even if an Insurance company 
program has a robust solvency ratio, it could still have problems paying claims and 
expenses if it does not have sufficient liquidity. Illiquidity will affect the ability to pay 
claims quickly and may result in claim processing delays (Kumari, 2013). 
 
 The main function of investment managers is to ensure that funds from premium 
income, interest income, investment maturities, are (re)invested in the appropriate 
instruments that will provide interest income and will mature in a pattern that is 
synchronized as closely as possible with the insurer‘s future obligations while 
maximizing investment returns. If investments are overly concentrated in longer term 
assets such as real estate and long-term bonds, the insurer could suffer liquidity 
problems in the short-term. On the other hand, too much cash or too much money tied 
up in short-term investments will result in excessive liquidity and forgone investment 
opportunities. Too much liquidity increases costs or lowers benefits to clients because of 
lower investment returns. Insufficient liquidity will delay claims payment and could lead 
to adversely impacting clients at the time of need (Kumari, 2013). 
 
a) Current Ratio 
Current ratio is a financial ratio that measures whether or not an insurance firm has 
enough resources to pay its debts over the next 12 months. It compares a firm's current 
assets to its current liabilities. Current asset is an asset on the balance sheet that can 
either be converted to cash or used to pay current liabilities within 12 months. Typical 
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current assets include cash and cash equivalent, short-term investments, accounts 
receivable, inventory (in manufacturing and retail companies), and the portion of prepaid 
liabilities that will be paid within a year. Current liabilities are often understood as all 
liabilities of the business that are to be settled in cash within the fiscal year or the 
operating cycle of a given firm, whichever period is longer (Kumari, 2013) 
The current ratio is an indication of a firm's market liquidity and ability to meet 
creditor's demands. Acceptable current ratios vary from industry to industry and are 
generally between 1.5 and 3 for healthy businesses. If a company's current ratio is in this 
range, then it generally indicates good short-term financial strength. If current liabilities 
exceed current assets (the current ratio is below 1), then the insurance company may 
have problems meeting its short-term obligations. If the current ratio is too high, then the 
company may not be efficiently using its current assets or its short-term financing 
facilities. This may also indicate problems in working capital management; working 
capital should be maintained within optimal acceptable levels (Kumari, 2013). 
Current Ratio= Current Assets/Current Liabilities 
 
 
The results in Table 4.22 indicate that all the insurance companies which collapsed had 
lower current ratio when compared to the average insurance industry current ratio of 
1.93.  Concord had current ratio of 1.102, Invesco had current ratio of 1.35, Standard 
Assurance recorded current ratio of 1.63 and Blue Shield on average recorded current 
ratio of 1.52. 
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Table 4.22: Insurance Companies Current Ratio Results 
Company            2005    2006   2007   2008  2009  2010     2011   2012         Mean 
score  
Industry Score     3.11     3.71   1.23     1.34    1.34    1.60       1.87   1.22             1.930 
 
Blue Shield         1.76     2.01    1.62      2.15   1.25     0.30                                     1.520 
Concord              1.16     1.43    1.30      1.20   0.50     1.02                                     1.102 
Invesco               1.29     1.4 1                                                                                  1.350 
Standard             1.76     1.56     1.59                                                                       1.630 
 
 
 
 
 
a) Working Capital percentage of sales 
 
Working capital is a measure of operating liquidity and refers both to cash on hand and 
assets a business can quickly convert to cash. Working capital provides the funds 
necessary to pay operational expenses and meet short-term debt obligations, such as a 
bank loan or line-of-credit set to mature within the next 12 months. Because liquidity 
relies in great part on cash flows from sales revenues, it determines whether a business 
can function in the short term without relying too much on external financing and is one 
indication of financial health and fitness (Kumari, 2013). 
 
Working capital as a percentage of sales tells a business how much of every sales shiling 
must go toward meeting operational expenses and short-term debt obligations. For 
example, working capital of 40 percent of sales means it takes 40 cents out of every 
sales shilling to fund the working capital cycle. How much working capital is enough 
depends on sales revenues, whether a business focuses on services or selling products, 
whether it carries inventory or whether the business is experiencing growth or 
undergoing an expansion. 
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Managing working capital effectively means ensuring the business has neither too much 
nor too little working capital on hand at any one time. Analyzing the working capital life 
cycle is one method insurance companies can use to make adjustments to sales 
percentage predictions. The working capital life cycle measures time according to the 
average number of days it takes from the date of delivery to the sale date of a product, 
the average number of days it takes to collect an account and the average number of 
days it takes to pay a supplier invoice. These averages can be used to prevent 
bottlenecks in predictable working capital requirements and identify when it may be 
necessary to more quickly convert each element into available cash rather than rely on 
external short-term financing to meet working capital requirements (Kumari, 2013). 
 
Working Capital % of Sales= (Current Assets-Current Liabilities)/ Premium Earned 
 
 
The results in Table 4.23 indicate that all the insurance companies which collapsed had 
lower working capital ratio when compared to the average insurance industry working 
capital ratio of 27%.  Concord had loss of 8% working capital ratio, Invesco had 
working capital ratio of 18%, Standard Assurance had working capital ratio of 23% 
while Blue Shield on average loss of 1% working capital as percentage of sales. 
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Table 4.23: Insurance Companies Working Capital % of Sales Results 
Company            2005    2006   2007   2008  2009  2010     2011   2012         Mean 
score  
Industry Score    0.67    0.83    0.08     0.10   0.10    0.15      0.21      0.05           0.27 
 
Blue Shield         0.34    0.31    0.25     0.42   0.09   (1.48)                                   (0.01) 
Concord              0.45    0.35    (0.17)  (0.07) 0.06   (1.13)                                   (0.08) 
Invesco               0.17    0.18                                                                                   0.18 
Standard              0.30   0.24    0.20                                                                         0.23 
 
 
 
 
 
 
iii. Descriptive Statistics on Liquidity and Financial Distress 
      
a) Ability of Low Liquidity to Cover Current Obligations  
Low liquidity posed a major challenge to insurance companies, with 48.9% of the 
respondents strongly agreed that low liquidity enhances financial distress while 31.9% 
agreed as shown in Figure 4.9. These results further suggest that low liquidity has 
significant influence on financial distress of insurance companies in Kenya. The findings 
in Table 4.22 on current ratio computation confirm this current position. Table 4.22 
indicates that all those insurance companies which collapsed reported lower current ratio 
when compared to the industry average current ratio. 
 
The dependence of the risk of default on the change in liquidity is illustrated by the 
results of an empirical investigation of firm longevity by Turetsky and McEwan (2001). 
The scholars found out that the volatile decrease in cash flows from positive to negative 
had an enormous impact on subsequent default; they established that a one-unit decrease 
in liquidity measured by the current ratio increased the risk of default by approximately 
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47%. Other measures of liquidity suggested are quick acid ratio and working capital 
percentage of net sales. 
 
Nature of Response 
 
Figure 4.9: How Low Liquidity Enhances Financial Distress  
 
 
b) Effect of Low Operational Cash Flow 
A majority (82.98%) of the respondents strongly agreed and agreed that low operational 
cash flows enhanced financial distress in insurance companies. The findings in Table 
4.24 confirmed operational cash flows had a great influence in causing financial distress 
in insurance companies in Kenya. Table 4.23 on working capital percentage of sales 
indicates that all the collapsed insurance companies had lower working capital when 
compared to the industry average working capital. Some companies reported negative 
working capital as percentage of sales; Blue Shield reported negative 1% while Concord 
reported negative 8%. 
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These findings are consistent with an earlier study by Boissay (2007) who looked at low 
operational cash flow and financial distress and found out that low to negative cash 
flows enhanced financial distress. The scholar analysed the financial contagion 
phenomenon when a company defaults on its trade credit resulting in low operational 
cashflows for firms. Since trade credits are widely used in an economy, the non-payment 
of large amounts has an adverse impact on the liquidity of the creditors at the micro-
level and may cause a chain reaction, which implies that one economic agent defaults 
because his client had defaulted previously. 
 
Table 4.24: Effect of Low Cashflows  
 Frequency Percent Valid Percent Cumulative Percent 
     
 
Strongly Disagree 5 5.32 5.32          5.32 
Disagree 2 2.13 2.13           7.45 
Neutral 9 9.57 9.57          17.02 
Agree 39 41.49 41.49          58.51 
Strongly  Agree 39 41.49 41.49         100.0 
Total 94 100.0 100.0  
 
c) Impact of Improved Liquidity of the Organization   
Most of the respondents (51.1%) strongly agreed that the process of improving liquidity 
positively impacts performance, thus reducing financial distress in insurance companies 
in Kenya. The findings also showed that 27.7% of the respondents agreed that improving 
liquidity process could enhance reduction in financial distress (Figure 4.10).  As shown 
in Table 4.22, the collapsed insurance companies reported lower current ratio when 
compared to the average insurance industry ratio of 1.93, Concord recorded the least 
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current ratio at1.102 this now shows that better liquidity improves survival chances of 
insurance companies. 
 
The findings from this study corroborate Moyer and Chatfield, (1983), who 
recommended that Insurers should maintain an appropriate level of liquidity to cover 
loss payments and other obligations when they fall due. The researchers observed that 
more liquid firms had a cushion against risk, thus leading to a conclusion that there is a 
positive relationship between low liquidity and risk of financial distress. Other earlier 
studies supporting these findings were Beaver, Kettler and Scholes, (1970). Based on 
these results, one may, therefore, conclude that there is need to improve liquidity to 
sustain the mission of the organisation and direct efforts of all the staff members in a 
coordinated way towards companies‘ objectives.   
 
 
Nature of Response 
Figure 4.10: Improving Liquidity Positively Impact the Performance 
 
 
d) Liquidity Correlation to Business of Insurance in Policy Formulation 
Table 4.25 indicates that 46.81% of the respondents strongly agreed that cultivation of 
good relationship between liquidity and the business of insurance had the potential of 
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influencing policy formulation. A further 28.72% of the respondents agreed that the 
correlation between liquidity and insurance businesses should be taken into account in 
policy formulation. This observation means that a lack of a good correlation between 
liquidity and insurance business poses a major challenge in decision making hence, may, 
lead to financial distress of insurance companies in Kenya. Table 4.22 on current ratio 
and Table 4.23 on working capital percentage of sales for both collapsed insurance 
companies and the industry indicate that the insurance regulator should formulate and 
maintain policy on minimum levels of current ratio and working capital as percentage of 
sales to minimise chances of insurance companies collapse. 
 
Table 4.25: Correlation between Liquidity and insurance in Policy Formulation 
 Frequency Percent Valid Percent Cumulative Percent 
     
 
Strongly Disagree 5 5.32 5.32 5.32 
Disagree 6 6.38 6.38 11.70 
Neutral 12 12.77 12.77 24.47 
Agree 27 28.72 28.72 53.19 
Strongly  Agree 44 46.81 46.81 100.0 
Total 94 100.0 100.0  
 
The findings from this study support Hendel (1996) results who suggested that liquidity 
policy formulation is critical for a distressed firm. The scholar suggested that a 
financially distressed firm should formulate aggressive pricing policy geared to 
improving liquidity of their distressed firms. He further observed that troubled 
companies usually reduce prices and sell inventories below marginal costs in order to 
raise liquidity and avoid bankruptcy. Policy on credit terms should also be reviewed 
with intention of reducing credit period, for sufficient collections to defray current 
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obligations. Renegotiation to extend due dates of creditors‘ obligations should also be 
explored. 
 
e) Impact of Liquidity on Growth of Insurance      
A majority (77.6%) of the respondents strongly agreed and agreed that liquidity supports 
performance in insurance industry, hence its understanding, may lead to sustainable 
growth (Figure 4.11).  These results suggest that failure to address the liquidity issue 
may lead to the industry`s unsustainable growth, thus resulting in financial distress of 
insurance companies in Kenya. 
 
 
Nature of Response 
Figure 4.11: Liquidity Supports Performance Growth in Insurance 
Industry 
 
 The findings presented in Figure 4.11 are supported by study conducted by Khunthong 
(1997)  who concluded that Liquidity measure a company‘s ability to pay off its short 
term debt obligations. This is done by comparing a company‘s liquid assets to its short 
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term liabilities. In general, the greater the proportion of liquid assets to short term 
liabilities the better. This is a clear signal that a company can pay the debts that are 
becoming due in the near future and still fund its ongoing operations to ensure its growth 
as per the organization growth objectives. On the other hand, Khunthong (1997)  further 
observed that a company with low liquidity should raise a red flag to investors, as it may 
be a sign that the company will have difficulty meeting its running operations, as well as 
meeting its obligations hence its growth objectives are threatened. The scholar 
concluded that companies with more liquid assets are less likely to fail because they can 
realize cash even in very difficult situations. It is, therefore, expected that insurance 
companies with more liquid assets will outperform those with less liquid assets.  
 
A study by Browne et al., (2001) found evidence supporting the idea that performance is 
positively related to the proportion of liquid assets in the asset mix of an insurance 
company. More empirical findings (Ambrose and Carroll, 1994 and Carson and Hoyt, 
1995) have confirmed that there is a positive relationship between liquidity and financial 
performance of insurers. However, there other researchers (Adams and Buckle, 2000) 
who advocate against high liquidity in line with the theory of agency costs which states 
that high liquidity of assets within a firm could result in managers taking advantage of 
the benefits of liquid assets at expense of the firm owners.  A study by Ahmed et al. 
(2011) found out that liquidity had a positive relationship with performance and supports 
growth of insurance companies.  
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i. Pearson Correlation Coefficient between Liquidity and Financial Distress 
 
Correlation between variables is a measure of how well the variables are related. The 
most common measure of correlation in statistics is the Pearson Correlation (technically 
called the Pearson Product Moment Correlation or PPMC), which shows the linear 
relationship between two variables. Results are between -1 and 1. A result of -1 means 
that there is a perfect negative correlation between the two values at all, while a result of 
1 means that there is a perfect positive correlation between the two variables. Result of 0 
means that there is no correlation between the two variables (Gujarat, 2004).  
The Pearson correlation results from this study are shown in Table 4.26 and it reveals 
that there is a 0.668 positive correlation between liquidity and financial distress 
Table 4.26: Pearson Correlation Coefficient between Liquidity and Financial 
Distress 
Variable Coefficient type Financial Distress Liquidity 
Financial Distress Pearson Correlation 1 
 
 
Sig. (2-tailed) 
  Liquidity Pearson Correlation 0.668 1 
  Sig. (2-tailed) 0.000   
 
iv. Linear Regression between Liquidity and Financial Distress 
 
In this section, the research hypothesis was tested and results presented. Reference was 
made to the conceptual framework in Figure 2.1 and the proposed hypothesis (H02). On 
account of the scatter plots shown in Figure 4.12, the study assumed a linear relationship 
between liquidity and financial distress in insurance industries in Kenya. 
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Scatter Plots of Liquidity and Financial Distress 
A look at the scatter plot in Figure 4.12 and Line of Best Fit in Figure 4.13 suggests a 
positive linear relationship between liqudity and financial distress.The ordinary least 
square (OLS) method of estimation was adopted in examining the relationship between 
the predictors and the dependent variable. OLS allowed for derivation of a regression 
line of best fit while keeping the errors at minimum. 
 
Figure 4.12: Scatter Plots of Liquidity and Financial Distress 
 
Line of Best Fit  
A line of best fit is a key indicator of the predictive accuracy of the model (Anderson et 
al., 2002). Figure 4.13 shows that there is, generally, a positive linear relationship 
between financial distress and liquidity in insurance companies in Kenya. 
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Figure 4.13: Line of Best Fit for Liquidity and Financial Distress 
The regression equation modelled therefore took the form of: 
FD=βo+β2Liq+ε                                              Equation (4.3) 
Where:  FD  = Financial Distress  
β 0  = Constant term associated with the regression model  
2 = Coefficients of independent variable Liq 
Liq  = Liquidity  
1  = error term associated with the regression model. 
Using linear regression, the study proceeded to determine the effect of liquidity on 
financial distress. Regression analysis resulted in an ANOVA output presented in Table 
4.27. The table indicates that the regression model predicts the outcome variable 
significantly well at 95% level of confidence. 
Table 4.27 further shows that the model had a p-value of .000 which is less than 0.05, 
and indicates that statistically, the model applied can significantly predict the change in 
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the financial distress of a company.  The study, therefore, rejected the null hypothesis 
H02 at 95% confidence interval, meaning there was a significant relationship between 
liquidity and financial distress. 
 
Table 4.27: ANOVA Statistics of Liquidity 
 
Model Sum of 
Squares 
Df Mean Square F Sig. 
2 
Regression 31.928 1 31.928 74.310 .000
b
 
Residual 39.529 92 .430   
Total 71.457 93    
 
 
The model summary in Table 4.28 presents values for the coefficient of Correlation, R 
and the coefficient of determination, R
2
. According to the results presented, R
2
 for the 
model was .447 while the R value was .668.  These values indicate that liquidity can 
explain up to 44.7% of the change in financial distress and that other variables explained 
55.3% change in financial distress. 
Table 4.28: Model Summary of Liquidity 
Model R R
2
 Adjusted R
2
 
2 .668
a
 .447 .441 
 
The liquidity coefficients are presented in Table 4.29. The results show that both the 
constant and liquidity contribute significantly to the model since there p-values are .000. 
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Table 4.29: Coefficients of Liquidity 
Model Unstandardized 
Coefficients 
Standardized 
Coefficients 
T Sig. 
B Std. Error Beta 
2 
(Constant) 0.772 .209  3.692 .000 
Liquidity .594 .069 .668 8.620 .000 
 
 
Figure 4.14 shows a histogram of standardized residuals. A visual examination of the 
histogram suggests a positive skewness of the standardized residuals. The statistics at the 
legend,however, show that the residuals have a mean of zero and a standard deviation of 
1 as of a standard normal distribution. This means that the model yields a normal 
distribution giving normally distributed values. 
 
Figure 4.14: Histogram of Standardized Residuals of Liquidity and Financial 
Distress 
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v. Evaluating the Model Predicted for Liquidity and Financial Distress 
 
After establishing that a significant relationship exists between liquidity and financial 
distress, the study evaluated the model as presented in Tables 4.27 and 4.28. The Model 
had an R
2
 = .447, meaning that remaining 55.3 percent of the variation in financial 
distress is explained by other variables other than liquidity which explained 44.7% of 
change in financial distress. The fitted model is summarised in equation 4.4; 
 
FD = 0.772 + 0.594 Liquidity                              Equation (4.4) 
 
On a simple regression relationship, liquidity had a β2 value = 0.594 as shown in 
equation (4.4).  
The findings from this study are corroborated by Jahur and Quadir (2012) who found out 
that liquidity explained 9.27% variation in financial distress in Bangladesh Small and 
Medium Enterprises. Comparatively, the current study provides superior findings since 
liquidity explains up to 44.7% of the variation in financial distress in insurance 
companies in Kenya. 
 
 A study by Turetsky & McEven (2001) sought to illustrate dependence of the risk of 
default on the change in liquidity through empirical investigation of firm longevity. The 
scholars examined the factors influencing the shift from the upper to the lower level of 
the downward spiral of the industry‘s performance. Results from the study showed that 
the volatile decrease in cash flows from positive to negative had enormous impact on 
subsequent default: a one-unit decrease in liquidity measured by the current ratio 
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increased the risk of default by approximately 47%.  The finding from this study 
depicted the important role liquidity played in financial distress. This result compare 
well with the current results from the Kenyan market where a one unit increase in 
liquidity decreases risk of default by 59.4% (beta). 
 
4.4.3 Efficiency and Financial Distress 
 
i. Factor Analysis on Efficiency and Financial Distress 
 
Factor Analysis was carried out to describe variability among the observed variables and 
check for any correlated variables with the aim of reducing data that was found 
redundant. Conventionally, statements scoring more than 30% which is the minimum 
requirement for inclusion of variables into the final model (Hair, Black & Babin, 2010, 
& Kothari, 2004) were included.  
From Table 4.30 it shows the loadings of the five variables. The higher the absolute 
value of the loading, the more the factor contributes to the variable. From the analysis 
shown in Table 4.30, Low ability of the firm`s assets to generate sales scored a factor 
component of 93%. This was followed by respondents seeing close relationship between 
influences of poor governance leading firms to financial distress with a factor 
component of 86.0%. Influence of improved efficiency in operations of insurance was 
seen as being a central purpose and provides direction to the activities of the 
organization, to the staff, that will positively impact the performance of the organization 
with a factor component of 85%. Efficiency supporting performance growth in insurance 
industry hence its understanding leads to sustainable growth in the insurance sector 
scored 77.0%, while statement on efficiency correlate to business of insurance and hence 
should be taken into account in policy formulation scored a factor component of  69%.  
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Majority of the respondents are in agreement that there is a close relationship between 
efficiency and financial distress in insurance companies in Kenya as can be seen from 
the mean score of 81.0%. None of the statements required to be dropped since their 
factor components were above 30% which is recommended threshold for inclusion of 
variables into the final model (Hair, Black & Babin, 2010, & Kothari, 2004). 
 
Table 4.30: Component Matrix on Efficiency 
Statements 
Factor 
Component 
Ability of a firm`s asset to generate sales  0.930 
Influence of poor governance 0.860 
Impact of Industrial relations   0.850 
Influence of improved efficiency in operations  0.760 
Efficiency correlation to business of insurance in policy 
formulation 0.690 
Influence of efficiency on performance growth  0.770 
Average 0.810 
Extraction Method: Principal Component Analysis. 
 
 
Kaiser-Meyer-Olkin (KMO) Measure of Sampling Adequacy/Bartlett's Test of 
Sphericity 
Prior to the extraction of the factors, several tests should be used to assess the suitability 
of the respondent data for factor analysis. These tests include Kaiser-Meyer-Olkin 
(KMO) Measure of Sampling Adequacy and Bartlett's Test of Sphericity. The KMO 
index ranges from 0 to 1, with 0.50 considered suitable for factor analysis. The Bartlett's 
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Test of Sphericity should be significant (p<.05) for factor analysis to be suitable 
(William et al., 2010). 
 
Table 4.31 is the result of KMO and Spherical Bartlett test. KMO is indicator for 
comparing correlation coefficient of observation and partial correlation coefficient, its 
value ranges from 0 to 1.When its value gets closer to 1, the explanatory effect of factor 
analysis is stronger and when its value gets closer to 0, the model may not work well. 
Spherical Bartlett test can be used to judge whether Correlation matrix is a unit matrix. 
When the KMO value is below 0.5 it is not suitable to use factor analysis (William et al., 
2010). From the result of Spherical Bartlett test we should reject the null hypothesis 
which means the variables have a strong association. In Table 4.31 the KMO value is 
0.761 which is above the 0.5 level, so it is reasonable to use the factor analysis. 
Table 4.31: KMO and Bartlett’s Test Results 
      
 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy   0.761   
                                             Approximate Chi-Square   134.748     
             
Bartlett's Test of Sphericity                               df           15 
                                                                          Sig          0.000 
 
 
 
 
a) Total Variance Explained 
 
From the Total variance explained in Table 4.32, we get 5 common factors from 6 
indicators. The eigenvalues of the first 5 component accumulative rate is 93.899%, that‘s 
to say if we only use 5 factors, we still get 93.899% information of the sample 
covariance matrix. The result meets the demand of factor analysis. The amount of 
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information loss is relatively small when the number of indicators was reduced. So we 
can use fewer indicators to analyze the data. All the factors are significant (William et 
al., 2010). 
 
Table 4.32: Total Variance Explained 
Component     Inital Eigenvalues  Test Results               Extracted Sums of 
Squared Loadings 
                          Total     % of Variance Cumulative     Total     % of Variance 
Cumulative 
 
1                     2.696        44.934                59.723               2.696   44.934  44.934 
2                     1.129        18.813                63.746 
3                     0.795        13.246                76.992 
4                     0.569          9.485                86.477 
5                     0.445          7.422                93.899 
6                     0.366          6.101                100.00 
  
Extraction Method: Principal Component Analysis. 
b) Scree Plot for Efficiency 
 
Figure 4.15 presents the Scree Plot showing Eigenvalue and variable components. The 
scree plot is a graph of the eigenvalues against all the factors. The graph is useful for 
determining how many factors to retain. The point of interest is where the curve starts to 
flatten. It can be seen that the curve begins to flatten between factors 5 and 6; therefore 
only five factors have been retained. 
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Figure 4.15: Scree Plot of Efficiency 
Eigenvalue: The standardized variance associate with a particular factor. The sum of the 
eigenvalues cannot exceed the number of items in the analysis, since each item 
contributes one to the sum of variances. 
 
ii. Efficiency Performance Indicators 
 
 
Efficiency is a measure of the organization‘s ability to translate its resources into 
mission related activities. Efficiency is desirable in all organizations regardless of 
individual mission or structure. It measures the intensity with which a business uses its 
assets to generate gross revenues and the effectiveness of producing, purchasing, 
pricing, financing and marketing decisions. At the micro level, Efficiency refers to the 
efficiency with which resources are correctly allocated among competing uses at a point 
of time (Pranowo et al., 2010). 
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a) Asset Turnover 
 
Asset turnover ratio is the ratio of an insurance company's sales premiums to its assets. It 
is an efficiency ratio which tells how successfully the company is using its assets to 
generate revenue. If a company can generate more sales with fewer assets it has a higher 
turnover ratio which tells it is a good company because it is using its assets efficiently. A 
lower asset turnover ratio tells that the company is not using its assets optimally 
(Pranowo et al., 2010). 
There are several general rules that should be kept in mind when calculating asset 
turnover. First, asset turnover is meant to measure a company's efficiency in using its 
assets. Second, the higher a company's asset turnover, the lower its profit margins tend 
to be (and visa versa). This is because many businesses adopt a low-margin, high-
volume approach that can result in rapid growth in sales at expense of profit margins 
levels desirable to sustain the company operations (Pranowo et al., 2010).  
Asset Turnover= Net Earned Premiums/Total Assets 
 
 
The results in Table 4.33 indicate that all the insurance companies which collapsed had 
higher Asset Turnover ratio when compared to the average insurance industry turnover 
ratio of 41%.  Concord had Turnover ratio of 66%, Invesco had Turnover ratio of 89%, 
Standard Assurance had Turnover ratio of 70% while Blue Shield on average had 
Turnover ratio of 65%. 
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Table 4.33: Insurance Companies Asset Turnover Results 
Company            2005    2006   2007   2008  2009  2010     2011   2012         Mean 
score  
Industry Score     0.51    0.53    0.38     0.36  0.39    0.39      0.34      0.39            0.41 
 
Blue Shield          0.55    0.65    0.65     0.68 0.78    0.57                                       0.65 
Concord               0.81    0.75    0.63     0.64 0.68    0.45                                       0.66 
Invesco                0.82     0.96                                                                                 0.89 
Standard              0.75     0.64    0.70                                                                      0.70 
 
 
 
 
 
 
b) Current Asset Turnover 
 
Current Assets Turnover Ratio indicates number of times the current assets are turned 
over in the form of sales. A high current assets turnover ratio indicates the capability of 
the organization to achieve maximum sales with the minimum investment in current 
assets. It is recommended that a higher current ratio is better as it indicates that the firm 
is able to generate more sales premiums using available current assets (Brealey et al., 
2000). 
 
Current Asset Turnover= Net Earned Premiums/Current Assets 
 
 
The results in Table 4.34 indicate that all the insurance companies which collapsed had 
lower Current Asset Turnover ratio when compared to the average insurance industry 
Current asset turnover ratio of 225%.  Concord had Turnover ratio of 212%, Invesco had 
Turnover ratio of 145%, Standard Assurance had Turnover ratio of 138% while Blue 
Shield on average had Turnover ratio of 159%. 
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Table 4.34: Insurance Companies Current Asset Turnover Results 
Company            2005    2006   2007   2008  2009  2010     2011   2012         Mean 
score  
Industry Score     1.02    0.88    2.30     2.66    2.59    2.45      2.26  3.80                2.25 
 
Blue Shield          1.29    1.61    1.55     1.28    2.19    1.61                                       1.59 
Concord               1.36    1.30    1.13     1.24    4.07    3.65                                       2.12 
Invesco                1.32    1.59                                                                                    1.45 
Standard              1.29     1.04    1.83                                                                        1.38 
 
 
 
 
 
  
c) Networth Turnover 
 
The net worth ratio indicates the return that shareholders could receive on their 
investment in a company, if all of the profit earned were to be passed through directly to 
them. Thus, the ratio is developed from the perspective of the shareholder, not the 
company, and is used to analyze investor returns. The ratio is useful as a measure of how 
well a company is utilizing the shareholder investment to create returns for them, and 
can be used for comparison purposes with competitors in the same industry (Ofek, 
1993). 
An excessively high net worth ratio may indicate that a company is funding its 
operations with a disproportionately high amount of debt and trade payables. If so, a 
decline in its business could result in the inability to pay back the debt, which increases 
the risk of bankruptcy; this means that the shareholders may lose their investment in the 
company. Thus, an investor relying upon this measurement should also examine 
company debt levels to see how excessive returns are being generated (Brealey et al., 
2000). 
Net worth Turnover= Net Earned Premiums/Net worth 
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The results in Table 4.35 indicate that all the insurance companies which collapsed had 
higher Networth Turnover ratio when compared to the average insurance industry 
Networth turnover ratio of 112%.  Concord had Networth Turnover ratio of 249%, 
Invesco had Networth Turnover ratio of 503%, Standard Assurance had Networth 
Turnover ratio of 330% while Blue Shield on average had Networth Turnover ratio of 
842%. 
Table 4.35: Insurance Companies Networth Turnover Results 
Company            2005    2006   2007   2008  2009  2010     2011   2012         Mean 
score  
Industry Score     1.14    1.00   1.10     1.23   1.26    1.05      1.15      1.02              1.12 
 
Blue Shield          3.39    3.14   4.05     3.69  22.14  14.09     1.61                           8.42 
Concord               3.12    2.72   2.10     2.22   2.94    1.84                                        2.49 
Invesco                4.60     5.47                                                                                   5.03 
Standard              4.19     2.83   2.88                                                                         3.30 
 
 
 
 
 
 
iii. Descriptive Analysis of Efficiency and Financial Distress  
 
The data in Table 4.36 presents responses on statements regarding the effects of 
efficiency on financial distress of insurance companies in Kenya. 
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Table 4.36: Descriptive Analysis on Efficiency and Financial Distress 
Statement 
Strongl
y 
Disagre
e Disagree Neutral Agree 
Strongly 
Agree 
Ability of a firm`s asset to 
generate sales 0% 0% 6% 17% 77% 
Influence of poor 
governance 2% 2% 8% 16% 72% 
Impact of Industrial 
relations 0% 1% 8% 19% 72% 
Influence of improved 
efficiency in operations 2% 1% 6% 22% 69% 
Efficiency correlation to 
business of insurance in 
policy formulation 1% 1% 7% 19% 72% 
Influence of efficiency on 
performance growth 0% 2% 12% 20% 66% 
Average 0.70% 1.20% 7.80% 19.20% 71.10% 
 
a) Ability of a Firm`s Asset to Generate Sales  
Low ability of firm assets to generate sales posed a major challenge to insurance 
companies, 77% of the respondents strongly agreed that low ability of firm assets to 
generate sales premium influences financial distress positively while,17% agreed, and  
6% were indifferent as shown in Figure 4.16. These results further confirm that low 
efficiency could have significant influence on financial distress of insurance companies 
in Kenya. Table 4.33 contradicts the current findings from the survey of managers from 
insurance companies since those insurance companies which collapsed had higher asset 
turnover when compared with the average industry asset turnover ratio of 0.41,Invesco 
recorded the highest ratio of 0.89. This could indicate the decline in assets of the 
collapsed insurance companies which are taken as the denominator in the asset turnover 
ratio formula. However as shown in Table 4.34, current assets turnover ratio is in 
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agreement with the current findings from survey from managers of insurance companies. 
It shows that those insurance companies which collapsed recorded lower current ratio 
when compared to the industry average ration. The industry ratio was 2.25 while among 
the collapsed insurance companies; Standard assurance recorded the lowest current asset 
ratio at 1.38. 
 
The findings are supported by Khunthong (1997) who found out that asset utilization  
improves a companies efficiency which leads to improved earnings. The scholar further 
stated that Asset Management Ratios measure the ability of a company to utilize its 
assets to generate revenues.  Khunthong (1997)  further suggested that a company with 
high efficiency in assets utilization is expected to earn more revenues and net incomes. 
Consequently, the company is less likely to face financial difficulties when its assets 
have high ability to generate sales premium or sales earnings. 
 
Nature of Response 
Figure 4.16: Low Ability of Firm’s Assets to Generate Sales  
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a) Influence of Poor Governance 
Most of the respondents (72%) strongly agreed that poor governance is likely to lead 
firms to financial distress in Kenya while another 16% of the respondents agreed (Table 
4.37).  
 
The findings from this study were corroborated by Ofek (1993), who established that 
low level of managerial responsibilty, lack of independence and poor governance 
accelerated firms failure. The scholar further observed that financial distress triggers an 
effective change in the managerial control over the company, pushing the firm to alter its 
operational strategy in order to raise declined efficiency. Ofek (1993)further insisted 
upon the unique function of financial distress in improving the firm‘s bargaining power 
by instiling sense of responsibility, good governance among the management and 
resolving the financial problems facing an organisation. 
 
Table 4.37: How Lack of Independence, Good Governance Leads Firms to 
Financial Distress 
 Frequency Percent Valid Percent Cumulative Percent 
     
 
Strongly Disagree 2 2 2 2 
Disagree 2 2 2 4 
Neutral 7 8 8 12 
Agree 15 16 16 28 
Strongly Agree 68 72 72 100.0 
Total 94 100.0 100.0  
 
b) Impact of Industrial Relations 
 
 
A majority (91%) of the respondents strongly agreed and agreed that poor industrial 
relations play a role in financial distress of insurance companies. The findings in Figure 
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4.17 confirmed industrial relations had a great influence in causing financial distress in 
insurance companies in Kenya.  Therefore, the findings suggest that a greater number of 
respondents believed that organizations can be financially stable if they have good 
industrial relations. 
 
The findings in Figure 4.17 are supported by study carried out by Kahl (2001) who  
examined the role of financial distress as a selection mechanism.  The scholar 
challenged the question of whether financial distress efficiently selects between troubled 
companies which should be liquidated and the firms which should survive as 
independent entities. Results of Kahl (2001) research showed that the poor industrial 
relations and poor operating performance of economically weak companies is not 
tolerated for long by the market.  As a rule, after entering financial distress, the ―bad‖ 
firms with poor future prospects end in liquidation or are acquired by other market 
players. The scholar further observed that firms with an originally good industrial 
relations resulted in  better performance which lead to higher rates of success. Kahl 
(2001) ,therefore, concluded that financial distress is an efficient selection mechanism 
which helps to reallocate resources in the economy from the poorly performing 
companies as a result of poor industrial relations towards better uses. The current study 
confirms Kahl (2001)  findings the study found out that upto 91% of respondents agreed 
that good industrial relations reduces chances of financial distress in insurance 
companies in Kenya. 
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Nature of Response 
Figure 4.17: How Industrial Relations Lead Firms to Financial Distress  
 
c) Influence of Improved Efficiency in Operations 
 
Most of the respondents (69%) strongly agreed and another 22% agreed that the process 
of improving efficiency positively impacts performance, thus reducing financial distress 
in insurance companies in Kenya (Table 4.38). Table 4.34 on current turnover ratio 
supports the current findings as it indicates that collapsed insurance companies recorded 
lower ratio when compared to the insurance industry ratio, this indicates that the 
collapsed insurance companies were not efficiently utilising its current assets to earn 
sales as compared to the industry performance. 
Table 4.35 on networth turnover ratio indicates that the collapsed insurance companies 
recorded higher turnover ratio when compared to the average industry ratio of 1.12 
while Blue Shield recorded the highest at 8.42. This indicates that the collapsed 
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insurance companies were utilising more debts than shareholders equity to fund its 
operation since shareholders equity is taken as a denominator in the formula.  
 
The findings from this study were corroborated by Brealey et al. (2000), who established 
that improving firm‘s efficiency through improved turnover ratios indicated how 
productively the firm was using its assets. The scholars suggested that firm efficiency 
should be measured in terms of its; fixed asset turnover ratio, net worth turnover ratio 
and current asset turnover. These components indicate the firm‘s viability as well as 
speed of turning over its assets within the year, which plays a role in determination of 
firm‘s financial distress levels. Brealey et al. (2000) further observed that, the staff of the 
organization plays a critical role in enhancing adherence to company policy in regards to 
credit periods on both customers‘ accounts and suppliers‘ accounts.  
 
Table 4.38: Effect of improved Efficiency in Operations of Insurance 
 Frequency Percent Valid Percent Cumulative Percent 
     
 
Strongly Disagree 2 2 2 2 
Disagree 1 1 1 3 
Neutral 6 6 6 9 
Agree 21 22 22 31 
Strongly Agree 64 69 69 100.0 
Total 94 100.0 100.0  
 
 
d) Efficiency Correlation to Business of Insurance in Policy Formulation 
 
 
Figure 4.18 indicates that 72% of the respondents strongly agreed that cultivation of 
good relationship between efficiency and the business of insurance had the potential of 
influencing policy formulation. A further 19% of the respondents agreed that the 
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correlation between efficiency and insurance businesses should be taken into account in 
policy formulation. This observation means that a lack of a good correlation between 
efficiency and insurance business poses a major challenge in decision making hence, 
may, lead to financial distress of insurance companies in Kenya. As shown in Table 
4.33, Table 4.34 and Table 4.35, it is advisable for the insurance industry to come up 
with policies on Assets turnover, current assets turnover and networth turnover. 
The findings from the current study are supported by Brealey et al. (2000) who 
suggested that the firm efficiency is measured in terms of its adherence to its asset 
turnover, current asset turnover and networth turnover policies.  
 
Nature of Response 
Figure 4.18: Efficiency Correlate to Business of Insurance in Policy Formulation
  
e)  Influence of Efficiency on Performance Growth   
 
A majority (86%) of the respondents indicated that operational efficiency supports 
growth in the insurance sector hence its understanding may lead to sustainable growth 
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(Table 4.39). These results suggest that failure to address the efficiency issue may lead 
to the industry`s unsustainable growth, thus resulting to financial distress of insurance 
companies in Kenya. 
 
The findings from the current study are supported by Kahl (2001) who examined the 
role of financial distress as a selection mechanism.  The scholar challenged the question 
of whether financial distress efficiently selects between troubled companies which 
should be liquidated and the firms which should survive as independent entities. Kahl 
(2001) found out that the poor industrial relations and poor operating performance of 
economically weak companies is not tolerated for long by the market.  As a rule, he 
observed, after entering financial distress, the ―bad‖ firms with poor future prospects end 
in liquidation or are acquired by other market players. Therefore, financial distress is an 
efficient selection mechanism which helps to reallocate resources in the economy from 
the poorly performing companies in poor industrial relations towards better uses, while 
―good‖ assets are kept within the surviving firm. The current study found out that 86% 
of respondents agreed that efficiency supports performance and reduces chances of 
financial distress in insurance companies in Kenya. 
 
An earlier study by Wruck (1990) pointed out that financial distress creates shareholder 
value and improves corporate performance. Especially for companies with a high level 
of debt,  financial distress provides a chance to improve their longevity by forcing them 
to refocus their corporate strategy and to change their organizational structure, which led 
to an improved organizational efficiency in comparison to the pre-distressed period 
which as a result foster sustainable growth. 
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Table 4.39: Efficiency Supports Performance Growth in Insurance Industry 
 Frequency Percent Valid Percent Cumulative Percent 
     
 
Strongly Disagree 0 0 0 0 
Disagree 2 2 2 2 
Neutral 11 12 12 14 
Agree 17 20 20 34 
Strongly Agree 64 66 66 100.0 
Total 94 100.0 100.0  
 
iv. Pearson Correlation Coefficient between Efficiency and Financial Distress 
 
Correlation between variables is a measure of how well the variables are related. The 
most common measure of correlation in statistics is the Pearson Correlation (technically 
called the Pearson Product Moment Correlation or PPMC), which shows the linear 
relationship between two variables. Results are between -1 and 1. A result of -1 means 
that there is a perfect negative correlation between the two values at all, while a result of 
1 means that there is a perfect positive correlation between the two variables. Result of 0 
means that there is no correlation between the two variables (Gujarat, 2004). 
The Pearson correlation results from this study are shown in Table 4.40 and it reveals 
that there is a 0.692 positive correlation between efficiency and financial distress. 
Table 4.40: Pearson Correlation Coefficient between Efficiency and Financial 
Distress 
Variable Coefficient type Financial Distress Efficiency 
Financial Distress Pearson Correlation 1 
 
 
Sig. (2-tailed) 
  Efficiency Pearson Correlation 0.692 1 
  Sig. (2-tailed) 0.000   
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v. Linear Regression between Efficiency and Financial Distress 
Linear regression is an approach to modeling the relationship between a scalar variable y 
and one or more variables denoted x. In linear regression, data are modeled using linear 
functions, and unknown model parameters are estimated from the data (Fowler, 2004). 
Most commonly, linear regression refers to a model in which the conditional mean of Y 
given the value of x is a function of x (Doane & Seward, 2008). SPSS version 21 was 
used as a tool of data analysis. 
 
Scatter Plots of Efficiency and Financial Distress 
On account of the scatter plots shown in Figure 4.19 and line of best fit in Figure 4.20, 
the study assumed a linear relationship between the efficiency and financial distress in 
insurance industry in Kenya. A look at the scatter plot suggests a positive linear 
relationship between efficiency and financial distress 
 
Figure 4.19: Scatter Plots of Efficiency and Financial Distress 
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Line of Best Fit for Efficiency and Financial Distress 
A line of best fit is a key indicator of the predictive accuracy of the model (Anderson et 
al., 2002). Figure 4.20 shows that there is, generally, a positive linear relationship 
between financial distress and efficiency in insurance companies in Kenya. 
 
Figure 4.20: Line of Best Fit for Efficiency and Financial Distress 
The regression equation modelled therefore took the form of: 
 FD=βo+β3Eff+ε                                        Equation (4.5) 
Where:  FD  = Financial Distress  
β 0  = Constant term associated with the regression model  
3 = Coefficients of independent variable Eff 
Eff  = Efficiency  
  = error term associated with the regression model. 
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Using linear regression analysis, the study proceeded to determine the effect of 
efficiency and financial distress. Regression analysis resulted in an ANOVA output 
presented in Table 4.41. The table indicates that the regression model predicts the 
outcome variable significantly well.   
The output in Table 4.41 shows that the model had a p-value of .000 which is less than 
0.05, and indicates that statistically, the model applied can significantly predict the 
outcome of the dependent variable. The study, therefore, rejected the null hypothesis H03 
at 95% Confidence Interval, meaning there was a significant relationship between 
efficiency and financial distress.  
 
Table 4.41: ANOVA of Efficiency 
Model Sum of Squares Df Mean Square F Sig. 
3 
Regression 34.170 1 34.170 84.307 .000
b
 
Residual 37.288 92 .405   
Total 43.358 93    
 
 
The model summary in Table 4.42 presents values for the coefficient of correlation, R 
and the coefficient of determination, R
2
. According to the results presented, R
2
 for the 
model was .478 while the R value was .692. These values indicate that efficiency can 
explain up to 47.8% of the change in financial distress and that there is a 69.2% positive 
correlation between financial distress and efficiency. 
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Table 4.42: Model Summary of Efficiency 
 
Model R R Square Adjusted R Square 
3 .692
a
 .478 .473 
The efficiency coefficients are presented in Table 4.43. The results show that both the 
constant and efficiency contribute significantly to the model since there p-values are 
.000. 
Table 4.43: Coefficient of Efficiency 
Model Unstandardized 
Coefficients 
Standardized        
Coefficients 
Sig. 
B Std. Error Beta                      t 
3 
(Constant) 0.736 .201                             3.662 .000 
EFFICIENCY .633 .069 
.692                    
9.182 
.000 
 
Figure 4.21 shows a histogram of standardized residuals. A visual examination of the 
histogram suggests a positive skewness of the standardized residuals. The statistics at the 
legend,however, show that the residuals have a mean of zero and a standard deviation of 
1 as of a standard normal distribution. This means that the model yields a normal 
distribution giving normally distributed values. 
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Figure 4.21: Histogram of Standardized Residuals of Efficiency and Financial 
Distress 
 
 
 
vi. Evaluating the Model Predicted for Efficiency and Financial Distress 
 
After establishing that a significant relationship exists between efficiency and financial 
distress, the study evaluated the model as presented in Tables 4.41 and 4.42. The Model 
had an R
2
 = .478, meaning that remaining 52.2 percent of the variation in financial 
distress is explained by other variables other than efficiency. The fitted model is 
summarised in equation 4.6; 
FD = 0.736 + 0.633 Efficiency                                Equation (4.6) 
On a simple regression relationship, efficiency had a β3 value = 0.633 as shown in 
equation (4.6).  
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The findings from this study are corroborated by Bashir (2013), who suggested that 
company performance results from the effectiveness and efficiency of investment 
decisions. As such, company performance becomes critical to the financial solidity of an 
insurer. Another study by Kim et al. (1995) established that company performance is 
correlated to insolvency (failure) rate. The scholars observed that there were two key 
components of an insurer's total operating income: investment income and underwriting 
income. As for underwriting income, loss ratio according to Rejda (2002) was used to 
measure its performance. According to Browne & Hoyt (1995) the loss ratio is 
positively correlated to insolvency rate. 
 
An earlier study by Zavgren (1985) established that the efficiency in company 
operations had the most significance over the long run. The scholar further indicated that 
efficiency in the utilization of assets should be improved over time for sustainable 
growth of insurance companies in the long run. 
 
4.4.4 Leverage and Financial Distress 
 
 
a) Factor analysis for independent variable (leverage) 
 
Factor Analysis was carried out to describe variability among the observed variables and 
check for any correlated variables with the aim of reducing data that was found 
redundant. Conventionally, statements scoring more than 30% which is the minimum 
requirement for inclusion of variables into the final model (Hair, Black & Babin, 2010, 
& Kothari, 2004) were included.  
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Table 4.44 shows the loadings of the five variables. The higher the absolute value of the 
loading, the more the factor contributes to the variable. From the analysis shown in 
Table 4.44, most respondents reported that high level of debt leads firms to financial 
distress with a factor component of 76%.  This was followed by respondents observing 
that Low ability of firms‘ asset to increase equity lead firms to financial distress in 
insurance companies with a factor component of 73.5%.  Low debt service coverage 
leading firms to financial distress scored a factor component of 72.5%. Improving 
leverage provides a central purpose and direction to the activities of the organization, to 
the staff, that will positively impact the performance of the organization scored 71.7% 
while leverage correlating to business of insurance and hence should be taken into 
account in policy formulation achieved 69.3%. Leverage supporting performance growth 
in insurance industry hence its understanding leads to sustainable growth in the 
insurance sector scored 61.2% Most insurance companies (it turned out) see a strong 
relationship between leverage and financial distress with an average factor component 
mean score of 70.70%. None of the statements required to be dropped since their factor 
components were above 30% which is recommended threshold for inclusion of variables 
into the final model (Hair, Black & Babin, 2010, & Kothari, 2004). 
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Table 4.44: Factor Analysis on Leverage 
 
 
Statement Factor Component 
Level of debt 0.760 
Ability of Firms‘ asset to generate equity 0.735 
Debt service coverage  0.725 
Improving Leverage  0.717 
 Leverage correlation to business in policy formulation 0.693 
 Leverage supports to performance  0.612 
Average 0.707 
 
Extraction Method: Principal Component Analysis. 
 
 
Kaiser-Meyer-Olkin (KMO) Measure of Sampling Adequacy/Bartlett's Test of 
Sphericity 
 
Prior to the extraction of the factors, several tests should be used to assess the suitability 
of the respondent data for factor analysis. These tests include Kaiser-Meyer-Olkin 
(KMO) Measure of Sampling Adequacy and Bartlett's Test of Sphericity. The KMO 
index ranges from 0 to 1, with 0.50 considered suitable for factor analysis. The Bartlett's 
Test of Sphericity should be significant (p<.05) for factor analysis to be suitable 
(William et al., 2010).  
 
Table 4.45 is the result of KMO and Spherical Bartlett test. KMO is indicator for 
comparing correlation coefficient of observation and partial correlation coefficient, its 
value ranges from 0 to 1.When its value gets closer to 1, the explanatory effect of factor 
analysis is stronger and when its value gets closer to 0, the model may not work well. 
Spherical Bartlett test can be used to judge whether Correlation matrix is a unit matrix. 
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When the KMO value is below 0.5 it is not suitable to use factor analysis (William et al., 
2010). From the result of Spherical Bartlett test we should reject the null hypothesis 
which means the variables has a strong association. In Table 4.45 the KMO value is 
0.701 which is above the 0.5 level, so it is reasonable to use the factor analysis. 
Table 4.45: KMO and Bartlett’s Test Results 
      
 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy     0.701   
                                             Approximate Chi-Square      130.730     
             
Bartlett's Test of Sphericity                            df                15 
                                                                       Sig               0.000 
 
 
 
 
 
a) Total Variance Explained 
 
From the Total variance explained of Table 4.46, we get 5 common factors from 6 
indicators. The eigenvalues of the first 5 component accumulative rate is 100%, that‘s to 
say if we only use 5 factors, we still get 100% information of the sample covariance 
matrix. The result meets the demand of factor analysis. The amount of information loss 
is relatively small when the number of indicators was y reduced. So we can use fewer 
indicators to analysis the data. All the factors are significant (William et al., 2010). 
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Table 4.46: Total Variance Explained 
Component     Inital Eigenvalues  Test Results               Extracted Sums of 
Squared Loadings 
                  Total     % of Variance Cumulative     Total     % of Variance 
Cumulative 
 
1                     3.452        57.528               57.528      3.452           57.528         57.528 
2                     1.249        20.812               78.340 
3                     0.751        12.512               90.854 
4                     0.549          9.146               100.00 
5                     0.000          0.000               100.00 
6                     0.000          0.000               100.00 
  
Extraction Method: Principal Component Analysis. 
 
b) Scree Plot for Leverage 
 
Figure 4.22 presents the Scree Plot showing Eigenvalue and variable components. The 
scree plot is a graph of the eigenvalues against all the factors. The graph is useful for 
determining how many factors to retain. The point of interest is where the curve starts to 
flatten. It can be seen that the curve begins to flatten between factors 5 and 6; therefore 
only five factors have been retained. 
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Figure 4.22: Scree Plot for Leverage 
Eigenvalue: The standardized variance associate with a particular factor. The sum of the 
eigenvalues cannot exceed the number of items in the analysis, since each item 
contributes one to the sum of variances. 
 
b) Leverage Financial Performance Indicators 
 
Leverage ratios, also referred to as gearing ratios, measure the extent to which a 
company utilizes debt to finance growth. Leverage ratios can provide an indication of a 
company‘s long-term solvency. Whilst most financial experts will acknowledge that 
debt is a cheaper form of financing than equity, debt carries risks and investors need to 
be aware of the extent of this risk (Andrade & Kaplan, 1998). 
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a) Leverage Ratio 
 
This ratio provides the relationship between a company‘s liabilities and tangible assets. 
Tangible assets are defined as physical assets, such as property, cash, inventory and 
receivables. This classification excludes intangible assets, or those assets that cannot be 
physically touched like the value of a brand, franchise, patent or trademark. The use of 
tangible assets, as opposed to total assets, is more conservative because it considers only 
those assets that can be easily valued and, therefore, easily liquidated to cover liabilities. 
The higher the value of the Leverage ratio, the higher the level of risk (Pandey, 2005). In 
this study, the average industry leverage ratio of 78% means that insurance industry is 
exposed to a high level of risk because it has kshs 0.78 in liabilities for every Kshs 1 in 
tangible assets while for Blue Shield, it has the highest risk since it has kshs 0.87 in 
liabilities for every kshs 1 of tangible assets. 
 
Leverage Ratio= Total Liabilities/Total Assets 
 
 
The results in Table 4.47 indicate that all the insurance companies which collapsed had 
higher Leverage ratio when compared to the average insurance industry Leverage ratio 
of 78%.  Concord had Leverage ratio of 79%, Invesco had Leverage ratio of 82%, 
Standard Assurance had Leverage ratio of 79% while Blue Shield on average had 
Leverage ratio of 87%. 
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Table 4.47: Insurance Companies Leverage Ratio Results 
Company            2005    2006   2007   2008  2009  2010     2011   2012         Mean 
score  
Industry Score       0.78    0.75    0.77      0.80  0.79    0.77     0.80      0.77            0.78 
 
Blue Shield            0.84    0.79    0.84      0.82  0.96    0.96                                      0.87 
Concord                 0.74    0.72    1.09      1.00  0.46    0.75                                      0.79 
Invesco                  0.82     0.82                                                                                 0.82 
Standard                0.82     0.77    0.77                                                                      0.79 
 
 
 
 
 
 
b) Debt to Equity Ratio 
 
The debt to equity ratio provides an indication of a company‘s capital structure and 
whether the company is more reliant on borrowings (debt) or shareholder capital 
(equity) to fund assets and activities. Contrary to what many believe, debt is not 
necessarily a bad thing. Debt can be positive, provided it is used for productive purposes 
such as improving internal company processes to increase net profits. Acceptable debt to 
equity ratios may also vary across industries. Generally, companies that are capital 
intensive tend to have higher ratios because of the requirement to invest more heavily in 
fixed assets (Pandey, 2005). The Debt Equity (DE) ratio for the average Industry score 
indicates that for every Kshs 1 of shareholder ownership in the insurance industry, the 
industry owes Kshs 3.35 to creditors. A higher ratio generally indicates greater risk. 
Greater debt can result in volatile earnings due to additional interest expense as well as 
increased vulnerability to business downturns. The company with highest DE ratio was 
Blue Shield where for every kshs 1 of shareholders ownership in the company, the 
company owes kshs 11.61 to creditors. 
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Debt Equity Ratio= Total Liabilities/Total Equity 
 
The results in Table 4.48 indicate that all the insurance companies which collapsed had 
higher Debt Equity ratio safe for Concord when compared to the average insurance 
industry Debt Equity ratio of 3.35.  Concord had Debt Equity ratio of 2.93, Invesco had 
Debt Equity ratio of 4.67, Standard Assurance had Leverage ratio of 3.71 while Blue 
Shield on average had Leverage ratio of 11.61. 
Table 4.48: Insurance Companies Debt to Equity Ratio Results 
Company            2005    2006   2007   2008  2009  2010     2011   2012         Mean 
score  
Industry Score       3.40    3.02    3.46       3.93   3.86    3.38      4.05     3.32           3.35 
 
Blue Shield            5.20    3.83    5.19       4.46  27.37   23.63                                 11.61 
Concord                 2.85    2.60    3.65       3.44   2.00    3.07                                     2.93 
Invesco                  4.62     4.71                                                                                  4.67 
Standard               4.58     3.44    3.09                                                                        3.71 
 
 
 
 
 
 
c) Descriptive on Leverage and Financial Distress 
 
The data in Table 4.49 presents responses on statements regarding the effects of leverage 
on financial distress for insurance companies in Kenya. 
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Table 4.49: Descriptive of Leverage and Financial Distress 
Statement 
Strongl
y 
Disagre
e 
Disagre
e Neutral 
Agre
e 
Strongl
y Agree 
Level of debt 0% 0% 0% 78% 22% 
Ability of Firms‘ asset to 
generate equity 0% 0% 3% 79% 18% 
Debt service coverage 0% 0% 2% 78% 20% 
Improving Leverage  0% 0% 3% 75% 22% 
 Leverage correlation to business 
in policy formulation 1% 0% 5% 70% 24% 
Leverage supports to 
performance 1% 1% 5% 74% 19% 
 
a) Level of Debt 
High level of debts posed a major challenge to insurance companies, 78% of the 
respondents agreed that it influences financial distress while, 22% strongly agreed as 
shown Figure 4.23. These results further confirm that high levels of debts could have 
significant influence on financial distress of insurance companies in Kenya. The current 
findings are also supported by analysis of the leverage ratio as shown in Table 4.47. 
From Table 4.47, all those insurance companies which collapsed had reported higher 
leverage ratio when compared to the average industry level of 0.78. Blue Shield 
recorded highest leverage ratio of 0.87. All this shows that overreliance on debt to 
finance operation activities of a company expose the company to higher risk of default.  
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The above findings supports  Andrade and Kaplan (1997); Asquith et al., (1994); Kaplan 
and Stein (1993); Theodossiou et al., (1996) and Whitaker (1999), who provided  
evidence that financial distress arises in many cases from endogenous risk factors, such 
as mismanagement, high leverage, and a non-efficient operating structure in place. The 
correlation of these factors and financial distress is, according to capital market theory, 
of unsystematic nature. 
 
Nature of Response 
Figure 4.23: High Level of Debt  
 
b) Ability of Firms’ Asset to Generate Equity 
low ability of firm‘s asset to increase equity posed a major challenge to insurance 
companies, 79% of the respondents agreed that  low ability of firm‘s asset to increase 
equity influences financial distress positively while,18% strongly agreed and, 3% were 
indifferent as shown in Table  4.50. These results further confirm that low ability of 
firm‘s asset to increase equity could have significant influence on financial distress of 
insurance companies in Kenya. These findings are also supported by Debt Equity ratio 
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as shown in Table 4.48. It indicates that all the insurance companies which collapsed 
recorded higher financing by debt when compared to the industry average score of 3.35. 
The company with highest DE ratio was Blue Shield where for every kshs 1 of 
shareholders ownership in the company, the company owed kshs 11.61 to creditors. 
 
 The findings above are supported by a study by Khunthong (1997) on debt Management 
who observed it as  a measure of long term solvency of a company. The analysis of 
financial leverage was concerned with the capital structure of the firm. Leverage ratios 
show the origin of funds provided from external sources to the benefit of the 
shareholders. The expectation is that a company with high financial leverage is more 
likely to enter financial distress, as it means more financing from debt as opposed to 
equity financing. 
  
Another study supporting leverage by Lee and Jang (2007), leverage was measured by 
liability-to-asset ratio and net-premium-earned-to-surplus ratio. The scholar found out 
that those insurers that had less capital available and higher liabilities, i.e., high leverage, 
were expected to be less likely to meet future obligations and therefore faced higher risk 
of default. The same results were also found in prior study by (Borde, 1998). 
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Table 4.50: Ability of Firms’ Asset to Generate Equity  
 Frequency Percent Valid Percent Cumulative Percent 
     
 
Strongly 
Disagree 
0 0 0 0 
Disagree 0 0 0 0 
Neutral 3 3 3 3 
Agree 74 79 79 82 
Strongly Agree 17 18 18 100.0 
Total 94 100.0 100.0  
 
c) Debt Service Coverage 
Low debt service coverage posed a major challenge to insurance companies, 78% of the 
respondents agreed that low debt coverage influences financial distress positively while, 
20% strongly agreed and 2% were indifferent as shown in Figure 4.24. These results 
further confirm that high debt during periods of poor firm performance could have 
significant influence on financial distress of insurance companies in Kenya. 
 
The above findings are corroborated by Andrade and Kaplan (1998) who analyzed 
highly leveraged transactions and stated that the onset of financial distress in a company 
could be triggered by cash flow shortages. The scholars hypothesized and investigated 
four sources which could lead to financial distress: poor industry performance as a result 
of economic shocks, poor company performance, changes in the short-term interest rate 
as well as the firm‘s leverage. Asquith et al. (1994), empirical results supported the fact 
that the firm‘s leverage is the strongest factor contributing to financial distress. The 
scholars further observed that high leverage is primarily responsible for the lack of cash 
in the company. Andrade and Kaplan (1998) also made an observation concerning the 
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correlation between the source and the severity of financial distress and concluded that 
financial problems caused by economic shocks tend to be deeper and more severe.  
 
Nature of Response 
Figure 4.24: Low Debt Service Coverage Leads Firms to Financial Distress 
 
d) Improving Leverage  
 
Regarding the statement that improving leverage in operations of insurance provides a 
central purpose and direction to the activities of the organization, to the staff, that will 
positively impact the performance of the organization, 75% agreed, 22% strongly agreed 
and 3% were indifferent, as shown in Table 4.51. These results further confirm that 
improving leverage should be considered to minimise chances of financial distress in 
insurance companies in Kenya. 
 
Asquith et al. (1994) recognized three reasons why a firm could become distressed. The 
most important cause of financial difficulties in their sample – poor firm-specific 
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performance – was endogenous and responsible for the distress of 56.4% of the 
companies in the sample. Poor industry performance accounted for 22.2% of all failures 
and 21.4% failed because of high leverage. Comparable results on the main source of 
financial distress are contained in the study by Whitaker (1999) who found out that 
53.1% of the firms suffered from purely endogenous problems including over reliance 
on debts, 37.5% failed because of a mix of internal and external risk factors (poor 
corporate governance combined with industrial decline). The role of pure exogenous 
reasons was surprisingly small in the sample by Whitaker (1999), only 9.4% of all firms 
failed because of poor industry performance. 
 
Table 4.51: Improving Leverage  
 Frequency Percent Valid Percent Cumulative Percent 
     
 
Strongly 
Disagree 
0 0 0 0 
Disagree 0 0 0 0 
Neutral 3 3 3 3 
Agree 72 75 75 78 
Strongly Agree 19 22 22 100.0 
Total 94 100.0 100.0  
 
e) Leverage Correlation to Business of insurance in Policy Formulation 
Regarding whether leverage correlate to business of insurance and hence should be 
taken into account in policy formulation of insurance companies in Kenya, 70% of 
respondents agreed, 24% strongly agreed while 5% were neutral as shown in Figure 
4.25. These results further confirm that leverage correlate to business of insurance and 
have significant influence on financial distress of insurance companies in Kenya. 
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Leverage should therefore be considered in policy formulation to mitigate the risk of 
failure of insurance companies. 
 
The findings above are corroborated in the study by Giosani (2012) in Romania insurers 
market where by policy formulation to improve debt coverage was found to be 
important. The insurers leverage policy included renegotiating of loans conditions 
during poor performance periods.  
 
 
Nature of Response 
Figure 4.25: Leverage Correlate to Business of Insurance 
f) Leverage Supports to Performance 
A majority (93%) of the respondents strongly agreed and agreed that leverage supports 
performance in insurance industry, hence its understanding, lead to sustainable growth 
(Table 4.52).  These results suggest that failure to address the leverage issue may lead to 
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the industry`s unsustainable growth, thus resulting to financial distress of insurance 
companies in Kenya. 
Table 4.52:  leverage supports performance growth in insurance industry  
 
 Frequency Percent Valid Percent Cumulative Percent 
     
 
Strongly 
Disagree 
1 1 1 1 
Disagree 1 1 1 2 
Neutral 5 5 5 7 
Agree 70 74 74 81 
Strongly Agree 17 19 19 100.0 
Total 94 100.0 100.0  
 
 
vii. Pearson Correlation Coefficient of Leverage and Financial Distress 
 
 
Correlation between variables is a measure of how well the variables are related. The 
most common measure of correlation in statistics is the Pearson Correlation (technically 
called the Pearson Product Moment Correlation or PPMC), which shows the linear 
relationship between two variables. Results are between -1 and 1. A result of -1 means 
that there is a perfect negative correlation between the two values at all, while a result of 
1 means that there is a perfect positive correlation between the two variables. Result of 0 
means that there is no correlation between the two variables (Gujarat, 2004).  
 
The Pearson correlation results from this study are shown in Table 4.53 and it reveals 
that there is a 0.586 positive correlation between leverage and financial distress. 
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Table 4.53: Pearson Correlation – Leverage and Financial Distress 
Variable Coefficient Type Financial Distress Leverage 
Financial Distress Pearson Correlation 1 
 
 
Sig. (2-tailed) 
  Leverage Pearson Correlation .586 1 
  Sig. (2-tailed) 0.000   
 
 
viii. Relationship between Leverage and Financial Distress 
 
Linear regression is an approach to modeling the relationship between a scalar variable y 
and one or more variables denoted x. In linear regression, data are modeled using linear 
functions, and unknown model parameters are estimated from the data (Fowler, 2004). 
Most commonly, linear regression refers to a model in which the conditional mean of Y 
given the value of x is a function of x (Doane & Seward, 2008). SPSS version 21 was 
used as a tool of data analysis.  
Scatter Plots of Leverage and Financial Distress  
On account of the scatter plots shown in Figure 4.26 and Line of best fit in Figure 4.27, 
the study assumed a linear relationship between the leverage and financial distress in 
insurance industry in Kenya. A look at the scatter plot suggests a positive linear 
relationship between leverage and financial distress. 
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Figure 4.26: Scatter Plots of Leverage and Financial Distress 
 
Line of Best Fit for Leverage and Financial Distress 
A line of best fit is a key indicator of the predictive accuracy of the model (Anderson et 
al., 2002). Figure 4.27 shows that there is, generally, a positive linear relationship 
between financial distress and profitability in insurance companies in Kenya. 
 
Figure 4.27: Line of Best Fit for Leverage and Financial Distress 
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The regression equation modelled therefore took the form of:   
FD=βo+β4Lev+ε                                              Equation (4.7) 
Where:  FD  = Financial Distress  
β0  = Constant term associated with the regression model  
4 = Coefficients of independent variable Lev 
Lev  = Leverage 
  = error term associated with the regression model. 
 
Using linear regression analysis, the study proceeded to determine the effect of leverage 
and financial distress. Regression analysis resulted in an ANOVA output presented in 
Table 4.54. The table indicates that the regression model predicts the outcome variable 
significantly well.   
 
The output in Table 4.54 shows that the model had a p-value of .000 which is less than 
0.05, and indicates that statistically, the model applied can significantly predict the 
outcome of the dependent variable. The study, therefore, rejected the null hypothesis H04 
at 95% Confidence Interval, meaning there was a significant relationship between 
leverage and financial distress.  
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Table 4.54: ANOVA Statistics of Leverage  
Model Sum of 
Squares 
Df Mean Square F Sig. 
4 
Regression 24.512 1 24.512 48.038 .000
b
 
Residual 46.945 92 .510   
Total 43.358 93    
 
The model summary in Table 4.55 presents values for the coefficient of Correlation, R 
and the coefficient of determination, R
2
. According to the results presented, R
2
 for the 
model was .343 while the R value was .586.  These values indicate that leverage can 
explain up to 34.3% of the change in financial distress and that there is a .586 positive 
correlation between leverage and financial distress 
 
Table 4.55: Model Summary of Leverage 
Model R R Square Adjusted R Square 
4 .586
a
 .343 .336 
The leverage coefficients are presented in Table 4.56. The results show that both the 
constant and leverage contribute significantly to the model since there p-values are .000. 
Table 4.56: Coefficient of Leverage 
Model Unstandardized 
Coefficients 
Standardized 
Coefficients 
T Sig. 
B Std. Error Beta 
4 
(Constant) 0.880 .242  3.632 .000 
Leverage .561 .081 .586 6.931 .000 
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Figure 4.28 shows a histogram of standardized residuals. A visual examination of the 
histogram suggests a positive skewness of the standardized residuals. The statistics at the 
legend,however, show that the residuals have a mean of zero and a standard deviation of 
1 as of a standard normal distribution. This means that the model yields a normal 
distribution giving normally distributed values. 
 
 
 
Figure 4.28: Histogram of Standardized Residuals of Leverage and Financial 
Distress 
 
ix. Evaluating the Model Predicted for Leverage and Financial Distress 
 
After establishing that a significant relationship exists between leverage and financial 
distress, the study evaluated the model as presented in Table 4.55 and Table 4.56. The 
Model had an R
2
 = .343, meaning that remaining 65.7 percent of the variation in 
financial distress is explained by other variables other than leverage. The fitted model is 
summarised in equation 4.8; 
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FD = 0.880 + 0.561 Leverage                                Equation (4.8) 
 
On a simple regression relationship, profitability had a β4 value = 0.561 as shown in 
equation (4.8).  
 
The findings are corroborated by a study by Jahur and Quadir (2012), who found that 
leverage, explained 10.832% variation in financial distress in Bangladesh Small and 
Medium Enterprises. The findings above are more favourable as it shows that leverage 
explains 34.3% variation in financial distress in insurance companies in Kenya. 
 
A study by Adams and Buckle (2000) established that insurance companies could 
prosper by taking reasonable leverage risk or could become insolvent if the risk is out of 
control. Adams and Buckle (2000) provided evidence that insurance companies with 
high leverage had better operational performance than insurance companies with low 
leverage. However, more empirical evidence (Browne et al., 2001)) supports the view 
that leverage risk reduces company performance. Carson and Hoyt (1995) found out that 
leverage was significantly and positively related to the probability of insolvency.  
 
Ahmed et al., (2011) also investigated the impact of firm level characteristics on the 
performance of the life insurance sector of Pakistan. The results of the OLS regression 
analysis revealed that leverage was negatively and significantly related to the 
performance of life insurance companies. Others who have contrasted above findings 
include Daniel et al.,(2013), found the pooled ordinary least squares (OLS) result 
indicated that the leverage was positively and significantly related to the performance of 
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the insurance companies at 5 percent level of significance. The result indicates that 
insurance companies with high financial leverage had better performance than 
companies with low financial leverage. Other studies supporting our current findings 
include: Adams and Buckle (2000), Shiu (2004), and Elango et al. (2008) and  Zavgren 
(1985) they all observed that debt proved to be a consistently higher for distressed firms 
than for healthy firms (non distressed firms). 
 
4.4.5 Firm Size and its Moderating Effect  
 
The study sought to establish effect of firm size as a moderating variable. The study 
focused particularly on the aspects of total assets size and firm age. Several studies have 
used firm size as a moderating variable in their research work. They include, in Kenyan 
market, Nyanumba & Memba, (2013).  Hol & Wijst, (2008). Rajan and Zingales (1995) 
found out that large firms are more diversified than small ones, and face lower risk of 
default. The scholars further observed that, large firms have a low bankruptcy cost and 
are well known, which makes it easier to enter the stock market. Myers (1984) pointed 
out that the problem of information asymmetry is not as severe in big firms, and the 
information  cost is also lower than for small firms. Moreover, large firms prefer to use 
equity capital rather than debt capital, with Titman and Wessels (1988) arguing that 
small firms rely on debt because they have to face a high issue cost.  
 
a) Total Asset Size 
 
To examine the effect of firm size on financial distress, researchers have measured 
company size in various ways, for example, total assets (Lamberto & Rath, 2008), the 
logarithm of total assets (Gestel et al., 2006; Lensberg, Eilifsen, & McKee, 2004; Lizal, 
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2002; Parker, Peters, & Turetsky,  2002; Rommer, 2004, 2005), the natural logarithm of 
total assets (Hensher, Jones, & Greene, 2007), the logarithm of sales (Laitinen, 1992), 
the natural logarithm of sales ( Hill, Perry, & Andes, 1996) and the number of 
employees (Audretsch & Lehmann, 2004; Audretsch & Mahmood, 1995; Kauffman & 
Wang, 2007; Lennox,1999) 
 
Table 4.57 indicates that 68 percent of the respondents agreed with the statement that 
low total asset size leads firms to financial distress. 12 percent of the respondents 
strongly agreed with the statement. This gave a total of 80 percent of those respondents 
who agreed with the statement. 10 percent disagreed with the statement, 7 percent of the 
respondents strongly disagreed with the statement while 3 percent of the respondents 
were indifferent. Thus a total of 17 percent of the respondent disagreed with the 
statement. This indicates that the total asset size determines level of financial distress of 
insurance firms in Kenya. 
   
The above findings concur with those of Titman and Wessels (1988) and Ben-Zion and 
Shalit (1975) where assets base of insurer was used as the proxy for insurer size. The 
scholars observed that because of the possible economies of scale, less volatile claim 
costs, and a stronger ability to raise capital, large insurers are expected to have lower 
risk of default. They further noted that, large firms may have better reward-to-total-risk. 
However, firm size has been empirically found to be both positively and negatively 
related to risk of default (Lakonishok and Shapiro, 1986; and Demsetz and Strahan, 
1995). Demsetz and Strahan (1995) found that larger firms‘ diversification advantage 
was offset by lower capital ratios and pursuit of risk-enhancing activities  
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A study by Lee and Jang‘s (2007) in US airline industry found out that size is 
significantly positively related to systematic risk, but not total risk. The positive 
relationship between size and systematic risk is also found in study by Eling and 
Marek‘s (2012) study with UK and German insurers. The positive coefficient for CAPM 
beta indicates that larger US insurers‘ performance is more aligned to the general market 
environment and tends to move in the same direction. The non-significant coefficient for 
total risk may imply that the diversification and scale of economy advantage for larger 
insurers may be offset by their pursuit of risk-enhancing activities (Demsetz and 
Strahan, 1995). Reward-to-total risk is found to be negatively related to size, which 
might suggest that risk pursuing activities is not generating adequate profit to 
compensate the increase risk for larger US insurers. 
 
b) Firm Age 
 
Table 4.57 further indicates that 53 percent of the respondents agreed with the statement 
that low age from establishment compared to level of debt leads firms to financial 
distress.10 percent of the respondents strongly agreed with the statement giving a total 
of 63 percent of those respondents who agreed with the statement. 22 percent of the 
respondents disagreed with the statement, 11percent of the respondents strongly 
disagreed with the statement, while 4 were indifferent. Thus a total of 33 percent of the 
respondents disagreed with the statement. 
 
The current findings corroborate Altman (1993) who stated that small and young firms 
in years since inception are more vulnerable to ill economic conditions in combination to 
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the deterioration in firm liquidity, increased leverage, and dramatically reduced coverage 
of financial payments of interest and principal leads to financial distress. This is because 
of financing new loan at higher rate; access to long -term loan and equity markets is not 
easy for small firms. In an earlier study, Altman (1968) had stated that the age of a firm 
was implicitly considered a measure of cumulative profitability over time. Therefore, 
young firms with insignificant retained earnings were seen to be more susceptible to 
financial distress. 
 
Levinthal (1991) concluded that  Firm age (AGE) is a variable that had appeared in 
many studies as an important predictor of business failure. Further more, as more mature 
firms generally are more efficient and more competent as a result of learning effects, 
decreasing production costs, accumulation of skills and knowledge, more developed 
production technologies, and reputation building, have more stable social relations 
(Stinchcombe, 1965) and  have more experience concerning the most appropriate size 
and composition of organizational slack (Sharfman et al., 1988), It is expected that  firm 
age affect the probability of successful bankruptcy avoidance. Also, firm age may 
impact the probability of a takeover or merger. As older firms generally have a higher 
level of accurate publicly available firm information and, hence, a lower level of 
information asymmetry towards outsiders (Pagano et al., 1998), they may be better able 
to find an acquirer or merger partner. In firms with an owner approaching retirement 
age, the probability of liquidation may be higher (Prantl, 2003). Firm age is measured as 
the number of years a firm has been in active operation. 
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Table 4.57: Firm Size 
Statement  Strongly 
Agree 
Agree Neutral Disagree Strongly 
Disagree 
Total Asset size  12% 68% 3% 10% 7% 
Firm Age 10% 53% 4% 22% 11% 
 
i. Descriptive Statistics for Firm Size 
To assess firm size, respondents were presented with statements on 5 point likert scale 
and asked to rank the statements by indicating how they agreed with the statements. The 
statements were ranked ranging from ―5- strongly agree‖ to ―1-strongly disagree‖. The 
mean for every statement were calculated and the general average score evaluated. From 
the finding of the study as shown in descriptive statistic Figure 4.29 the respondents 
rated total asset size highest with a mean score of 2.85  followed by firm age with mean 
score of 2.34. The finding of the study indicated that total assets size had the smallest 
standard deviation of 1.05 while firm age had the highest standard deviation of 1.22.  
 
Figure 4.29 Mean Descriptive Statistics for Firm Size 
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The current findings confirms Sharpe and Stadnik, (2006), while Cummins et al. (1995) 
and Chen and Wong (2004) all found out that financial distress is significantly related to 
the size of property-liability insurers in the U.S., Singapore and Malaysia in terms of 
total assets, consistent with scale providing diversification benefits, while firm size as 
measured by age was found not significant. Bashir  (2013), established that financial 
health of any organization is influenced by, among other factors, the size  as measured 
by total assets of the firm. They noted that regulators are less likely to liquidate large 
insurers, it was expected that small insurers in asset base were more vulnerable to 
insolvency (BarNiv & Hershbarger, 1990; Cummins et al., 1995).  Shumway (2001) 
found out the variable AGE was not significant in explaining financial distress for all 
model specifications. This is in agreement to the current findings as relates to firm age 
which is also found to be insignificant. 
 
ii. Pearson Correlation Coefficient of Firm Size and Financial Distress 
 
Correlation between variables is a measure of how well the variables are related. The 
most common measure of correlation in statistics is the Pearson Correlation (technically 
called the Pearson Product Moment Correlation or PPMC), which shows the linear 
relationship between two variables. Results are between -1 and 1. A result of -1 means 
that there is a perfect negative correlation between the two values at all, while a result of 
1 means that there is a perfect positive correlation between the two variables. Result of 0 
means that there is no correlation between the two variables (Gujarat, 2004).  
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The Pearson correlation results from this study are shown in Table 4.58 and it reveals 
that there is a 0.15 positive correlation between firm size and financial distress 
Table 4.58: Pearson Correlation – Firm Size and Financial Distress 
Variable Coefficient Type Financial Distress Firm size 
Financial Distress Pearson Correlation 1 
 
    Firm Size Pearson Correlation .150 1 
  
  
  
 
 
iii. Relationship between Firm Size and Financial Distress 
 
On account of the scatter plots shown in Figure 4.30 and Line of Best Fit in Figure 4.31, 
the study assumed a linear relationship between the firm size and financial distress in 
insurance industry in Kenya. A look at the scatter plot suggests a positive linear 
relationship between firm size and financial distress. 
 
Figure 4.30: Scatter Plots on Firm Size and Financial Distress 
  
173 
 
Line of Best Fit for Firm size and Financial Distress 
A line of best fit is a key indicator of the predictive accuracy of the model (Anderson et 
al., 2002). Figure 4.31 shows that there is, generally, a positive linear relationship 
between financial distress and profitability in insurance companies in Kenya. 
 
Figure 4.31: Line of Best Fit for Firm and Financial Distress 
Regression analysis was conducted to empirically determine whether firm size was 
significant moderating variable of financial distress in insurance firms. Regression 
results in equation 4.10 indicate a goodness of fit for the regression between firm size 
and financial distress. An R
2
 of .022 indicate that 2.2% of the variation in financial 
distress is explained by change in firm size. 
Table 4.59 reveals that the relationship between firm size and financial distress is 
positive and significant (b1 = 0.125, Pvalue = <.001). The regression equation modelled 
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therefore took the form of: Financial distress = 2.02 + 0. 125 Firm Size         (Equation 
4.9) 
 
Table 4.59: Model Summary and Parameter Estimates 
 R
2
 Constant b1 
 0.022 2.02 0.125 
 
Using linear regression analysis, the study proceeded to determine the moderating effect 
of firm size on independent variables: profitability, liquidity, efficiency and leverage. 
Regression analysis resulted in an ANOVA output presented in Table 4.64 which 
indicates that the model was not significant.  
 
The output in Table 4.60 shows that the model had a p-value of .149 which is more than 
0.05, and indicates that statistically, the model applied cannot significantly predict the 
outcome of the dependent variable.  
Table 4.60: ANOVA for Firm Size 
Model Sum of Squares Df Mean Square F Sig. 
4 Regression 1.604 1 1.604 2.113 .149
a
 
Residual 69.853 92 .759   
Total 71.457 93    
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Figure 4.32 shows a histogram of standardized residuals. A visual examination of the 
histogram suggests a positive skewness of the standardized residuals. The statistics at the 
legend,however, show that the residuals have a mean of zero and a standard deviation of 
1 as of a standard normal distribution. This means that the model yields a normal 
distribution giving normally distributed values. 
`  
Figure 4.32: Histogram of Standardized Residuals of Firm Size and Financial 
Distress 
  
In many literatures including Browne et.al, (2001), it has been suggested that company 
size is positively related to financial performance. The main reasons were summarized 
as follows: First, large insurance companies had greater capacity for dealing with 
adverse market fluctuations than small insurance companies. Second, large insurance 
companies could relatively easily recruit able employees with professional knowledge 
compared with small insurance companies. Third, large insurance companies had 
economies of scale in terms of the labour cost, which was the most significant 
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production factor for delivering insurance services. For example, Browne et.al, (2001) 
has shown empirically that company size is positively related to the financial 
performance of US life insurance companies. However, company size was not found to 
be an important determinant of operational performance in the Bermuda insurance 
market (Adams and Buckle, 2000). Ahmed et al. (2011), study showed that firm size 
was positively and significantly related to the performance of insurance companies. This 
indicated that performance of the large size firm is better than the small size firm. 
 
Daniel and Aemiro (2013) showed that the firm size variable was positively related to 
insurance company financial performance and statistically significant at the 5 % level of 
significance. This revealed that performance of large size insurance companies were 
better than small size companies. Large insurers were likely to perform better than small 
insurers because they could achieve operating cost efficiencies through increasing output 
and economizing on the unit cost of innovations in products and process development 
(Hardwick, 1997). Large corporate size also enabled insurers to effectively diversify 
their assumed risks and respond more quickly to changes in market conditions (Wyn, 
1998). The finding of this study is consistent with, Gardner and Grace (1993); Sommer 
(1996); Cummins and Nini (2002); Chen and Wong (2004); Liebenberg and Sommer 
(2007); Malik (2011) and Ahmed et al. (2011). Therefore, firm size is an important 
determinant of the financial strength of insurers both in developing and developed 
economies. 
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Other previous literature confirmed the significance of company size in explaining 
corporate failure; however, the results were mixed. On the one hand, it was expected that 
a small company (in age) is more likely to fail because of inadequate experience in the 
market, limited connections and limited financial resources compared to a larger 
company (Audretsch & Mahmood, 1995; Honjo, 2000). Previous studies confirmed the 
negative relationship between firm size and the likelihood of corporate financial distress, 
for example, Altman, Haldeman and Narayanan (1977), Ohlson (1980), Audretsch and 
Mahmood (1995), Lennox (1999), Nikitin (2003), Lensberg, Eilifsen and McKee (2004) 
and Hensher, Jones and Greene (2007). On the other hand, some previous studies, for 
example, Laitinen (1992), Parker, Peters and Turetsky (2002), Lamberto and Rath 
(2008) have found that corporate size is positively related to the likelihood of financial 
distress. 
 
It should be noted that some of the previous studies have not found that company size 
was significantly related to the likelihood of financial distress; for example, Turetsky 
and McEwen (2001) examined the relationship between firm size and financial distress 
and the results showed that size was not significant. This was consistent with Yu (2006), 
who found that a credit cooperative‘s size, in terms of total assets relative to those of the 
local market, did not have a significant effect on the bankruptcy hazard. 
 
4.4.6 Analysis of Financial Distress in Insurance companies in Kenya 
 
 
Analysis of financial distress was done using responses to questionnaire statements by 
managers of insurance companies discussed under descriptive of financial distress and 
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also computation of Altman‘s Z‘‘ score, Solvency margin and net debt from secondary 
data derived from financial statements of insurance companies over the period of 
analysis. 
 
i. Descriptive of Financial Distress 
The study surveyed managers of insurance companies to try  to find out if  insurance 
companies  were in financial distress. Specifically, the study focused on the following 
elements of financial distress; budget deficits, reliance on overdraft for working capital, 
absence of controls aimed at improving  collections, insurance companies highly 
indebtness and Insurance regulator questions on insurance companies profit and loss and 
balance sheet figures which falls below set minimum in the audited accounts. The 
detailed descriptive of financial distress is presented in Table 4.61. 
 
Table 4.61: Descriptive of Financial Distress 
Statement 
Strongly 
Disagree 
Disag
ree 
Neut
ral Agree 
Strongly 
Agree 
Insurance companies  overshot their 
budgets  0% 0% 0% 78% 22% 
Over reliance on overdraft 0% 0% 7% 75% 18% 
No sufficient internal controls in place 
to improve collections  0% 0% 2% 78% 20% 
Highly geared or indebted. 0% 0% 3% 72% 25% 
 IRA queries on audited accounts  
1% 0% 5% 64% 30% 
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a) Insurance Companies Budget Deficits 
Budget overshot or overrun posed a major challenge to insurance companies, 78% of the 
respondents agreed that it influences financial distress while, 22% strongly agreed as 
shown Figure 4.33. These results further confirm that budget deficits could have 
significant influence on financial distress of insurance companies in Kenya. All this 
shows that insurance companies spends more than what was budgeted therefore expose 
the company to higher risk of default. 
 
The finding concur with Ntoiti , (2013) findings in Local Authorities in Kenya which 
were found to be in a state of financial distress as shown by the high budget outrun ratio. 
The findings also agree with Boex and Muga (2004) who argued that Tanzania 
companies were in poor financial health. The findings therefore imply that insurance 
companies  are facing financial distress. 
 
Nature of Response 
Figure 4.33: Budget Deficit and financial distress 
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b) Reliance on Overdraft for working capital 
Reliance on overdraft for working capital posed a major challenge to insurance 
companies, 75% of the respondents agreed that overreliance on overdraft influences 
financial distress positively while, 18% strongly agreed and, 7% were indifferent as 
shown in Table 4.62.  
 
The findings agree with Carmeli ( 2008) who argued that companies that were in poor 
financial status tend to rely on overdraft. The findings imply that insurance companies  
in Kenya are facing financial distress hence their over reliance on overdraft.  
Table 4.62: Reliance on Overdraft for working capital 
 Frequency Percent Valid Percent Cumulative Percent 
     
 
Strongly 
Disagree 
0 0 0 0 
Disagree 0 0 0 0 
Neutral 6 7 7 7 
Agree 71 75 75 82 
Strongly Agree 17 18 18 100.0 
Total 94 100.0 100.0  
 
c) Sufficient controls to improve premium collections 
Insufficient controls to improve premium collections posed a major challenge to 
insurance companies, 78% of the respondents agreed that poor controls influences 
financial distress positively while, 20% strongly agreed and 2% were indifferent as 
shown in Figure 4.34. These results further confirm that sufficient controls could 
improve performance of insurance companies in Kenya. 
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Nature of Response 
Figure 4.34: Sufficient controls to improve premium collections 
 
d) Insurance Companies debt 
 
Regarding the statement that insurance companies in Kenya are highly indebted, the 
respondents were in agreement that such high debts negatively impact on performance of 
insurance companies and can lead to financial distress, 72% agreed, 25% strongly agreed 
and 3% were indifferent, as shown in Table 4.63. These results further confirm that 
reducing debts levels within the insurance companies could minimise chances of 
financial distress in insurance companies in Kenya. 
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Table 4.63: Insurance companies high level of debts  
 Frequency Percent Valid Percent Cumulative Percent 
     
 
Strongly 
Disagree 
0 0 0 0 
Disagree 0 0 0 0 
Neutral 3 3 3 3 
Agree 68 72 72 75 
Strongly Agree 23 25 25 100.0 
Total 94 100.0 100.0  
 
e) IRA questions in audited accounts 
Results in Figure 4.35 showed that 70% agreed while a further 24% strongly agreed , 
bringing to (94%) of those respondents who generally agreed with the statement that that 
the IRA queries a large percentage of expenditures and balance sheet during the audit 
process an indication on non compliance on minimum set requirements and has potential 
to lead to financial distress.  The findings compare well with those by Dollery (2009) 
and Price Waterhouse Coopers (2006) which found evidence of financial distress  in 
companies due to incurring huge expenditures without the ability to meet such 
expenditures. These findings imply that insurance companies in Kenya are in a state of 
financial distress since majority of the insurance companies do not comply with the 
minimum set requirements by the regulator. 
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Nature of Response 
Figure 4.35: IRA questions on audited accounts  
 
ii. Analysis of Altman’s Z’’ Score Results 
 
The Z‘‘-score results are presented for each of the four companies which went through 
financial distress between the year 2005 and 2012 as shown in Table 4.64. These 
companies were: Blue Shield, Invesco, Standard Assurance and Concord.  The average 
industry Z score over the same period is also presented. The average industry Z‘‘ score 
result represent the Z score for all the companies in insurance industry. Each ratio that 
the Z‘‘-score model is based on is analyzed for all companies from the sample with 
perspective to how they are affected by data from the financial accounts in order to 
identify the main reasons behind changes in the Z‘‘-score (the dependent variable) and 
to identify what is causing signals of distress or the contrary. The Z‘-scores in the 
distressed and non-distressed zone are identified as well as those in the gray zone 
according to the model of the study. 
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The Z‘‘-score model (Z‘‘ = 6.56 X1 + 3.26 X2 + 6.72 X3 + 1.05 X6) state that if the 
score is below 1.10, the firm is distressed and if it above 2.60, the firm is non-distressed. 
Any Z‘-score that fall in between the two points, the firm is said to be in the gray area 
(Altman, 1968). 
Table 4.64: Insurance Companies Z’’ Score Results 
Company            2005    2006   2007   2008  2009  2010  2011  2012  Mean score 
 
Industry Score     0.86   0.93    0.57  0.58    0.60   0.66   0.61  0.67        0.69 
 
Blue Shield          1.97   1.64    1.11  1.40   -0.96  -0.2                             0.83     
Concord               1.21   1.23    1.14  1.09     1.27  0.58                           1.09 
Invesco                1.14   1.16                                                                     1.15 
Standard              1.29    1.10   1.01                                                          1.13 
 
 
 
 
 
The above findings illustrate Z‘‘-score obtained from the industry and the companies 
which collapsed over the period of study and also presented are the mean score over the 
period of study. In the model of the study, the centroid for distress firms is below 1.10 
and non-distress firm is above 2.60 and any Z‘-Score between these two centroids falls 
into the gray area (Altman, 1968). The Z‘‘ score as shown in Table 4.64 indicate that the 
average insurance industry is in distressed state since its average Z‘‘ score value is 0.69 
over the period of study. Blue shield had an average Z‘‘ score of 0.83 which also 
indicated that it was also in distressed position. The Z scores for Concord, Invesco and 
Standard on average were as follows: 1.09, 1.15 and 1.13 respectively. All this indicated 
that the companies are at the cutoff point of being distressed. All the companies 
including the industry falls within the cutoff towards distressed state and distressed state, 
which implies that they are likely to be prone to financial distress.  
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iii. Solvency Margin Results 
 
The term `Solvency Margin' came into existence in the 1970s, in Europe. Till then, the 
only requirement to be satisfied by insurance company was that, after the distribution of 
surplus, if any, the value of its assets should not be less than the value of its liabilities. 
After 1970, it was stipulated that the value of assets should exceed the value of liabilities 
by a certain margin. This margin was known as the Solvency Margin. No mathematical 
technique has so far been developed to determine the quantum of margin required. The 
European Union developed an empirical formula based on past experience (Pradeep, 
2004). 
  
The solvency margin ratio is an important financial indicator and a key benchmark for 
insurance industry regulators. It measures insurance company's ability to pay out claims 
when unforeseen events occur, such as a natural disaster or a stock market collapse. 
Specifically, the solvency margin ratio is calculated by dividing the available margin by 
required margin as set by the regulator. The solvency margin is a minimum excess on an 
insurer's assets over its liabilities set by regulators and is an indicator of capital adequacy 
(IRA 2012).  
 
Available Solvency Margin refers to the difference between the admitted assets of an 
insurer and its admitted liabilities. The required Solvency Margin under general 
insurance business is arrived at by taking 15% of the Net premium income written by an 
insurer in the preceding year (IRA 2012). 
Solvency Margin= Available Margin/Required Margin*100 
Where by: Available Margin= Admitted Assets- Admitted Liabilities 
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       Required Margin= 15% of previous year‘s net earned premium  
The results in Table 4.65 indicate the solvency ratio obtained for the average industry 
and also for each insurance company which underwent financial distress during the 
period of study. The average solvency mean score shows that the distressed companies 
had almost 5 times (score of 0.74 for Invesco) less solvency margin when compared to 
the industry average score of 4.39. This implies that the distressed companies‘ available 
margins were decreasing as a result of increasing admitted liabilities when compared 
with admitted assets. 
 
Table 4.65: Insurance Companies Solvency Margins Results 
Company            2005    2006   2007   2008  2009  2010       Mean score 
 
Industry Results  6.76    2.08    5.02  4.04    3.85    4.60          4.39 
 
Blue Shield         4.35    1.17     1.09  1.12   (1.44) (1.75)        0.75 
Concord              1.42    1.14     1.10  1.17    1.01    0.92          1.13 
Invesco               1.00    0.48                                                      0.74 
Standard             1.04    1.01     1.06                                          1.04 
 
 
 
 
 
According to Pradeep, (2004), the recommended minimum Solvency Ratio (Ratio of 
Actual Solvency Margin to the Required Solvency Margin) is 1.5 for all insurers. This 
indicates that in the Kenyan insurance industry; only the industry score meets the above 
minimum required margin. All the other companies which subsequently collapsed had 
less than the minimum of 1.5 score as recommended. 
  
187 
 
iv. Net Debt 
 
S&P, (2013), observed that debt restructuring in insurance is necessary to avoid 
potential failures as a result of insufficient funds to meet outstanding obligations. An 
insurance company failure most often becomes apparent when the regulator takes action 
because the insurer's financial position has become untenable. Standard & Poor's 
represents insurance financial strength rating to 'R' (regulatory supervision), equivalent 
to a 'D' (default). Insurers tend to have debt burdens, but high policy obligations. So, 
nonpayment of a debt obligation generally can prompt a default (S&P‘s, 2013). 
 
Net Debt is a standard for analyzing the degree of debt held by an insurance company. 
This takes into account not just the total amount of debt that an insurance company 
owes, but how much debt it has in relation to its assets. If a company has a large amount 
of debt, but a large reserve of cash, it is better able to handle its debt situation than a 
company which has a smaller amount of debt but very limited cash or assets 
(S&P‘s,2013).  
 
Net debt is a measure of the ability of a company to repay its debts when due. Therefore, 
it is helpful to the analysts and investors in getting a better feel of whether a company is 
over- or under-leveraged, i.e. the capability of a company to afford its debts. Generally, 
companies with larger debts as well as large cash positions are in better positions to 
withstand adverse changes in the economic conditions, for example interest rate 
fluctuations and recessions. Therefore net debt is significant for most insurance investors 
and regulators in assessing the financial health of an insurance company (S&P‘s, 2013). 
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Formula: Total Liabilities minus cash and cash equivalent 
The results in Table 4.66 indicate the net debt obtained for the average industry and also 
for each insurance company which underwent financial distress. The average net debt 
mean score shows that the industry score had an average of kshs 91 Billion (equivalent 
average of Kshs 2.2 Billion for the remaining 41 insurance companies in the industry in 
good standing) net debt, which means that the industry has to rely on long term assets to 
meet its liabilities. The same case also applies to Blue shield, Concord, Invesco and 
Standard which had kshs 1.1, 0.24, 0.20 and 0.20 Billion respectively, also have to rely 
on long term assets to meet their liabilities.  
Table 4.66: Insurance Companies Net Debt Results (in Billions) 
Company            2005    2006   2007   2008  2009   2010      Mean score 
 
Industry Score   47         52    90       103    114     141          91 
 
Blue Shield        1.1        1.0   1.3       0.94   1.30    1.10         1.1 
Concord             0.08      0.09  0.33    0.32   0.22   0.46          0.24 
Invesco              0.20      0.20                                                   0.20 
Standard            0.22      0.12  0.26                                          0.20 
 
 
 
 
 
 
 
4.4.7 Multiple Regression Model Controlling Moderating Variable 
 
The general purpose of multiple linear regression is to learn more about the relationship 
between several independent variables and a dependent variable (Borg, Gall & Gall, 
2008).  On account of the scatter plots, the study assumed a linear relationship between 
the determinants influencing financial distress in insurance industry in Kenya. Using 
OLS, the following multiple linear regression model was fitted.   
 
  
189 
 
FD = β 0+ 1Prof +2Liq +3Eff + 4Lev + i           Equation (4.10) 
Where:  FD  = Financial Distress  
β 0  = Constant term associated with the regression model  
1, 2, 3, 4 = Coefficients of independent variables Prof, Liq, Eff, and 
Lev   respectively where: 
 Prof  = Profitability  
Liq  = Liquidity  
Eff = Efficiency  
Lev  = Leverage  
i  = error term, which is normally distributed with mean zero  
 
The Null Hypothesis for the model; Ho: β1= β2= β3= β4= 0 
 
i. Multiple Regression Model Diagnostic Tests 
 
a) Multicollinearity Test 
 
As discussed in section 3.7.3, a multicollinearity test was conducted among the four 
study variables using tolerance and variance inflation factor (VIF) statistics of predictor 
variables. Multicollinearity is a statistical phenomenon in which two or more predictor 
variables in a multiple regression model are highly correlated. In this situation the 
coefficient estimates may change erratically in response to small changes in the model or 
the data (Farrar & Glauber, 2005). Mathematically, a set of variables is perfectly 
multicollinear if there exists one or more exact linear relationships among some of the 
variables. 
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The findings of the multicollinearity test are presented in Table 4.67. These findings 
show that the study independent variables; profitability, Liquidity, Efficiency and 
Leverage have a high tolerance. VIF values for study variables range between 1.216 and 
1.599, an indication that the beta values of the regression equation of the four 
independent variables would be stable with low standard errors. The results presented in 
Table 4.67 show that there was no multicollinearity among the variables in the study 
data. 
 
Table 4.67: Multicollinearity Test 
 
Variable Tolerance VIF 
   
 
 
Profitability 
 
.822 
 
1.216 
Liquidity 
 
.773 1.244 
Efficiency 
 
.790 1.266 
Leverage .625 1.599 
 
b) Reliability and Validity Tests   
 
Cronbach’s Alpha Test 
Cronbach‘s alpha coefficients were used to check on the reliability among multiple 
measures of the internal consistency of the variables of the study. Cronbach‘s alpha is a 
reliability coefficient that indicates how well the items in a set are positively correlated 
to one another. It is computed in terms of inter-correlation among the items measuring 
the concept. The closer Cronbach‘s alpha is to 1, the higher the internal consistency 
(Sekaran, 2010). If the Cronbach‘s alpha is above 0.7 the instrument is reliable. While it 
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is generally agreed that loadings from factor analysis of 0.7 and above are preferable for 
analysis, Rahim and Magner (2005) explained that researchers use 0.4 as a realistic 
measure given that 0.7 can be high for real life data to meet this threshold.  
 
Tavakol and Dennick (2011) argued that a high alpha coefficient does not always mean 
a high degree of internal consistency. This is because alpha is also affected by the length 
of the study i.e. the number of items or questions contained in the study. The scholars 
stated that ―to increase alpha value, more related items testing the same concept should 
be added to the study‖. Sekaran (2010) explained that reliability of a measure indicates 
the extent to which it is without bias and hence ensures consistent measurement across 
time and across the various items in the instrument. Cronbach‘s alpha coefficient results 
on the independent variables are presented in Table 4.68.  
 
Table 4.68: Reliability Test Results 
Variable Description Nature of 
Variable 
Cronbach's 
Alpha 
No of Items 
Profitability Independent .940 5 
Liquidity Independent .900 5 
Efficiency Independent .960 6 
Leverage Independent .705 6 
 
c) Autocorrelation Tests 
 
As discussed under subsection 3.7.4, an autocorrelation test was conducted on the study 
using the Durbin-Watson statistic. As a rough rule of thumb, Verbeek (2004) and 
Gujarat (2009) suggested that if the Durbin-Watson value is less than 1.0 or greater than 
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3.0, there may be cause for concern. Verbeek (2004) concluded that the closer to 2 the 
value is the better. In the case of this study, the result of the autocorrelation test shows 
that there was no cause for concern since the Durbin –Watson value was 1.745 and it lies 
between 1 and 2. Figure 4.36, also, shows that the study residuals do not form any 
unique pattern; thus reinforcing the assertion that there is no autocorrelation in the 
variables investigated in the study. 
 
Figure 4.36: Autocorrelation Test 
 
d) Normality Test for the Dependent Variable 
 
As discussion in section 3.7.5 of this thesis, it is important for a research of this nature, 
to assume a normally distributed dependent variable in order to make inferences from 
the analysis. One of the methods used to check for normality is the Q-Q test. Royston 
(1982) argued that a Q-Q test is a plot of percentiles of a standard distribution against 
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the corresponding percentiles of the observed data. In carrying out a Q-Q test, the 
resulting plot should show an approximately straight line with a positive slope as a sign 
of normality.  
The test for normality of the independent variable performed on this study generated the 
results presented in Figure 4.37. From this figure, the data plot shows an insignificant 
deviation of observations from the normal line thus a high level of normality. This, 
therefore, means that inferences on assumption of normality can be made on the 
dependent variable. 
 
Figure 4.37: Normality Test for the Dependent Variable 
 
 
ii. Multiple Linear regression Results Controlling for Moderating Variable 
 
The regression analysis shows a strong linear relationship as shown in Table 4.69. R = 
.798 and R
2
 = .637 which means there is a 63.7% change in financial distress for every 
change in all the independent (predictor) variables; profitability, liquidity, efficiency and 
  
194 
 
leverage. A check on the beta coefficients of the resulting model (Table 4.70), shows 
that the constant α = -0.06 meaning it is not significantly different from 0. The p value is 
.789  meaning it is not significant as it is greater than .05. The coefficients β1 = .029, β2 
= .294, β3 = .336 and β4 = .238 are, however, significantly greater than 0, with 
corresponding p values of .677, .000, .000, and .002 respectively. Liquidity, Efficiency 
and Leverage have p-values less than 0.05 which means that they are significant in 
affecting financial distress at 95% Confidendence Interval. Profitability is not significant 
as its P-value is more than 0.05 at 0.677. 
 
Table 4.69: Model Summary on Profitability, Liquidity, Leverage and Efficiency 
 
Model R R Square Adjusted R 
Square 
Std. Error of 
the Estimate 
Durbin-
Watson 
4 .798
a
 .637 .620 .54007  1.754 
 
 
Table 4.70: Coefficients of Integrated Model Summary 
 
Model Coefficients Sig.          Collinearity Statistics 
B Std. Error T                   
VIF 
  
 
(Constant) -.060 .225 .789    -.267   
profitability .029 .069 .677 0.42 1.543  
liquidity .294 .073 .000 4.03 1.636  
efficiency .336 .079 .000 4.25 1.849  
leverage .238 .073 .002 3.26 1.406  
 
 
 
 
 
 
 
 
  
195 
 
ANOVA Tests  
 
ANOVA results in Table 4.71 shows that the integrated model is significant given that 
its p-value is equal .000. This further implies that the null hypothesis β1= β2= β3= β4=0 
is rejected and the alternative hypothesis that at least one βj≠0 is taken implying that the 
model  FD = β 0+ 1Prof +2Liq +3Eff + 4Lev + . Therefore, the modelled regression 
equation is: 
FD = -.060+ .029Prof+.294Liq+.336Eff+.238Lev+ i 
 
Table 4.71: ANOVA Statistics of Integrated Model 
 
Model Sum of Squares Df Mean Square F Sig. 
Regression 45.498 4 11.375 38.997 .000
b
 
Residual 25.959 89 .292   
Total 71.457 93    
 
Figure 4.38 shows a histogram of standardized residuals. A visual examination of the 
histogram suggests a positive skewness of the standardized residuals. The statistics at the 
legend,however, show that the residuals have a mean of zero and a standard deviation of 
1 as of a standard normal distribution. This means that the model yields a normal 
distribution giving normally distributed values. 
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Figure 4.38: Histogram on Financial Distress /Profitability; Liquidity; Efficiency 
and Leverage 
 
 
4.4.8 Multiple Regression Model uncontrolling (Including) for Moderating 
Variable 
 
The multiple regression equation modelled took the form of: 
FD = β 0+ 1Prof +2Liq +3Eff + 4Lev +5Fsize + i   Equation (4.11) 
Where:  FD  = Financial Distress  
β 0  = Constant term associated with the regression model  
1, 2, 3, 4 ,5= Coefficients of independent variables Prof, Liq, Eff, Lev 
and Fsize respectively where: 
 Prof  = Profitability  
Liq  = Liquidity  
Eff = Efficiency  
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Lev  = Leverage  
Fsize  = Firm Size  
i  = error term, which is normally distributed with mean zero  
Hypothesis for the model: 
Null Hypothesis Ho: β1= β2= β3= β4= β5=0 
The regression analysis shows a strong linear relationship as shown in Table 4.72. R = 
0.814 and R
2
 = 0.663 which means that there is 66.3% of corresponding change in 
financial distress for every change in all the predictor variables; profitability, liquidity, 
efficiency,leverage and firm size. However the strength of the influence is higher than 
when the moderating variable variable was held constant implying that the moderating  
variable (firm size) has a positive effect on the overall change in all the independent 
variables. 
 
Table 4.72: model Summary on Profitability, liquidity, Leverage, Efficiency and 
Firm Size 
 
Model R R Square Adjusted R 
Square 
Std. Error of 
the Estimate 
Durbin-
Watson 
4 .814
a
 .663 .644 .52313 1.823 
 
A further check on the beta coefficients of the resulting model, as shown on Table 4.73, 
the constant α = -0.579 is not significantly different from 0, and has p value  =0.052 is 
greater than 0.05. The coefficients β1 = 0.041, β2 = 0.337, β3 = 0.310, β4 = 0.207 andβ5 
= 0.140 are however significantly different from 0, with p values 0.543, 0.000, 0.000, 
0.005 and 0.10 respectively with liquidity, efficiency and leverage are significant since 
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their P-values are less than 0.05. Profitability and firm size are not significant as there P-
value are more than 0.05. 
Table 4.73: Coefficients of Integrated Model Summary 
 
Model Coefficients Sig.  Collinearity Statistics 
     B  Std. Error                    T  VIF 
   
(Constant) -.579 .295 .052                      -1.96   
profitability .041 .067 .543       0.61  1.550 
liquidity .337 .072 .000 4.68  1.726 
efficiency .310 .078 .000 3.97  1.879 
leverage .207 .071 .005 2.91  1.445 
Firm Size .140 .054 .010 2.59  1.079 
 
 
ANOVA Tests  
ANOVA test in Table 4.74 shows that the significance of the F-statistic is less than 
zero. This implies that the null hypothesis β1= β2= β3= β4= β5= 0 is rejected and the 
alternative hypothesis that at least one βj≠0 is taken to hold implying that the model  FD 
= β 0+ 1Prof +2Liq +3Eff + 4Lev +5Fsize + i  is significantly fit. Therefore the 
remodelled regression equation is:  
FD=-.579+.041Prof+.337Liq+.310Eff+.207Lev+0.140Fsize+i   
Table 4.74: ANOVA Statistics of Integrated Model 
 
Model Sum of Squares Df Mean Square F Sig. 
Regression 47.375 5 9.475 34.662 .000
b
 
Residual 24.083 88 .274   
Total 71.457 93    
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Figure 4.39 shows a histogram of standardized residuals. A visual examination of the 
histogram suggests a positive skewness of the standardized residuals. The statistics at 
the legend,however, show that the residuals have a mean of zero and a standard 
deviation of 1 as of a standard normal distribution. This means that the model yields a 
normal distribution giving normally distributed values. 
 
 
Figure 4.39: Histogram on Financial Distress /Profitability; Liquidity; Efficiency, 
Leverage and Firm size 
 
 
 
 
 
 
 
 
 
 
  
200 
 
4.5 Chapter Summary 
 
This chapter presented detailed analyses, discussions and findings of the study. A recap 
of the main objective and the specific objectives of the study were presented. 
Preliminary study results discussed included, response rate, reliability, multicollinearity, 
correlation, normality tests that were performed. A normality test done on the 
independent variable was also presented. Descriptive statistics of the study were 
analysed, corroborated with the literature reviewed and the appropriate inferences 
drawn. Most of the ideas and theories reviewed were confirmed by the findings of this 
research. In some cases, the theories and ideas reviewed were contradicted. Regression 
and Correlation Analyses, as well as Analyses of Variance and other statistics were 
performed to enhance data interpretation and discussions. Regression Models fitted were 
also presented in the chapter. 
 
In summary, this research endeavoured to establish, and indeed established that 
efficiency, liquidity, leverage and profitability play critical role in determination of 
financial distress of insurance companies in Kenya. The following chapter (5) presents a 
general summary of the findings on each research objective, draw conclusions, make 
recommendations and propose possible areas for further research. 
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CHAPTER FIVE 
5.0 SUMMARY, CONCLUSION AND RECOMMENDATIONS 
 
5.1 Introduction 
 
This study sought to investigate determinants of financial distress in insurance 
companies in Kenya. Specifically, the study investigated the following variables; 
profitability, liquidity, efficiency, leverage and firm size as a moderating variable and 
how they detertmine finacial distress in insurance companies in Kenya. This chapter 
summarizes the findings of the study, draws conclusions and makes recommendations 
for further studies. The conclusions drawn are on the basis of the specific objectives and 
research hypotheses of the study. 
 
5.2 Summary of Findings 
 
This section summarises the findings of the study on the basis of the specific research 
objectives of the study. 
 
5.2.1 Profitability and Financial Distress 
 
The first objective of the study was to investigate whether profitability leads to financial 
distress currently facing insurance companies in Kenya.  Both primary and secondary 
data analysis were used to arrive at the findings.  
 
Descriptive findings on Profitability  
 
Descriptive statistics results established that profitability; positively influences the 
survival of insurance companies and thus reducing the chances of financial distress; 
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explains up to 23.9% of the variability in financial distress in insurance companies. The 
study further indicates that profitable insurance companies are as a result of prudent 
management and utilization of the firms‘ resources to generate positive financial 
performance which results in decrease in financial distress of insurance companies. The 
regression model fitted, statistically, predicts the dependent variable significantly well. 
The study therefore rejected the null hypothesis H01 at 95% Confidence Interval, 
meaning there was a significant relationship between profitability and financial distress. 
 
The secondary data analysis from the financial statements of insurance companies 
enabled the computation of the following ratios: loss ratio, profit margin, return on asset, 
return on equity and premium growth. The summary of their findings follow: 
 
Loss ratio 
 
The results found indicated that industry average loss ratio over the period of study leads 
at 0.73 followed by Concord loss ratio of 0.67, Blue Shield loss ratio was the third at 
0.55, Standard Assurance loss ratio was 0.48 and lastly Invesco loss ratio was 0.39. All 
this indicated that the insurance industry in Kenya has got higher claims when compared 
to earned premium. The insurance industry spends up to 73% of its earned premium to 
pay incurred insurance claims. 
 
Profit Margin 
 
The results found indicated that all the insurance companies which collapsed had far 
lower Return on revenue (ROR) when compared to the average industry ROR of 13%.  
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Concord and Invesco had 3%, Standard Assurance recorded 1% ROR while Blue Shield 
on average recorded loss of 2% ROR. 
 
Return on Asset 
 
The results found indicated that all the insurance companies which collapsed had lower 
Return on Asset (ROA) when compared to the average insurance industry ROA of 4%.  
Concord had 1%, Invesco recoded 3%, Standard Assurance recorded 1% ROA while 
Blue Shield on average recorded loss of 3% ROA. 
 
Return on Equity 
 
The results found indicated that all the insurance companies which collapsed had lower 
Return on Equity (ROE) when compared to the average industry ROE of 19%.  Concord 
had 2% ROE, Invesco recoded 18% ROE, Standard Assurance recorded 4% ROE while 
Blue Shield on average recorded loss of 152% ROE. 
 
Premium Growth 
 
The results found indicated that all the insurance companies which collapsed had lower 
premium growth when compared to the average industry premium growth of 19%.  
Concord had declined growth rate (loss) of 4%, Invesco recoded 17%, Standard 
Assurance recorded declined premium growth rate (loss) of 3% while Blue Shield on 
average recorded declined growth rate (loss) of 4%. 
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5.2.2 Liquidity and Financial Distress 
 
To establish the role of liquidity in determining financial distress facing the insurance 
industry in Kenya, descriptive statistics, regression analysis and analysis of variance 
were conducted. The following liquidity ratios were also computed from the financial 
statements of insurance companies: Current ratio and working capital as percentage of 
sales. 
 
Descriptive findings on Liquidity  
 
 
Descriptive statistics results established that liquidity; positively influences the survival 
of insurance companies and thus reducing the chances of financial distress; explains up 
to 44.7% of the variability in financial distress in insurance companies. The regression 
model fitted, statistically, predicts the dependent variable significantly well. The study 
therefore rejected the null hypothesis H02 at 95% Confidence Interval, meaning there 
was a significant relationship between liquidity and financial distress. 
 
Current Ratio 
 
The results found indicated that all the insurance companies which collapsed had lower 
current ratio when compared to the average insurance industry current ratio of 1.93.  
Concord had current ratio of 1.102, Invesco had current ratio of 1.35, Standard 
Assurance recorded current ratio of 1.63 and Blue Shield on average recorded current 
ratio of 1.52. 
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Working Capital percentage of sales 
 
The results found indicated that all the insurance companies which collapsed had lower 
working capital ratio when compared to the average insurance industry working capital 
ratio of 27%.  Concord had loss of 8% working capital ratio, Invesco had working 
capital ratio of 18%, Standard Assurance had working capital ratio of 23% while Blue 
Shield on average loss of 1% working capital as percentage of sales. 
 
5.2.3 Efficiency and Financial Distress 
The study investigated whether efficiency influenced financial distress facing the 
insurance industry in Kenya, descriptive statistics, regression analysis and analysis of 
variance were conducted to answer the objective. The following effciency ratios were 
also computed from the financial statements of insurance companies: Asset Turnover 
ratio, Current Asset Turn over ratio and Networth Turnover. 
 
Descriptive findings on Efficiency  
 
Descriptive statistics results established that Efficiency; positively influences the 
survival of insurance companies and thus reducing the chances of financial distress;  
explains up to 47.8% of the variability in financial distress in insurance companies. The 
regression model fitted, statistically, predicts the dependent variable significantly well. 
The study therefore rejected the null hypothesis H03 at 95% Confidence Interval, 
meaning there was a significant relationship between efficiency and financial distress. 
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Asset Turnover 
 
The results found indicated that all the insurance companies which collapsed had higher 
Asset Turnover ratio when compared to the average insurance industry turnover ratio of 
41%.  Concord had Turnover ratio of 66%, Invesco had Turnover ratio of 89%, Standard 
Assurance had Turnover ratio of 70% while Blue Shield on average had Turnover ratio 
of 65%. 
 
Current Asset Turnover 
 
The results found indicated that all the insurance companies which collapsed had lower 
Current Asset Turnover ratio when compared to the average insurance industry Current 
asset turnover ratio of 225%.  Concord had Turnover ratio of 212%, Invesco had 
Turnover ratio of 145%, Standard Assurance had Turnover ratio of 138% while Blue 
Shield on average had Turnover ratio of 159%. 
 
Networth Turnover 
 
The results found indicated that all the insurance companies which collapsed had higher 
Networth Turnover ratio when compared to the average insurance industry Networth 
turnover ratio of 112%.  Concord had Networth Turnover ratio of 249%, Invesco had 
Networth Turn over ratio of 503%, Standard Assurance had Networth Turnover ratio of 
330% while Blue Shield on average had Networth Turnover ratio of 842% 
 
 
5.2.4 Leverage and Financial Distress 
 
The study investigated whether Leverage contributes to financial distress facing the 
insurance industry in Kenya, descriptive statistics, regression analysis and analysis of 
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variance were carried out in an attempt to answer the objective. The following Leverage 
ratios were also computed from the financial statements of insurance companies: 
Leverage and Debt to Equity ratio. 
 
Descriptive findings on Leverage  
 
Descriptive statistics results established that Leverage; positively influences the survival 
of insurance companies and thus reducing the chances of financial distress;  explains up 
to 34.3% of the variability in financial distress in insurance companies. The regression 
model fitted, statistically, predicts the dependent variable significantly well. The study 
therefore rejected the null hypothesis H04 at 95% Confidence Interval, meaning there 
was a significant relationship between leverage and financial distress. 
 
Leverage Ratio 
 
The results found indicated that all the insurance companies which collapsed had higher 
Leverage ratio when compared to the average insurance industry Leverage ratio of 78%.  
Concord had Leverage ratio of 79%, Invesco had Leverage ratio of 82%, Standard 
Assurance had Leverage ratio of 79% while Blue Shield on average had Leverage ratio 
of 87%. 
 
Debt to Equity Ratio 
 
The results found indicated that all the insurance companies which collapsed had higher 
Debt Equity ratio safe for Concord when compared to the average insurance industry 
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Debt Equity ratio of 3.35.  Concord had Debt Equity ratio of 2.93, Invesco had Debt 
Equity ratio of 4.67, Standard Assurance had Leverage ratio of 3.71 while Blue Shield 
on average had Leverage ratio of 11.61. 
 
5.2.5 Firm Size and its Moderating Effect  
 
The study established that firm size as a moderating variable; positively influences the 
the independent variables; profitability, liquidity, leverage and efficiency when the 
results of its influence are considered.  Inclusion of firm size showed that .663 of 
corresponding change in financial distress for every change in all the predictor variables; 
profitability, liquidity, efficiency, leverage and firm size. This strength of the influence 
is higher than when the moderating variable variable was held constant and shows that 
the moderating  variable has a positive effect on the overall change in all the 
independent variables. 
 
5.2.6 Financial Distress in Insurance Companies in Kenya 
 
The study investigated the determinants of financial distress in insurance companies in 
Kenya and concluded that insurance companies are in state of distress since survey 
results, the Z‘‘ score, solvency margin and net debt pointed to distress state 
 
Survey Results on Financial distress 
 
The survey found out specifically that insurance industry overshot their budgets, which 
means they spent more than what is budgeted. Reliance on overdraft for working capital 
posed a major challenge to insurance companies, 75% of the respondents agreed that 
  
209 
 
overreliance on overdraft influences financial distress positively while, 18% strongly 
agreed and, 7% were indifferent.  Insufficient controls to improve premium collections 
was seen as a challenge to insurance companies, 78% of the respondents agreed that 
poor controls influences financial distress positively while, 20% strongly agreed and 2% 
were indifferent. These results further confirm that sufficient controls to improve 
premium collections could lead to improved performance of insurance companies in 
Kenya. These results further confirm that reducing debts levels within the insurance 
companies could minimise chances of financial distress in insurance companies in 
Kenya. The Insurance Regulatory Authority questioned alot of figures in the audited 
accounts of the insurance companies. These findings imply that insurance companies in 
Kenya are in a state of non compliance since majority of the insurance companies do not 
comply with the minimum set requirements, which points to state of distress. 
 
Altma’s Z’’ Score Results 
 
In the model of the study, the centroid for distressed firms is below 1.10 and non-distress 
firm is above 2.60 and any Z‘-Score between these two centroids falls into the gray area 
(Altman, 1968). The Z‘‘ score findings indicated that the average insurance industry is 
in distressed state since its average Z‘‘ score value was 0.69 over the period of study. 
Blue shield had an average Z‘‘ score of 0.83 which also indicated that it was also in 
distressed position. The Z scores for Concord, Invesco and Standard on average were as 
follows: 1.09, 1.15 and 1.13 respectively. All this indicated that the companies are at the 
cutoff point of being distressed. All the companies including the industry falls within the 
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cutoff towards distressed state and distressed state, which implies that they are likely to 
be prone to financial distress.  
 
Solvency Margin Results 
 
The average solvency means score found shows that the distressed companies had 
almost 5 times (score of 0.74 for Invesco) less solvency margin when compared to the 
industry average score of 4.39. This implies that the distressed companies‘ available 
margins were decreasing as a result of increasing admitted liabilities when compared 
with admitted assets. According to Pradeep, (2004), the recommended minimum 
Solvency Ratio (Ratio of Actual Solvency Margin to the Required Solvency Margin) of 
1.5 for all insurers. This indicates that in the Kenyan insurance industry; only the 
industry score meets the above minimum required margin. All the other companies 
which subsequently collapsed had less than the minimum of 1.5 solvency margin score 
as recommended. 
 
Net Debt 
 
The average net debt mean score found indicated that the industry score had an average 
of kshs 91 Billion net debt (equivalent of kshs 2.2 Billion per insurance company), 
which means that the industry has to rely on long term assets to meet its liabilities. The 
same case also applies to Blue shield, Concord, Invesco and Standard which had kshs 
1.1, 0.24, 0.20 and 0.20 Billion respectively, also have to rely on long term assets to 
meet its liabilities. 
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5.3 Conclusion  
 
Based on the findings, the study concludes as follows: 
 
5.3.1 Contribution of Efficiency to Financial distress 
 
 
The insurance industry players should focus on efficiency as a leading determinant of 
financial distress in insurance companies in Kenya as shown in the findings from the 
current study. The study has established that efficiency leads Profitability, leverage, 
liquidity and firm size as a determinant of financial distress in Kenya. In particular, 
ability of firms‘ assets to generate sales premium should take the lead to demonstrate 
efficiency in deploying firms‘ assets to earn sales. 
 
The insurance players should observe high level of responsibility and independence as it 
enhances firms‘ operational efficiency, team work and sense of control by the employees 
concerned. This now will ensure dedication to the mission, vision and objectives of the 
organisation which improves firms‘ performance and minimizes chances of default.  
The insurance players should also pay attention to the industrial relations. Well 
addressed industry demands ensure smooth operations within an organisation. Results of 
this research showed that the poor industrial relations and poor operating performance of 
economically weak companies is not tolerated for long by the market. 
 
The insurance players should also pay attention to current assets turnover. The findings 
indicated that all insurance companies which collapsed had reported lower current asset 
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turnover when compared to the average industry current asset turnover rate. They should 
also pay attention to Networth Turnover. The findings indicated that all insurance 
companies which collapsed had higher Networth Turnover ratio when compared to the 
average insurance industry Networth turnover ratio. This means that the collapsed 
insurance companies were funding their operations mostly from debts and credits from 
suppliers. 
 
5.3.2 Contribution of Liquidity to financial distress 
 
The insurance company players should pay attention to firm liquidity as measured in 
terms of their asset turnover, average collection period and average payment period. 
Appropriate policies should be put in place to facilitate assets utilization, improve on 
accounts collection and also on suppliers‘ payments terms in favor of the company. 
These components indicate the firm‘s viability as well as speed of turning over its assets 
within the year, which reduces the firm‘s financial distress.  
 
The insurance sector players should monitor liquidity position of their insurance firms. 
The finding suggested that firms with low levels of liquidity are more likely to 
experience financial distress, because cash constrained firms are more vulnerable to 
exogenous negative shocks to cash flow among others. The lower the current ratio 
indicates that the firm has lower amount of current funds to cover the current obligation. 
The firm unable to meet its current obligation may have high probability of financial 
distress. Therefore, liquidity is an important determinant of financial distress. The 
findings indicated that all insurance companies which collapsed had reported lower 
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current asset ratio when compared to the average industry current ratio.  They should 
also pay attention to working capital as percentage of sales ratio as from the findings, it 
indicated that all the insurance companies which collapsed had lower working capital 
ratio when compared to the average insurance industry working capital ratio. 
 
5.3.3 Contribution of Profitability to Financial distress 
 
Insurance industry players should advocate for their members to work towards 
realisation of profits. Firms need to generate positive profits in order to survive. Based 
on the findings from the current study, firm profitability was linked to financial distress 
and bankruptcy in two ways. First, firms with poor management was seen to be 
ultimately be driven out of the market by more able management teams. Second, in the 
absence of a large reserve cushion, the lack of profits was associated with low levels of 
liquidity which ends up with inability to pay obligations of an organisation. The more 
earnings a company can generate, the greater the increase in funds which results in 
improved liquidity. Many firms face financial distress when they have negative earnings  
. Therefore, it is expected that a high profitability company is less likely to face financial 
distress. 
 
The insurance industry in Kenya has got higher claims when compared to earned 
premium. The insurance industry spends up to 73% of its earned premium to pay 
incurred insurance claims. This now means that the industry should try to lower the loss 
ratio for its future sustainability. Insurance industry should pay attention to Return on 
Revenue. The findings indicated that all the insurance companies which collapsed had 
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far lower ROR when compared to the average industry ROR. The industry should 
further pay close attention to Return on Asset (ROA). The current findings indicate that 
all the insurance companies which collapsed had lower Return on Asset (ROA) when 
compared to the average insurance industry ROA. 
 
Insurance industry players should pay close attention to Return on Equity. The findings 
from the current study shows that all the insurance companies which collapsed had 
lower Return on Equity (ROE) when compared to the average industry ROE. Premium 
growth also is critical to be observed by the insurance industry players. The findings on 
premium growth indicate that all the insurance companies which collapsed had lower 
premium growth when compared to the average industry premium growth 
 
5.3.4 Contribution of Leverage to Financial distress 
 
The current study is in agreement with previous observations by Andrade and Kaplan 
(1998) who analyzed highly leveraged transactions and state that the onset of financial 
distress in a company is triggered by cash flow shortages. They suggested the following 
as likely to lead firms to financial distress which the current research also is in 
agreement: poor industry performance as a result of economic shocks, poor company 
performance, changes in the short-term interest rate as well as the firm‘s leverage.  The 
managers of insurance companies in Kenya should, therefore, closely monitor their 
leverage position to ensure that they do not over tie all their assets as securities against 
loans hence do not have further room to seek for further financing to bail out their 
companies. This is supported by Asquith et al. (1994); their empirical results supported 
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the fact that the firm‘s leverage is the strongest factor causing financial distress. High 
leverage is primarily responsible for the lack of cash in the company. They further made 
an observation concerning the correlation between the source and the severity of 
financial distress. Financial problems caused by economic shocks tend to be deeper and 
more severe.  
 
Insurance industry players should pay close attention to Leverage Ratio. The findings 
from the current study shows that all the insurance companies which collapsed had 
higher Leverage ratio when compared to the average insurance industry Leverage ratio. 
The industry players should also pay attention to Debt Equity ratio. The current findings 
indicate that all the insurance companies which collapsed had higher Debt Equity ratio 
safe for Concord when compared to the average insurance industry Debt Equity. 
 
5.3.5 Contribution of Firm Size to Financial Distress 
 
Management of insurance companies were in agreement that low total asset size as 
compared to firms‘ age leads firms to financial distress. This implies that the total asset 
size had positive moderating influence on financial distress of insurance firms in Kenya 
when compared to age. The insurance companies should therefore build their asset base 
to increase their chances of survival during tough economic times. 
 
5.3.6 Financial Distress in Insurance companies in Kenya 
 
The study concluded that insurance companies in Kenya face financial distress. The Z‘‘ 
score revealed that the insurance industry falls within distressed state. Those insurance 
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companies which collapsed had up to four times less solvency margin when compared to 
the industry solvency margin ratio. The insurance industry had also about kshs 2.2 
Billion net debt which means that they are highly geared and needs to generate more 
revenue inorder to meet their debts obligations. The insurance industry also had deficit 
budgets which means they spend more than budgeted.  The insurance industry should 
minimise reliance on overdraft for working capital as the study showed that it posed a 
major challenge to insurance companies, which could lead to financial distress.  
The study established that insufficient controls over premium collection could lead to 
financial distress; therefore it is important for insurance companies to put in place proper 
controls over premium collection. The study further confirms that reducing debts levels 
within the insurance companies could minimise chances of financial distress in 
insurance companies in Kenya. Insurance companies audited accounts are questioned by 
the regulator, these findings imply that insurance companies in Kenya are in a state of 
financial distress since majority of the insurance companies do not comply with the 
minimum set requirements as set by the regulator. 
 
5.4 Recommendations  
 
Based on the findings, the study recommends the following: 
 
 
The insurance regulators should develop policies on the appropriate level of liquidity to 
be maintained by insurance companies to cover loss payments and other obligations 
when they are due. The insurance industry players should develop industry wide 
indicators of returns per asset to measure efficiency in utilisation of company assets to 
earn returns. These indicators will act as industry bench mark to be used when 
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evaluating insurance companies‘ performance in Kenya and those which falls below the 
set standard will be asked to improve their performance to avoid exposure to risk of 
default. 
 
The management of insurance companies should come up with frame work in support of 
high level of responsibility and independence to be observed to enhance efficiency, team 
work and develop a sense of control by the employees concerned. This now ensures 
dedication to the mission, vision and objectives of the organisation.  
 
The insurance players should come up with industrial relations standards to be observed. 
This should be in terms of employee working conditions and their remuneration. Well 
addressed industry demands ensure smooth operations within an organisation. Results of 
this research showed that the poor industrial relations and poor operating performance of 
economically weak companies is not tolerated for long by the market. 
 
The insurance firms‘ management should come up with policies on assets turn over, 
average collection period and average payment period. If the above polices are strictly 
adhered to, it will impact positively on the performance of insurance companies which 
results in decrease in financial distress exposures. 
 
Insurance industry players should come up with industry profit policy and standards to 
be observed by the industry players. Those falling below industry standards should be 
monitored to ensure their poor performance trends are reversed. It is further observed 
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from the study that, the more earnings a company can generate, the greater the increase 
in funds which improves firms liquidity. Many firms face financial distress when they 
have negative earnings. Therefore, it is expected that a high profitability company is less 
likely to face financial distress. 
 
The insurance sector players should come up with industry liquidity standards in terms 
of current ratios which insurance companies should adhere to. The study established 
that the lower the current ratio indicates that the firm has lower amount of current funds 
to cover the current obligation. The firm unable to meet its current obligation may have 
high probability of financial distress. Therefore, liquidity policy is important to be set so 
as to measure in advance likely exposure to financial distress.  
 
The insurance sector should come up with industry players‘ leverage standards, from the 
study; findings support the fact that the firm‘s leverage is the strongest factor causing 
financial distress. The industry should also set the ratio of leverage versus capital within 
the insurance industry which should be observed. This ensures that optimal capital 
structure is observed by the insurance company players. 
 
The industry regulator should come up with merger and acqusition policies. The study 
found out that companies with large assets size minimised exposure to financial distress. 
This policy will ensure that small insurance companies can be merged for their own 
future survival as they work towards meeting the set up capital requirements and other 
policies by the insurance regulator.  
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5.5 Areas for Further Study  
 
Based on the findings of this study presented in chapters four and summarised in chapter 
five, If resources allow, the researcher advocates that a multi sector comparative study 
can be carried out to include, banking sector, those companies listed in Nairobi 
Securities Exchange to establish the contribution of the current determinants of financial 
distress on the other sectors of the economy. One of the major findings of this study was 
that all the five independent variables taken together could explain up to 66.3% of the 
variation in the dependent variable, financial distress of insurance companies in Kenya. 
This means that 33.7% of the change in financial distress could be explained by other 
variables. The researcher, therefore, proposes that a study be conducted to investigate 
other factors including, the possible role economic performance plays  as a possible 
determinant of financial distress in insurance companies in Kenya, the effectiveness of 
Insurance Regulatory Authority in its supervision and regulatory role towards prevention 
of financial distress in insurance companies in Kenya, the effect of internal risk factors 
(company specific) as determinants of financial distress of insurance companies in 
Kenya, and exogenous shocks (turbulences in the labour market, terrorism risk or natural 
disasters) as a determinant of financial distress of insurance companies in Kenya. 
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APPENDICES 
 
Appendix 1: Letter of Introduction 
 
Dear Sir/Madam  
 
I am a post graduate student studying for a Doctor of Philosophy (PhD) Degree in 
Business Administration at the School of Human Resource Development, Jomo 
Kenyatta University of Agriculture and Technology. I am currently conducting a 
research in the area of Business Administration. The topic is:  
 
Determinants of Financial Distress in Insurance Companies in Kenya 
  
The purpose of this letter is to request you to respond to the attached questionnaire. The 
information you give will be treated in strict confidence and at no time will your name 
or that of your company be referred to directly. The information will be used for 
academic purposes only.  
 
Thank you in advance for your time and cooperation.  
 
John Kosikoh Cheluget   Supervisors: Dr. Geoffrey Mouni Gekara 
PhD Student               Dr. Patrick Karanja Ngugi 
 
                Dr. George Otieno Orwa 
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Appendix 2: Questionnaire 
 
The purpose of the study is to investigate determinants of Financial Distress in Insurance 
companies in Kenya. 
 
Responding to this questionnaire may not take much time. The information given by 
responding to this questionnaire will be confidential and purely for academic purposes. 
 
 I thank you in advance for your cooperation. 
 
John Cheluget 
SECTION 1: BACKGROUND INFORMATION  
(Fill in the blank spaces and tick once in the below given choices of all questions). 
 
1. Name of your organization(optional)________________________________ 
2. What is your position in your organisation    _______________________ 
3. What is your highest educational qualification? Please tick as appropriate;         
Diploma (  ) Graduate    (   ) Postgraduate ( ) other________________ 
4. For how long have you worked in this organization? 
 Below 5 years (  ) 6-10 years (  ) 11-15 years (  ) 16-20 years (  ) and Over 20 years (  ) 
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SECTION 2: QUESTIONS  
Instruction: Please tick the option you think appropriate for the close ended questions. 
If financial distress is caused by the following determinants you are required to agree on 
the following idea from strongly agree (main causes) extent up-to they are not causes 
(strongly disagree) of financial distress.  
(A=Strongly Agree B=Agree, C=Neutral, D =Disagree, E=Strongly Disagree). 
Section 2.1: Evaluating Effect of Profitability on Financial Distress of Insurance 
Companies in Kenya 
QUESTION A B C D E 
1. To what degree do you think low gross profit to total sales 
premium/net income to total sales premiums/ leads firms to 
financial distress? 
     
2. To what degree do you think deterioration status/losing 
income continuously/ leads firms to financial distress? 
     
3. To what degree do you think improving profitability in 
operations of insurance provides a central purpose and 
direction to the activities of the organization, to the staff, that 
will positively Impact the performance of the organization. 
     
4. To what extent does Profitability correlate to business of 
insurance and hence should be taken into account in policy 
formulation 
     
5. To what extent does Profitability supports performance 
growth in insurance industry hence its understanding leads to 
sustainable growth in the insurance sector 
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Section 2.2: Evaluating the Effect of Liquidity on Financial Distress of Insurance 
Companies in Kenya 
QUESTION A B C D E 
1. To what degree do you think low liquidity/ability to cover 
current obligation/ leads firms to financial distress? 
     
2. To what degree do you think low operational cash 
flow/negative cash flow/ leads firms to financial distress? 
     
3. Improving Liquidity provides a central purpose and direction 
to the activities of the organization, to the staff, that will 
positively Impact the performance of the organization. 
     
4. To what extent does liquidity correlate to business of 
insurance and hence should be taken into account in policy 
formulation 
     
5. To what extent does liquidity supports performance growth 
in insurance industry hence its understanding leads to 
sustainable growth in the organisation 
     
 
Section 2.3: Evaluating Effect of Efficiency on Financial Distress of Insurance 
Companies in Kenya. 
QUESTION A B C D E 
1. To what degree do you think low ability of firms‘ asset to 
generate sales/EBITDA/EBIT/leads firms to financial 
distress? 
     
2. To what extent do you think the industrial relations have its 
impact on the financial distress/failure? 
     
3. To what degree do you think low level of responsibility and 
lack of independence/lack of good governance/ leads firms to 
financial distress? 
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4. To what degree do you think Improving Efficiency in 
operations of insurance provides a central purpose and 
direction to the activities of the organization, to the staff, that 
will positively Impact the performance of the organization. 
     
5. To what extent does Efficiency correlate to business of 
insurance and hence should be taken into account in policy 
formulation 
     
6. To what extent does Efficiency supports performance growth 
in insurance industry hence its understanding leads to 
sustainable growth in the insurance sector 
     
 
Section 2.4: Finding Out the Effect of Leverage on Financial Distress of Insurance 
Companies in Kenya 
QUESTION A B C D E 
1. To what degree do you think high level of debt leads firms to 
financial distress? 
     
2. To what degree do you think low ability of firms‘ asset to 
increase equity (lower EQ/TA) leads firms to financial 
distress? 
     
3) To what degree do you think low debt service coverage leads 
firms to financial distress? 
     
4) To what degree do you think Improving Leverage provides a 
central purpose and direction to the activities of the 
organization, to the staff, that will positively Impact the 
performance of the organization. 
     
5) To what extent does leverage correlate to business of 
insurance and hence should be taken into account in policy 
formulation 
     
6) To what extent does leverage supports performance growth      
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in insurance industry hence its understanding leads to 
sustainable growth in the insurance sector 
 
Section 2.5: Firm Size 
QUESTION A B C D E 
1. To what degree do you think low total asset size leads firms to 
financial distress? 
     
2. To what degree do you think low firm age/low age from 
establishment to date / level of debt leads firms to financial distress? 
     
 
Section 2.6: Financial Distress of Insurance Companies in Kenya. 
QUESTION A B C D E 
1. Insurance companies  overshot their budgets (have deficit 
budgets when compared to actual revenue and expenditures) 
     
2. The interest expense to total operating revenue ratio is high 
(meaning the firm may be over reliant on overdraft for its 
working capital) 
     
3. The firm has an appropriate and sufficient internal controls in 
place to improve collections of receivables to improve 
efficiency 
     
4. The net debt to total assets is high and indicates that 
insurance companies are highly geared or indebted. 
     
5. Insurance Regulatory Authority queries a lot of profit and 
loss expenditures as they do not conform to the set minimum 
requirements. The regulator also queries balance sheet 
balances as they also fall below minimum required levels 
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Appendix 3: Licensed Insurance Companies 
THE INSURANCE ACT 
(Cap.487) 
LICENSED INSURANCE COMPANIES  
In pursuance of section 184 of the Insurance Act, the Commissioner of Insurance  
publishes the list of registered insurance companies for the year 2012. 
 
Reg. No. Name Address Town 
1. A P A Insurance Limited P.O. Box 30065 – 00100, NAIROBI 
2. Africa Merchant 
Assurance Company 
Limited 
P.O. Box 61599 – 00200, NAIROBI 
3. Apollo Life Assurance 
Limited 
P.O. Box 30389 – 00100, NAIROBI 
4. British-American 
Insurance Company (K) 
Limited, 
PO Box 30375 – 00100, NAIROBI 
5. Cannon Assurance 
Limited 
P.O. Box 30216 – 00100, NAIROBI 
6. CfC Life Assurance 
Limited 
P.O. Box 30364 – 00100, NAIROBI 
7. Chartis Kenya Insurance 
Company Limited 
P.O. Box 49460 – 00200, NAIROBI 
8. CIC General Insurance 
Limited 
P.O. Box 59485 – 00200, NAIROBI 
9. CIC Life Assurance 
Limited 
P.O. Box 59485 – 00200, NAIROBI 
10. Concord Insurance 
Company Limited 
P.O Box 30634 – 00100, NAIROBI 
11. Corporate Insurance 
Company Limited 
P.O. Box 34172 – 00100, NAIROBI 
12. Directline Assurance 
Company Limited 
P.O. Box 40863 – 00100, NAIROBI 
13. East Africa Reinsurance 
Company Limited 
P.O. Box 20196 – 00200, NAIROBI 
14. Fidelity Shield Insurance 
Company Limited 
P.O. Box 47435 – 00100, NAIROBI 
15. First Assurance 
Company Limited 
P.O. Box 30064 – 00100, NAIROBI 
16. GA Insurance Limited P.O. Box 42166 – 00100, NAIROBI 
17. Gateway Insurance 
Company Limited 
P.O. Box 60656 – 00200, NAIROBI 
18. Geminia Insurance 
Company Limited 
P.O. Box 61316 – 00200, NAIROBI 
19. ICEA LION General 
Insurance Company 
Limited 
P.O. Box 30190 – 00100, NAIROBI 
20. ICEA LION Life 
Assurance Company 
Limited 
P.O. Box 46143 – 00100, NAIROBI 
21. Intra Africa Assurance 
Company Limited 
P.O. Box 43241 – 00100, NAIROBI 
22. Invesco Assurance 
Company Limited 
P.O Box 52964 – 00200, NAIROBI 
23. Kenindia Assurance P.O. Box 44372 – 00100, NAIROBI 
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Company Limited 
24. Kenya Orient Insurance 
Limited 
P.O. Box 34530-00100, NAIROBI 
25. Kenya Reinsurance 
Corporation Limited 
P.O. Box 30271 – 00100, NAIROBI 
26. Madison Insurance 
Company Kenya Limited 
P.O. Box 47382 - 00100, NAIROBI 
27. Mayfair Insurance 
Company Limited 
P.O. Box 45161 – 00100, NAIROBI 
28. Mercantile Insurance 
Company Limited 
P.O. Box 20680 – 00200, NAIROBI 
29. Metropolitan Life Kenya 
Limited 
P.O. Box 46783 – 00100, NAIROBI 
30. Occidental Insurance 
Company Limited 
P.O. Box 39459 – 0063, NAIROBI 
31. Old Mutual Life 
Assurance Company 
Limited 
P.O. Box 30059 – 00100, NAIROBI 
32. Pacis Insurance 
Company Limited 
P.O. Box 1870 – 00200, NAIROBI 
33. Pan Africa Life 
Assurance Limited 
P.O. Box 44041 – 00100, NAIROBI 
34. Phoenix of East Africa 
Assurance Company 
Limited 
P.O. Box 30129 – 00100, NAIROBI 
35. Pioneer Assurance 
Company Limited 
P.O. Box 2033 00200, NAIROBI 
36. REAL Insurance 
Company Limited 
P.O Box 40001 – 00100, NAIROBI 
37. Shield Assurance 
Company Limited 
P.O Box 25093 – 00100, NAIROBI 
38. Takaful Insurance of 
Africa 
P.O. Box 1811 – 00100, NAIROBI 
39. Tausi Assurance 
Company Limited 
P.O. Box 28889-00200, NAIROBI 
40. The Heritage Insurance 
Company Limited 
P.O. Box 30390 – 00100, NAIROBI 
41. The Jubilee Insurance 
Company of Kenya 
Limited 
P.O. Box 30376-00100, NAIROBI 
42. The Kenyan Alliance 
Insurance Co Ltd 
P.O. Box 30170 – 00100, NAIROBI 
43. The Monarch Insurance 
Company Limited 
P.O. Box 44003 – 00100, NAIROBI 
44. Trident Insurance 
Company Limited 
P.O. Box 55651 – 00200, NAIROBI 
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Appendix 4: Insurance Classes 
 
COMPANY   Non life insurance Life insurance Composite class 
1) AMACO   YES    
2) APA    YES 
3) APOLLO      YES 
4) BRITISH AMERICA  YES   YES   YES 
5) CANNON   YES   YES   YES 
6) CAPEX      YES 
7) CFC LIFE      YES 
8) CIC LIFE      YES 
9) CHARTIS   YES 
10) CONCORD   YES 
11) CIC GENERAL  YES 
12) CORPORATE   YES   YES   YES 
13) DIRECT LINE   YES 
14) FIDELITY   YES 
15) FIRST ASSURANCE  YES   YES   YES 
16) GATEWAY   YES 
17) GEMINIA   YES   YES   YES 
18) GA INSURANCE  YES 
19) HERITAGE   YES   YES   YES 
20) ICEALION   YES   YES   YES 
21) INTRA    YES 
22) INVESCO   YES 
23) JUBILEE   YES   YES   YES 
24) KENINDIA   YES   YES   YES 
25) KENYAN ALLIANCE  YES   YES   YES 
26) KENYA ORIENT  YES 
27) KENYA REINSURANCE 
28) MADISON   YES   YES   YES 
29) MAYFAIR   YES 
30) MERCANTILE   YES   YES   YES 
31) METROPOLITAN LIFE    YES 
32) OCCIDENTAL   YES 
33) OLD MUTUAL     YES 
34) PACIS    YES 
35) PAN AFRICAN LIFE     YES 
36) PHOENIX   YES 
37) PIONEER   YES   YES   YES 
38) REAL    YES 
39) SHIELD      YES 
40) TAKAFUL   YES 
41) TAUSI    YES 
42) THE MONARCH  YES   YES   YES 
43) TRIDENT   YES 
44) UAP    YES   YES   YES 
45) XPLICO   YES 
TOTAL   21   9   15 
SAMPLE   7   3   5 
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Appendix 5: Sampled companies  
Non Life Business sample size Life Business Sample size Composite Sample size 
AMACO APOLLO BRITISH AMERICA 
CONCORD BLUE SHIELD CORPORATE 
FIDELITY CAPEX LIFE HERITAGE 
INVESCO  ICEALION 
PACIS  FIRST ASSURANCE 
TAUSI   
PHOENIX   
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Appendix 6: Make up of Respondents from sampled companies 
 
 
Top Managers, Middle Level Managers and Operational Level 
 
Management cadre  
No or targeted 
Respondents  
Total in 15 sampled 
Cos.  
Top level managers 
  Managing director 1 15 
Finance Director 1 15 
Middle Level Managers 
  Underwriting Manager 1 15 
Claims manager 1 15 
Audit Manager 1 15 
Risk and Compliance 
Manager 1 15 
Marketing manager 1 15 
Operation Level 
  Claims Analyst 1 15 
Claims Officer 1 15 
   Total 9 135 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
259 
 
Appendix 7: Extracts of Financial Statements for Industry and the collapsed 
insurance Companies 
 
A. Statement of Comprehensive income for Combined Industry (in Billions) 
  2005 2006 2007 2008 2009 2010 2011 2012 
Gross Earned Premium 31.95 36.14 42.58 46.32 53.92 63.47 70.92 84.38 
Reinsurance ceded 8.27 8.74 9.48 9.84 11.12 13.3 15.62 19.96 
Net Earned Premium 23.73 27.4 33.1 36.48 42.8 50.17 55.3 64.42 
Investment & Other 
Income 10.66 14.42 12.19 11.75 15.1 23.98 19.36 34.13 
Net Income 34.39 41.82 45.29 48.23 57.9 74.15 74.66 98.55 
Net Incurred Claims 17.27 21.2 24.7 24.83 30.66 39.5 37.69 48.36 
Total Commissions 
&Expenses 12.8 14.77 16.58 18.35 21.41 25.12 27.29 35.39 
Profit/(Loss)before 
Taxation 4.32 5.85 4.01 5.05 5.83 9.53 9.68 14.8 
Provision for Taxation 0.77 0.87 0.99 1.20 1.54 1.73 2.04 2.98 
Profit/(Loss) after 
Taxation 3.55 4.97 3.02 3.85 4.29 7.8 7.64 11.82 
Source: IRA 
 
B. Statement of Financial Position for All Insurance Companies (in Billions)  
  2005 2006 2007 2008 2009 2010 2011 2012 
Shareholders Capital, 
Life Fund & Reserves 
20.8
2 27.4 30.04 29.62 33.91 47.86 48.28 62.93 
Fixed Assets 
67.9
2 
78.91
0 
119.9
2 
132.4
1 
148.3
6 
188.9
8 
219.2
3 
254.9
6 
Current Assets 
23.3
6 31.16 
14.17
9 
13.70
1 
16.52
5 
20.50
1 
24.51
2 16.95 
Total Assets 
91.2
8 
110.0
7 134.1 
146.1
2 
164.8
8 
209.4
8 
243.7
4 
271.9
1 
Long Term Liabilities 
63.3
1 74.31 
92.34
7 
106.1
4 
118.6
1 
148.8
4 
182.3
8 
195.0
7 
Current Liabilities 7.51 8.36 
11.48
3 
10.23
4 
12.35
7 
12.77
5 
13.09
2 
13.91
7 
Total Liabilities 
70.8
2 82.67 
103.8
3 
116.3
7 
130.9
7 
161.6
1 
195.4
7 
208.9
9 
Net Assets 
20.8
2 27.4 30.04 29.62 33.91 47.86 48.28 62.93 
Profit/(Loss) before 
Tax 4.32 5.85 4.01 5.05 5.83 9.53 9.68 14.8 
Return on Capital 
Employed 0.21 0.21 0.13 0.17 0.15 0.20 0.20 0.24 
Source: IRA 
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C. Statement of Comprehensive income for Blue Shield (in Billions)  
 
  2005 2006 2007 2008 2009 2010 
Gross Earned Premium 1.92 2.02 2.2738 2.2033 1.9652 1.23508 
Reinsurance ceded      0.00108 
Net Earned Premium 1.46 1.77 2.0343 2.2091 1.6533 1.02427 
Investment & Other Income 0.02 0.080 0.0901 0.07799 0.0219 0.04564 
Net Income 1.48 1.850 2.1244 2.28 1.6753 1.2699 
Net Incurred Claims 0.66 0.80 0.9324 1.1228 1.1863 0.71385 
Total Commissions 
&Expenses 0.78 0.146 0.3325 0.0689 0.6178 0.47216 
Profit/(Loss)before Taxation 0.00235 0.399 0.1236 0.1973 
-
0.1287 0.08389 
Provision for Taxation 0.12 0.119 0.0435 0.05512 0.0182 0 
Profit/(Loss) after Taxation 0.04 0.28 0.0801 0.1422 
-
0.8425 0.08389 
 
Source: IRA 
 
 
 
D. Statement of Financial Position for Blue Shield Company (in Billions)  
 
  2005 2006 2007 2008 
 
2009 
 
2010 
Shareholders Capital, Life Fund 
& Reserves 0.4 0.56428 0.5026 0.598 
 
0.075 
 
0.073 
Fixed Assets 1.5 1.62562 1.7992 1.5358 1.365 1.154 
Current Assets 1.1 1.09781 1.3097 1.7271 0.753 0.637 
Total Assets 2.7 2.72343 3.109 3.2629 2.118 1.791 
Long Term Liabilities 1.60 1.61507 1.9986 1.8623 1.442 1.433 
Current Liabilities 0.65 0.54408 0.8078 0.8025 0.602 0.717 
Total Liabilities 2.24 2.15915 2.6064 2.6648 2.044 2.150 
Net Assets 0.54  0.673 0.5026 0.598 0.075 -0.5 
Profit/(Loss) before Tax 0.0521 0.36545 0.1042 0.1848 
-
0.826 
0.0839 
Source: IRA 
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E. Statement of Comprehensive income for Concord (in Billions)  
 
  2005 2006 2007 2008 
 
2009 
 
2010 
Gross Earned Premium 0.59 0.527 0.58589 0.6689 0.67517 0.55857 
Reinsurance ceded       
 
 0.229055 
Net Earned Premium 0.44 0.4112 0.38944 0.42406 0.51496 0.329515 
Investment & Other 
Income  0.0807  0.0177  0.0201 0.0246 
 
0.04841 0.080024 
Net Income  0.5237  0.4289   
 
0.56337 0.409539 
Net Inncured Claims 0.27 0.2718 0.24035 0.26621 0.42461 0.222052 
Total Commissions 
&Expenses  0.0691  0.055  0.0487 0.06413 
 
0.01792 0.228924 
Profit/(Loss)before 
Taxation 
 0.0116 
 
 0.0053 
  0.02789 0.02471 
 
0.12084 -0.01089 
Provision for Taxation  0.004 0.0033  0.0083  0.00716 -0.0065 -0.03193 
Profit/(Loss) after 
Taxation 0.0076 0.002 0.01959 0.01755 
 
0.12738 -0.0427 
Source: IRA 
 
F. Statement of Financial Position (Balance Sheet) for Concord (in Billions)  
 
  2005 2006 2007 2008 
 
2009 
 
2010 
Shareholders Capital, Life 
Fund & Reserves 0.1 0.1514 0.18521 0.19142 
0.17493 0.17899 
Fixed Assets 0.2 0.2282 0.27627 0.31561 0.63538 0.63813 
Current Assets 0.3 0.3165 0.34519 0.34321 0.12664 0.09029 
Total Assets 0.5 0.5447 0.62146 0.65882 0.76202 0.72842 
Long Term Liabilities 0.12 0.1717 0.40961 0.37389 0.09745 0.46108 
Current Liabilities 0.28 0.2217 0.26634 0.28493 0.25172 0.08833 
Total Liabilities 0.40 0.3934 0.67595 0.65882 0.34917 0.54942 
Net Assets 0.1  0.1513  -0.05449  0.0000 0.41286 0.17899 
Profit/(Loss) before Tax 0.0 0.02 0.03 0.02 0.12084 -0.0109 
Source: IRA 
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G. Statement of Comprehensive income for Invesco (in Billions)  
 
  2005 
 
2006 
Gross Earned Premium 0.829946 0.958 
Net Earned Premium 0.813991 0.854000 
Investment & Other Income 0.022526 0.048421 
Net Income 0.836517 0.902421 
Net Inncured Claims 0.36696 0.27400 
Total Commissions &Expenses 0.166851 0.178406 
Profit/(Loss)before Taxation 0.004583 0.065379 
Provision for Taxation 0.002969 0.011876 
Profit/(Loss) after Taxation 0.001614 0.053503 
Source: IRA 
 
H. Statement of Financial Position (Balance Sheet) for Invesco (in Billions)  
 
  2005 
 
2006 
Shareholders Capital, Life Fund & Reserves 0.2 0.156 
Fixed Assets 0.4 0.354 
Current Assets 0.6 0.539 
Total Assets 1.0 0.892 
Long Term Liabilities 0.34 0.354 
Current Liabilities 0.48 0.382 
Total Liabilities 0.82 0.736 
Net Assets 0.18 0.156 
Profit/(Loss) before Tax 0.004583 0.0654 
 
Source: IRA 
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I. Statement of Comprehensive income for Standard Assurance (in Billions)  
 
  2005 2006 2007 
Gross Earned Premium 0.70991 0.5292 0.52283 
Net Earned Premium 0.68785 0.4695 0.48421 
Investment & Other Income 0.02031 0.0131 0.00381 
Net Income 0.70816 0.4826 0.48802 
Net Incurred Claims 0.36655 0.2226 0.20326 
Total Commissions &Expenses 0.04344 0.0681 0.0138 
Profit/(Loss)before Taxation 0.02037 0.004 0.00564 
Provision for Taxation 0.00559 0.0024 0.00321 
Profit/(Loss) after Taxation 0.01478 0.0016 0.00244 
Source: IRA 
 
J. Statement of Financial Position (Balance Sheet) for Standard Assurance (in 
Billions)  
 
 
  2005 2006 2007 
Shareholders Capital, Life Fund & Reserves 0.2 0.1657 0.16814 
Fixed Assets 0.4 0.2842 0.42323 
Current Assets 0.5 0.4522 0.26525 
Total Assets 0.9 0.7364 0.68849 
Long Term Liabilities 0.45 0.2801 0.58468 
Current Liabilities 0.30 0.2906 0.16733 
Total Liabilities 0.75 0.5707 0.52035 
Net Assets 0.15 0.1657 0.1681 
Profit/(Loss) before Tax 0.02037 0.004 0.00564 
Source: IRA 
 
 
 
 
 
 
 
 
 
 
 
