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Controlling charge transport mechanisms in molecular junctions: Distilling
thermally-induced hopping from coherent-resonant conduction
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The electrical conductance of molecular junctions may strongly depend on the temperature, and weakly on
molecular length, under two distinct mechanisms: phase-coherent resonant conduction, with charges pro-
ceeding via delocalized molecular orbitals, and incoherent thermally-assisted multi-step hopping. While in
the case of coherent conduction the temperature dependence arises from the broadening of the Fermi distri-
bution in the metal electrodes, in the latter case it corresponds to electron-vibration interaction effects on
the junction. With the objective to distill the thermally-activated hopping component, thus expose intrinsic
electron-vibration interaction phenomena on the junction, we suggest the design of molecular junctions with
“spacers”, extended anchoring groups that act to filter out phase-coherent resonant electrons. Specifically, we
study the electrical conductance of fixed-gap and variable-gap junctions that include a tunneling block, with
spacers at the boundaries. Using numerical simulations and analytical considerations, we demonstrate that
in our design, resonant conduction is suppressed. As a result, the electrical conductance is dominated by two
(rather than three) mechanisms: superexchange (deep tunneling), and multi-step thermally-induced hopping.
We further exemplify our analysis on DNA junctions with an A:T block serving as a tunneling barrier. Here,
we show that the electrical conductance is insensitive to the number of G:C base-pairs at the boundaries.
This indicates that the tunneling-to-hopping crossover revealed in such sequences truly corresponds to the
properties of the A:T barrier.
I. INTRODUCTION
Electrical conductance measurements in single
molecules and self-assembled monolayers often reveal
three competing transport mechanisms1,2: (i) phase-
coherent off-resonance tunneling, also referred to as
“superexchange” or deep tunneling, (ii) phase-coherent
on-resonance tunneling, also referred to as ballistic
motion, and (iii) incoherent multi-step hopping, which
may be thermally activated.
These three mechanisms are traditionally identified
through the examination of the length and temperature
dependence of the electrical conductance G. Consid-
ering a molecular bridge setup, with the molecular or-
bitals situated away (beyond thermal energy) from the
Fermi energy of the leads, the following characteristics
are revealed: In the deep tunneling mechanism, G does
not depend on temperature as it is proportional to the
transmission probability of electrons at the Fermi en-
ergy. It decreases exponentially with molecular length
N , G ∝ exp(−αN), therefore being ineffective in long
molecules. Here α is the decay constant, depending on
the bridge energetics1. In contrast, phase-coherent res-
onant conduction is largely insensitive to the molecular
length, G ∼ N0, as electrons proceed through delocalized
molecular orbitals. Furthermore, in this limit G displays
a strong dependence on temperature, essentially, a ther-
mally activated behavior following the Fermi distribu-
tion of the electrodes. The third mechanism, incoherent
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multi-step hopping, is facilitated in long molecules—once
the transit time of electrons through the molecular bridge
is long enough—allowing them to interact with “environ-
mental” (internal or external) degrees of freedom, e.g.,
phonons. This process is thermally induced, and it is
typically characterized by a thermal activation-Arrhenius
factor. Since the interaction of electrons with the nuclei
brings about electronic energy dissipation, in this limit
the resistance typically grows linearly with molecular size
as G ∝ (aN + b)−1 (a and b depend on the bridge en-
ergetics, temperature, thermal effects)3, eventually ap-
proaching an ohmic behavior.
The competition between superexchange tunneling and
thermally-induced hopping transport has been the sub-
ject of many investigations, examined in different types
of molecules, such as conjugated organic molecules4–11
and biomolecules12–20. Observations of nearly length-
independent conduction21–23, or temperature dependent
conduction which can be associated to the thermal broad-
ening of the Fermi functions21,24–26, point to phase-
coherent resonant transmission as the dominant trans-
port mechanism.
Certainly, many experiments do not fit into this simple
classification, exposing distinct transport behavior. Such
“unconventional” results are argued to be linked to e.g.,
conformation changes27, transitions in binding geometry
as the molecular length increases28, as well as structural
changes in the electrode—induced by the temperature29.
Such effects are beyond the scope of our work.
From the technological point of view, designing molec-
ular wires that support length-independent resonant
transmission is beneficial for some applications. In such
cases, the conductance essentially evinces on (i) the qual-
2ity of the molecule-metal contact, and (ii) the energy of
the relevant delocalized molecular orbitals relative to the
chemical potential of the leads. However, if one’s objec-
tive is to learn about electron-vibration interaction effects
(inelastic scattering, heat generation, phonon transport,
phonon damping, phonon cooling), that are intrinsic to
the molecular entity, one should aim to reduce the “irrel-
evant” ballistic contribution, so as to observe signatures
of electron-nuclei interaction effects, in particular, the
tunneling-to-hopping crossover. This challenge is espe-
cially relevant to relatively short molecular junctions in
which the three mechanisms discussed above can show
up simultaneously, to confound the identification of the
dominant transport mechanism4–9,11,16,17,21,22,24,25.
In this paper, we propose a simple design for molec-
ular junctions, with the objective to suppress phase-
coherent resonant conduction. In our setup, electrons
reach the molecular entity ‘concentrated’ at the Fermi
energy—with a minimal thermal tail. This is achieved
by connecting molecules of interest to the metal leads
via extended anchoring-linker groups (below referred to
as ‘spacers’), making it difficult for electrons arriving off
the Fermi energy to cross the junction, see Fig. 1. As
a result, the electrical conductance in our setup shows
a pure tunneling-to-hopping crossover as a function of
both length and temperature, free from the (confusing)
coherent-resonant contribution.
To model the interaction of conducting charges
with nuclear degrees of freedom (and other scatter-
ing events) we use the Landauer-Bu¨ttiker probe (LBP)
technique30,31. In this approach, incoherent elastic and
inelastic scattering effects are introduced by augmenting
the non-interacting electronic Hamiltonian with probe
terminals—through which electrons lose their phase
memory and exchange energy. The probes mimic the ac-
tion of an “environment”, a collection of intra-molecular
and inter-molecular degrees of freedom (vibrational, elec-
tronic, impurities). Note that the source-drain metal
electrodes are not considered here as part of the “thermal
environment”.
The LBP technique was originally introduced to
model decoherence effects in mesoscopic systems30,31.
More recently, it was applied to investigate e.g. elec-
tronic conduction in organic and biological molecular
junctions32–37. Particularly, it was recently demon-
strated in Refs.38,39 that the LBP method can cap-
ture different transport regimes in molecular junctions:
deep tunneling conduction, ballistic motion, incoherent
hopping, as well as an intermediate quantum coherent-
incoherent regime40. In Refs.41,42, we further used the
LBP technique to simulate high-bias voltage effects,
specifically, the role of environmental interactions on the
operation of a molecular junction as a diode.
Making use of the LBP technique, we solve a simple an-
alytical model and perform simulations, to demonstrate
that in our design (a molecule with spacers at the bound-
aries) we filter out resonant electrons. After exemplifying
this principle on a 1-dimensional (1D) chain, we simu-
late the electrical conductance of DNA molecules with
an A:T segment—acting as a tunneling barrier—using
G:C bases as spacers. Here, A, G, C and T are the
adenine, guanine, cytosine and thymine bases, respec-
tively. We demonstrate that the spacers do not affect
the tunneling-to-hopping crossover, which thus reflects
intrinsic properties of the (A:T)n barrier.
The paper is organized as follows. In Sec. II, we de-
scribe our setup. We outline how we incorporate envi-
ronmental interactions via the probe method in Sec. III.
Numerical and analytical results from a 1D model are in-
cluded in Sec. IV. In Sec. V, we exemplify our design on
DNA sequences with an (A:T)n barrier. We summarize
our work in Sec. VI.
II. DESIGN PRINCIPLE
Structures of interest include repeating units, (m)n.
The entity ‘m’ could be a conjugated monomer8,9, or a
nucleotide base17. Our objective is to reveal charge trans-
port mechanisms through this molecule, specifically, sig-
natures of electron-vibration interaction effects.
In a typical experiment (Junction I), a family of
molecules is synthesized, by increasing the number of re-
peating molecular units, L–(m)n–R with n = 1, 2, 3, ....
The molecule is coupled to the L and R electrodes at
the edges, see Table I. The linearity of such molecules,
combined with the assumption of weak structural and
dynamical disorder, implies that resonant conduction,
rather than multi-step hopping, may dominate its con-
duction (even in long molecules). As mentioned in the
Introduction, we view this as an obstacle: The contribu-
tion of resonant electrons outweighs inelastic multi-step
hopping processes, the result of rich electron-phonon in-
teraction effects.
To alleviate this problem, we attach spacers to the
left and right of the molecular backbone. Specifically,
we consider here spacers made of repeating units, (s)k.
The overall molecular junction now takes the form L–
(s)k(m)n(s)k–R. The two components, ‘m’ and ‘s’, have
different relevant energies: The HOMO/LUMO states of
‘m’ are placed away from the Fermi energy, while the ‘s’
entity is chosen such that its relevant levels are aligned
close to the Fermi level.
Fig. 1 represents our design. Why does this struc-
ture lead to the suppression of resonant conduction? In-
coming electrons around the Fermi energy (black arrow)
can readily cross the spacers, to reach the molecular bar-
rier, then tunnel through it, or hop through assisted by
the nuclei motion. In contrast, electrons arriving at the
tail of the Fermi function, specifically, in resonance with
molecular states at ǫB (red arrow), poorly cross the spac-
ers, which collectively act as a tunneling barrier for high-
energy carriers. A different way to explain this design is
to note that spacers modify the density of states (DOS)
of the metal electrodes, to enhance the DOS around the
Fermi energy, thus promote conduction from this state.
3spacers spacers
molecular backbone, n=3
metal electrode metal electrode
ǫB
f (ǫ) = [eβ(ǫ−ǫF ) + 1]−1
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thermally
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FIG. 1. Design principle of molecular junctions with suppressed coherent-resonant conduction. The structure includes repeating
molecular units, with spacers (possibly made of repeating units) at the boundaries. The spacers are chosen so as their energies
are set close to the Fermi energy (dotted line). The Fermi function at the electrodes is depicted at the left end. In the absence
of spacers, electrons arriving at the tail of the Fermi function (red arrow) cross the junction through delocalized orbitals.
However, spacers act as a tunneling barrier for these electrons, suppressing this contribution. In contrast, electrons incoming at
the Fermi energy (black arrow) resonantly transmit through the spacers, and cross the molecular barrier via a deep-tunneling
mechanism, or a hopping mechanism—after being thermally-activated.
Optimally, spacers should not impact the intrinsic
properties of the molecular core, (m)n. Thus, one
can consider different types of junctions with spacers:
molecules with a fixed number of spacers at the bound-
aries (Junction II), or molecules with a fixed total number
of units (Junction III), while replacing the center of the
molecule by the ‘m’ monomers.
In Table I we list three families of molecules examined
in this work. Junction I, without spacers, and Junctions
II and III of fixed and variable length, which differ in
the number of spacers included. Below, we compare the
properties of Junction II and Junction III, and confirm
that they (almost) identically operate, supporting our
proposition that spacers act to suppress the resonant cur-
rent, while minimally affecting the transport properties
of the original molecule (m)n.
The fact that spacers (anchors or linkers) can modify
the transport behavior of molecular junctions is certainly
well known, see for example Refs.18,43,44. Particularly
interesting is Ref.45, where the incorporation of anchor
(methylene) groups lead to the reduction of the electrode-
molecule coupling, a key factor in the realization of stable
and reversible photoswitches. These studies and others
had emphasized the role of anchors on the contact resis-
tance and energy level alignment. Here, our focus is on
the role of spacers in suppressing an undesirable trans-
port mechanism. In particular, our contribution here is
in demonstrating that, in an optimal design, spacers very
effectively filter out resonant conduction, to refine the
contribution of nuclei-assisted charge conduction. In this
respect, we show that our construction is robust, with
Junction II and Junction III supporting a similar behav-
ior.
III. HAMILTONIAN AND METHOD
We model the molecular junction by a tight-binding
Hamiltonian. Each unit in the molecule is described by
a single electronic site (level); for an interesting discus-
sion over the connection between this description, and an
4Table I: Molecular junctions examined in Sec. IV.
L and R represent the electrodes, with spacer (s) and molecular (m) units.
molecular length Junction I Junction II Junction III
(# of m units) (total length N=1 to 11) (total length N=5 to 15) (total length N = 13)
1 L–(m)1–R L–(s)2 (m)1(s)2–R L–(s)6(m)1(s)6–R
3 L–(m)3–R L–(s)2(m)3(s)2–R L–(s)5(m)3(s)5–R
5 L–(m)5–R L–(s)2(m)5(s)2–R L–(s)4(m)5(s)4–R
7 L–(m)7–R L–(s)2(m)7(s)2–R L–(s)3(m)7(s)3–R
9 L–(m)9–R L–(s)2(m)9(s)2–R L–(s)2(m)9(s)2–R
11 L–(m)11–R L–(s)2(m)11(s)2–R L–(s)1(m)11(s)1–R
atomic picture, see Ref.46. The total Hamiltonian reads
Hˆ = HˆM + HˆL,R + HˆC ,
HˆM =
∑
n
ǫncˆ
†
ncˆn +
∑
n
(
vn,n+1cˆ
†
ncn+1 + h.c.
)
.
HˆL,R =
∑
l
ǫlcˆ
†
l cl +
∑
r
ǫr cˆ
†
rcr
HˆC =
∑
l
gL,lcˆ
†
1cl +
∑
r
gR,r cˆ
†
Ncr. (1)
Here, cˆ†n,l,r (cˆn,l,r) are fermionic creation (annihilation)
operators of electrons on each site n, and in the metallic
states.
In Junction I, L–(m)n–R, the repeating units corre-
spond to the molecular backbone. We set ǫB = ǫn
and v = vn,n+1. To study the tunneling-to-hopping
crossover, we increase the molecular length by adding
units to the chain, see e.g.8,9,17. In Junction II and III,
L–(s)k(m)n(s)k–R, the energy of a unit spacer ‘s’ is ǫs,
and it is set at the Fermi energy. The molecular unit
‘m’ takes the energy ǫB (as in Junction I). For simplic-
ity, the tunneling elements are made uniform throughout,
v = vn,n+1.
Using the LBP method, we include incoherent effects
on the junction by attaching Bu¨ttiker probes to each ‘m’
and ‘s’ site. We outline next the LBP approach. For
details, see e.g. Refs.38–42.
The total-net charge current, leaving the α (L,R,
probes) contact, is written as (per spin)
Iα =
e
h
∑
α′
∫ ∞
−∞
Tα,α′(ǫ) [fα(ǫ)− fα′(ǫ)] dǫ. (2)
Here, fα(ǫ) =
[
eβ(ǫ−µα) + 1
]−1
is the Fermi distribu-
tion function. It is defined in terms of the temperature
kBT = β
−1, which is set uniform across the junction,
and the chemical potential µα. The chemical potentials
of the L and R electrodes are given; the parameters of
the probes are determined from the probe condition, de-
scribed below.
The transmission function is obtained from the re-
tarded and advanced Green’s function and the metal-
molecule hybridization matrices, as
Tα,α′(ǫ) = Tr
[
Γˆα(ǫ)Gˆ
r(ǫ)Γˆα′(ǫ)Gˆ
a(ǫ)
]
. (3)
The retarded Green’s function is given by
Gˆr(ǫ) =
[
ǫ− HˆM + iΓˆ(ǫ)/2
]−1
, (4)
Γˆ(ǫ) = ΓˆL(ǫ)+ΓˆR(ǫ)+
∑
p Γˆp(ǫ), including the hybridiza-
tion matrices to the left, right, and probe terminals. In
our geometry, these matrices comprise a single nonzero
value,
[ΓL]1,1 = γL, [ΓR]N,N = γR, [Γp]p,p = γp. (5)
Here, N corresponds to the last site of the chain, coupled
to the R terminal. γν=L,R(ǫ) =
∑
j∈ν |gν,j |
2δ(ǫ − ǫj) is
the metal-molecule coupling (hybridization) energy. ~/γp
is the time scale for all incoherent effect including phase
loss, momentum and energy exchange. In our simulations
below we take the parameters γL,R,p to be constant, en-
ergy independent.
Working in the linear response regime with ∆µ ≡
(µL−µR)≪ kBT, |ǫB−ǫF |, γL,R, the chemical potentials
of the probes are determined from the so-called voltage
probe condition: We enforce charge conservation between
the source L and drain R by demanding that the charge
current flowing to each probe is null. This set of con-
ditions translate into linear equations for the chemical
potentials of the probes µp. The solution is used in Eq.
(2), to calculate the net source-drain current IL.
IV. PROOF OF PRINCIPLE: 1D JUNCTION
A. Simulations
We perform the LBP simulations by assuming wide,
structure-less metallic bands. We set the Fermi energy
at ǫF = 0. Our simulations enforce the linear response
condition (small voltage bias) through the linearized LBP
equations38. Below we plot the electrical conductance
G ≡ IL/V , ∆µ = eV , in units of G0 = e
2/h.
The length dependence of the electrical conductance in
Junctions I-III is displayed in Figs. 2-3. In Figure 2, we
examine the coherent limit with γp = 0. We demon-
strate that in Junction I, the conductance displays a
superexchange-to-resonant tunneling crossover at room
temperature around n = 4 − 5 molecular units. In con-
trast, in Junction III (and similarly, in Junction II–not
shown) we manage to significantly reduce the resonant
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FIG. 2. Length dependent coherent conduction. Junction I
(), Junction III (◦) with ǫB = 0.6 eV, ǫs = 0, v = 0.05 eV,
γL,R = 0.1 eV, γp = 0.
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FIG. 3. (a) Length dependent conductance at γp = 0 and
γp = 5 meV. Junction I (), Junction II (+), and Junction III
(◦). We use the same parameters as in Fig. 2 with T = 290
K. In panel (b) we confirm the onset of the hopping-ohmic
behavior in long junctions.
contribution, with only off-resonant tunneling electrons
contributing in molecules n = 1 − 7 units long. Beyond
that, off-resonant tunneling is negligible, and residual,
resonant conduction takes over at high enough tempera-
tures.
We study the role of electron-vibration interaction ef-
fects, emulated here by the probes, in Fig. 3. We find
that when γp 6= 0, the conductance crosses over from
a strong exponential decay to the slow function G ∝
(aN+b)−1, which characterizes the hopping regime3, see
panel (b). Here, a and b are constants, expressed in terms
of the junction’s parameters38. Fig. 3 clearly demon-
strates the advantage of a setup with spacers, Junction
II and III, over Junction I. In the latter case, the magni-
tude and the behavior of the conductance is quite similar
with and without environmental effects, given the sub-
stantial contribution of resonant electrons. This corre-
spondence poses a significant challenge in experiments,
confounding the determination of transport mechanisms.
In contrast, in Junctions II and III, marked differences
show up between the coherent and incoherent regimes: In
the coherent case (γp = 0) the superexchange mechanism
prevails, while when γp 6= 0, hopping conduction domi-
nates in long chains, approaching an ohmic resistance.
It is also important to note that the three setups, Junc-
tion I, II, and III, perform identically in the hopping
regime (overlapping lines in Fig. 3). This observation
critically supports our assertion that, in an optimal de-
sign, spacers filter out resonant electrons, but leave intact
the intrinsic electronic properties of the molecular block,
(m)n.
Figs. 4-5 display one of the main results of our work:
In Junctions II and III, a thermally activated behavior
distinctly identifies incoherent hopping conduction. In
contrast, in Junction I, it often results from the thermal
broadening of the Fermi distribution function, reflecting
a coherent transport behavior.
In the absence of environmental effects, Fig. 4, we
show that we can suppress the activated-coherent reso-
nant behavior using a junction with spacers, for n = 3, 5.
In longer junctions, n = 7, the resonant behavior be-
comes influential even in Junction III given the negligible
contribution of the deep-tunneling current.
In Fig. 5 we analyze the temperature dependence
of the conductance for γp 6= 0, for the three families
of molecules. In panel (a), we show that around room
temperature, Junction I displays a strong thermally ac-
tivated behavior, with or without environmental effects.
This behavior obviously baffles the identification of the
transport mechanism. In junctions III, in contrast, an
activated behavior takes place only for nonzero γp, see
panel (c). In panel (b) we show that in Junction II, reso-
nant conduction is well suppressed at room temperature,
but at very high temperatures, it takes control over the
tunneling current. We can further suppress the resonant
current in Junction II by increasing the number of spacer
units, from two to three.
Other interesting observations in Fig. 5 are that in
Junction I, the thermally activated behavior is delayed to
higher temperatures when γp =5 meV, compared to the
γp =0 case, suggesting that (modified) deep-tunneling
conductance is enhanced at finite γp, see analytical re-
sults in Sec. IVB. We also find that in the hopping
regime, activation energies take similar values, EA = 0.50
eV for Junction I and EA = 0.37 eV for Junction II and
III. This is expected since we construct the spacers so as
to minimally affect the energetic of the molecular block.
To summarize our numerical observations, Figs. 2-
5: By incorporating spacers at the boundaries of the
molecule we significantly suppress the resonant tunneling
current. As a result, we can definitely attribute length
and temperature turnover behavior to transition in trans-
port mechanisms, from tunneling to thermally activated
hopping. In the next section we support these conclu-
6sions with simple analytical considerations.
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FIG. 4. Temperature dependence of the conductance in the
coherent limit γp = 0. Junction I () and Junction III (◦),
with ǫB = 0.6 eV, ǫs = 0, v = 0.05 eV, γL,R = 0.1 eV,
n = 3, 5, 7. The dotted line marks room temperature.
B. Analytic results
We demonstrate here, through a simple calculation,
that when spacers are included (Junctions II and III),
the temperature dependence of the conductance predomi-
nantly reflects on environmental-inelastic interactions. In
contrast, without spacers, activated behavior arises pre-
dominantly from phase-coherent resonant conduction.
Our minimal model includes a single electronic level of
energy ǫB, representing the relevant (e.g. LUMO) molec-
ular state. We work in the regime γL,R, β
−1 ≪ ǫB. Ener-
gies are set relative to the Fermi energy ǫF . To incorpo-
rate the effect of spacers, without including them explic-
itly, we assume here that the metal-molecule hybridiza-
tion function γL,R(ǫ) depends on energy: it is sharply
peaked around the Fermi energy.
To capture the effect of electron-vibration interaction
in the molecule, we attach a voltage probe to the sin-
gle molecular level with strength γp. Following the
Bu¨ttiker’s probe technique, we enforce the current flow-
ing towards the probe to be zero,
0 = Ip =∫
TL,P (ǫ)[fL(ǫ)− fp(ǫ)]dǫ +
∫
TR,P (ǫ)[fR(ǫ)− fp(ǫ)]dǫ.
(6)
This condition determines the chemical potential of the
probe. In linear response, setting µL,R = ±∆µ/2, we
receive
∆µ
2
∫
[TL,P (ǫ)− TR,P (ǫ)]
[
−
∂f
∂ǫ
]
dǫ
= µp
∫
[TL,P (ǫ) + TR,P (ǫ)]
[
−
∂f
∂ǫ
]
dǫ. (7)
For simplicity, we assume that the junction is spatially
symmetric and introduce the notation γν(ǫ) = γL,R(ǫ).
Since TL,P (ǫ) = TR,P (ǫ), we immediately conclude that
the chemical potential of the probe sits precisely at the
center of the bias window, µp = 0.
Next, we calculate the net charge current flowing in
the junction, L to R,
IL =
e
h
∫
TL,R(ǫ)[fL(ǫ)− fR(ǫ)]dǫ
+
e
h
∫
TL,P (ǫ)[fL(ǫ)− fp(ǫ)]dǫ. (8)
In linear response, we identify two contributions to the
conductance (in units of G0),
G = Gcoh +Gγp , (9)
where
Gcoh =
∫
TL,R(ǫ)
[
−
∂f
∂ǫ
]
dǫ,
Gγp =
1
2
∫
TL,P (ǫ)
[
−
∂f
∂ǫ
]
dǫ. (10)
The transmission functions can be readily calculated1,
TL,R(ǫ) =
γL(ǫ)γR(ǫ)
(ǫ− ǫB)2 + [γL(ǫ) + γR(ǫ) + γp]
2
/4
,
TL,P (ǫ) =
γν(ǫ)γp
(ǫ− ǫB)2 + [γL(ǫ) + γR(ǫ) + γp]
2 /4
. (11)
Recall that the junction is symmetric, γν(ǫ) ≡ γL,R(ǫ).
Focusing first on the phase-coherent contribution,
Gcoh, we note that the integrand includes two contri-
butions, centered about ǫB and ǫF : First, the derivative
of the Fermi function is peaked about the Fermi energy.
Second, the transmission function is peaked at the energy
of the resonant level ǫB, as well as around ǫF—given the
special form assumed for γν(ǫ). As a result, Gcoh can be
approximated by
Gcoh = G
deep
coh +G
res
coh, (12)
describing off-resonant (deep) and on-resonant (res) con-
tributions, respectively,
Gdeepcoh =
γL(ǫF )γR(ǫF )
(ǫF − ǫB)2 + [γL(ǫF ) + γR(ǫF ) + γp]2/4
Grescoh = A(ǫB)
∂f
∂ǫ
∣∣∣
ǫB
. (13)
Here, A(ǫ) = π γL(ǫ)γR(ǫ)
γL(ǫ)+γR(ǫ)+γp
. Which term dominates?
If γν is assumed a constant—independent of energy— one
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FIG. 5. Temperature dependence of the conductance for γp = 0 meV (full symbols) and γp = 5 meV (empty symbols). (a)
Junction I, (b) Junction II, and (c) Junction III. Data from these three panels is combined in panel (d). We use ǫB = 0.6 eV,
ǫs = 0, v = 0.05 eV, γL,R = 0.1 eV, n = 5. The dotted line identifies room temperature.
could satisfy Grescoh > G
deep
coh at high enough temperatures.
Particularly, in long molecules, the resonant term evolves
into a long-range distance-independent conduction, while
Gdeepcoh unfolds into the superexchange behavior, decaying
exponentially with distance. The spacers however shape
the density of states, thus the hybridization function, so
as γν(ǫB)≪ γν(ǫF ). As a result, the resonant current is
greatly suppressed, to satisfy Grescoh ≪ G
deep
coh .
Next, we analyze the incoherent (bath-assisted, γp)
contribution. We again note that since the integrand
in Eq. (10) is peaked about two energies, ǫB and ǫF ,
the conductance can be approximated by the sum of two
terms,
Gγp = G
deep
γp
+GTγp (14)
with
Gdeepγp =
γν(ǫF )γp
(ǫF − ǫB)2 + [γL(ǫF ) + γR(ǫF ) + γp]2/4
,
GTγp = B(ǫB)
∂f
∂ǫ
∣∣∣
ǫB
. (15)
Here, B(ǫ) = π
γν(ǫ)γp
γL(ǫ)+γR(ǫ)+γp
. The first term, Gdeepγp , cor-
rects the deep-tunneling conductance of Eq. (13). The
second term, GTγp , depends on the temperature and on
the interaction of electrons to the thermal bath, γp. Since
we assume that the temperature is rather low, βǫB ≫ 1,
we receive an Arrhenius-like form
GTγp ∼ B(ǫB)βe
−βǫB . (16)
In the small coupling limit, γp ≪ γν(ǫB), G
T
γp
∝ γp. In
the opposite limit, the conductance saturates at large γp.
Lets examine now the activated (temperature depen-
dence) behavior showing up in Eqs. (13) and (15). The
activated behavior of Grescoh arises from the thermal broad-
ening of the Fermi distribution in the leads. In con-
trast, the temperature dependence of GTγp unfolds due to
the coupling of conducting electrons to the probe: This
channel describes electrons leaving the molecular state to
the probe, and coming back—potentially with a different
phase and energy. This scattering event mimics the in-
teraction of electrons with vibrations, and the thermal
factor in Eq. (15) thus corresponds to environmentally-
thermally activated electrons.
We can now organize a simple inequality, a condition
for thermally induced hopping conducting to take over
resonant transport:
B(ǫB) > A(ǫB) or γp > γν(ǫB). (17)
8Without spacers, the metal-molecule hybridization is
typically stronger than the energy scale for inelastic pro-
cesses, and it is thus difficult to fulfill this inequality. In
contrast, the effect of spacers translates to a structured
density of states at the leads. Specifically, in our design,
γν(ǫB)≪ γν(ǫF ), and we are able to satisfy the condition
(17).
V. DNA MOLECULES WITH AN A:T BLOCK
Charge transport in DNA sensitively depends on
the molecular structure (sequence, length) and its
dynamics13. Photochemical and transport measurements
had indicated that a short A:T block, embedded within
a a G:C sequence, acts as a tunneling barrier, while the
conductance of a longer A:T segment only weakly de-
pends on length14–17,47. This observation indicates on
a transition of the charge transport mechanism, from
deep tunneling to thermally-activated hopping conduc-
tion. Tunneling through an A:T barrier has been re-
ported as well in Ref.47, using a fixed-size junction.
In this experiment, a 15 base-pairs DNA molecule was
trapped in a small gap, with the center of the sequence
gradually replaced, from G:C to A:T pairs.
In this section, we perform transport calculations for
different DNA sequences, all with (A:T)n base-pairs
at the center, and (G:C)k as spacers. We follow the
tunneling-to-hopping crossover as a function of length
n. Our objective is to demonstrate that this turnover
behavior is robust against the number of spacers at the
boundaries. This indicates that the tunneling-to-hopping
crossover observed corresponds to the characteristics of
the A:T block, rather than the G:C spacers.
We model charge transport in DNA with a
tight-binding ladder-model Hamiltonian, see e.g.
Refs.39,40,48–53. This Hamiltonian describes the topology
of a double stranded (ds) DNA molecule which is l
base-pairs long, with each site representing a particular
base; L = 2l is the total number of bases. We assume
that charge transport takes place along the base-pair
stacking, and we ignore states on the sugar backbone,
HˆM =
n∑
j=1
[ ∑
s=1,2
ǫj,scˆ
†
j,scˆj,s +
∑
s6=s′=1,2
tj,ss′ cˆ
†
j,scˆj,s′
+
∑
s,s′=1,2
tj,j+1,ss′ (cˆ
†
j,scˆj+1,s′ + h.c.)
]
. (18)
The index s = 1, 2 identifies the strand. cˆ†j,s creates a
hole on strand s at the jth site with an on-site energy
ǫj,s. tj,ss′ and tj,j+1,ss′ are the electronic matrix elements
between nearest neighboring bases. This model mimics
the topology of ds-DNA: helical effects are taken into
account within renormalized electronic parameters.
We use the parametrization developed in Ref.52, dis-
tinguishing between backbone orientations (5’ and 3’).
All parameters, including ǫj,s, tj,ss′ and tj,j+1,ss′ , are
listed in Ref.52. Following Ref.53, we simplify this de-
scription, and assign a single value (averaged) for on-site
energies for each base, ǫG = 8.178, ǫA = 8.631 ǫC = 9.722
ǫT = 9.464, all in eV. We connect the DNA molecule to
metal leads as sketched in Fig. 6, oriented so as to cor-
respond to experiments47.
So far, our description concerns the molecular elec-
tronic structure of the ds-DNA, assuming a rigid struc-
ture. To include environmental effects (structural mo-
tion, solvent and counterions dynamical effects) we at-
tach Bu¨ttiker probes to each base. Three parameters
should be provided as input for the LBP equations: the
position of the Fermi energy ǫF relative to the molecu-
lar states, the metal-molecule hybridization energy γL,R,
and the electron-environment interaction energy, encap-
sulated within γp. In principle, we could capture the
susceptibility of different bases and sites along the DNA
to environmental interactions by adjusting γp on each
base37. Here, for simplicity, we use a single parameter,
γp, identical for all bases and sites. For the Fermi en-
ergy, we assume that it is set at the energy of the G
base, ǫF = ǫG. For γL,R, we test values reasonable for
molecular junctions, γL,R = 0.05−0.5 eV. In simulations
presented below, the conductance was calculated includ-
ing both spin species, using G0 = 2e
2/h.
We study two families of molecules with an A:T block
and G:C bases at the boundaries, Junction II and Junc-
tion III, see examples in Fig. 6 and a complete list in
Table II. In both cases, we confirm in Fig. 7 that the
size of the G:C block does not affect the electrical con-
ductance of the system. Specifically, the tunneling-to-
hopping crossover is intact. This result is significant:
It evinces that the conductance measured in the setup
reflects the properties of the A:T bridge, while the spac-
ers play only a small role in the transport behavior. In
particular, the resistance per site in the hopping regime
(inset) is independent of the length of the G:C block.
Several theoretical studies had toyed with the idea
of sustaining coherent resonant transport through long
rigid-ordered DNA molecules, achieved through states
delocalized over the bridge54–57. In Fig. 7 we demon-
strate that by reducing environmental effects below other
energy scales, γp = 1 meV, we reach such a regime, with a
very-weak distance dependence for n > 3, alluding to res-
onant conduction. However, other studies of DNA con-
ductance (with the LBP method)37,39,40 point that this
parameter should be taken in the range γp ∼ 5−30 meV,
resulting in hopping conduction for n ≥ 3.
We summarize our observations: (i) Our calculations
predict tunneling-to-hopping crossover in DNA sequences
with a barrier made from an A:T segment. (ii) Spac-
ers made from G:C base-pairs do not interfere with
this crossover behavior. (iii) The tunneling behavior is
quickly washed out beyond n = 3, turning over to a weak,
ohmic distance dependence. These general observations
are in line with experimental work14,17,47.
9FIG. 6. Examples of DNA Junctions with an A:T block 5 bases long. (a) Junction II with a single G:C unit at the boundary.
(b) Junction III with a fixed length of 2k + n=13 bases, (C)k(A)n(G)k with k = 4 and n = 5.
Table II: Sequences studied in Fig. 7.
Length n of the A:T segment 5’-C(A)nG-3’ 5’-(C)k(A)n(G)k-3’
(barrier length) (Junction II) (Junction III)
1 CAG (C)6A(G)6
2 CAAG
3 C(A)3G (C)5(A)3(G)5
4 C(A)4G
5 C(A)5G (C)4(A)5(G)4
6 C(A)6G
7 C(A)7G (C)3(A)7(G)3
8 C(A)8G
9 C(A)9G (C)2(A)9(G)2
10 C(A)10G
11 C(A)11G C(A)11G
VI. SUMMARY
Distance independent electron transfer, the result of
electron transmission through delocalized orbitals, is ap-
pealing for some molecular electronic applications. How-
ever, resonant conduction does not reveal information
over microscopic electron-nuclei interaction effects within
the molecule. To resolve such phenomena, in this paper
we had suggested to suppress the contribution of resonant
electrons by forming molecular junctions with extended
spacers (anchor groups) at the metal-molecule interface,
designed so as to filter out off-resonance electrons.
Our analytical calculations and numerical simulations
had demonstrated the adequately and robustness of our
approach. Specifically, in the presence of spacer groups,
thermally activated conduction can be safely attributed
to the hopping mechanism, rather than to a thermal
broadening of the Fermi distribution of the metals. Sim-
ilarly, the length dependence of the conductance can be
linked to either the tunneling or the hopping mechanisms,
excluding resonant transmission. Calculations on DNA
junctions with an A:T block had further indicated that
the length of the spacer, a segment of G:C base-pairs, af-
fects neither the tunneling-to-hopping crossover, nor the
resistance per site in the ohmic-hopping regime.
It is interesting to simulate relevant junctions with gen-
uine electron-vibration interaction effects, using a first-
principle theory58, and study more deeply the role of
extended spacers in transport junctions. One may also
examine the unfurling, length independent transport be-
havior, theoretically suggested in Ref.56 for related DNA
junctions. Finally, DNA nanojunctions show promise
for a broad range of applications, including nonlinear
charge and energy transport, signaling, and sensing59–61.
Developing theoretical approaches to simulate, explain,
and predict such functions is indispensable for making
progress in this field.
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