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Abstract
Background: Protein-protein interactions (PPIs) play fundamental roles in nearly all biological processes. The
systematic analysis of PPI networks can enable a great understanding of cellular organization, processes and
function. In this paper, we investigate the problem of protein complex detection from noisy protein interaction
data, i.e., finding the subsets of proteins that are closely coupled via protein interactions. However, protein
complexes are likely to overlap and the interaction data are very noisy. It is a great challenge to effectively analyze
the massive data for biologically meaningful protein complex detection.
Results: Many people try to solve the problem by using the traditional unsupervised graph clustering methods.
Here, we stand from a different point of view, redefining the properties and features for protein complexes and
designing a “semi-supervised” method to analyze the problem. In this paper, we utilize the neural network with
the “semi-supervised” mechanism to detect the protein complexes. By retraining the neural network model
recursively, we could find the optimized parameters for the model, in such a way we can successfully detect the
protein complexes. The comparison results show that our algorithm could identify protein complexes that are
missed by other methods. We also have shown that our method achieve better precision and recall rates for the
identified protein complexes than other existing methods. In addition, the framework we proposed is easy to be
extended in the future.
Conclusions: Using a weighted network to represent the protein interaction network is more appropriate than
using a traditional unweighted network. In addition, integrating biological features and topological features to
represent protein complexes is more meaningful than using dense subgraphs. Last, the “semi-supervised” learning
model is a promising model to detect protein complexes with more biological and topological features available.
Background
High-throughput assay methodologies, such as microar-
rays and mass spectrometry, have resulted in the rapid
growth of protein data sets, the analysis of which can
potentially yield insights into the mechanisms of human
diseases and the discovery of new therapeutic interven-
tions [1][2]. Systematic analysis of the underlying rela-
tionships in these protein data sets can potentially
provide useful insights into roles of proteins in biologi-
cal processes [3][4][5][6].
PPI data sets provide us the good opportunity to sys-
tematically analyze the structure of a large living system
and also allow us to use it to understand essential prin-
ciples like essentiality, genetic interactions, functions,
functional modules, protein complexes and cellular
pathways [7]. Cellular functions and biochemical events
are coordinately carried out by groups of proteins inter-
acting with each other in functional modules, and the
modular structure of complex networks is critical to
functions [8]. Identifying such protein complexes in PPI
networks is very important for understanding the struc-
ture and function of these fundamental cellular net-
works. Therefore, developing an effective computational
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highly challenging but indispensable.
However, protein complexes are likely to overlap and
the interaction data are very noisy. It is a great challenge
to effectively analyze the massive data for biologically
meaningful protein complex detection. Since most pro-
teins form macromolecular complexes involving two or
more proteins to perform biological functions, many
people assume protein complexes should be dense sub-
graphs. Thus some graph clustering based algorithms
could be applied to it. Molecular Complex Detection
(MCODE) [9] is the first computational method to
detect protein complexes from PPI networks. MCODE
first identifies densely connected subgraphs and then
uses another post-processing to filter non-dense sub-
graphs and generate overlapping clusters. Later, Spirin
and Mirny [10] proposed a clique based algorithm,
which exhaustively searches all the full cliques as pro-
tein complexes in the network. Since using clique is too
constrained, they modified it by applying the Super-
Paramagnetic Clustering (SPC) and a Monte Carlo (MC)
simulation for the same purpose. Instead of adopting the
over-constraining full cliques as the basis for protein
complexes, Li et al.[11] devised an LCMA algorithm
(Local Clique Merge Algorithm) that adopts a local cli-
que merging method as an attempt to address the cur-
rent incompleteness limitation of protein interaction
data. Amin et al.[12] proposed a cluster periphery-tack-
ing algorithm (DPCLus) to detect protein complexes by
keeping track of the periphery of a detected cluster.
Chua et al.[13] proposed an algorithm called PCP (Pro-
teinComplexPrediction) for complex prediction, which
utilized the filtered PPI network by FS-weight [14], cli-
que finding and merging techniques. Ucar et al.[15]
developed a refinement method, which uses hub protein
duplication strategy to detect dense subgraphs in scale-
free PPI networks with multi-functional hub proteins
assigned to multiple clusters. Adamcsek et al.[16]p r o -
posed a CFinder algorithm to find complexes in the PPI
networks. CFinder detects k-cliques as modules and
then merges modules by calculating their similarities.
Mete [17] extended the density-based clustering method
D B S C A N[ 1 8 ]a n du s e di ti nt h eP P In e t w o r k s .S C A N
first forms a cluster by a core node then iteratively
merges the neighboring nodes one by one. Finally, the
detected clusters are formed to become the predicted
protein complexes.
The previous methods are suffering from a serious
problem, that is, they all assume protein complexes as
dense subgraphs. As Qi et al.[19]p o i n t e do u t ,n o ta l l
protein complexes are clique-oriented and there are
quite a large amount of protein complexes with shapes
like star-shape or other forms. In this paper, we will
solve the problem from another perspective, redefining
the properties and features for protein complexes and
using a semi-supervised learning method to build a
model to detect those hidden protein complexes in the
scale-free PPI networks. First, we choose several biologi-
cal and topological features to represent the protein
complexes. Then, we use the “semi-supervised” mechan-
ism to recursively train the neural network and obtain
the optimized parameters for the model. Last, we use
the neural network to detect the protein complexes in
the protein interaction network.
The paper is organized as follows. First, we identify
the difficulties of the problem. Second, we propose
some favorable properties for protein complexes. Third,
we propose the multi-layer neural network. Fourth, we
conduct extensive experiments to verify the effectiveness
of the proposed method. Finally, we conclude the paper
and propose the future work.
Challenges in protein complex detection
Through extensive observations, we found the following
problems are the keys to detect protein complexes in
the PPI networks.
￿ Protein interaction data are very noisy. Since a clus-
tering method is based on the protein protein interac-
tions in the graph, more reliable those interactions are,
more accurate the clustering result will be. From the
previous works [14][20][21], using a weighted and fil-
tered graph instead of traditional unweighted graph to
represent a PPI network is proven to be an effective
way. Then the problem becomes how to obtain the reli-
able protein protein interactions in PPI data. Here we
are using GO (Gene Ontology) to obtain the similarity
between different proteins in the network and build a
weighted graph with a setup threshold.
￿ Proteins may participate in multiple protein com-
plexes. Therefore, protein complexes may overlap with
each other. These overlaps correspond to proteins’ parti-
cipation in multiple pathways and the crosstalk between
different biological modules. Thus, the traditional para-
digm for clustering and putting each protein into one
single cluster doesn’t suit our problem well. Instead, we
would prefer a method that can detect subgraphs with
possible overlaps. Our proposed semi-supervised
method overcomes this drawback that many existing
graph clustering methods suffered and gives a promising
result.
￿ How to represent protein complexes. Most existing
clustering methods assume protein complexes as dense
subgraphs, which is not always true for the protein com-
plexes in the PPI networks [19]. In addition, all kinds of
topologies present in protein complexes, and tremen-
dous variation of the sizes of protein complexes pose a
further problem for identifying the specific topologies.
Traditional methods were all non-supervised methods
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protein complexes. Here we are trying to use both topo-
logical properties and biological properties of protein
complexes to represent protein complexes and propose
a multi-layer neural network based semi-supervised
method to detect the hidden protein complexes.
Results and discussion
Data preparation
For our experiments, we built our weighted protein
interaction networks from DIP data set [22], which con-
tains 4935 proteins and 14162 interactions. The way to
build the weighted network is illustrated in our previous
paper [23][24]. In order to evaluate the predicted com-
plexes, the set of real complexes are selected as the
benchmarks. This benchmark set is from MIPS [25] and
we only select those complexes that contain more than
two proteins.
Validation criterion
In order to study the relative performance of different
supervised learning algorithms, we need to define an
evaluation criterion that determines if a predicted pro-
tein complex matches a complex in benchmark set. In
[9], the authors used an overlapping score as the criter-
ion:
overlap A B
VV
VV
AB
AB
(,) , =
⋅

(1)
where A is the predicted complexes, B is the true pro-
tein complexes, VA is the set of proteins in the subgraph
A,a n dVB is the set of proteins in the subgraph B.I n
this paper, we use an overlapping threshold of 0.20 to
determine a match for all experiments. Predicted protein
clusters that match one or more true protein complexes
with overlapping scores higher than this threshold are
identified as “matched clusters,” and the corresponding
true complexes are noted as “matched complexes.”
To measure the accuracies of prediction, we calculate
prediction, recall and f-measure for different algorithms.
They are defined as:
Precision
M
P
cluster
cluster
= , (2)
where Mcluster is the number of the matched clusters
and Pcluster is the number of the predicted clusters, and
Recall
M
T
complexes
complexes
= , (3)
where Mcomplexes is the number of matched complexes
and Tcomplexes is the number of the true complexes.
Because smaller size complexes and clusters have high
probabilities of occurring by chance and they are not
m e a n i n g f u l ,h e r ew eo n l yc o n s i d e rc l u s t e r sa n dc o m -
plexes whose size is 4 or larger.
f
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where f-measure is defined as the harmonic mean of
recall and precision. It reflects a combination of preci-
sion and recall.
Comparative evaluation
To evaluate the performance of our proposed method,
we compared two different supervised learning meth-
ods SVM and Bayesian Network (BN) [19] with our
method. In addition, we also compared it to a repre-
sentative non-supervised learning method “MCODE”
[9]. “MCODE” is a density based clustering method
which is used to find highly interconnected subgraphs
in the PPI networks. SVM [26] and Bayesian Network
[19] use the same features as our method, showing the
effectiveness of the neural network model. The com-
parison result is presented in Table 1 and in Figure 1.
Each method is evaluated by the precision, recall and
f-measure, separately. As we can see, the proposed
method is superior in all measures. The recall rate of
our method is around 49%, which is impressive. Our
precision is not as high as recall but it is still better
than the other existing methods. In addition, our f-
measure is the highest among all 4 methods. Since
many protein complexes are not included in the
benchmark set, the predicted protein complexes could
be correct protein complexes that are not in the avail-
able data. The recall value of MCODE is relatively low
compared with other methods. This is because the
protein complexes that MCODE found are relatively
larger than the clusters found by the other approaches
and thus affect the result [19]. In addition, the perfor-
mances of SVM and Bayesian model are not as good
as neural networks; perhaps this is due to the unique
way that neural networks train the parameters of the
model and the high tolerance to the noisy data.
Table 1 Performance comparison of MCODE (Molecular
Complex Detection), NN (Neural Network), SVM and BN
(Bayesian Network).
Method Supervised or Not Precision Recall f-measure
MCODE no 0.315 0.078 0.125
NN yes 0.333 0.491 0.397
SVM yes 0.239 0.412 0.302
BN yes 0.273 0.473 0.346
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In this paper, we analyzed and detected protein com-
plexes in protein-protein interaction networks from a
different perspective. Instead of using traditional non-
supervised algorithms to find dense subgraphs in the
PPI networks, we proposed a semi-supervised prediction
model with neural network. Unlike previous methods
that relied too much on the density of the subgraph,
our algorithm utilizes topological and biological features
from known protein complexes. With those character-
ized features, we could represent protein complexes bet-
ter than the previous methods. Thus a more accurate
prediction model can be built upon them. The compari-
son results show that our algorithm could identify com-
plexes that are missed by other methods. We also have
shown that our method achieves better precision and
recall rates for the identified protein complexes. In addi-
tion, the framework we proposed is easy to be extended
in the future. Since obtaining the features of protein
complexes and building the prediction model are inde-
pendent, we could add more representative features of
protein complexes in the future work and adopt other
similar prediction models that are similar to neural net-
w o r k .I nt h en e x ts t e p ,w eh o p et of i n dm o r er e p r e s e n -
tative features to formulate protein complexes either
from topological manner or biological manner. Also,
with more PPI networks of different species becoming
available, we could apply the proposed method to the
new emerging data sets.
Methods
While the existing methods identify protein complexes
with strong assumptions about their topology (dense
subgraph), our proposed method utilizes multiple fea-
tures that define protein complexes in protein-protein
interaction networks. Instead of only assuming the pro-
tein complexes as dense subgraphs, we derive several
properties from known protein complexes and use these
features to search for the new protein complex. Our
algorithm first gains the weights for different features
from the limited known protein complexes. Then it will
assign a score to any subgraph in the graph. With a
setup threshold, we could label some of the subgraphs
as complexes. With more complexes, we could train the
data again and get more suitable weights for the fea-
tures, thus better prediction model. Recursively, we will
find all protein complexes in the PPI network. Com-
pared with the existing method, our proposed model
found more accurate protein complexes in the protein-
protein interaction network.
Weighted undirected PPI network
Many previous works [20] have already pointed out that
the PPI networks are very noisy. Table 2 shows the per-
centage of function-relevant interactions in three pro-
teinprotein interaction data sets, namely, DIP [22],
MIPS [25] and BioGrid [27]. An interaction is consid-
ered to be function-relevant if the two proteins involved
in the interaction have at least one function in common.
0
0.1
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0.3
0.4
0.5
0.6
Precision Recall
MCODE
NN
SVM
BN
Figure 1 Comparative performance of several approaches in terms of precision and recall for DIP data.
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the MIPS database as our annotation categories. From
Table 2, we can see that only 30% – 40% observed inter-
actions are relevant in functions. In other words, most
of the observed interactions do not share functions.
Among those sharing function pairs, some of them
share more functions than the others. So there are a lot
of false-positive and false-negative interactions in the
PPI network and we would better use a weighted graph
to represent it rather than the unweighted graph.
T h r o u g h o u tt h ep a p e r ,w eu s eaw e i g h t e d ,u n d i r e c t e d
graph G =( W, V, E) to represent the protein interaction
network where V represents the set of vertices (pro-
teins), E represents the set of edges (interactions) and W
represents the likelihoods for the interactions between
vertices. The weights are obtained by using Gene Ontol-
ogy (GO), which is used for consistent description of
genes and gene products. The GO provides a collection
of well defined and structured biological terms called
GO terms, which is shown in Figure 2. By using GO
structure, we could calculate the semantic similarity of
different proteins in protein-protein interaction net-
works, therefore we use them as the weight of the
edges. In the previous work [21], we have already suc-
cessfully obtained a weighted, undirected DIP protein
interaction network. Here we use the same network as
before.
Complex features
Choosing the right features to representing the protein
complexes is the key issue to our problem. So far, there
is a lot of work that has been done in this area. In gen-
eral, the existing approaches either use properties of
nodes and edges or utilize non-trivial substructures. In
this paper, we use both topological features of subgraphs
and biological features of the proteins in the subgraphs.
Most of the features are selected from the prior works
on subgraph analysis [19][28][29]. The features that we
used are listed in Table 3 and each of the feature types
will be briefly discussed in the following.
Topological features:
1. Graph density: graph density is defined as
D
E
VV
=
−
2
1 ()
,w h e r e| E|i st h en u m b e ro fe d g e si n
the graph and |V| is the number of vertices in the
graph.
2. Degree statistics: these features are calculated from
t h ed e g r e eo fv e r t e x e si nt h es u b g r a p h .Ad e g r e ei s
defined as the number of neighbors of a vertex. Mean
degree, variance of degrees, median degree and maxi-
mum degree are chosen for degree statistics.
3. Edge weight statistics: we only consider edges with
nonzero weights here. Like degree statistics, mean and
variance of weights are taken as features.
4. Topological change [28]: This group of features is
gained by measuring the topological changes when dif-
ferent cutoffs of the weights are applied to the graph.
Topological changes are measures as Ti =( | Ei| – |Ei+1|)/
|Ei|, where Ei is the number of edges with different cut-
offs i.
5. Clustering coefficient: the clustering coefficient is a
measure of degree to which nodes in a graph tend to
Table 2 The percentage of function-relevant interactions in three protein interaction data sets
Data Set Total number of interactions Number of functional-relevant interactions Percentage
DIP 14162 5216 36.83%
MIPS 13877 4189 30.18%
BioGrids 117675 36446 30.97 %
Figure 2 Gene Ontology structure
Table 3 The distribution of features.
group ID group name number of features
1 Graph density 1
2 Degree statistics 4
3 Edge weight statistics 2
4 Topological change 7
5 Clustering coefficient 3
6 Topological coefficient 3
7 Protein length 2
8 Polarity of amino acids 21
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C
eij
dv dv
ij Nv eij E v =
−
∈∈
2
1
(, )
() (() )
:, () ,( ,) , where |e(i, j)|
gives the number of triangles that go through node v,
whereas d(v)(d(v) – 1)/2 is the total number of triangles
that could pass through node v.
6. Topological coefficient [19]: the topological coeffi-
cient is a relative measure of the extent to which a pro-
tein shares interaction partners with other proteins.
Biological features:
1. Protein length: the number of amino acids in a pro-
tein sequence.
2. Polarity of amino acids: the longer and more com-
plementary the binding sites, the majority of which
would be polar, of the protein, the stronger the proteins
would be bound.
A two layers feed-forward neural network based model
A neural network is a set of connected input/output units
in which each connection has a weight associated with it.
In the last couple of years, many different kinds of neural
networks and corresponding algorithms have been devel-
oped. Among the existing algorithms, the backpropaga-
tion a l g o r i t h m[ 3 0 ]i st h em o s tw e l lk n o w no n e .T h e
backpropagation algorithm performs learning on a multi-
layer feed-forward neural network. It iteratively learns a
set of weights for prediction of the class label of tuples.
Normally a multilayer feed-forward neural network con-
sists of an input layer, multiple hidden layers, and an out-
put layer. To avoid the long learning process, we choose
to use the two layers model which contains one input
layer, two hidden layers, and one output layer. The PPI
network is notorious for its noisy behavior, which contains
many false negative connections and false positive connec-
tions. Since the neural network is famous for its high tol-
erance of noisy data, it is an ideal prediction model for our
problem [31]. An example of multiple-layer neural net-
work is illustrated in Figure 3. In this example, there are
one input layer, two hidden layers and one output layer in
the network. x(x1, x2, x3) is the input pattern and y(y1, y2)
is the teaching or target vector. During the network train-
ing, the signals generated by the output layers are com-
pared with the target vector y, and any difference is used
in training the weights throughout the network. Some key
parameters in the neural network are set as follows. The
number of units in the input layer is the number of fea-
tures that we use (in our case, it is 43). The number of
output layers is one in our case, since we only need to
know if a subgraph is complex or not, which is a classic
bi-class classification. The number of hidden layers is two,
and we set 11 units for the first layer and 7 units for the
second layer. Those numbers are obtained by experiments
starting from a full connected network with a sufficiently
large number of nodes to a smaller number of nodes. The
activation function for each unit we use is the logistic
function. Given the net input Ij to unit j, then Oj, the out-
put of unit j,i sc o m p u t e da s :
O
e
j I j =
+
−
1
1
. (5)
Figure 3 A multiple-layer neural network example
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Figure 4 Flow chart of the subgraph generation subroutine
Shi et al. Proteome Science 2011, 9(Suppl 1):S5
http://www.proteomesci.com/content/9/S1/S5
Page 6 of 9Thus, the error of a hidden layer unit j is
Err Err jj j k j k
k
OO w =− ∑ () , 1 (6)
where wjk is the weight of the connection from unit j
to a unit k in the next higher layer, and Errk is the error
of k. The weights and biases are updated to reflect the
propagated errors. Weights are updated by the following
equations, where Δwij is the change in weight wij:
ΔwlO ij j i = () , Err (7)
ww w i j ij ij =+ Δ , (8)
where l is the learning rate. Backpropagation learns
using a method of gradient descent to search for a set
of weights that fits the training data so as to minimize
the mean squared distance between the network’sc l a s s
prediction and the known target value of the tuples [30].
Biases are updated by the following equations, where Δθj
is the change in bias θj:
Δ jj l = () , Err (9)
jj j =+ Δ . (10)
The whole updating process terminates when all Δwij
get so small as to be below some specified threshold.
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Figure 5 The flow chart of the whole algorithm
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Based on the above model, we could use it to evaluate
the candidate subgraphs. If the evaluating value exceeds
the threshold, the candidate subgraph is predicted to be
a complex. So the problem becomes finding subgraphs
with high evaluating values in the weighted PPI network.
However, as proved in [19], identifying the set of maxi-
mally scoring subgraphs in large graph is NP-hard.
Thus, heuristic algorithms are needed here. There are
several approaches that have already been used to solve
this problem, such as hill climbing, simulated annealing,
and tabu-search heuristic [32].
Here we propose a new heuristic method using an
evaluation value as the objective function. At the begin-
ning, each cluster starts at a deterministic single node
which we call seed node. In our method, we choose the
highest weight node as our seed node. The weights of
nodes are determined by summing up the weights of
t h ei n c i d e n te d g e s .T h e nw ea d dt h en e i g h b o rn o d e so f
the cluster one by one to the new cluster and the order
is based upon their impact on the evaluation score. The
adding process stops when there are no more proteins
that could be added and our new protein complex is
created. The whole subgraph generation routine is illu-
strated in Figure 4. Also, we keep tracking the overlap-
ping between the existing clusters and the current
investing cluster. If the overlapping rate is over a thresh-
old, we will merge those two complexes.
The completely proposed algorithm for protein com-
plexes identification is described below and the flow
chart of the whole algorithm is shown in Figure 5.
￿ Input
– Weighted DIP PPI network and a training set of
protein complexes and randomly generated non-protein
complexes.
￿ Learning parameters step
– Extract features from the above two groups of
complexes.
– Use neural network to train the parameters for the
prediction model.
￿ Identifying for complexes
– Start from the seed nodes, add neighboring proteins
of the cluster one by one based on the priority and the
impact on the cluster.
– Output the complexes when there is no more pro-
teins to satisfy the criterion given above.
– Use the newly generated complexes to recursively
update the parameters of the model in the second step
and find the new complex.
￿ Output
– Predict protein complexes.
Our input is the weighted PPI graph and a set of
known complexes and non-complexes as training data.
The known protein complexes are drawn from MIPS
protein complexes and the non-complexes are generated
randomly from the DIP protein interaction dataset.
First, we use the neural network model to learn model
parameters from the training data. Once we get the pre-
diction model, we will start searching for the protein
complex. Next, when we have more protein complexes,
we recursively train our prediction model and find new
protein complexes until there are no more proteins that
could be added. The final output complexes are those
detected clusters which have a higher evaluation score
than the threshold.
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