We construct a graph of Kummer elements in a given cyclic algebra of prime degree and study its properties. In case of degree 5, we provide sufficient conditions for two elements to have a chain of Kummer elements connecting them, such that the multiplicative commutator of any two consecutive elements in the chain is a root of unity.
Introduction
One of the major objects of interest in modern algebra is the Brauer group of a field. In order to understand the structure of this group, we want to develop methods for determining wether two elements in this group are equal. The group is known to be a torsion group. An element of order d is the Brauer equivalence class of some tensor product of cyclic algebras of degree d, according to [MS82] , assuming the characteristic of the field F is prime to d and that the field contains a primitive dth root of unity ρ. Under these assumptions, a cyclic algebra of degree p has the form (α, β) p,F = F[x, y : x p = α, y p = β, yx = ρxy]
for some α, β ∈ F × . The question is therefore whether two given tensor products of cyclic algebras of degree d are Brauer equivalent. By multiplying the shorter tensor product by a matrix algebra, we can make the tensor products be of the same length, in which case being Brauer equivalent is the same as being isomorphic. One way to approach this problem is to come up with a set of basic steps with which one can obtain from one given tensor product of cyclic algebras all the other tensor products isomorphic to it. A theorem providing such as set is usually referred to as a "chain lemma" or "chain equivalence". In case of quaternion algebras (d = 2), there are known chain lemmas for one quaternion algebra, tensor products of two quaternion algebras ([CV13] and [Siv12] ) and tensor products of any number of quaternion algebras over fields of cohomological 2-dimension 2 ( [Chaar] ). A chain lemma for one cyclic algebra of degree 3 was provided in [Ros99] .
In the papers [CV13] and [HKT09] (where an alternative proof to the result from [Ros99] was provided) the key-idea was to show that every two Kummer elements, i.e. elements whose dth power are their minimal central powers, are connected by a chain of Kummer elements such that the multiplicative commutator of every two consecutive elements in the chain is a power of ρ. At least when dealing with one cyclic algebra of prime degree (or a tensor product of two quaternion algebras) such a theorem implies that every two isomorphic symbols (α, β) and (α ′ , β ′ ) are connected by a chain of isomorphic symbols such that every two consecutive symbols share a common slot.
In this paper we follow this approach by constructing a graph that encodes the relations between different Kummer elements and studying its properties. This way we manage to provide some sufficient conditions for a pair of Kummer space to be connected by such a chain as described above in case of d = 5.
Notation
We wish to introduce here a couple of expressions that will be used later on in this paper: The (additive) commutator is [x, z] d = zx − ρ d xz, and the multicommutator is defined recursively as to be
The sum of all the words in which the letters x 1 , . . . ,
(This notation was introduced in [Rev77] .)
The graph
Fix a prime p, a field F of characteristic not p containing a pth root of unity ρ and a cyclic algebra A of degree p over F. Let X be the set of all Kummer elements in A, i.e. all x ∈ A\ F satisfying x p ∈ F × . We construct a complete labeled digraph (X, E) where the label of each edge x / / z is the set {0 ≤ i ≤ p − 1 : z i 0} such that z 0 + z 1 + · · · + z p−1 is the unique decomposition of z with z i x = ρ i xz i for each 0 ≤ i ≤ p − 1. (See [CV12, Corollary 3.4] for the existence and uniqueness of this decomposition.) We denote the label of this edge by l(x, z). The weight of this edge is ♯l(x, z) and we denote it by w(x, z). Occasionally we simply write the elements with an edge connecting them, where the label (or weight) of the edge appears above it, unless we want to indicate the labels in both directions, in which case the label above refers to the edge going from left to right and the label below refers to the edge going from right to left. For example,
It is important to note that w(x, z) = 1 if and only if w(z, x) = 1. In that case we often simply write x o o / / z . That does not hold for greater weights. For instance, if p = 3 and
then for z = y + x 2 y 2 we have
which means that
and therefore w(x, z) = 2 3 = w(z, x).
Basic properties
We wish to list here some basic properties of this graph:
Proof. We have x = x i + x j and z = z m + z n such that z m x = ρ m xz m , z n x = ρ n xz n , x i z = ρ i zx i and x j z = ρ j zx j . Let us consider the equality [x, x, z] m,n = 0. This holds because z = z m + z n . On the other hand, if we substitute x = x i + x j in this expression we get the following set of equations (by conjugation by z):
From the first equation we obtain (ρ
i z = 0 and from the second equation we obtain (ρ
Therefore, without loss of generality m = −i and n = − j.
From the third equation we obtain (ρ
Due to symmetry, we also have
, and therefore 3 ≡ 0 (mod 3), which means that p = 3. The other direction is trivial. Proof. For some m, n, i, j, k ∈ Z/pZ, x = x i + x j + x k and z = z m + z n . For p = 2, 3 it is known to be true, so assume p > 3. Then at least two of the following hold: i + k 2 j (mod p), j + k 2i (mod p), i + j 2k (mod p), because otherwise p = 3 according to Lemma 4.2. Without loss of generality we may assume that i + k 2 j (mod p) and j + k 2i (mod p).
Consider the equality [x, x, z] m,n = 0. If we take only the part which ρ 2i -commutes with z we get (
i z = 0, and if we take only the part which ρ 2 j -commutes with z we get (
j z = 0. Consequently, m = −i and n = − j without loss of generality. If we take only the part which ρ i+k -commutes with z we obtain (ρ
If we substitute z = z −i + z − j on the left-hand side of this equation then we get (
Consequently, x k ρ −i− j -commutes with x. If k = −i − j = 0 then either x k ∈ F or x and z commute. If x and z commute we are done. If x k ∈ F then Tr(x) = px k = 0 which means that x k = 0, contradiction. Assume then that either k 0 or In Corollary 4.5 we saw that Fz i + Fz j is a Kummer space with a diagonal exponentiation form. Since l(z i , z j ) = {m, −m}. From [CV12] we obtain z j,m z j,n = ρ m z j,n z j,m . Consequently ρ i −2 j(m−n) = ρ m , which means that 2 j ≡ i 2 (mod p). But now, l(x 2 , z) = {2i, 2 j} and therefore for similar arguments 2(2 j) ≡ (2i) 2 (mod p), and that creates a contradiction. Proof. We have x = x i + x j and z = z −i + z − j according to Proposition 4.1. Setting
According to Proposition 4.4 we know that x j ∈ X, and therefore y ∈ X. Since w(x, y) = w(z, y) = 1 we get the chain
In cyclic algebras of degree 5
Fix p = 5. The main goal of this section is to prove the following: Proof. Let l(x, z) = {i, j} and l(z i , z j ) = {m, n}. Without loss of generality we can assume that m = 1 and n = 3 or n = 4. According to Proposition 4.9, the case of n = 4 is not possible, and so we assume that n = 3. In [CV12] it is proven that in this case either z j,1 z j,3 = ρz j,3 z j,1 or z j,1 z j,3 = ρ 2 z j,3 z j,1 . In the first case the chain is
In the second case the chain is 
