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1.1. L’expression des gènes 
 
1.1.1. Les gènes et le flux d’information génétique 
 
Le terme « gène » fut proposé pour la première fois en 1909 par le botaniste danois 
Wilhelm Johannsen, pour définir une entité à la base de l’hérédité [1]. Avec 
l’accroissement de nos connaissances, le concept a subi depuis lors, et subit encore, 
une évolution continuelle [2]. Selon les domaines concernés, différentes définitions 
ont cours actuellement. Dans le cadre de ce travail, on retiendra la définition générale 
suivante : « Un gène est l’unité physique et fonctionnelle fondamentale de l’hérédité; 
une séquence linéaire de nucléotides le long d’un segment d’ADN fournissant les 
instructions codées pour la synthèse d’ARN, qui (généralement traduit en protéines) 
conduit à l’expression d’un caractère héréditaire » (adaptée de la référence [3]). 
Cette définition est en rapport avec un paradigme central de la biologie moléculaire, 
celui du flux unidirectionnel de l’information génétique qui permet au message 
contenu dans l’ADN d’être lu et de se manifester par des traits phénotypiques. La 
séquence de nucléotides de l’ADN d’un gène est transcrite en une séquence de 
nucléotides dans une molécule d’ARN. Celle-ci peut, dans le cas des ARN messagers 
(ARNm), être elle-même traduite en une séquence d’acides aminés dans les protéines 
finalement produites (figure 1.1.1).  
 
 








Les molécules d’ADN sont perpétuées par le processus de réplication. L’ARN est synthétisé 
selon l’information contenue dans l’ADN par le processus de transcription. Les protéines sont 
synthétisées selon l’information contenue dans l’ARN par le processus de traduction. La 
synthèse d’ADN à partir d’ARN (transcription inverse) est un phénomène plus rare, lié à la 
reproduction de certains virus. 
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Capables d’endosser de multiples fonctions biologiques fondamentales (catalytiques 
ou structurales), les protéines ne sont toutefois pas les seules molécules responsables 
des traits phénotypiques observables sur les êtres vivants. Il devient de plus en plus 
clair que bon nombre de molécules d’ARN, les ARNs non-codants, sont fonctionnels 
sans pour autant être traduits en protéines [4]. L’expression d’un gène sera donc 
définie comme la synthèse de son produit fonctionnel, qui sera, selon les cas, un ARN 
ou une protéine. 
 
1.1.2. Les processus d’ajustement du niveau d’expression des gènes 
 
Au sein d’un même organisme, toutes les cellules vivantes contiennent un patrimoine 
génétique identique, mais celui-ci n’est pas exprimé de manière homogène.  
En effet, bien que certains gènes soient exprimés de manière ubiquitaire, chaque type 
cellulaire exprime également un panel spécifique de gènes. Ce sont d’ailleurs les 
différences dans les patterns d’expression de gènes qui sont à la base des différences 
entre types cellulaires.  
De plus, les cellules s’adaptent aux conditions de leur environnement ou réagissent à 
des signaux provenant d’autres cellules. L’adaptation passe par des changements 
phénotypiques nécessitant l’ajustement de l’expression de gènes [5]. Dans ce cas, on 
parle de gènes inductibles.  
Ces exemples mettent l’emphase sur la nécessité biologique d’une régulation du 
niveau d’expression des gènes. Les paragraphes suivants décrivent les différents 
mécanismes contrôlant le niveau d’expression des gènes. 
 
1.1.2.1. Contrôle lié à la transcription 
 
La transcription est le processus métabolique par lequel les molécules d’ARN sont 
synthétisées par polymérisation de ribonucléotides selon une séquence définie par une 
matrice d’ADN. Chez les eucaryotes, cette synthèse est accomplie dans le noyau 
cellulaire et est catalysée par des enzymes, les ARN polymérases. Il en existe de 3 
types (ARN polymérase I, II ou III). Parmi elles, l’ARN polymérase II est responsable 
de la synthèse des ARNm et d’autres petits ARNs non-codants (‘small nuclear RNA’, 




La transcription par l’ARN polymérase II peut être divisée en trois étapes, requérant 
l’intervention de nombreux cofacteurs. La première étape est l’initiation. Celle-ci 
débute par l’assemblage, au niveau du promoteur d’un gène, d’un complexe de pre-
initiation composé de l’ARN polymérase II, de facteur généraux de transcription 
(‘general transcription factors’, GTFs) et de cofacteurs d’initiation (complexes 
Srb/Mediator). L’initiation requiert ensuite l’hydrolyse d’ATP pour l’ouverture du 
double brin d’ADN, permettant l’incorporation de ribonucléosides-triphosphates dans 
le site catalytique de l’ARN polymérase II et la formation de liaisons phosphodiesters 
[6]. Après la formation des premières liaisons, la polymérase se libère des facteurs 
d’initiations du promoteur (dégagement du promoteur, ou ‘promoter clearence’) et 
entre dans la deuxième étape, celle d’élongation. Cette étape est caractérisée par des 
modifications post-traductionelles de l’ARN polymérase II, notamment au niveau de 
la phosphorylation de son domaine C-terminal, et l’intervention de nombreux facteurs 
d’élongation [7]. Finalement, la troisième étape est la terminaison, au cours de laquelle 
la polymerase se dissocie du complexe formé avec l’ADN. 
Historiquement, l’étude de la transcription fut facilitée par l’utilisation de toxines 
(antibiotiques) d’origine microbienne inhibant spécifiquement différentes étapes dans 
le processus. Par exemple, l’actinomycine D, produit par des bactéries du genre 
Streptomyces, inhibe spécifiquement le mouvement de la polymérase en formant un 
complexe avec l’ADN [8]. 
Les mécanismes de régulation de la transcription les plus étudiés et les mieux compris 
sont ceux liés à l’initiation. Dans de nombreux cas il semble que l’étape d’initiation 
soit l’étape limitante, déterminant ainsi le taux de transcription d’un gène donné. 
L’activation de la transcription (on parle aussi de l’étape d’activation-initiation) 
requiert la liaison de facteurs de transcription (ou activateurs) à l’ADN sur des régions 
dites régulatrices. Ces régions sont souvent situées dans les premières centaines de 
paires de bases en amont du site de départ de la transcription, mais peuvent aussi en 
être bien plus distantes (soit en amont, soit en aval). Les facteurs de transcription se 
lient à l’ADN de manière spécifique à la séquence. Ils fonctionnent principalement de 
deux manières : soit en aidant le recrutement du complexe de préinitiation, soit en 
remaniant la structure de la chromatine (p.ex en relaxant le niveau d’empaquetage de 
l’ADN par la modification post-traductionelle des histones)[9, 10]. Ils augmentent 
ainsi la fréquence des événements d’initiation et le taux de transcription d’un gène 
donné. D’autres facteurs de transcription (dit répresseurs) ont des effets antagonistes et 
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tendent à réduire le niveau d’initiation. Les facteurs de transcription qui sont présents 
et actifs ainsi que la nature des régions régulatrices d’un gène sont donc les 
déterminants principaux du niveau d’initiation de sa transcription. Des signaux reçu 
par une cellule, capables de contrôler la présence dans le noyau de facteurs de 
transcription spécifiques ou leur état d’activation, sont donc capables de moduler 
sélectivement les niveaux de transcription de certains gènes. 
L’étape d’élongation de la transcription est aussi sujette à des processus de régulation 
[11]. La phosphorylation réversible du domaine C-terminal de l’ARN polymérase II 
produit des changements conformationnels et détermine la capacité de l’ARN 
polymérase II à s’associer avec des facteurs d’élongations. Ceux-ci peuvent réguler la 
propension de la polymérase à faire des pauses lors de l’élongation, ou conduire à un 
remaniement de la chromatine dont l’empaquetage pourrait, sans cela, représenter un 
obstacle infranchissable [7].  
 
1.1.2.2. Contrôle lié à la stabilité des ARNm 
 
Les ARNm, synthétisés d’abord sous forme de précurseurs (pre-messagers) par la 
machinerie transcriptionelle, subissent d’importantes modifications avant de sortir du 
noyau cellulaire comme ARNm matures et servir à la synthèse des protéines. Ces 
modifications sont au nombre de trois : l’ajout de la coiffe en 5’ (‘capping’), l’épissage 
(‘splicing’) et l’ajout de la queue poly A en 3’ (‘polyadenylation’). Le domaine C-
terminal de la polymérase interagit avec les machineries complexes qui s’occupent de 
ces trois modifications et qui interviennent au cours de la transcription [12].  
De nombreuses protéines s’associent aux ARNs de manière spécifique à la séquence et 
jouent un rôle important dans la maturation des ARN pré-messagers, ainsi que dans 
l’export dans le cytoplasme, la traduction et la dégradation des ARNm matures [13]. 
La régulation de la dégradation des ARNm est le résultat des interactions orchestrées 
entre de telles protéines et les différents éléments structuraux de la molécule d’ARN, 
que sont principalement la coiffe en 5’, la queue polyA et les régions 5’ et 3’ non-
traduites [14]. Plusieurs mécanismes de dégradation des ARNm ont été caractérisés 
[15, 16]. Un des mécanismes principaux est lié à la déadenylation (perte de la queue 
polyA) qui peut être couplée ou non au processus de traduction. La déadenylation 
provoque rapidement la coupure de la coiffe en 5’ et une dégradation depuis 
l’extrémité 5’ par des exoribonucléases. Une autre voie de dégradation dépend 
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d’endoribonucléases qui coupent les ARNm de manière interne, avant de laisser place 
à l’activité d’exoribonucléases. Les deux modes de dégradation sont sujets à une 
régulation importante, dépendant d’éléments de séquence présents sur les molécules 
d’ARN. Ceux-ci peuvent soit promouvoir (éléments déstabilisants), soit inhiber 
(éléments stabilisants) la dégradation des molécules d’ARN. L’exemple le mieux 
connu est celui des AREs (‘A+U- rich elements’), situés dans les régions 3’ non-
traduites [17]. Il en existe de différentes classes, leurs déterminants de séquence 
variant légèrement, ce qui leur permet de lier de très nombreuses protéines. La stabilité 
des ARNm peut être régulée ainsi en réponse à des signaux extracellulaires et à 
l’activation de voies de signalisation contrôlant l’activité de ces protéines.  
Un autre mécanisme de régulation est celui lié au phénomène d’interférence ARN, 
dépendant de petits ARNs (taille d’environ 21-26 nucléotides) que sont les ‘micro 
RNAs’ (miRNAs) et les ‘short interfering RNAs’ (siRNA) [18, 19]. Bien que générés 
à partir de précurseurs différents, ces deux types de petits ARNs sont 
fonctionnellement similaires. Sous forme mature, ils font partie du complexe RISC 
(‘RNA-induced silencing complex’) permettant la reconnaissance d’ARNm cibles 
selon la complémentarité de séquence [20]. La dégradation spécifique des ARNm 
cibles peut être le fait de l’activité endoribonucléase du complexe RISC, ou résulter de 
l’activation d’autres mécanismes de dégradation (notamment ceux induits par la perte 
de la coiffe). Dans ce dernier cas, des modèles actuels proposent que le complexe 
RISC servent à retenir les ARNm cibles dans des emplacements spécifiques du 
cytoplasme appelés corpuscules-P (‘P-bodies’), qui seraient des sites importants de 
clivage de la coiffe et de dégradation des ARNm [21]. Ainsi, en contrôlant la nature 
des petits ARN interférents produits (surtout les miRNAs, qui sont produits 
exclusivement de manière endogène), la cellule peut diriger spécifiquement la 
dégradation de certains ARNm. 
 
1.1.2.3. Contrôle lié à la traduction des ARNm en protéines 
 
La traduction est le processus métabolique par lequel les polypeptides sont synthétisés 
par polymérisation d’acides aminés selon une séquence codée par les ARNm et 
déterminée par le code génétique. Cette tâche très complexe est effectuée par les 
ribosomes et des facteurs associés qui constituent la machinerie traductionelle. Les 
ribosomes sont des macromolécules composées de nombreuses protéines et molécules 
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d’ARN (ARNr, ARN ribosomal). Les acides aminés servant à la synthèse des 
polypeptides sont fournis par des aminoacyl-ARNt (ARN de transfert). La « lecture » 
de la séquence des ARNm se fait par la complémentarité entre des triplets de 
ribonucléotides sur l’ARNm (codons) et l’ARNt (anticodons). Ceci permet à chaque 
acide aminé d’être spécifiquement associé à un codon distinct présent sur l’ARNm. 
Tout comme la transcription (voir sous 1.1.2.1), la traduction peut être décrite selon 
trois étapes : l’initiation, l’élongation et la terminaison [22]. 
L’initiation de la traduction implique l’assemblage des composants de la machinerie 
traductionnelle : les deux sous-unités du ribosome, l’ARNm, le premier aminoacyl-
ARNt, du GTP (comme source d’énergie) et des facteurs d’initiation qui aident à 
l’assemblage du complexe. Chez les eucaryotes, l’initiation peut être soit dépendante, 
soit indépendante de la coiffe de l’ARNm [23]. Dans le premier cas, la petite sous-
unité ribosomale est recrutée en 5’ de l’ARNm par des protéines reconnaissant la 
coiffe, puis scanne l’ARNm jusqu’à un codon ‘start’ (codon AUG, indiquant le début 
de la région codant pour une protéine). Dans le second cas, le ribosome n’a pas besoin 
de scanner l’ARNm depuis l’extrémité 5’ car il est dirigé directement sur un site 
d’entrée interne (‘internal ribosome entry site’, IRES) par des protéines spécialisées 
(IRES trans-acting factors, ITAFs). 
L’élongation débute après libération des facteurs d’initiation, lorsque le complexe 
d’initiation est formé au site de départ de la traduction. L’élongation du polypeptide 
naissant résulte de la formation de liaisons peptidiques entre acides aminés. Ces acides 
aminés sont fournis successivement au ribosome par hydrolyse des aminoacyl-ARNt 
correspondant à la suite des codons « lus » le long de l’ARNm. Cette étape requiert 
l’action de facteurs d’élongation. 
La terminaison survient lorsque la machinerie traductionelle atteint un codon ‘stop’ 
pour lequel aucun ARNt n’existe. Des facteurs de libération (‘release factors’) 
interviennent alors pour induire l’hydrolyse du dernier ARNt et libérer le polypeptide 
nouvellement synthétisé. 
A l’instar de la transcription, l’étude détaillée des différentes étapes de la traduction a 
fait appel à l’utilisation de nombreuses toxines microbiennes capables d’inhiber 
sélectivement les différentes étapes du processus. Par exemple, le cycloheximide, 
produit par la bactérie Streptomyces griseus, a une action ciblée sur l’activité peptidyl 
transférase du ribosome, inhibant ainsi la synthèse protéique au niveau de l’élongation. 
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La traduction est l’objet de processus de régulation. La fréquence des événements 
d’initiation de la traduction est déterminée par des éléments structuraux des ARNm 
(coiffe en 5’, queue polyA, éléments de séquence spécifiques), l’interaction de ces 
éléments avec les facteurs d’initiation, l’état de modification post-traductionelle des 
facteurs d’initiation, ou l’interaction de ces facteurs avec d’autres protéines. Par 
exemple, la formation de structures secondaires à l’extrémité 5’ d’un ARNm peut 
inhiber la liaison entre la coiffe et le facteur d’initiation eIF4E, une étape importante 
dans le recrutement du ribosome. De même, des structures secondaires au voisinage 
d’un codon ‘start’ peuvent réduire l’efficacité de sa reconnaissance par le ribosome. 
Ainsi les ARNm de différents gènes peuvent démontrer des variations quant à 
l’efficacité de leur traduction et des sensibilités variables à des perturbations 
modérées, mais générales, de l’initiation de la transcription [24]. Par exemple, le 
traitement avec certains facteurs de croissance ou hormones peut augmenter la 
traduction cellulaire, tandis que des conditions de stress cellulaire, comme lors d’un 
choc thermique, peuvent l’inhiber. Dans ces situations, l’activation de voies de 
signalisation intracellulaire conduit à la phosphorylation de certains facteurs 
d’initiation (comme eIF2α), ou à la régulation de leur disponibilité (comme eIF4E qui 
peut être séquestré par liaison à la forme phosphorylée de E4-BP, ‘eIF4E-binding 
protein’). Ceci aura pour effet de réduire globalement l’activité traductionelle avec des 
effets contrastés selon la nature de chaque ARNm.  
Les petits ARN interférents et le complexe RISC (voir le point 1.1.2.2) régulent 
également le niveau de traduction spécifique de certains ARNm, et ceci sans 
nécessairement conduire à leur dégradation [21]. Les mécanismes sous-jacents ne sont 
pas encore élucidés. Une possibilité est que la séquestration d’ARNm dans les 
corpuscules-P est suffisante pour réduire leur traduction en protéines, ceux-ci étant 
tenus à l’écart de la machinerie traductionelle [25]. 
 
1.1.2.4. Contrôle lié à la stabilité des protéines 
 
Le niveau d’expression du produit protéique d’un gène est déterminé par l’équilibre 
entre son taux de synthèse et son taux de dégradation. La dégradation des protéines, ou 
protéolyse, se fait par hydrolyse des liaisons peptidiques et est catalysée par des 
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protéases. Il existe plusieurs voies de dégradation des protéines au sein de la cellule. 
Celles-ci peuvent être sélectives ou non. 
La plus grande part de la dégradation non-sélective des protéines a lieu dans les 
lysosomes. Les protéines cytosoliques peuvent pénétrer dans ces organelles par macro-
autophagie, c’est-à-dire l’internalisation d’un volume de cytoplasme dans une 
membrane intracellulaire. Les lysosomes contiennent une gamme de protéases 
capables d’hydrolyser les protéines de manière non-sélective. Cette voie de 
dégradation permet le recyclage global de protéines cytoplasmiques de durée de vie 
relativement longue (par exemple les protéines structurales). Le taux de dégradation 
par cette voie peut être modulé. Il peut par exemple être augmenté lorsque la cellule 
subit certains stress comme une privation en nutriments [26, 27]. 
Les protéines de durée de vie plus courte (comme les protéines régulatrices) sont 
dégradées dans le cytosol par des mécanismes protéolytiques locaux très différents de 
la voie lysosomale. Le protéasome (un complexe multi-protéique) effectue cette 
protéolyse de manière sélective [28]. En effet, le protéasome dégrade les protéines 
préalablement marquées par des molécules d’ubiquitine [29, 30]. L’ubiquitine est une 
protéine de 76 acides aminés qui peut être liée de manière covalente à des résidus 
lysines d’une protéine cible lors du processus d’ubiquitination (ou, plus 
rigoureusement, d’ubiquitinylation). De manière générale, le signal de dégradation est 
une poly-ubiquitinylation (ajout d’une queue d’ubiquitines liées les unes aux autres en 
série). L’ubiquitinylation est un mécanisme complexe et fortement régulé, requérant 
l’action de plusieurs classes d’enzymes. Ce système est l’objet d’un contrôle par des 
voies de signalisation intracellulaire, permettant à la cellule de dégrader sélectivement 
certaines protéines en fonction des circonstances. Les signaux peuvent soit affecter 
l’activité des différentes enzymes du système d’ubiquitinylation, soit toucher les 
protéines cibles plus directement (p.ex par une phosphorylation modulant l’affinité 
pour la machinerie d’ubiquitinylation). A noter que le protéasome peut aussi, dans 
certains cas, dégrader des protéines indépendamment de leur ubiquitinylation [31, 32]. 
 
1.1.3. Dynamique de l’expression des gènes et modélisation 
 
L’expression des gènes est un processus dynamique. Comme détaillé au point 1.1.2, 
les produits des gènes (que ce soit les protéines ou les ARNs) ont des durées de vie 
déterminées et sont perpétuellement recyclés. Le niveau stationnaire d’expression d’un 
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gène est donc déterminé par l’équilibre entre le taux de synthèse et le taux de 
dégradation de son produit. 
Des modèles mathématiques quantitatifs ont permis de mettre en évidence les facteurs 
clés et quelques propriétés intéressantes de la cinétique de l’expression des gènes.  
Le modèle de base de ce genre d’études est celui à compartiment unique (‘single-
compartment’) et peut être vu comme le module cinétique descriptif le plus simple. Il 
réfère à un produit qui est formé à un taux fixe aux conditions initiales (réaction de 
synthèse d’ordre zéro), et éliminé à un taux proportionnel à sa concentration (réaction 
de dégradation d’ordre un) [33-35]. Ce processus est traditionnellement représenté 
comme suit : 
Dans ce modèle, Ct est la concentration du produit à chaque instant (exprimée en  
mol.l-1). Le taux de synthèse du produit est égal à λ1 (la constante de formation 
exprimée en mol.l-1.s-1 ). Le taux de dégradation est, quant à lui, proportionnel à la 
concentration du produit et est obtenu en multipliant Ct par λ2 (la constante 
d’élimination de premier ordre, exprimée en s-1). Lorsque les ‘constantes’ λ1 et λ2 
restent effectivement constantes, le système rejoint un état d’équilibre stationnaire car 
la concentration du produit atteint un niveau suffisamment élevé pour que le taux de 
dégradation compense totalement celui de synthèse. La concentration du produit à 
l’équilibre, Ce, est égale au quotient λ1/λ2. Si le taux de dégradation reste constant et 
que le taux de synthèse augmente (λ1 → λ1’), l’équilibre se déplace et la concentration 
rejoint une nouvelle valeur, plus élevée (Ce’= λ1’/λ2). Dans ce cas, l’augmentation de 
la concentration au nouvel équilibre ne dépend que de l’augmentation du taux de 
synthèse. En revanche, la vitesse à laquelle cet équilibre est rejoint dépend du taux de 
dégradation [36]. Ainsi, dans un tel système, c’est essentiellement le taux de 
dégradation qui défini l’échelle de temps à laquelle les variations de concentrations se 










Afin de modéliser le processus d’expression des gènes codant pour des protéines, des 
modèles plus complexes ont été construits, essentiellement en connectant des modules 
du type ‘single-compartment’ les uns aux autres afin de reproduire la séquence des 
événements. Nous trouvons tout d’abord le modèle ‘dual-compartmental’ 
(synthèse/dégradation des ARNm, synthèse/dégradation des protéines) [36], puis des 
modèles plus complets comprenant, en plus, les événements de synthèse des ARN pré-
messagers, leur maturation en ARNm et leur transfert vers le cytoplasme, avec des 
taux de synthèse/réaction et de dégradation distincts selon les étapes [37, 38]. Ces 
approches ont confirmé les observations faites avec le modèle ‘single-compartment’, 
notamment en ce qui concerne l’importances des taux de dégradation des ANRm et 
des protéines comme déterminants de l’échelle de temps à laquelle l’adaptation du 
niveau d’expression des protéines s’opère. Globalement, le système permet une très 
Figure 1.1.3: Exemple d’application du modèle à compartiment unique 
 
Selon le modèle cinétique à compartiment unique, si le taux de dégradation reste constant, 
une augmentation de 4 fois du taux de synthèse (λ1 multiplié par 4) conduit à une 
augmentation de la concentration d’équilibre (Ce) de 4 fois. Le graphique présente la 
cinétique obtenue dans deux cas où les concentrations d’équilibre sont les mêmes mais où 
le taux de dégradation est différent. Dans le cas d’un taux de dégradation élevé (λ2 = 0.5 ; 
λ1 = 0.5 →λ1’= 2) la nouvelle concentration d’équilibre (Ce’) est rejointe rapidement. 
Dans le cas d’un taux de dégradation plus faible (λ2 = 0.1 ; λ1 = 0.1 →λ1’= 0.4), la 
nouvelle concentration d’équilibre est rejointe plus lentement. 
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grande flexibilité dans le contrôle des cinétiques d’induction de gènes particuliers, car 
les étapes du processus peuvent être modulées de manière coordonnée, permettant de 









1.2. Les gènes de réponse précoce 
 
1.2.1. Définition des gènes de réponse précoce (IEGs) 
 
Les gènes de réponse précoce (‘immediate-early response genes’, IEGs) sont des 
gènes inductibles, dont la transcription peut être stimulée de manière indépendante de 
la néo-synthèse de protéines. La transcription de ces gènes se situe directement en aval 
des voies de signalisation intra-cellulaire et répond ainsi rapidement à des stimuli. 
 
1.2.2. Historique et terminologie 
 
Les IEGs ont été caractérisés pour la première fois dans les années 80s, lors d’études 
visant à identifier des gènes répondant à des facteurs de croissance pouvant contrôler 
la ré-entrée dans le cycle cellulaire de cellules au repos [39]. Ces travaux permirent 
d’isoler des gènes dont la transcription s’élève dans les minutes qui suivent l’addition 
de facteurs de croissance, et ceci, même en présence d’inhibiteurs de la synthèse de 
protéines (tels que le cycloheximide). c-fos et c-myc furent parmi les premiers IEGs 
découverts [40-42]. Il s’agit de proto-oncogènes; c’est à dire de gènes qui peuvent, 
lorsqu’ils sont mutés ou que leur expression est dérégulée (p.ex en cas d’intégration 
dans des rétrovirus), devenir oncogènes et produire des tumeurs [43]. A l’instar de c-
fos et c-myc, beaucoup d’IEGs découverts par la suite codent pour des facteurs de 
transcription, ce qui n’est toutefois pas une généralité. En plus de son implication dans 
le cancer, l’expression des IEGs a pu être associée à de nombreux autres phénomènes 
biologiques complexes, tels que le développement de l’organisme ou la mémorisation 
(voir point 1.2.6). 
L’appellation IEG a été empruntée à la virologie, le terme IEG faisant référence à des 
gènes viraux qui, lors de l’infection d’une cellule, sont exprimés de manière précoce 
(avant la réplication du virus), et immédiate (indépendamment de la synthèse de 
protéines). Certains de ces gènes viraux contrôlent la transcription de gènes plus 
tardifs, d’origines tant virale que cellulaire [44]. IEGs viraux et IEGs cellulaires sont 
ainsi similaires en bien des points. L’appellation simple ‘IEGs’ est, le plus souvent, 
utilisée en référence aux IEGs cellulaires (ce qui sera le cas dans le présent travail). A 
noter également que l’on fait aussi la distinction entre ‘oncogènes viraux’, qui sont des 
versions de gènes provenant de virus (p.ex. v-fos, avec un ‘v’ pour forme virale), et 
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‘oncogènes cellulaires’ (ou proto-oncogènes) qui sont des gènes appartenant 
naturellement au génome de l’organisme (p.ex. c-fos, avec un ‘c’ pour forme 
cellulaire). 
En raison du fait que les premiers IEGs découverts (qui sont également les plus 
connus) sont des proto-oncogènes codant pour des facteurs de transcription, un 
amalgame est parfois fait entre le concept d’IEG, et les fonctions de facteur de 
transcription et d’oncogène. Dans ce travail nous nous en tiendrons à la définition 
d’IEG décrite au point 1.2.1. Celle-ci ne fait pas référence à l’aspect fonctionnel des 
produits des IEGs, mais se base exclusivement sur le mode de régulation de leur 
transcription par des stimuli. 
 
1.2.3. Voies de signalisation contrôlant la transcription des IEGs 
 
La transcription des IEGs est modulée par des mécanismes tels que ceux décrits au 
point 1.1.2.1. Ceux-ci comprennent essentiellement l’activation de facteurs de 
transcription pouvant moduler le taux d’initiation de la transcription, ou le contrôle de 
l’élongation.  
Une question essentielle est de savoir comment l’information transite au sein de la 
cellule de manière à ce que des signaux extracellulaires puissent atteindre le noyau et 
réguler la transcription des IEGs. Certains signaux (p.ex les hormones hydrophobes) 
peuvent traverser les membranes cellulaires et ainsi diffuser jusqu’au noyau pour 
réguler certains facteurs de transcription (récepteurs nucléaires). D’autres signaux, 
n’ayant pas la capacité de franchir les membranes (p.ex les hormones hydrophiles), 
lient des récepteurs à la surface des cellules et déclenchent des voies de signalisation 
intracellulaires telles que celles associées à des messagers secondaires (p.ex Ca2+) ou 
des cascades de phosphorylation de protéines (p.ex ‘mitogen activated protein kinases’ 
(MAP kinases) ou MAPKs) qui peuvent atteindre des facteurs de transcription (et 
réguler leur localisation ou leur activité). Les paragraphes suivants présenterons les 
principales voies de signalisation connues pour être impliquées dans le contrôle de la 
transcription des IEGs. 
 




Les récepteurs nucléaires forment une très grande famille incluant par exemple des 
récepteurs pour les hormones stéroïdes et thyroïdes, les rétinoïdes et la vitamine D, 
ainsi que des récepteurs ‘orphelins’ dont les ligands sont inconnus. Tous les récepteurs 
nucléaires possèdent un domaine similaire de liaison à l’ADN et généralement un 
domaine de liaison à un ligand, rendant leur activité comme facteur de transcription 
dépendante de l’interaction avec ce ligand. Généralement, les ligands sont des 
molécules hydrophobes générées à l’extérieur de la cellule (voir les exemples cités en 
début de paragraphe), qui peuvent lier leurs récepteurs tels quels ou après avoir été 
métabolisés. Cependant, certains sont générés directement dans la cellule, comme 
produit du métabolisme des lipides (p.ex acides gras, prostaglandine, dérivés du 
cholestérol). Certains récepteurs résident constitutivement dans le noyau et sont 
activés par la liaison de ligands. D’autres résident dans le cytoplasme (liés à des 
chaperones) et ne rejoignent le noyau qu’à la suite de la liaison du ligand (et de la 
dissociation du complexe qu’ils forment avec les chaperones)[45]. Les hormones 
hydrophobes peuvent donc réguler la transcription d’IEGs relativement directement 
par l’activation de récepteurs nucléaires capables d’agir au niveau de leurs promoteurs. 
 
1.2.3.2. Récepteurs membranaires 
 
A l’inverse des hormones hydrophobes, beaucoup de signaux chimiques 
extracellulaires n’ont pas la possibilité de franchir les membranes cellulaires. C’est le 
cas par exemple des hormones hydrophiles, des neurotransmetteurs, ou des cytokines. 
Ces molécules agissent par liaison à des récepteurs situés à la surface des cellules. Il 
existe différentes classes de récepteurs avec des structures et des fonctionnements 
différents. On distingue en particulier les récepteurs métabotrophes et les récepteurs 
ionotrophes. L’activité des premiers est liée à une activité de type métabolique ; la 
catégorie comprend les récepteurs tyrosine kinase, les récepteurs couplés à des 
protéines G et les récepteurs guanylyl cyclase. L’activité des seconds est liée à des 
flux ioniques. 
Les récepteurs tyrosine kinase forment des dimères suite à la liaison de leur ligand, 
permettant leur auto-phosphorylation sur des résidus tyrosines (situés à l’intérieur de 
la cellule). Dans certains cas, la phosphorylation du récepteur lui permet également de 
phosphoryler directement des facteurs de transcription, comme dans le cas du module 
JAK/STAT (‘Janus kinase/Signal transducers and activators of transcription’) [46]. 
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Dans d’autres cas, la phosphorylation du récepteur permet le recrutement de protéines 
servant à l’activation de diverses voies de signalisation intracellulaire. Ces dernières 
incluent par exemple la voie de la protéines kinase C, la voie phosphoinositide-3-
kinase (PI3K), la voie Src, ou la voie de la GTPase Ras qui active les voies MAP 
kinases (voir le point 1.2.3.3) [47].  
Les récepteurs couplés à des protéines G (GPCRs, pour ‘G protein-coupled receptors’) 
constituent un très grand groupe de protéines transmembranaires. Les protéines G 
(‘guanine nucleotide binding proteins’) sont des hétérotrimères composés de sous 
unités α, β, et γ. La liaison d’un ligand au récepteur produit un changement 
conformationnel conduisant à la formation du complexe entre le récepteur activé et des 
protéines G, provoquant le remplacement du cofacteur GDP de la sous-unité α par du 
GTP. Cet échange déclenche la dissociation de la sous-unité Gα, du dimère Gβγ, et du 
récepteur. Le monomère Gα et le dimère Gβγ peuvent chacun activer différentes voies 
de signalisation intracellulaire [48]; celles-ci comprennent notamment l’activation de 
l’enzyme adenylate cyclase (produisant de l’AMP cyclique), l’activation de 
phospholipases ou la modulation de l’activité de canaux ioniques [49] (voir aussi sous 
1.2.3.4). 
Les récepteurs guanylyl cyclase sont des protéines membranaires ayant une activité 
enzymatique propre. Celle-ci leur permet de produire du GMP cyclique (un messager 
secondaire intracellulaire) de manière dépendante à la liaison de leur ligand [50]. 
Finalement, les récepteurs ionotrophes (‘ionotropic receptors’) sont des canaux 
ioniques contrôlés par des ligands (‘ligand-gated ion chanels’). La liaison d’un ligand 
spécifique (généralement un neurotransmetteur) produit des changements 
conformationnels et l’ouverture du canal intrinsèque au récepteur, permettant de 
convertir un signal chimique en un flux ionique au travers de la membrane 
(généralement sélectif quant à la nature des ions)[51]. 
Ces différents types de récepteurs permettent aux signaux chimiques extracellulaires 
de franchir la membrane et d’être relayés par l’activation intracellulaire de différentes 
protéines, la formation de messagers secondaires, ou le contrôle des flux et 
concentrations ioniques dans les différents compartiments cellulaires. Ces voies, et les 
différentes manières par lesquelles elles peuvent atteindre le noyau cellulaire pour 




1.2.3.3. Voies des MAP kinases 
 
Les voies des MAP kinases (MAPKs) constituent un système de transduction des 
signaux très conservé au cours de l’évolution chez les eucaryotes, et l’un des plus 
étudié. Ce système consiste en une cascade de phosphorylations et d’activations de 
trois types de protéines kinases. Les MAPKs sont activées après phosphorylation par 
des MAPK kinases (MEKs ou MKKs), qui sont elles-mêmes activées via 
phosphorylation par des MAPK kinase kinases (MEKKs ou MKKKs) [52]. Les 
modules MAPK, composés chacun de trois protéines kinases, ont été classifiés selon 
leurs membres et la spécificité de leur réponse à différents stimuli (Figure 1.2.1). Chez 
les mammifères, cinq modules distincts ont été définis [53]. Tout d’abord, les cascades 
ERK1/2 (‘extracellular signal-regulated kinase’ 1 et 2) et ERK5, qui régulent 
principalement la croissance et la différentiation cellulaire [53-55]. Ensuite, les 
cascades JNK (‘c-JUN N-terminal kinase’) et p38, qui sont impliquées généralement 
dans les réponses au stress comme l’inflammation ou l’apoptose. Finalement, la voie 
ERK3/4, dont les fonctions sont moins bien connues mais qui semblent être associées 
au contrôle de la prolifération cellulaire [56, 57]. 
 
Adapté de Garrington et al., 1999 [52]. 
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Dans les organismes eucaryotes simples (comme la levure Saccharomyces cerevisiae) 
chaque module peut fonctionner indépendamment des autres et ainsi contribuer à la 
spécificité de la réponse physiologique [58]. Chez les eucaryotes supérieurs, la 
situation est plus complexe car la cellule reçoit simultanément de multiples signaux 
extracellulaires. Les différentes voies MAPK communiquent entre elles, constituant un 
réseau par lequel transite l’information, permettant à la cellule d’intégrer de multiples 
signaux, tout en prenant en compte leurs intensités et leurs durées. 
Les substrats des MAPKs ont été le sujet de recherches intensives [59]. Celles-ci ont 
permis d’identifier des protéines kinases, ainsi que des protéines nucléaires, 
notamment plusieurs types de facteurs de transcription, qui sont phosphorylés par ces 
enzymes. La Table 1.2.1 fournit une liste d’exemples, parmi les mieux étudiés, de 
facteurs de transcription régulés par des MAPK. 
 
Table 1.2.1. Facteurs de transcription régulés par les MAPKs 
Facteur de transcription MAPK 
AFT-2 JNK, p38 
Chop p38 
c-Fos ERK1/2 
c-Jun JNK, ERK5 
c-Myc ERK1/2, ERK5 
DPC4 JNK 




MEF2C ERK5, p38 
NFAT4 JNK 




Table réalisée d’après Garrington et Johnson, 1999 [52], Murphy et al., 




Un des cas les mieux compris est celui des protéines TCF (‘Ternary complex factor’) 
qui comprennent les facteurs Elk-1(‘Ets-like transcription factor’), Elk-3, et Sap-1 
(‘SRF accessory protein’). Chacun d’entre eux peut former un complexe ternaire avec 
le facteur SRF (‘Serum response factor’) et l’ADN, au niveau des sites SRE (‘Serum 
response element’) situés dans les promoteurs de nombreux IEGs, tels que c-fos, egr-
1, nur77 ou l’actine [61]. La phosphorylation des protéines TCFs par les MAPKs peut 
avoir plusieurs conséquences. Dans certains cas, elle augmente l’affinité pour l’ADN 
des protéines TCFs et favorise la formation du complexe ternaire. Dans d’autres cas, 
elle peut réguler le recrutement des co-activateurs, ou permettre de changer la 
composition du complexe ternaire, ce qui assure le passage d’un état de répression de 
la transcription à un état d’activation de la transcription [61]. 
 
1.2.3.4. Messagers secondaires 
 
Les messagers secondaires (ou seconds messagers) sont des substances chimiques 
impliquées dans la transduction des signaux, qui relaient, dans la cellule, l’action de 
messagers primaires (en général des molécules activant des récepteurs à la surface des 
cellules, voir le point 1.2.3.2). Les messagers secondaires sont formés ou mobilisés de 
manière réversible. Ils peuvent être de nature hydrosoluble (diffusant dans le cytosol), 
liposoluble (associés aux membranes), ou gazeuse (diffusant autant dans le cytosol 
qu’au travers des membranes). La table 1.2.2 présente les principaux messagers 
secondaires, leur mode de génération et quelques exemples parmi les principales voies 
de signalisation   qu’ils peuvent activer. 
La production ou la mobilisation des différents messagers secondaires est en amont de 
nombreuses réponses cellulaires à des stimuli extracellulaires, comprenant les 
processus de régulation de la transcription des gènes et en particulier des IEGs. Les 
paragraphes suivants passeront en revue les voies les mieux connues qui lient les 








Table 1.2.2 : Messagers secondaires 
Messagers 
secondaires 




Cyclisation de l’ATP catalysée par une 
adenylate cyclase 




Cyclisation du GTP catalysée par une 
guanylate cyclase 
Protéine kinases, phosphodiestérases et 
canaux dépendants du cGMP 
Ca2+ Modulation de la concentration intracellulaire 
en Ca2+ par flux depuis le milieu 
extracellulaire ou les compartiments 
intracellulaires 
Voie des protéines kinases C (PKC), 
Calmoduline kinases, NO synthase 
NO (oxyde nitrique) Formation par la NO synthase. Voie du GMPc (via activation de 
guanylate cyclases solubles), NFκB 
Inositol 1,4,5-
triphosphate (IP3) 
Hydrolyse du phosphatidylinositol 4,5-
bisphosphate (PIP2) catalysée par la 
phospholipase C 
Voie calcique, voie des PKC (via le Ca2+) 
1,2-diacylglycerol 
(DAG) 
Hydrolyse du PIP2 catalysée par la 
phospholipase C (PLC) 




Phosphorylation du PIP2 catalysée par la 
phosphoinisitide 3-kinase (PI3K) 
Voies des protéine kinases B (PKB ou 
Akt) et SGK (‘Serum and glucocorticoid 
inducible kinase’) 
 
Compilé à partir de différentes sources [6, 62, 63]. 
 
Voie de l’AMP cyclique (AMPc) 
 
L’AMP cyclique (AMPc) est produit à partir d’ATP par les enzymes adenylates 
cyclases dont l’activité est régulée par des signaux extracellulaires via divers 
récepteurs (voir le point 1.2.3.2).  
Les principales cibles de l’AMPc sont les PKAs (‘protein kinases A’, ou ‘cAMP-
dependent protein kinases’). Suite à la liaison de l’AMPc, les PKA sont activées et 
peuvent phosphoryler leurs substrats. Ces substrats incluent notamment des protéines 
résidant dans le noyau, comme les facteurs de transcription CREB (‘cAMP responsive 
element binding’) qui lient des éléments de réponse CRE (‘cAMP responsive 
elements’) dans les promoteurs des gènes répondant à l’AMPc. Les protéines CREB 
existent sous plusieurs isoformes et sont apparentées aux facteurs CREM (‘CRE 
modulator’) et ATF-1 (‘activating transcription factor-1’). Les protéines du groupe 
CREB/CREM/ATF-1 lient l’ADN sous forme de dimères (homodimères ou 
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hétéreodimères) et peuvent, selon les isoformes concernées, agir comme activateurs ou 
répresseurs de la transcription. La phosphorylation de CREB sur la sérine 133 par la 
PKA est le mécanisme, par lequel CREB conduit à l’induction d’IEGs suite à 
l’activation de la voie de l’AMPc, qui est le mieux compris. Cette modification post-
traductionnelle permet à CREB de recruter le co-activateur CBP (‘CREB-binding 
protein’) qui peut interagir avec la machinerie transcriptionnelle et qui présente une 
activité histone acétyltransférase [64, 65]. 
 
Voie du Ca2+ 
 
L’ion calcium est un messager secondaire universel jouant un rôle important dans de 
nombreux processus physiologiques. Ceux-ci comprennent des réponses à court terme 
comme l’excitation-contraction des muscles ou la sécrétion d’hormones par les 
cellules endocrines, et des réponses à plus long terme comme la différentiation, la 
prolifération ou des réponses adaptatives cellulaires nécessitant généralement la 
régulation de l’expression des gènes. Les cellules eucaryotes ont adopté plusieurs 
stratégies pour réguler les concentrations en calcium de manière flexible et précise au 
niveau spatio-temporel. Ces stratégies nécessitent l’intervention de différents 
compartiments intra-cellulaires, de molécules tampons, de protéines sensibles au Ca2+, 
et de canaux ioniques régulés par différents signaux (voir figure 1.2.2) [66, 67]. 
Le couplage entre le Ca2+ et la transcription dépend de protéines sensibles à ce ion. La 
situation la plus simple est celle dans laquelle la protéine sensible au Ca2+ est 
directement un facteur de transcription. C’est le cas du répresseur de la transcription 
DREAM (‘downstream regulatory element antagonistic modulator’) dont la liaison à 
l’ADN est inhibée par le Ca2+ [68]. Cependant, la régulation de la transcription 
dépendante de la concentration de Ca2+ est le plus souvent relayée par des protéines 
effectrices associées à la molécule senseur calmoduline (CaM). Le complexe Ca2+-
CaM peut réguler de nombreuses kinases (comme les CaMKI, II et IV, et la CaMKK) 
et phosphatases (comme la calcineurine PP2B). Ces deux types de protéines effectrices 
régulent à leur tour différents facteurs de transcription. Une autre protéine sensible au 
Ca2+ est la protéine kinase C (PKC). La liaison du Ca2+ à celle-ci conduit à son 
recrutement au voisinage de la membrane plasmique, à son activation par le DAG, et à 
la phosphorylation de ses substrats. Comme c’est le cas dans ce dernier exemple, la 
voie du Ca2+ agit souvent par communication (‘crosstalk’) avec d’autres voies de 
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signalisation, telles que les voies MAPK, PI3K, ou cAMP (voir plus loin au point 
1.2.3.7) [69]. 
Les signaux commandant la mobilisation du Ca2+
 
sont schématisés en bleu. Les composants 
impliqués dans les mécanismes régulant positivement les voies calciques sont schématisés en vert. 
Les composants impliqués dans l’atténuation et l’inactivation des voies calciques sont schématisés 
en orange. 
R, récepteurs à la surface de la cellule comprenant les récepteurs couplés aux protéines G (G) et les 
récepteurs tyrosine kinase (RTK) ; Ins(1,4,5)P3, inositol-1,4,5-trisphosphate ; PtdIns(4,5)P2, 
phosphatidylinositol-4,5-bisphosphate ; PLC, phospholipase C ; cADPR, cyclic ADP ribose ; 
NAADP, nicotinic acid-adenine dinucleotide phosphate ; NAD, nicotinamide-adenine 
dinucleotide ; NADP, NAD phosphate ; RYR, ryanodine receptor ; NAADPR, NAADP receptor; 
ER, endoplasmic reticulum ; SR, sarcoplasmic reticulum ; SCaMPER, sphingolipid Ca2+ release-
mediating protein of the ER ; PMCA, plasma membrane Ca2+ ATPase ; SERCA, sarco-
endoplasmic reticulum Ca2+ ATPase. 
Adapté de Berridge et al., 2001 [67]. 
 
La tables 1.2.3 présente un survol des principaux facteurs de transcription régulés par 
le Ca2+, et les paragraphes suivants décrivent trois exemples de mécanismes Ca2+-
dépendants impliqués dans leur régulation. 
 
 








































































Table 1.2.3 : Facteurs de transcription régulés par le Ca2+
 
Facteurs de transcription Mécanismes de régulation liés au Ca2+ Références 
   
DREAM Inhibition de CREB, contrôlée par la liaison directe du Ca2+ [68] 
CREB Phosphorylations multiples par les CaMK I, II et IV [70] 
CBP Phosphorylation par la CaMK IV [71] 
NF-AT Déphosphorylation par la calcineurine et translocation dans le noyau [72] 
MEF-2 Phosphorylation dépendante de l’activation de CaMKs [73] 
NF-κB Déphosphorylation de IκB par la calcineurine  [74, 75] 
SP1, SP3 Activation par S100c/A11 (une protéine sensible au Ca 2+) [76] 
AP-1 Liaison coopérative à l’ADN avec le facteur NF-AT [77] 
SRF Phosphorylation via la voie CaMK [78, 79] 
 
Le facteur de transcription CREB est l’objet de contrôles multiples par le Ca2+. D’une 
part, la phosphorylation de la sérine 133 de CREB, qui est un événement clé modifiant 
ses propriétés de trans-activation, peut être catalysée par les différentes CaMKs. 
D’autre part, les sérines 142 et 143 peuvent être phosphorylées par la CaMK II, 
inhibant l’activité de CREB [70, 80]. De plus, le co-activateur CBP peut être 
phosphorylé par la CaM IV sur la sérine 301 en réponse à des signaux calciques dans 
le noyau [71]. 
Les facteurs de transcription MEF2 (‘myocyte enhancer factor-2’) sont régulés par une 
phosphorylation CaMK-dépendante. Ce type de phosphorylation permet d’abolir 
l’interaction entre les facteurs MEF2 et des histones déacétylases, et de recruter le co-
activateur p300 [70]. Dans le cas des protéines MEF2D, cette phosphorylation semble 
être catalysée directement par les CaMKs. Pour d’autres formes, tels que MEF2A ou 
MEF2C, il est possible que la phosphorylation soit indirecte. 
Le facteur NF-AT (‘nuclear factor of activated T cells’) est régulé par le Ca2+ via sa 
déphosphorylation par la calcineurine (PP2B). En absence de stimulation, NF-AT 
réside dans le cytoplasme sous forme phosphorylée. La calcineurine, activée par le 
Ca2+, déphosphoryle NF-AT, ce qui provoque son transfert dans le noyau où il peut 
réguler la transcription de gènes [72]. 
En plus de l’action sur l’initiation de la transcription, la signalisation par le Ca2+ 
semble être également capable de réguler l’élongation de la transcription de certains 
IEGs [81]. Les mécanismes sous-jacents n’ont pas encore été clairement déterminés. 
Ce n’est d’ailleurs que très récemment que des techniques permettant de mesurer 
l’élongation de la transcription in vivo ont été développées. Les premiers résultats ont 
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permis de proposer qu’un contrôle de l’élongation par le recrutement de facteurs 
d’élongation puisse avoir lieu en fonction de stimuli [82]. 
 
Voie de la phosphoinositide 3-kinase 
 
Suite à son activation par une variété de stimulations cellulaires, la phosphoinositide 
3-kinase (PI3K) catalyse la phosphorylation de lipides de la membrane plasmique, 
convertissant le phosphatidylinositol-4,5-bisphosphate (PIP2) en phosphatidylinositol-
3,4,5-triphosphate (PIP3). De nombreuses protéines de signalisation, possédant des 
domaines reconnaissant le PIP3 (‘Pleckstrin homology domains’), sont recrutées 
depuis le cytosol jusqu’au voisinage de la membrane plasmique, où elles sont activées 
(voir figure 1.2.3). L’activation de la protéine kinase B (PKB ou Akt) par la 
phosphoinositide-dependent kinase 1 (PDK1) constitue un des exemples les mieux 
étudiés. L’association avec le PIP3 au niveau de la membrane plasmique de ces deux 
protéines les met en proximité suffisante pour faciliter la phosphorylation de la 
PKB/Akt par la PDK1. L’activation de la PKB/Akt produit de nombreux effets sur la 
 





Adapté de Cantley, 2002 [83]. Commentaires : voir dans le texte.  
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cellule, notamment par une régulation transcriptionnelle [83]. La PKB/Akt 
phosphoryle les facteurs de transcription FOXOs, promouvant leur exclusion du 
noyau, ce qui abolit leurs effets sur la transcription [84]. D’autre part, la PKB/Akt 
phosphoryle la ‘glycogen synthase kinase 3’ (GSK3), ce qui l’inactive. Entre autres 
effets, cela empêche la GSK3 de phosphoryler le facteur de transcription Myc [83]. 
 
1.2.3.5. Inactivation des voies de signalisation 
 
Dans les paragraphes précédents nous avons vu de nombreux mécanismes par lesquels 
des stimuli peuvent activer des voies de signalisation. Pour bien saisir le 
fonctionnement des systèmes de transduction de signaux, et notamment leur aspect 
cinétique (voir ci-dessous au point 1.2.4), il est important de comprendre également 
comment ces voies de signalisation sont inactivées.  
Les changements qui surviennent lors de l’activation de molécules de signalisation 
sont généralement dynamiques et réversibles. Leur inactivation est donc souvent le 
résultat d’un phénomène antagoniste. La table 1.2.4 présente un résumé des 
mécanismes d’inactivation pour les molécules de signalisation les mieux caractérisées. 
 






Mécanismes d’inactivation Références 
multiples Récepteurs membranaires 
couplés à des protéines G 
‘Desensitization’ par phosphorylation via des kinases 
intracellulaires, internalisation, et/ou dégradation 
[85] 
 Récepteurs tyrosine 
kinases 
Déphosphorylation par des protéines tyrosine 
phosphatases, internalisation et/ou dégradation 
[86-88] 
MAPKs MAPKs Déphosphorylation par des phosphatases constitutives 




cAMP / cGMP Dégradation par des phosphodiestérases  [91] 
Ca2+ Ca2+ Pompage actif vers l’extérieur de la cellule ou d’autres 
compartiments, régulation des canaux ioniques et des 
potentiels électrochimiques transmembranaires. 
[67] 
PI3K PI3P Déphosphorylation par les phosphatase SIHP1/2 et 
PTEN 
[83] 
 PKB/Akt Déphosphorylation par la phosphatase PP2A [92, 93] 
IP3/DAG Phospholipase C Coupure par des caspases, phosphorylation (par PKC 
ou PKA) 
[94-96] 
 IP3 Métabolisme complexe impliquant des kinases, 
phosphatases et hydrolases 
[97] 
 DAG Métabolisme du DAG (par la DAG kinase, la DAG 




Certaines voies d’inactivation sont régulées de manière active. D’autres fonctionnent 
de manière constitutive. Dans ce dernier cas, l’inactivation d’une voie peut refléter 
simplement un défaut d’activation par des signaux en amont. Ceci survient lorsque des 
récepteurs sont inactivés (p.ex. ‘desensitization’ des récepteurs couplés à des protéines 
G, ou dephosphorylation des récepteurs tyrosine kinases) [85, 86], ou que le signal 
extracellulaire est interrompu (p.ex. dégradation d’une hormone peptidique par des 
peptidases extracellulaires). 
 
1.2.3.6. Spécificité de la signalisation 
 
Le système de signalisation intracellulaire est extrêmement complexe. Il permet à des 
signaux très variés, souvent co-occurrents, d’être intégrés et d’entraîner une réponse 
cellulaire qui leur est spécifique. Bien qu’il existe un nombre important de variantes 
permettant de les activer, les grandes voies de signalisation restent néanmoins en 
nombre relativement limité, de par leur convergence sur un nombre restreint de 
molécules comme les messagers secondaires, ou les MAPKs (voir le point 1.2.3.4). 
Dès lors, une question fondamentale est de comprendre comment la spécificité des 
signaux est maintenue alors que ceux-ci progressent au sein des voies de signalisation.  
Une partie de la réponse réside sans doute dans l’aspect combinatoire et dans 
l’encodage que peut engendrer l’activation sélective de plusieurs voies parallèles. En 
effet, un signal unique active très souvent plusieurs voies de signalisation ; la 
combinaison des voies activées pour un signal donné représente alors un signature qui 
peut être transmise. Dans le cas d’une réponse transcriptionnelle (induction d’IEG), la 
combinaison de facteurs de transcription, activés en aval des voies de signalisation, 
peut être spécifique au signal initial et ainsi affecter sélectivement la transcription de 
certains IEGs. 
Un autre « mode d’encodage » de l’information est lié à l’aspect spatio-temporel de la 
signalisation. La signalisation par le Ca2+ constitue l’exemple le plus étudié [99, 100]. 
En effet, des variations de concentration en Ca2+ peuvent survenir dans différents 
compartiments cellulaires (notamment le cytosol ou le noyau), avec des amplitudes et 
des durées variables, et osciller à différentes fréquences. Ces différents paramètres de 
la « trace » calcique ont une influence sur les processus qui sont régulés en aval. C’est 
le cas notamment pour l’activation de facteurs de transcription conduisant à 
l’induction transcriptionnelle d’IEGs. Ainsi, certains facteurs de transcription (comme 
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SRF) sont sensibles aux signaux calciques cytosoliques, alors que d’autres (comme 
CREB et CBP) le sont aux signaux calciques nucléaires, ce qui reflète la sélectivité 
spatiale de l’action du Ca2+ [101]. D’autre part, certains facteurs (comme NF-κB) sont 
activés par des signaux transitoires mais de grandes amplitudes, alors que d’autres 
(comme NF-AT) requièrent des signaux moins intenses mais de longue durée, ce qui 
reflète la sélectivité temporelle de la voie calcique [102]. De plus, la fréquence des 
oscillations des concentrations calciques a aussi un effet important sur l’activation de 
ces facteurs et la transcription d’IEGs [100, 103, 104]. 
 
1.2.3.7. Intégration de voies multiples : les réseaux de signalisation 
 
Le cas de la signalisation par le Ca2+ (décrit au point 1.2.3.6) illustre bien la 
complexité et la versatilité fonctionnelle qui peuvent être liées à une voie de 
signalisation unique, émergeant de la compartimentation et du comportement 
dynamique d’un messager secondaire. Cependant, un degré de complexité 
supplémentaire existe dans la signalisation cellulaire car les voies de signalisations 
peuvent « communiquer » entre elles, s’influençant mutuellement. C’est le cas, par 
exemple, des voies liées au Ca2+ et au DAG qui agissent en synergie pour réguler la 
PKC (voir le point 1.2.3.4). Il existe un nombre considérable d’autres exemples 
d’interrelations entre voies de signalisation [105]. 
Ainsi, bien qu’ayant le mérite de définir les mécanismes moléculaires impliqués, la 
description classique des voies de signalisation (telle que celle faite plus haut dans le 
texte aux points 1.2.3.3 et 1.2.3.4) constitue une simplification qui ne permet pas de 
rendre entièrement compte du fonctionnement de la signalisation intracellulaire. En 
effet, la description traditionnelle des voies de signalisation s’est essentiellement 
forgée à partir d’approches identifiant des interactions en aval et en amont immédiat 
de molécules de signalisation et décrivant leur organisation en cascades linéaires. Les 
analyses récentes des voies de signalisation cellulaire ont cependant révélé que les 
signaux cellulaires ne se propagent pas forcément de manière linéaire. Au contraire, de 
véritables réseaux de signalisation cellulaire, constitués de modules hautement 
connectés, peuvent être utilisés dans des contextes différents pour réguler de multiples 
fonctions [106]. Ces systèmes ont une nature dynamique et il est important de prendre 
en compte l’aspect cinétique de leur régulation. 
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En raison de leur complexité, de leur taille et de leur nature dynamique, les réseaux de 
signalisation sont souvent trop compliqués pour que l’esprit humain puisse les 
organiser et les analyser. C’est pourquoi, certains chercheurs développent depuis 
quelques années des modèles mathématiques et recourent à l’assistance d’ordinateurs 
pour comprendre le comportement de ces systèmes et décrire leurs propriétés 
émergentes [107-110]. 
 
1.2.4. Aspect cinétique de l’induction d’IEGs 
 
L’induction des IEGs en aval des voies de signalisation cellulaire a été souvent décrite 
de manière très qualitative. Historiquement, cela tient au fait que les premières 
approches utilisées visaient essentiellement à identifier (en les clonant) les IEGs 
répondant à des facteurs mitogènes (voir au point 1.2.2). Classiquement, des cellules 
étaient rendues quiescentes avant d’être stimulées par l’ajout de facteurs de croissance. 
Dans ces conditions, l’induction d’IEGs est massive et souvent transitoire 
(généralement constituée d’une augmentation des ARNm entre 15 minutes et 1 heure 
après la stimulation) [111]. Cette nature transitoire est le reflet de la cinétique 
d’activation de voies de signalisation qui s’inactivent après un certain temps suite à 
leur stimulation par un facteur de croissance (voir au point 1.2.3.5). Dans le cadre de 
la réponse d’une cellule quiescente à des facteurs de croissance, l’induction massive et 
transitoire des IEGs est considérée comme un événement ponctuel, agissant tel un 
interrupteur enclenchant un programme de prolifération cellulaire. Dans ces 
circonstances, les ARNm, ainsi que les produits protéiques des IEGs, ont une demi-vie 
très courte ce qui permet à leur niveaux d’expression de redescendre rapidement. 
Il faut toutefois faire attention de ne pas généraliser ce comportement d’induction 
transitoire. En effet, il arrive que l’induction d’IEGs puisse être persistante ou 
présenter des comportements cinétiques plus complexes (p.ex biphasiques) [112]. 
Dans certains cas, des voies de signalisation cellulaire peuvent être activées de 
manière persistante et activer continuellement la transcription des IEGs. Il arrive 
également que la stabilité des ARNm et des produits protéiques des IEGs soit sujette à 






1.2.5. Aspect quantitatif de l’induction d’IEGs 
 
La compréhension actuelle des mécanismes d’activation de la transcription des IEGs 
repose essentiellement sur une description qualitative. Celle-ci comprend la 
connaissance des « acteurs » moléculaires impliqués (p.ex. les kinases opérant dans le 
noyau, les facteurs de transcription tel que CREB, ou les éléments de réponse dans les 
promoteurs des IEGs), la nature des réactions biochimiques qu’elles catalysent (p.ex. 
la phosphorylation du facteur CREB), et le type d’interaction existant entre elles (p.ex. 
la liaison entre phospho-CREB et le co-activateur CBP). La question de savoir 
comment l’ensemble du système fonctionne du point de vue dynamique et quantitatif 
reste cependant ouverte.  
Hazzalin et Mahadevan ont proposé le modèle d’une initiation transcriptionnelle 
continuellement variable (‘continuously variable transcriptional initiation’) [116]. Ces 
auteurs le mette en opposition à une vue plus classique, celle d’un interrupteur stable 
de type « on/off ». Le modèle de l’interrupteur stable « on/off » propose qu’un gène 
puisse être soit « off », état dans lequel aucune transcription n’est initiée ; soit « on », 
état dans lequel la transcription survient à un taux intrinsèque au système et 
prédéterminé. Un gène constitutif ubiquitaire (du type ‘housekeeping’) serait « on » de 
manière permanente. Un gène constitutif spécifique aux tissus serait « on » ou « off » 
selon les tissus, en fonction de la nature des facteurs de transcription présents. Un gène 
inductible (comme un IEG) serait « on » ou « off » selon une modification post-
traductionelle (p.ex. phosphorylation) d’un facteur de transcription constitutif régulé 
par les voies de signalisation. Selon le modèle d’une initiation transcriptionnelle 
continuellement variable, certains gènes ne rejoindraient jamais un état « on » stable. 
Au contraire, chaque cycle de transcription nécessiterait la phosphorylation d’un 
facteur de transcription qui serait rapidement déphosphorylé une fois la polymérase 
activée (soit par des phosphatases couplées à la transcription, soit par des phosphatases 
généralistes imposant un rythme de déphosphorylation rapide). Ceci permettrait un 
couplage entre la fréquence des événements d’initiation de la transcription et 
l’intensité de l’activation des voies de signalisation. Ces mécanismes, combinés avec 
la convergence de multiples voies de signalisation (pouvant être activées à des niveaux 
différents sur le promoteur des IEGs), peuvent expliquer des variations quantitatives 
très fines dans les niveaux de transcription des IEGs répondant à des signaux de nature 




1.2.6. Rôle des IEGs dans les processus biologiques 
 
Comme il en a été fait état plus haut dans le texte (point 1.2.2), les premiers IEGs 
cellulaires qui ont été caractérisés sont des facteurs de transcription, mais des études 
subséquentes ont montré que bien d’autres fonctions moléculaires étaient concernées. 
 
IEGs codant pour des facteurs de transcription 
 
Chez les mammifères, l’induction, suite à des stimuli physiologiques, d’IEGs codant 
pour des facteurs de transcription a été observée dans des cultures cellulaires et in vivo 
dans des tissus très variés (voir table 1.2.5). 
 
Table 1.2.5 Quelques exemples de tissus et cellules où l’induction d’IEG a été 
documentée 
 







PC12 c-fos, junB, egr-1, nur77 [117] 
Glande surrénale Cellules de la zona 
glomerulosa 
c-fos, c-jun, junB, egr-1 [118] 
Glande pituitaire GH3, GH4C1 c-fos, c-jun [119, 120] 
Intestin Enterocytes c-fos, c-jun [121] 
Muscle cardiaque - c-fos, c-jun, egr-1 [122] 
Pancréas endocrine 
(insulinome) 
INS-1 (cellule β) c-fos, c-jun, junB, egr-1, 
nur77 
[123, 124] 
Rein Cellules épithéliales 
(MDCK) 
c-fos, egr-1 [125] 
Système nerveux 1321N1, lignée de 
cellules gliales 
c-fos, c-jun [126] 
Système nerveux Cellules neuronales c-fos, egr-1 [127, 128] 
 
Ce phénomène a été particulièrement étudié dans le cadre du système nerveux et est 
d’ailleurs utilisé très couramment comme marqueur de l’activation neuronale dans des 
études de cartographie cérébrale [129]. L’induction de c-fos dans le cerveau se produit 
par exemple lors de l’entraînement de comportements. Ceci concerne un nombre 
important de tâches d’apprentissage, incluant celles impliquant la mémoire de 
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reconnaissance, l’apprentissage moteur, ou les conditionnements classiques avec des 
renforcements positifs ou négatifs [127]. De plus, une étude comportementale de 
souris déficientes pour c-fos (‘knock-out’) a montré que celles-ci avaient des déficits 
dans la réalisation de tâches nécessitant un apprentissage relativement complexe [130]. 
Cette étude représente l’un des rares exemples d’expérience « interventionniste » 
ayant montré l’implication d’un IEG dans le fonctionnement cérébral. En effet, la 
plupart des études sont de type descriptif et se cantonnent à des corrélations entre des 
tâches comportementales, l’activation du système nerveux et l’expression d’IEGs. 
A l’instar des souris ‘knock-out’ pour le gène c-fos, des souris ‘knock-out’ ont été 
générées pour un certain nombre d’IEGs codant pour des facteurs de transcription. 
L’étude du phénotype de ces souris a pu montrer l’implication de certains d’entre eux 
dans le développement de l’organisme ou dans la genèse de tumeurs [131] (voir table 
1.2.6). Ces résultats sont en adéquation avec de nombreuses études, réalisées sur des 
cultures cellulaires, ayant montré l’importance de ces IEGs dans la prolifération et la 
différentiation cellulaire.  
 
Table 1.2.6 Analyse de souris knock-out pour des IEGs codant pour des facteurs de 
transcription 
 
IEGs Phénotypes Organes, types cellulaires affectés Références 
c-fos Ostéopetrosis (sur-densification osseuse) Os / ostéoclastes [132] 
fosB Altération des soins apportés à la progéniture  Cerveau / hypothalamus [133] 
fra-1 Mort de l’embryon (~9.5 jours postcoitum) Tissu extra-embryonnaire, placenta  [134] 
fra-2 Retard dans le développement osseux Cartilage / chondrocytes [135] 
c-jun Mort de l’embryon (~12.5 jours postcoitum) Foie, cœur  [136-138] 
junB Mort de l’embryon (8.5-10 jours postcoitum) Tissu extra-embryonnaire, placenta [139] 
egr-1 Stérilité des femelles 
Défaut dans la mémoire à long terme 
Probablement la glande pituitaire 
Cerveau 
[140, 141] 
nur77 Pas de phénotype évident - [142] 
c-myc Mort de l’embryon (~10 jours postcoitum) Cœur, tube neural [143] 
 
Les fonctions identifiées par les approches ‘knock-out’ ne rendent toutefois pas 
complètement compte du rôle des IEGs codant pour des facteurs de transcription. En 
effet, il existe un haut degré de redondance fonctionnelle car ces gènes font partie de 
familles de gènes apparentés. Ainsi la délétion de l’un des membres peut être 
compensée, au moins partiellement, par d’autres membres. De plus, seul un nombre 
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limité d’IEGs a été étudié jusqu’à maintenant. Ainsi, il est probable que de 
nombreuses fonctions des IEGs codant pour des facteurs de transcription n’aient pas 
été encore identifiées. Ceci est d’autant plus vraisemblable que, de part leur fonction 
moléculaire de régulateur de la transcription, ce groupe d’IEGs a le potentiel de 




Au cours de ces dernières années, de nombreux IEGs, qui ne sont pas classifiés 
comme facteurs de transcription, ont pu être identifiés; ceci notamment lors d’études 
sur les gènes induits par le sérum ou des facteurs de croissance dans les fibroblastes 
[144-146]. Les fonctions moléculaires et cellulaires attribuées aux produits de ces 
IEGs sont très diverses. Elles comprennent, par exemple, des protéines du 
cytosquelette et de la matrice extracellulaire, des protéines impliquées dans la 
signalisation intracellulaire, des protéines sécrétées (comme des cytokines), ou des 
enzymes impliquées dans les voies métaboliques. 
 
1.2.7. Les gènes ‘cibles’ des IEGs codant pour des facteurs de transcription 
 
Le groupe des IEGs codant pour des facteurs de transcription présente un intérêt 
particulier. En effet, l’induction rapide de facteurs de transcription en réponse à des 
stimuli extracellulaires a le potentiel de produire un impact global important sur le 
programme d’expression de gènes, car chaque facteur de transcription a la possibilité 
de réguler plusieurs gènes ‘cibles’ secondaires. L’hypothèse que des IEGs puissent 
ainsi fonctionner comme « troisièmes messagers » (‘third messengers’) et relayer un 
signal en contrôlant la transcription de gènes secondaires fut formulée vers la fin des 
années 80s, dès le moment où l’on constata que les IEGs les mieux connus codaient 
pour des facteurs de transcription [147, 148].  
De manière surprenante, malgré quinze ans de recherches sur la signalisation cellulaire 
chez les eucaryotes supérieurs, et en particulier chez les mammifères, notre 
connaissance des gènes ‘cibles’ secondaires, régulés en aval des IEGs, reste 
relativement limitée. L’induction d’IEGs a pourtant été documentée dans de nombreux 
tissus en réponse à des stimuli physiologiques (voir table 1.2.6 ci-dessus). Cependant, 
pour la plupart d’entre eux, les gènes ‘cibles’ secondaires restent inconnus. C’est sans 
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doute dans le système nerveux que les études les plus nombreuses et les plus 
approfondies ont été réalisées, notamment pour le facteur de transcription AP-1 
(‘Activator Protein-1’). AP-1 est un complexe protéique formé par dimérisation des 
produits des IEGs fos et jun [149, 150]. Une revue écrite par Rylski et Kaczmarek liste 
ainsi une quinzaine de gènes ‘cibles’ potentiels d’AP-1 dans le tissu nerveux [151]. A 
noter que les indications sur l’implication d’AP-1 dans la régulation de ces gènes sont 
uniquement suggestives pour la plupart d’entre elles. Il s’agit essentiellement de 
l’identification d’éléments potentiels de réponse AP-1 dans la séquence de leurs 
promoteurs, ou d’une coïncidence spatio-temporelle entre leur induction 
transcriptionnelle et l’activation d’AP-1.  
Chez les eucaryotes supérieurs, ce n’est que très récemment que le développement de 
techniques permettant d’établir des profils globaux de transcrits (p.ex. les puces à 
ADN) a permis d’envisager l’identification de candidats pour ces gènes ‘cibles’ 
secondaires à une plus large échelle. Ces dernières années, ces techniques ont été 
essentiellement appliquées pour identifier des ‘cibles’ de facteurs de transcription 
définis, via des approches de gain (sur-expression) et de perte de fonction (‘knock-
outs’, dominants négatifs). Ce type de stratégie a ainsi été utilisé dans des lignées 
cellulaires neuronales et des cellules endothéliales sur-exprimant egr-1 [152, 153], 
ainsi que dans des fibroblastes déficients pour junB, c-jun ou exprimant des formes 
dominantes négatives de c-fos [154, 155]. Globalement, ces études ont montré que 
chaque facteur de transcription régule de multiples gènes ‘cibles’ et que les produits de 
ces gènes ‘cibles’ couvrent un large panel de fonctions moléculaires et cellulaires. Les 
approches focalisées sur un facteur de transcription donné présentent certaines 
limitations. Dans des situations physiologiques, c’est tout un répertoire d’IEGs codant 
pour des facteurs de transcription qui est induit, et la régulation de chaque gène ‘cible’ 
secondaire est vraisemblablement le résultat d’une action combinée des multiples 
IEGs. 
 
1.2.8. Les réseaux de régulation transcriptionnelle 
 
Des facteurs de transcription, agissant en cascade et s’influençant entre eux, peuvent 
être décrits sous forme de réseaux, souvent appelés réseaux de régulation 
transcriptionnelle (‘transcription regulatory networks’). Les exemples les mieux 
connus sont ceux des réseaux transcriptionnels impliqués dans le développement des 
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organismes pluricellulaires. C’est notamment le cas lors de la différentiation des 
tissus. Au cours de celle-ci, une chronologie d’événements impliquant l’expression et 
l’activation de facteurs de transcription conduit à l’expression des gènes nécessaires à 
la différentiation cellulaire et au maintien fonctionnel de la cellule différentiée. 
De manière similaire, des réseaux transcriptionnels peuvent également intervenir lors 
de l’adaptation cellulaire à des signaux extracellulaires (figure 1.2.4). Ceci constitue 
une extension du concept d’IEGs comme « troisièmes messagers ».  
 
Chez les eucaryotes supérieurs, notre compréhension des réseaux transcriptionnels 
intervenant lors de l’adaptation cellulaire est très limitée (voir point 1.2.7). En effet, la 
complexité des organismes pluricellulaires représente un obstacle à l’étude de 
l’adaptation cellulaire, notamment de par la variété des réponses pouvant être produite 
par les différents types cellulaires, ainsi que le nombre important de signaux à 
considérer. La situation est différente pour les procaryotes, comme la bactérie 
 
 
Le schéma représente un modèle 
générique des mécanismes 
permettant à la cellule de 
transformer des signaux 
extracellulaires en une réponse 
adaptative, notamment via la 
régulation d’expression de gènes. 
La situation est hypothétique. 
Elle fait intervenir un réseaux de 
signalisation intracellulaire (dont 
les composants sont schématisés 
en vert), un réseau de régulation 
transcriptionnelle (dont les 
composants sont schématisés en 
bleu) et différentes molécules 
effectrices (en orange). 
 
Figure 1.2.4 : Vision schématique des réseaux de signalisation et des réseaux de 














































Escherichia coli, et les eucaryotes unicellulaires, comme la levure Saccharomyces 
cerevisiae. Un génome relativement petit (dont la séquence a été déterminée avant 
celle des eucaryotes supérieurs), un nombre moins élevé de gènes et la simplicité 
technique des études génétiques constituent autant d’éléments qui ont permis 
l’avancée de notre compréhension globale des mécanismes d’adaptation de 
l’expression des gènes pour ces organismes [156, 157]. En compilant un nombre 
important d’observations expérimentales, plusieurs groupes de recherche ont pu 
proposer des cartographies globales des interactions potentielles médiées par les 
facteurs de transcription [158-160]. Bien que la topologie de tels réseaux soit 
vraisemblablement encore incomplète, ces cartes ont néanmoins permis d’aborder la 
problématique de l’adaptation de l’expression des gènes dans une optique systémique. 
De telles approches ont montré, par exemple, l’existence de motifs (des patterns 
élémentaires d’interactions) significativement plus abondants que ce qui serait attendu 
si les connections au sein du réseau étaient le simple fruit du hasard [161, 162]. Ceci 
suggère la sélection de certains motifs fonctionnels importants lors de l’évolution 
[163-166]. Bien qu’informative, la description globale des propriétés topologiques des 
interactions au sein des réseaux transcriptionnels apporte une vision statique qui n’est 
pas à même d’expliquer leur fonctionnement. Le prochain défi dans ce domaine est de 




1.3. Les cellules β du pancréas 
 
1.3.1. Le pancréas et les îlots de Langerhans 
 
Le pancréas est divisé en deux compartiments fonctionnels distincts. Premièrement, un 
compartiment exocrine assure la production d’enzymes digestives déversées dans le 
tractus digestif au niveau du duodénum. Deuxièmement, un compartiment endocrine 
produit plusieurs hormones et les secrète dans la circulation sanguine. 
Les cellules endocrines du pancréas sont rassemblées en amas appelés îlots de 
Langerhans (Figure 1.3.1). Ceux-ci sont disséminés au sein de l’organe et représentent 
environ 1 à 2 % de sa masse totale. Les îlots de Langerhans sont innervés et fortement 
vascularisés. On distingue classiquement quatre types cellulaires principaux 
composant les îlots : les cellules β, productrices d’insuline (60 à 80 % des cellules de 
l’îlot), les cellules α, productrices de glucagon (15 à 20 %), les cellules δ, productrices 
de somatostatine (2 à 10 %) et les cellules PP, productrices du peptide pancréatique (1 
à 20 %) [171]. 
 
A) Représentation du pancréas (à droite) et sa localisation au sein du système digestif 
humain (à gauche). B) Coupe histologique du pancréas montrant le tissu exocrine et des 
îlots de Langerhans (désignés par les flèches et vus à plus fort grossissement dans l’insert 
en bas à droite). C) Analyse immunocytochimique d’un îlot de Langerhans avec une 
coloration rouge pour l’insuline (marquant les cellules β) et une coloration verte pour le 
glucagon (marquant les cellules α). (Source : Servier Medical Arts : 
http://www.servier.com/SMART/SlideKits/Digestive_system.asp) 
 



















1.3.2. La régulation de la glycémie 
 
Le glucose constitue une des sources principales d’énergie utilisée pour le 
métabolisme cellulaire. La plupart des cellules absorbent le glucose contenu dans le 
sang. Pour le bon fonctionnement de l’organisme, la concentration sanguine en 
glucose (ou glycémie) doit être maintenue à un niveau stable. En effet, certaines 
cellules comme les neurones ont une exigence absolue et permanente en glucose. 
L’apport net de glucose dans l’organisme varie dans le temps en fonction des repas. La 
consommation énergétique, et par conséquent la consommation du glucose sanguin, 
varient également, par exemple en fonction de l’effort fourni par l’organisme. Le 
maintien de la glycémie nécessite donc une régulation importante. Cette régulation est 
orchestrée par le système endocrine du pancréas, impliquant les actions antagonistes 
de l’insuline et du glucagon (voir Figure 1.3.2). L’insuline, qui est sécrétée lors d’une 
élévation du glucose sanguin (hyperglycémie), promeut l’absorption de glucose dans 
de nombreux tissus et le stockage de l’énergie dans le foie, les muscles et le tissu 
adipeux; ceci en augmentant la synthèse de glycogène dans le foie et les muscles et la 
production de graisses (triacylglycerol) dans le tissu adipeux. L’insuline a donc une 
action hypoglycémiante (i.e. réduisant la glycémie). Le glucagon est sécrété lors d’une 
baisse de la glycémie (hypoglycémie). Il a essentiellement un effet inverse, 
promouvant le catabolisme des molécules de stockage (glycogène, triacylglycérol) et 
la production de glucose. 
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Source des illustrations : Servier Medical Arts (http://www.servier.com) 
39
  
1.3.3. Le diabète 
 
Le diabète est reconnu comme un groupe hétérogène de maladies. Leur point commun 
est une hyperglycémie et une intolérance au glucose, résultant d’une insuffisance en 
insuline, d’une atteinte à son efficacité (résistance à l’insuline), ou d’une combinaison 
de ces deux effets. On distingue plusieurs types de diabète : 
i) le diabète de type 1 résulte de la destruction autoimmune des cellules β, 
causant une perte de production d’insuline. Ce type de diabète représente 10 à 
15% des cas de diabète chronique. 
ii) le diabète de type 2 est caractérisé par une résistance à l’insuline et/ou une 
déficience relative en production insuline (vis-à-vis de la demande), chacune 
des deux dysfonctions pouvant être présente au moment ou la maladie se 
manifeste sur le plan clinique. Les raisons spécifiques du développement de ces 
anomalies sont mal définies. Plusieurs facteurs sont cependant liés à 
l’émergence de la pathologie, parmi lesquels figurent l’âge, l’obésité, le 
manque d’activité physique, ainsi que des facteurs de prédisposition génétique. 
Le diabète de type 2 représente 80 à 90 % des cas de diabète chronique; cette 
proportion est en augmentation car la prévalence du diabète de type 2 n’a cessé 
de croître ces dernières années. 
iii) le diabète gestationel survient lors de la grossesse chez 4 à 6% des femmes et, 
dans la plupart des cas, ne persiste pas après l’accouchement. 
iv) Le diabète de type MODY (‘maturity onset diabetes of the young’) survient 
avant l’age de 25 ans. Il est lié à une anomalie primaire de la sécrétion 
d’insuline, d’origine génétique. Il est parfois répertorié comme diabète de type 
2, représentant 2 à 5% des cas. 
 
Les mécanismes conduisant au diabète de type 2 ne sont pas totalement élucidés. La 
figure 1.3.3. présente un modèle actuel de la progression du diabète de type 2 associé à 
l’age et/ou à l’obésité. Il semble que l’apparition de la résistance à l’insuline précède 
dans ces cas la survenue du diabète. Dans les cas non-pathologiques, la résistance à 
l’insuline est compensée par une augmentation de la masse des cellules β et une 
augmentation de la sécrétion d’insuline. Les personnes obèses ne deviennent ainsi pas 
toutes diabétiques (seulement environs un tiers d’entre elles). Le diabète survient 
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lorsque les cellules β ne sont plus capables de compenser les besoins accrus en 
insuline [172]. Il y a alors une augmentation progressive de la glycémie. Avec le 
temps, et sans doute sous l’influence d’une hyperglycémie chronique ainsi que 
d’autres anomalies (comme par exemple une hyperlipidémie), la fonction sécrétoire 
des cellules β peut se détériorer et la masse des cellules β diminuer. Dans les cas 
extrêmes, la situation s’aggrave irréversiblement et le patient nécessite un traitement à 
l’insuline [173-175]. 
 
Schéma adapté de Lingohr et al., 2002 [174]. L’axe abscisse est représenté 
sans unité, l’échelle de temps ou le degré d’obésité sur lesquels se déroulent 
ces phénomènes étant extrêmement variables. 
 
 
1.3.4. Physiologie de la cellule β du pancréas 
 
Les cellules β du pancréas fonctionnent comme détecteurs de « carburants 
cellulaires ». Elles ajustent la sécrétion d’insuline en fonction des concentrations en 
glucose, ainsi qu’en autres nutriments circulants (comme les acides aminés, ou les 
acides gras). L’activité sécrétoire est également modulée par des signaux chimiques 
tels que des neurotransmetteurs ou des hormones. C’est le cas, par exemple, des 





hormones dites ‘glucoincrétines’ comme le GLP-1 (‘glucagon-like peptide-1’), le GIP 
(‘glucose-dependent insulinotropic polypeptide’) ou le PACAP (‘pituitary adenylate 
cyclase activating polypeptide’), qui potentialisent l’action du glucose sur la sécrétion 
d’insuline. 
 
1.3.4.1. Les différents modèles d’étude de la cellule β 
 
Les études sur la physiologie du pancréas endocrine ont été réalisée chez l’humain, 
mais également très fréquemment dans des organismes modèles, la plupart du temps le 
rat ou la souris. Diverses techniques ont pu être appliquées à ces organismes, 
notamment des techniques chirurgicales pour effectuer la perfusion du pancréas. La 
fonction endocrine du pancréas dans le contexte pathologique du diabète a pu être 
abordée avec ces organismes dans différents modèles expérimentaux de diabètes. 
Ceux-ci comprennent, par exemple, le diabète induit par le vieillissement chez le rat, 
le diabète d’origine génétique comme pour les souris NOD (‘non-obese diabetic’), le 
diabète induit par le régime alimentaire comme chez le rat des sables (Psammomys 
obesus), ainsi que des modèles de diabète induit par des toxines, comme la 
streptozotocine (qui détruit sélectivement les cellules β), ou par la chirurgie du 
pancréas (ablation partielle). 
Notre connaissance des mécanismes cellulaires et moléculaires à la base de la 
physiologie de l’îlot de Langerhans et de la cellule β vient essentiellement de 
l’utilisation de modèles ex vivo de cultures tissulaires et cellulaires. Les îlots de 
Langerhans peuvent, en effet, être isolés et cultivés à partir de pancréas entiers. Les 
cellules β peuvent être purifiées à partir de ces îlots, puis être maintenues en culture 
primaire. De plus, des lignées cellulaires immortalisées ont pu être établies, à 
l’exemple de la lignée INS-1 de rat et de la lignée Min6 de souris [176, 177]. Bien 
qu’aucune d’entre elles ne reproduise parfaitement la physiologie des cellules β en 
culture primaire, elles constituent néanmoins un outil pratique et de grande valeur qui 
est fréquemment utilisé [178]. 
 




L’entrée du glucose et son métabolisme dans la cellule β sont nécessaires pour 
l’activation de la sécrétion d’insuline. Celle-ci survient en deux phases, suite à une 
augmentation ponctuelle de la concentration de glucose. La première phase est un pic 
rapide de sécrétion survenant après 2 à 3 minutes et qui dure quelques minutes. La 
seconde phase consiste en une montée plus lente de la sécrétion, qui rejoint 
progressivement un plateau. Les mécanismes qui permettent de coupler la stimulation 
métabolique à la sécrétion d’insuline ont été, et sont toujours l’objet d’une recherche 
très active. 
L’insuline est synthétisée sous forme de preproinsuline, maturée dans le réticulum 
endoplasmique, puis stockée dans des vésicules appelées granules. Ceux-ci 
s’amoncèlent à proximité de la membrane plasmique, formant une réserve d’insuline 
prête à être relâchée par exocytose. Il existe différentes voies de signalisation 
conduisant à la sécrétion d’insuline. La mieux caractérisée est la voie liée aux canaux 
potassiques ATP-dépendants (canaux KATP) (Figure 1.3.4). Le glucose entre dans la 
cellule β par les canaux GLUT2 pour être ensuite métabolisé par la glycolyse et la 
respiration, ce qui provoque une augmentation de production d’ATP et une 
augmentation du rapport ATP/ADP. Ceci produit la fermeture des canaux KATP 
localisés sur la membrane plasmique et la dépolarisation de celle-ci. Cette 
dépolarisation ouvre les canaux calciques dépendant du voltage (VDCC, ‘Voltage 
Dependent Calcium Chanels’), provoquant le flux net d’ions Ca2+ dans le cytosol et 
déclenchant l’exocytose. La repolarisation de la membrane plasmique dépend de 
l’action des canaux K+ dépendant du voltage (canaux KV). Le glucose déclenche ainsi 
une suite de potentiels d’action associés à des oscillations de la concentration 
cytosolique de Ca2+.  
La voie dépendant des canaux KATP est activée rapidement et permet un relâchement 
massif d’insuline dans un délai de quelques minutes, et est ainsi à la base de la 
première phase de sécrétion [179]. Ce mécanisme n’est toutefois pas suffisant pour la 
seconde phase de sécrétion, pour laquelle des mécanismes indépendants des canaux 
KATP sont nécessaires [180, 181]. L’implication de différentes molécules de 
signalisation intracellulaire pouvant médier l’effet du glucose a été proposée. On 
trouve parmi ces molécules, des nucéotides comme l’ATP ou le GTP, des produits 
lipidiques cytosoliques comme les acyl-CoA à longues chaînes (produits suite à 
l’inhibition de l’oxydation des acide gras en réponse au métabolisme anaplérotique du 
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glucose), ainsi que le glutamate [182-184]. La façon par laquelle la signalisation par 
ces molécules affecterait l’exocytose est encore mal définie; elles pourraient, selon les 
cas, intervenir en renforçant l’activation de la voie calcique. 
 
Deux voies principales de signalisation permettent au glucose 
d’activer la sécrétion d’insuline : la voie dépendante des canaux KATP, 
liée à la dépolarisation cellulaire et au flux entrant de Ca
 
2+
, et la voie 
indépendante des canaux KATP qui requiert l’intervention de signaux 
intracellulaires additionnels. Voir le texte pour les détails. Librement 
adapté de Maechler et Wollheim, 2001 [185]. 
 
 
1.3.4.3. Action du GLP-1 sur la sécrétion d’insuline 
 
Le GLP-1 est produit par les cellules de type L de l’intestin et relâché dans la 
circulation suite à l’absorption de nutriments. Les effets du GLP-1 sur la cellule β sont 
médiés par l’activation d’un récepteur spécifique (GLP-1R) couplé à des protéines G. 
La liaison du GLP-1 à ce récepteur conduit à l’activation d’adénylate cyclases et à la 
production d’AMPc [186].  
 




























































Plusieurs mécanismes, globalement interdépendants, ont été proposés pour expliquer 
l’effet synergique du GLP-1 et du glucose sur la sécrétion d’insuline. Premièrement, le 
GLP-1 contrôle l’activité électrique de la cellule β. En effet, le GLP-1 promeut la 
fermeture des canaux KATP et KV ce qui, d’une part, facilite la dépolarisation de la 
membrane plasmique et, d’autre part, prolonge les potentiels d’action. Deuxièmement, 
le GLP-1 agit sur la concentration cytosolique de Ca2+. Ceci est non seulement le 
résultat de l’augmentation du flux entrant de Ca2+ extracellulaire qui découle de la 
modulation des potentiels d’action (mentionnée ci-dessus), mais également le résultat 
d’une régulation directe de la cinétique d’inactivation de canaux calciques et d’une 
mobilisation des stocks intracellulaires de Ca2+. Troisièmement, le GLP-1 peut agir sur 
l’exocytose, en accélérant la mobilisation de nouveaux granules [187-189].  
La PKA, ainsi que le cAMP-GEFII (‘cAMP-regulated guanine nucleotide exchange 
factor II’), sont activés par l’AMPc, et relaient, au moins partiellement, les différents 
effets du GLP-1 [189]. 
 
1.3.4.4. Voies de signalisation intracellulaire liées à l’activation de la cellule β 
 
L’activation de la cellule β par les nutriments et les hormones glucoincrétines est 
associée à l’activation de nombreuses voies de signalisation intracellulaire. Il a déjà 
été fait mention des voies de l’AMPc et du Ca2+ dans les paragraphes précédents. En 
plus de la PKA, le GLP-1 ou le glucose activent de nombreuses kinases telles que 
PI3K, ERK1/2, PKB, et PKCζ. La figure 1.3.5 représente schématiquement les 




Principales voies de signalisation activées par le glucose et le GLP-1 formant un réseau complexe. 
En bleu : protéines intracellulaires. En vert : protéines membranaires (canaux et récepteurs). En 
jaune : protéines et peptides agissant à l’extérieur de la cellule. Src : ‘v-src sarcoma (Schmidt-
Ruppin A-2) viral oncogene homolog’ ; BTC : betacelluline ; EGFR : récepteur à l’EGF (‘Epithelial 
growth factor’) ; InsR : récepteur à l’insuline ; AMPK : ‘ 5’-AMP-activated protein kinase’ ; 
mTOR : ‘Target of rapamycin’ ; p70S6K : ‘70-kDa ribosomal protein S6 kinase’. Figure réalisée par 




1.3.4.5. Effets à long terme du glucose et du GLP-1 sur la cellule β 
 
En plus des effets physiologiques à court terme sur la sécrétion d’insuline, le glucose 
et le GLP-1 ont des effets à plus long terme sur le pancréas endocrine. 
Ils modulent notamment la masse des cellules β [194, 195]. Plusieurs phénomènes 
peuvent expliquer la génération de nouvelles cellules β : la différentiation de cellules 
souche, la transdifférentiation à partir de cellules du pancréas exocrine ou la 
réplication de cellules β différentiées. La contribution relative de chacun de ces 
processus n’est pas encore clairement établie et varie vraisemblablement selon les 
circonstances. Le GLP-1 a un effet positif sur la prolifération et sur la survie des 
































cellules β [196-199]. Le glucose est aussi un facteur important pour la régulation de la 
masse des cellules β. Il peut favoriser la croissance cellulaire et dans certaines 
circonstances protéger les cellules β de l’apoptose [200-202]. Dans d’autres 
circonstances, le phénomène de « glucotoxicité » peut au contraire avoir un effet 
délétère sur la cellule β et conduire à son apoptose [203]. 
Le glucose et les glucoincrétines régulent également l’état de différentiation des 
cellules β, le maintien de la fonction sécrétoire et modulent la capacité des cellules β à 
répondre à des stimuli futurs [204-208].  
De par leur action sur la masse et la fonction des cellules β, le glucose et le GLP-1 
ainsi que d’autres facteurs, ont vraisemblablement un rôle important dans l’adaptation 
du pancréas endocrine en fonction des besoins changeants en insuline, et sans doute 
aussi dans les disfonctionnements liés au diabète. 
 
1.3.5. Régulation de l’expression de gènes par le glucose et le GLP-1 
 
La régulation à long terme de la cellule β telle que décrite ci-dessus passe par une 
adaptation de son programme d’expression de gènes.  
Les différentes voies de signalisation contrôlées par le glucose et le GLP-1 aboutissent 
à la régulation de l’activité de certains facteurs de transcription. C’est le cas par 
exemple de ELK-1, qui est activé par les voies calciques [209, 210], de CREB, qui est 
phosphorylé suite à l’activation des voies de l’AMPc et du Ca2+ [211], de FOXO1, qui 
est phosphorylé et exporté à l’extérieur du noyau suite à l’activation de la voie PI3K-
PKB [192, 199], ou encore de PDX-1, qui est, à l’inverse, importé dans le noyau suite 
à l’activation de la PKA [212]. 
Dans la cellule β, le glucose régule l’expression d’un nombre important de gènes 
impliqués, notamment, dans la fonction sécrétoire et dans le métabolisme cellulaire 
[206, 213, 214]. Les gènes contrôlés par le GLP-1 comprennent ceux de l’insuline et 
de deux régulateurs importants de l’utilisation du glucose que sont le transporteur de 
glucose GLUT-1 et l’hexokinase-1 [215]. L’expression de nombreux facteurs de 
transcription est également régulée. L’expression de PDX-1 est augmentée par le 
GLP-1 [197], tandis que celle de c-myc est régulée dans des situations 
d’hyperglycémie [216]. Egr-1 est induit par le glucose in vivo chez le rat ainsi qu’in 
vitro dans la lignée cellulaire de souris Min6 [217]. Par ailleurs, le glucose et le GLP-1 
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agissent en synergie pour induire l’expression des IEGs c-fos, junB, nur77 ou egr-1 
dans la lignée cellulaire INS-1 [123, 218]. Il a été proposé que ces différents IEGs, 
codant pour des facteurs de transcription, puissent jouer un rôle important dans le 
contrôle de la prolifération et de la fonction de la cellule β. Les gènes ‘cibles’ régulés 
par ces IEGs ne sont toutefois pas connus pour l’instant, de même que la manière par 





2. Objectifs de la thèse 
 
 
Le but général de mon travail de thèse est de mieux comprendre les mécanismes qui 
régissent l’adaptation de l’expression des gènes de la cellule β en réponse à des stimuli 
physiologiques comme le glucose ou le GLP-1. 
 
Les objectifs particuliers du projet sont de : 
 
1) Vérifier que l’induction transcriptionnelle d’IEGs lors de l’activation cellulaire 
par des stimuli physiologiques survient dans des cellules β primaires. En effet, 
les données à ce sujet ont été jusqu’à lors essentiellement obtenues par des 
expériences sur des lignées cellulaires [123, 219]. 
 
2) Montrer que les IEGs codant pour des facteurs de transcription peuvent jouer le 
rôle de « troisièmes messagers » en relayant les signaux initiaux pour contrôler 
la transcription de gènes ‘cibles’ secondaires. Ceci, en identifiant tout d’abord 
les gènes ‘cibles’ secondaires à l’échelle génomique, puis, pour un exemple 
spécifique, en démontrant l’implication d’IEGs dans leur régulation, par des 
approches de gain et de perte de fonction. 
 
3) Mieux comprendre le rôle biologique de l’induction des IEGs et des gènes 
cibles, et étudier en particulier leur implication dans l’intégration temporelle 
des signaux métaboliques. Ceci, (i) en étudiant le fonctionnement dynamique 
du système « IEGs-gènes ‘cibles’ » répondant à des stimuli de durée variable 
(transitoire versus persistant) et (ii) en analysant les mécanismes moléculaires 







Les résultats de ce travail de thèse sont présentés sous forme de trois publications. 
Chacune d’elles est précédée d’un résumé et éventuellement suivie de résultats 
complémentaires qui n’ont pas été publiés. 
 
3.1. Publication 1 
 
3.1.1 Résumé de la publication 
 
Contexte : 
L’essentiel des données sur l’induction des IEGs lors de l’activation physiologique de 
la cellule β du pancréas vient d’études sur des lignées cellulaires (voir point 1.3.5 dans 
l’introduction). Certains IEGs induits codent pour des facteurs de transcription mais 
aucun gène ‘cible’ secondaire n’est connu et le rôle des IEGs comme « troisièmes 
messagers » reste à démontrer. 
 
Objectifs spécifiques : 
Le travail présenté répond aux objectifs spécifiques suivants : 
1) Apporter une preuve de concept pour le rôle de « troisièmes messagers » des IEGs. 
2) Vérifier que l’induction d’IEGs par des stimuli métaboliques (glucose, GLP-1) 
n’est pas restreinte à des lignées cellulaires mais survient également dans des 
cellules β primaires. 
 
Stratégie expérimentale et méthodes: 
Dans un premier temps, une approche globale recourant à des puces à ADN a été 
développée pour (i) identifier, à une échelle génomique, les transcrits induits par 
l’activation métabolique des cellules β de la lignée Min6, et (ii) distinguer parmi eux 
les IEGs de leurs gènes ‘cibles’. Les données obtenues à partir de ce ‘screening’ ont 
été validées par RT-PCR quantitative.  
Dans un deuxième temps, les éléments de réponse situés dans les promoteurs des 
gènes ‘cibles’ ont été analysées par une approche bioinformatique; ceci permettant de 
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définir une liste des facteurs de transcription potentiellement impliqués dans la 
régulation des gènes ‘cibles’ et de la comparer à la liste des IEGs induits.  
Dans un troisième temps, le facteur de transcription AP-1 a été choisi pour démontrer 
la fonctionnalité de l’induction d’IEGs et définir le mécanisme la reliant à la 
régulation de la transcription d’un gène ‘cible’ spécifique. Les interactions protéine-
ADN ont été quantifiées in vitro par une méthode apparentée à l’ELISA (‘Enzyme-
linked Immunosorbant Assay’) et l’activation transcriptionnelle a été évaluée 
principalement par l’utilisation de gènes reporteurs. L’activité d’AP-1 a été modulée 
par surexpression ou par expression d’une forme dominante négative dans les cellules 
Min6. 
Dans un quatrième temps, les principaux résultats ont été vérifiés dans des cellules β 
primaires d’îlots de Langerhans de rat par RT-PCR quantitative, immunoblot et 
immunocytochimie. 
 
Résultats :  
L’étude des profils d’expression a permis d’identifier 1870 gènes répondant à 
l’activation des cellules Min6 par des stimuli métaboliques ; parmi lesquels 1278 IEGs 
et 592 gènes ‘cibles’. Tant les IEGs que leurs gènes ‘cibles’ sont impliqués dans des 
fonctions cellulaires très variées, notamment liées à la physiologie de la cellule β 
(comme le métabolisme ou la sécrétion). La fonction de près de 200 IEGs est attribuée 
à la signalisation cellulaire ou à la régulation de la transcription. 
Les résultats de l’analyse des promoteurs des gènes ‘cibles’ suggèrent l’implication 
fréquente du facteur de transcription AP-1 dans leur induction transcriptionnelle. Ceci 
est cohérent avec l’induction de plusieurs IEGs codant pour des composants du 
complexe AP-1, en particulier le gène c-fos. L’accumulation massive du transcrit de  
c-fos est suivie par une forte augmentation de la protéine c-FOS dans le noyau 
cellulaire. Ceci conduit au recrutement de c-FOS dans le complexe AP-1 liant l’ADN, 
et à l’activation de gènes reporteurs sous le contrôle d’éléments de réponse AP-1. De 
plus, un nouveau gène ‘cible’ d’AP-1, srxn1 (sulfirédoxine), a pu être validé par les 
approches de surexpression et l’utilisation de la forme dominante négative d’AP-1. 
Finalement, les expériences dans les îlots de rat ont confirmé (i) l’induction 
transcriptionnelle de plusieurs IEGs par des concentrations physiologiques de GLP-1 
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et de glucose, (ii) l’accumulation de c-FOS dans le noyau des cellules β, ainsi que (iii) 
l’induction du gène ‘cible’ d’AP-1 srxn1. 
 
Conclusion : 
L’étude apporte une preuve de concept pour le rôle de « troisièmes messagers » joué 
par les IEGs lors de l’activation physiologique de la cellule β. De plus, les données 
montrent que l’induction d’IEGs et de leurs gènes ‘cibles’ n’est pas un phénomène 




3.1.2. Publication 1 
 
“Immediate-early genes as « third messengers »: a functional genomics study in 
pancreatic beta cells” 
  
Dominique A. Glauser, Thierry Brun, Benoit R. Gauthier, Werner Schlegel 
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ABSTRACT: 
Background 
How cells translate signals into gene expression adaptation, often occurring over much longer time 
frames, is a key question. It has been proposed that immediate-early genes (IEGs), expression of 
which is rapidly and directly induced by stimuli, would function as “third messengers”, relaying 
signals by controlling transcription of downstream <target> genes. While IEG induction has been 
reported in most cells upon stimulation, only very few <targets> are established to date and the 
importance of this indirect mode of transcriptional regulation remains unclear. This is the case for 
pancreatic beta cells, transcriptional program of which is adapted according to the state of cellular 
activation by metabolic stimuli. 
Results 
We have developed a microarray-based strategy for the systematic search of  <targets>. In a mouse 
beta cell model (MIN6 cells), we identified 592  <targets> and 1278 IEGs responding to a metabolic 
stimulation. Both IEGs and  <targets> were involved in a large panel of functions, including those 
important to beta cell physiology (metabolism, secretion). Nearly 200 IEGs were involved in 
signaling and transcriptional regulation. To establish the regulatory link between IEGs and  
<targets>,  <target> promoter sequences were systematically analyzed. Statistically significant over-
representation of AP-1 response elements notably suggested an important role for this transcription 
factor, which was experimentally verified. Indeed, metabolic stimulation altered expression of IEG-
encoded components of the AP-1 complex, activating AP-1-dependent transcription. Loss and gain-
of-function experiments furthermore allowed to validate a new AP-1 regulated gene (sulfiredoxin) 
among the  <targets>. The results about AP-1 were confirmed in primary cells from rat islets of 
Langerhans and illustrate IEG-dependent (indirect) mechanisms of transcriptional regulation. 
Conclusions 
This study brings a proof-of-concept for the “third messenger” role of IEG transcription factors, as 
well as a comprehensive view on the relative importance of indirect versus direct modes of 
transcriptional regulation in pancreatic beta cells responding to metabolic stimuli. Combining direct 
and indirect mechanisms likely permits finely tuned cellular adaptation to physiological stimuli. 
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BACKGROUND 
 
Cells adapt to environmental and physiological 
changes by long term modifications in gene 
expression. A central question for the understanding 
of these adaptive mechanisms is how cells can 
bridge the time gap between the signaling input 
which often works in a millisecond to minutes time 
frame and adaptation of gene expression which 
occurs over hours, days, and weeks. 
Signals are initially transduced in the cytoplasm by 
a cascade of protein modifications that may end in 
the nucleus with the activation of constitutive 
transcription factors. These rapid mechanisms occur 
independently of de novo protein synthesis and 
result within minutes in transcriptional regulation of 
immediate early genes (IEGs) [1, 2]. Such direct 
and rapid mechanisms do not however permit to 
understand regulation of genes for which expression 
levels change later and over much longer time 
frames (hours, days). As some IEGs code for 
transcription factors, it has been proposed that those 
will in turn regulate the transcription of downstream 
target genes (which will be referred as <targets> 
throughout this manuscript) [3]. Thus, IEGs have 
been sometimes considered as “third messengers” 
(by analogy to the “second messenger” concept) [4]. 
In the present manuscript we will distinguish two 
modes of transcriptional regulation: (i) direct 
regulation, which is independent of protein 
synthesis (and concerns IEG induction), and (ii) 
indirect regulation, which requires preliminary IEG 
induction (and concerns  <target> gene control). 
 
While numerous IEGs are known to be induced in a 
wide range of systems [3, 5], their downstream 
<targets> remain in most cases unknown. Thus, the 
real importance and the biological significance of 
IEG induction are still unclear. Some studies using 
over-expression or knock-down of specific IEG 
transcription factors attempted identification of their 
<targets> [6-8]. But restriction to one transcription 
factor represents a substantial limitation because, in 
a physiological context, <target> regulation likely 
arises from the combined action of multiple IEG-
encoded transcription factors. Therefore global 
approaches are required to study the role of IEGs in 
a physiological context. 
In neurons and endocrine cells a same signal can 
both trigger short term physiological responses 
(such as electrical and synapse activities, or 
hormone release) and lead to long term adaptation 
[3, 4]. Pancreatic beta cells, object of the present 
study, constitute a prototypical example. Indeed, 
beta cells rapidly adjust insulin secretion in response 
to glucose and to hormones released from gut cells. 
These metabolic signals also control in longer term 
insulin production, stimuli-responsiveness and 
cellular mass [9-12]. Over the years, this regulation 
helps the organism maintaining glucose 
homeostasis, accommodating changes in diet and 
insulin demand. Deficient adaptation may lead to 
diabetes [13, 14]. Thus understanding these adaptive 
mechanisms in beta cells is important. Note that 
while the induction of IEGs by metabolic stimuli in 
beta cell has been well documented (e.g. c-fos, egr-
1, nur77, c-myc), no <targets> are known to date 
[15-18].  
Hence, the aims of the study were firstly to identify 
<targets> at a genomic scale, in order to evaluate 
the importance of indirect regulation of gene 
expression. Secondly, to define the cellular 
functions concerned. And thirdly, to verify the 
mechanistic link between specific IEG transcription 
factors and <targets>. 
We have designed an original genome-scaled 
approach to identify glucose-induced IEGs and their 
<targets>. Expression of a large number of 
regulated genes was verified using real time RT-
PCR, and additional experiments were performed to 
establish the link between IEG and <target> gene 
induction. Noteworthy, the large-scale identification 
of IEGs and  <targets> in beta cells also formed the 
basis for a study demonstrating that the IEG- 
<target> system underlies the temporal integration 
of signals [19]. 
The data reported here show that an important part 
of gene expression induced by metabolic stimuli is 
regulated by indirect mechanisms involving IEGs. 
We found that many cellular functions – not only 
those specifically important for beta cell physiology 
- are concerned directly and indirectly by IEG 
expression. Moreover, we highlighted a 
predominant role of AP-1 (an IEG-encoded 
transcription factor) in relaying metabolic stimuli 
and identified sulfiredoxin (npn3/srxn1) as a new 
specific AP-1 target. As a whole, this study proves 
the concept that IEG transcription factors are indeed 
“relays” between metabolic signals and the gene 
expression mechanisms mediating the adaptation of 
beta cells. This latter however also includes directly 
induced IEGs coding for proteins with a wide 
variety of functions, IEGs coding not only for 
transcription factors. Hence IEGs mediate adaptive 
responses both directly and indirectly.  
 
56
Publication 1, manuscrit soumis 
   
RESULTS  
 
Identification and validation of glucose- and 
cAMP-regulated IEGs and <targets>. 
To identify genes regulated by metabolic signals in 
beta cells, we stimulated Min6 insulin-secreting 
cells with a combination of elevated glucose (10 
mM) and chlorophenylthio-cAMP (cpt-cAMP, 0.2 
mM), a membrane-permeant cAMP analogue. 
Indeed, glucose induction of gene expression is 
potentiated by gut hormones (such as glucagon-like 
peptide-1, GLP-1) which raise cAMP [16]. Our 
initial transcript profile comparison using high 
density oligonucleotide microarrays identified genes 
regulated by a 4 hour treatment with glucose and 
cpt-cAMP (666 up-regulated, 1204 down-regulated; 
fold change threshold of 1.5). Comparison with 
profiles obtained in presence of the protein synthesis 
inhibitor cycloheximide (CHX) allowed classifying 
each stimuli-responsive gene either as IEG or as 
<target>. Indeed, by blocking protein neosynthesis, 
CHX blocks synthesis of IEG products and their 
downstream regulatory action on <target> 
transcription. Thus, among the stimuli-responsive 
genes, those still regulated in presence of CHX were 
defined as IEGs, while those no longer regulated 
were defined as <targets> (Figure 1, and Additional 
table S1). 
Among the 1870 regulated genes, 592 <target> 
genes were identified (Table 1). Thus, a substantial 
part of the impact produced by metabolic signals on 
beta cell transcriptional program rely on the indirect 
action of IEG products.  
To validate microarray data, we performed 
quantitative RT-PCR analysis for a selected set of 
IEGs and <target> genes. Comparison between 
fold-change values obtained from microarray or RT-
PCR experiments revealed that the microarray data 
were of excellent quality (mean difference between 
microarray and RT-PCR lower than 20%; see 
Additional table S2). Furthermore, the CHX effect 
was confirmed by RT-PCR. Indeed, <target> 
regulation by glucose and cAMP was abrogated in 
presence of CHX (Figure 2). Furthermore, despite a 
small effect of CHX by itself on all glucose-
inducible IEGs examined, these were as strongly 
stimulated by glucose and cAMP in the presence of 
CHX as in its absence (Figure 2). Thus RT-PCR 
data validate the selection of <targets> and IEGs 
based on the microarray data. 
 
Functional classification of IEGs and <targets>. 
To address the functional role of IEGs and 
<targets> regulated by glucose and cAMP in beta 
cells, we classified them into functional categories 
based on the annotations in the SwissProt database 
(Figure 3). Of 755 glucose regulated genes with 
annotations, more than 200 are involved in signaling 
and transcription regulation. The large number of 
IEGs involved in these two processes suggests the 
importance of indirect mechanisms in gene 
regulation. Moreover, an important fraction of 
<target> genes are themselves involved in signal 
transduction and transcriptional regulation.  
Other important functional clusters include genes 
involved in the secretory pathway, the metabolism 
or the control of cell mass; processes that are known 
to be regulated by glucose in beta cells [20]. Thus, 
the response of our Min6 model is in agreement 
with previous knowledge on the effect of metabolic 
stimuli on gene expression in beta cells. The genes 
involved in the secretory pathway concerned with 
protein synthesis, translocation and folding in the 
ER, glycosylation, vesicule transport, and 
exocytosis, are detailed in the additional table S3. 
Interestingly, an important cluster of down-
regulated genes is involved in DNA damage 
checkpoint/repair pathways. 
Noteworthy, the roles of IEG products are not 
restricted to transcriptional regulation and cover a 
large panel of functions (Figure 3 and additional 
table S3). Thus, while on the one hand, some IEGs 
can act indirectly by regulating expression of 
<target> genes, on the other hand, different IEGs 
can contribute directly to the functional adaptation 
of beta cell to metabolic stimulation.  
 
<Target> promoter analysis reveals the 
importance of AP-1 transcription factor. 
To establish the link between IEGs that encode 
transcription factors and their <targets>, we 
analyzed the promoters of <target> genes. 
Predicted regulatory elements in <target> gene 
promoters as well as in control sets of promoter 
(random set of promoters from genes expressed or 
not expressed in Min6 cells) were gathered using 
the TFExplorer database [21]. We then evaluated 
over- and under-represented regulatory elements in 
<targets> promoters compared to control sets). 32 
regulatory elements binding specific transcription 
factors were significantly over-represented in 
glucose-responsive <target> gene promoters 
(p<0.05; Additional table S4). These include 
notably binding sites for E2F and DP-1 transcription 
factors found both in up-regulated and down-
regulated <targets>. But the most markedly over-
represented regulatory element was an AP-1 binding 
site which was present in 14% of the up-regulated 
<targets> (Figure 4). Interestingly, this binding 
sequence was not enriched in down-regulated 
<targets>. This suggests an important role for AP-1 
in transcriptional activation of <target>, and 
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prompted us to investigate its regulation in more 
details. 
 
Glucose and cAMP regulate AP-1 complex 
composition and function. 
AP-1 binds DNA as a dimer composed of proteins 
of the Fos and Jun families; forming either a Jun/Jun 
homo-dimer or a Fos/Jun hetero-dimer [22]. Min6 
cells maintained at low glucose predominantly 
expressed c-jun and junD, indicating that the AP-1 
complex is likely composed of Jun/Jun homo-dimer 
(Table 2). Elevated glucose and cAMP produced a 
robust 10 fold increase in c-fos and fosB (IEGs), 
while c-jun and junD expression was slightly 
inhibited (Table 2 and data not shown). These 
results suggest a potential shift in the composition 
of the AP-1 complex toward Fos/Jun hetero-dimer 
and consequently a possible alteration of AP-1 
transactivating activity. To test this possibility, we 
transfected cells with a luciferase reporter gene 
under the control of an artificial promoter harboring 
solely AP-1 sites as enhancers (pAP-1-luc; Figure 
5A). Cells maintained at low glucose expressed the 
reporter constitutively, likely reflecting the 
transcriptional activation by the constitutive 
(Jun/Jun) AP-1 factors. Despite this relatively high 
basal level of expression, glucose and cAMP still 
further stimulated the AP-1 reporter expression 
significantly (Figure 5B). 
Further experiments were performed to determine 
whether the increased transcriptional activation by 
AP-1 could be explained by the induction of Fos 
genes. Min6 cells were co-transfected with pAP-1-
luc and expression vectors for c-fos and c-jun. At 
constant levels of the c-jun vector, increasing 
amounts of transfected c-fos vector led to a gradual 
increase in reporter gene expression (Figure 5C). 
Consistently, Fos/Jun hetero-dimers transactivate 
more efficiently than Jun/Jun homo-dimers (see 
Additional Figure S1). Thus, the accumulation of c-
fos gene product is sufficient to enhance 
transcription of AP-1 regulated genes.  
In addition, we used A-FOS (a dominant negative 
form of AP-1) to block endogenous AP-1 
transcription factor [23]. Results demonstrate that 
endogenous AP-1 mediates the transcriptional 
activation of the AP-1 reporter during stimulation 
with glucose and cAMP (Figure 5D). As control, we 
used A-C/EBP (a dominant negative form of C/EBP 
transcription factor, structurally but not functionally 
similar to AP-1) which did not alter AP-1 reporter 
transcription neither in basal nor in stimulated 
conditions. 
We then determined if the transcriptional induction 
of endogenous c-fos by glucose and cAMP would 
effectively change the composition of DNA binding 
AP-1 complex. Min6 cells were stimulated with 
glucose and glucagon-like peptide-1 (GLP-1), a 
physiologically active glucoincretin hormone which 
raises cAMP in beta cells [9]. Upon stimulation, c-
fos mRNA induction was followed by a marked 
increase in nuclear c-FOS protein, as seen by 
western blot analysis of nuclear extracts (Figure 
5E), as well as by immunocytochemistry (not 
shown). As a result, glucose-induced FOS protein 
formed functional AP-1 complexes (Figure 5F and 
G). This was shown by ELISA quantification of the 
components of AP-1 complexes binding to solid 
phase linked double stranded DNA with the specific 
AP-1 consensus sequence. The strong correlation 
between accumulation of FOS in nuclear extracts 
and its DNA binding activity indicates that newly 
synthesized FOS protein is efficiently recruited to 
DNA-binding AP-1 complexes (Figure 5E versus 
5F). In contrast to c-FOS, and accordingly to a 
constant level of expression, JUND in functional 
AP-1 complexes remained unchanged (Figure 5G).  
The data in Figure 5 show that after glucose and 
cAMP induction of fos- and jun-like IEGs, the 
newly synthesized components are recruited to 
DNA binding AP-1 complexes, notably shifting 
their composition to Fos/Jun hetero-dimers which 
are more potent trans-activators than the constitutive 
Jun/Jun homo-dimers. Qualitative and quantitative 
changes in the AP-1 complex may explain the 
increased expression of a large number (14 %) of 
glucose up-regulated <target> genes. This 
mechanism involves transcriptional induction of 
IEG and illustrates how IEGs and their downstream 
<targets> are linked. 
 
AP-1 regulates the transcription of the <target> 
gene sulfiredoxin (srxn1/npn3). 
Having demonstrated that glucose and cAMP can 
activate AP-1 transcription factor, we pursued our 
investigations to identify which specific <targets> 
are effectively regulated by AP-1. A candidate 
approach was undertaken. The most strongly 
induced <target> gene in our system was 
sulfiredoxin (srxn1, also known as npn3) and we 
identified three predicted AP-1 sites in its promoter; 
located 96, respectively 81 and 39 base pairs (bp) 
upstream of the transcriptional start site. Srxn1 
promoter regions from different sizes were then 
cloned in front of a luciferase reporter gene and 
these constructs were transfected in Min6 cells. 
Results of this approach show that a narrow region 
of 81 bp containing the three AP-1 sites is both 
sufficient and necessary to srxn1 gene transcription 
in basal and stimulated conditions (Figure 6A). Co-
transfection with the A-FOS dominant negative 
form of AP-1 impaired basal level of srxn1 reporter 
58
Publication 1, manuscrit soumis 
   
transcription and abolished stimuli responsiveness, 
indicating that AP-1 was necessary for these effects 
(Figure 6B). In addition, ectopic expression of c-Fos 
was sufficient to stimulate srxn1 reporter 
transcription (Figure 6C).  
Finally, we established stably transfected Min6 cell 
lines expressing A-FOS as well as control 
constructs. The down regulation of AP-1 function in 
these stable clones was confirmed by assessing the 
transcriptional activation of a transiently transfected 
pAP-1-luc reporter (additional Figure S2). The 
expression levels of endogenous srxn1 was then 
evaluated by quantitative RT-PCR (Figure 6D). 
While junD mRNA levels (control) were constant 
among the different clones, both basal and 
stimulated srxn1 mRNA levels were reduced in A-
FOS clones. These effects were not due to a 
defective stimuli-responsiveness in A-FOS clones 
since egr-1 IEG responded normally. In conclusion, 
data in Figure 6 show that srxn1 is a downstream 
transcriptional target of AP-1. 
 
AP-1 and its <target> srnx1 are regulated by 
metabolic stimuli in primary pancreatic islets. 
Because some aspects of signaling in cell lines (like 
Min6) may be altered by the transformation or the 
long term maintenance in culture, we evaluated if 
our results could be consistently reproduced in 
primary cells from isolated islets. 
Firstly, we evaluated the effects of metabolic stimuli 
on expression of several IEG mRNA in isolated rat 
primary islets (Figure 7). Glucose synergized with 
cpt-cAMP or with GLP-1 to induce c-fos, fra-1, fra-
2 and junB, while c-jun and junD remained 
unaffected by these stimuli (Figure 7A and 7B). The 
pattern is identical to what was observed in Min6 
(table 2). Furthermore, we observed induction of 
egr-1 and nur77 (two IEGs encoding transcription 
factors which were induced in Min6), indicating that 
the parallel between Min6 and primary islets is not 
limited to AP-1. Interestingly, dose-dependency 
experiments indicated that maximal stimulation of 
IEGs was reached in presence of GLP-1 and within 
a physiological (5 to 15 mM) range of glucose 
concentrations (Figure 7C). Noteworthy, we 
obtained similar synergistic activation of IEGs with 
isolated (FACS sorted) beta cells stimulated with 
glucose and GLP-1 (Additional Figure S3), 
respectively glucose and cpt-cAMP (data not 
shown). Without excluding induction of IEGs in 
other islet cell types (like glucagon-secreting cells 
or somatostatin-secreting cells), these data indicate 
that IEG mRNA accumulates in response to 
metabolic stimuli in primary pancreatic beta cells. 
Secondly, we investigated whether changes in IEG 
mRNA levels were effectively followed by changes 
in protein levels. c-FOS expression was thus 
assessed by immunocytochemistry in dispersed 
islets (Figure 8A) and by western blot analysis in 
nuclear extracts prepared from intact islets (Figure 
8B). Under low glucose conditions, 
immunofluorescence staining of dispersed islets 
produced only a faint background signal for c-FOS. 
Upon co-stimulation by glucose and GLP-1 or cpt-
cAMP, expression of c-FOS became strongly 
apparent. c-FOS protein was mainly detected in 
nuclei, co-localizing with DAPI staining for DNA. 
Co-staining for insulin showed that nuclear c-FOS 
protein was found in beta cells. Western blot 
analysis confirmed the accumulation of c-FOS 
protein in the nucleus of primary islet cells. As 
depicted in Figure 8B, c-FOS protein levels were 
nearly undetectable in islets maintained at low 
glucose concentrations. Within 90 minutes of 
stimulation by GLP-1 and elevated glucose, c-FOS 
became prominently present in the nuclear extracts. 
Using cpt-cAMP as co-stimulator with glucose led 
to a further increase in the c-FOS signal on the 
western blots. Quantitatively, these data on nuclear 
c-FOS protein corroborate observations made at the 
mRNA level, with a strong effect of cpt-cAMP and 
a more moderate effect of GLP-1 (Figure 8B), and 
are similar to observations made in Min6 cells 
(Figure 5E, additional Figure S4 and data not 
shown). 
Thirdly, we evaluated whether AP-1 regulation by 
metabolic stimuli could be functional in islets. To 
that purpose, expression levels of the newly 
identified AP-1 target gene srxn1 were quantified by 
RT-PCR in isolated rat islets. As in Min6 cells, co-
stimulation with glucose and cpt-cAMP, or glucose 
and GLP-1, induced significant accumulation of 
srxn1 mRNA (Figure 9). 
Altogether, data in Figs 7, 8, and 9 show that a 
functional AP-1 regulation occurs in primary beta 
cells in response to metabolic stimuli. This shows 
the potential physiological relevance of the 
observations made in Min6, and emphasizes the 
interest of the dataset obtained with our screening 




The present study brings a proof of concept to the 
notion that IEG transcription factors relay metabolic 
activation to <target> gene regulation. Data of our 
genome-scaled approach show that this general 
mechanism concerns a wide variety of beta cell 
functions. The data have also suggested a 
predominant role of AP-1 in activation of <target> 
transcription, which has been furthermore 
substantiated with the elucidation of an IEG-
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dependent mechanism of AP-1 activation, and 
which have permit to identify a new specific target 
of AP-1 (srxn1) within the <target> set.  
 
Indirect mechanisms of gene regulation 
The metabolic state of a pancreatic beta cell is 
translated readily and without delay into insulin 
secretion which is adjusted within minutes to altered 
glucose stimulation. Such direct translation of 
metabolic state into regulated expression is not 
possible for genes which change their expression 
over much longer time frames (hours, days). The 
transcriptional regulation of IEGs coding for 
transcription factors according to beta cell metabolic 
activity provides an attractive mechanism by which 
<target> gene transcription can be controlled over 
longer time frames. Increasing or decreasing the 
presence of such transcription factors on the 
promoters of <target> gene will affect the rate of 
transcription. Here we illustrate this mechanism 
with the AP-1 transcription factor, the importance of 
which is substantiated by the over-representation of 
AP-1 binding sites in up-regulated <target> 
promoters. By modulating the pattern of expression 
of the different AP-1 complex components (notably 
through the strong induction of c-fos), glucose and 
cAMP shift the composition of AP-1 dimer. The 
transcriptional induction of c-fos by glucose and 
cAMP relies on the activation of CaMkinase II and 
PKA which converge to regulate cis-elements in its 
promoter (Susini et al., 2000); in addition insulin 
signaling may also be involved, as reported in other 
cell systems (Griffiths et al., 1998). The shift in AP-
1 composition increases transcriptional activation of 
an AP-1 reporter gene, as well as at least one 
endogenous AP-1 target (srxn1), proving that it has 
the potential to affect numerous genes with an AP-1 
binding sequence in their promoters. Furthermore, 
the shift in AP-1 composition (leading to a change 
in its transactivation potential), as well as the up-
regulation of srnx1 are observed in cultured intact 
islets. Together with the observation of IEGs 
induction in vivo [18], this illustrates the 
physiological relevance of our observations in the 
Min6 cell line. 
The AP-1 example illustrate the complexity of 
indirect regulation, since this transcription factor 
exists in many combinations of JUN and FOS like 
proteins, some of which are constitutive and some 
of which can be post-translationally modified. This 
gives rise to a whole repertoire of AP-1 complexes 
with differential selectivity for distinct AP-1 
binding sites, varying trans-activation potential, and 
differential interactions with other transcription 
factors acting on the same promoter [24-26].  
It should be mentioned that transcriptional 
activation, as proposed here with the example of 
AP-1, is not the only possible mechanism able to 
explain changes in mRNA levels (as those 
quantified by microarrays and RT-PCR); IEG 
products regulating <target> mRNA levels may 
also be proteins involved in the control of mRNA 
degradation or in the upstream signaling pathways 
that modulate the activity of transcription factors 
and regulators of mRNA stability. 
 
Limitations 
IEGs are defined as genes induced without the need 
for protein de novo synthesis. IEGs are thus 
identified with the use of protein synthesis inhibitors 
like CHX (cycloheximide).  
Results obtained with CHX have to be considered 
with some caution. In addition to blocking protein 
synthesis, CHX may also affect RNA and protein 
stability as well as signaling pathways [27, 28]. 
Design and interpretation of our microarray 
experiments aimed to reduce the impact of the non-
specific effects of CHX to a minimum. We 
considered in our gene lists only those genes which 
responded to stimulation when tested in the absence 
of CHX; thus, CHX data were only used to separate 
IEGs from  <targets> within the list of stimuli-
responsive genes. Furthermore, in the experiments 
where cells were stimulated in the presence of CHX, 
induction was assessed against the CHX control 
conditions. Therefore, in our analysis, side effects of 
CHX could have caused mis-labeling of responding 
genes as IEGs or  <targets> under very particular 
circumstances. As these appear highly unlikely, we 
are confident that the large majority of genes are 
correctly listed. Indeed, the detailed induction 
kinetic of several IEGs and  <targets> genes 
selected from these lists show distinct temporal 
patterns of induction; the induction of all  <targets> 
(7 genes analyzed) was delayed compared to the 
rapid induction of the IEGs (4 genes analyzed) 
(Glauser et al., Nucleic Acids Research, 2006). 
Moreover, in the present study, we were able to 
verify the predictions about AP-1 based on the in 
silico  <target> gene promoter analysis. Hence, in 
spite of the limitations linked to using CHX, our 
microarray data represent a valid starting point to 
further advance our understanding of the 
transcriptional response of beta cells to metabolic 
signals. 
 
The cellular function of glucose and cAMP 
regulated genes 
Glucose and cAMP responsive genes form large 
clusters functionally involved in secretion, 
metabolism, and beta cell mass control 
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(proliferation/apoptosis). Regulation according to 
the metabolic state of such specific pancreatic beta 
cell functions is in agreement with previous studies 
[20, 29]. However, a completely novel and 
unexpected finding is that genes involved in DNA 
damage checkpoint/repair represent a large down-
regulated cluster. This is consistent with the down-
regulation of key transcription factors governing 
this pathway (p53, foxo3) and some downstream 
apoptosis effectors like bbc3, also known as puma 
(Additional table S1) [30, 31]. This raises intriguing 
questions about the possible implication of DNA 
damage pathway in the control of beta cell survival 
by glucose and will require further investigations.  
Srxn1 gene product sulfiredoxin reactivates 
peroxiredoxins (H2O2 scavenging enzymes) by 
catalyzing the reduction of sulfinic acids formed on 
peroxiredoxins following exposure to excessive 
levels of H2O2 [32]. Recently, sulfiredoxin was also 
shown to be involved in the reversal of protein 
glutathionylation [33]. Thus, sulfiredoxin is 
emerging as an important component in the cellular 
redox signaling/control systems. To our knowledge, 
our study provides the first report on the 
mechanisms of srxn1 gene transcriptional regulation 
in mammals. Regulating the amount of sulfiredoxin 
in function of cell metabolic stimulation (which is 
known to be associated with oxidative stress and 
generation of H2O2 in beta cells [34]) constitutes a 
feedback response susceptible to attenuate H2O2 




The present study sheds light on the mechanisms by 
which beta cell adapts its transcriptional program in 
response to stimuli that are relevant to its function. 
Our findings demonstrate for the first time that IEG 
transcription factors effectively relay metabolic 
signals to regulate transcription of <target> genes 
in beta cells and identify specific molecular 
protagonists of this system. Given the number of 
<target> genes and the large panel of cellular 
functions concerned, the indirect mechanisms of 
gene regulation (through IEG induction) have likely 
a substantial role to play in beta cell adaptation. 
Keeping in mind that, in addition to the indirect 
mode of action of IEGs coding for transcription 
factors, a significant portion of IEGs codes for 
proteins that are directly involved in adapted 
cellular functions, our study reveals a duality in IEG 
functioning (Figure 10), which may likely apply to 




MATERIALS AND METHODS 
 
Chemicals  
Cycloheximide (CHX), chlorophenylthio-cAMP 
(cpt-cAMP) and glucagon-like peptide-1 (GLP-1) 
(7-37, human) were purchased from Sigma (Buchs, 
Switzerland). 
Min6 cell culture and incubations  
Min6 B1 cells [35] (generously provided by Dr. 
Philippe Halban, Dept of Development and Medical 
Genetics, Medical faculty of Geneva University) 
(passage 15-25) were cultured in DMEM 
supplemented with 15% fetal calf serum, 25 mM 
glucose, 71 µM 2-mercaptoethanol, 100 units/ml 
penicillin, 100 µg/ml streptomycin and 50 µg/ml 
gentamycin. Medium was changed to low glucose 
medium (same as above with 1% FCS and 1 mM 
glucose) 20 hours before a 4 hour stimulation with 
glucose (10 mM) and cpt-cAMP (0.2 mM). When 
used, CHX (5 µg/ml) was added 45’ prior to 
stimulation. 
Islet and primary beta cell isolation, culture and 
incubations  
7-Week-old male Wistar rats (~250 g) were 
purchased from Elevage Janvier (Le Genest-St-Isle, 
France). Pancreatic islets were isolated by 
collagenase digestion, handpicked, and maintained 
in 11.1 mM glucose/RPMI 1640 (Invitrogen) 
supplemented with 10% fetal calf serum (Amimed, 
BioConcept Allschwil, Switzerland), 100 units/ml 
penicillin, 100 µg/ml streptomycin and 50 µg/ml 
gentamycin (Sigma). 
For the induction experiments, islets were 
maintained for 48 hours after isolation and serum 
deprived for 20h in low glucose medium (1 mM 
glucose RPMI 1640 (Invitrogen), 0.1% BSA and 
same antibiotics as above). Consecutively, islets 
were stimulated with glucose, GLP-1 or cpt-cAMP 
as detailed in the respective figure legends.  
For beta cell purification, islets were trypsin 
digested and FACS sorted as earlier described [36]. 
Beta cells were maintained in 11.1 mM 
glucose/Dulbecco’s modified Eagle’s medium 
(DMEM) (Invitrogen) supplemented with 10% fetal 
calf serum and same antibiotics as above, for five 
days to permit re-aggregation in small clusters. 20 
hours before stimulation cells were serum deprived 
in low glucose medium (1 mM glucose/DMEM 
supplemented with 0.1% BSA, and same antibiotics 
as above). 
RNA preparation and microarray analysis 
All the stimulations were performed at the same 
time (in parallel), with an unique batch of cells 
plated at uniform confluence. For each experimental 
condition, transcript profiles were established for 
three different preparations of total RNA made 
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using RNeasy Micro Kit (Qiagen). Labeled cRNA 
synthesis, hybridization to the arrays and scanning 
were essentially performed as earlier described [37]. 
Affymetrix Mouse Genome 430 2.0 oligonucleotide 
array (containing probe features for 45’101 
transcripts) were used. Fluorescence signals from 
the arrays were analyzed with Affymetrix software 
GCOS for normalization and calculation of gene-
expression values [38, 39].  
Criteria to define differentially expressed 
transcripts 
The definition of differentially expressed transcripts 
between two experimental conditions was based on 
three criteria: concordance between replicates, 
statistical significance and fold-change cutoff. The 
strategy to evaluate the concordance of an effect in 
two different experimental conditions was the 
following: each replicate of one condition was 
compared to each replicate of the other, resulting in 
9 pairwise comparisons. Transcripts were 
considered as differentially expressed if their levels 
changed in the same direction in at least 7/9 
comparisons. The second criterion was a p value by 
Welch T test below 0.05 when comparing signal 
values in two experimental conditions. Finally, the 
third criterion was a minimal fold-change values of 
1.5. 
Criteria to delineate IEGs and <targets> 
We considered genes that were differentially 
expressed in control (no stimulation) vs stimulated 
(glucose + cAMP) condition; these representing 
glucose and cAMP regulated genes. We divided this 
list of genes into two lists: IEGs and <targets>. To 
do so, different criteria were used. 
Main criterion:  
The main criterion was the responsiveness in 
presence of CHX. From the initial list of regulated 
genes, we considered genes that were differentially 
expressed in control+CHX (no stimulation in 
presence of CHX) vs stimulated+CHX (glucose + 
cAMP in presence of CHX) conditions; these 
represent IEGs (genes that respond to glucose and 
cAMP in presence of CHX). The rest of the genes 
(that were initially found to respond to glucose and 
cAMP but were not regulated in presence of CHX) 
were defined as <targets>. This single criterion is 
very stringent for the definition of IEGs, but may 
lead, on the other hand, to a high level of false 
positive in the <target> category. This is 
particularly unsuitable, notably for the validity of 
<target> promoter sequence analysis. Thus it was 
necessary to introduce more criteria to increase the 
quality of <target> list. 
Criteria to increase <target> list quality 
(secondary criteria): 
Some genes responded to CHX alone. If CHX 
produces more effect than glucose, it can mask the 
effect of glucose in presence of CHX (saturating 
regulation by CHX). For this reason, IEGs can be 
falsely considered as <targets> with the main 
criterion (here-above). Thus we excluded from up-
regulated <target> gene list, the genes for which 
expression was higher in either control+CHX or 
stimulated+CHX conditions compared to the 
stimulated condition. Similarly, we excluded from 
down-regulated <target> gene list, the genes for 
which expression was lower in either control+CHX 
or stimulated+CHX conditions compared to the 
stimulated condition. Finally, we excluded from the 
<target> list, genes for which the mean signal 
difference between stimulated+CHX and control 
represented more than 25% of the signal in the 
stimulated condition. Genes excluded from the 
<target> list by these secondary criteria were 
attributed to the IEG list.  
Quantitative real-time RT-PCR  
Each total RNA sample was reverse-transcribed in 
triplicate with random hexamers as primers and 
Omniscript reverse transcriptase (Qiagen). 
Quantitative real-time PCR were performed with the 
SYBR Green system as described in Brun et al. 
[40]. Primers were provided by Microsynth 
(Balgach, Switzerland) and their sequences are 
presented in Additional table S4. For normalization, 
18S RNA was quantified in each sample using 0.3x 
18S rRNA Predeveloped Assay Reagent and 1x 
TaqMan® Universal PCR Master Mix (Applied 
Biosystems).  
PCR amplicons were quality controlled and all 
displayed a single homogeneous melting curve as 
well as the correct size on 2% agarose gels. A 
cDNA serial dilution standard curve was added to 
the microtiter plate of each amplification reaction to 
calibrate each relative quantification in function of 
PCR amplification efficiency.  
Promoter analysis 
TFExplorer predicted regulatory element database 
[21] was used to map regulatory elements in 
promoters (from -1000 bp to +300 bp from 
transcription start site) (accessed on June 17 2005 at 
the following URL: 
http://mars.kribb.re.kr:8080/tfExplorer/matrix.jsp). 
We analyzed promoters of <target> genes (132 up-
regulated gene promoters, 239 down-regulated gene 
promoters) and of two control sets of promoters 
from genes randomly chosen among those present 
(detectable in Min6 cells, 1188 promoters) or those 
absent (undetectable in Min6 cells, 1164 
promoters). For each promoter set (up-regulated 
<targets>, down-regulated <targets> and controls) 
we counted the number of promoters (Hit numbers) 
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in which a given regulatory element was present (at 
least once). We calculated the frequencies for any 
given regulatory element within each set, and 
evaluated the statistical significance of the 
difference to the control sets by Fisher exact test. 
Nuclear extract preparation and DNA binding 
assay 
Nuclear protein extracts were prepared according to 
the protocol of Schreiber et al.[41]. The detection of 
c-FOS and JUND specific binding to AP-1 site was 
made with the ELISA-like TransFactor Kit 
Inflammation II (BD Biosciences AG, Switzerland) 
according to supplier instructions except that the 
colorimetric detection step was replaced by a 
chemiluminescent one. Briefly, after initial 
blocking, 12 µg of nuclear extracts were incubated 
60 minutes in AP-1 or STAT consensus oligo 
coated 96-well plates. Plates were then washed three 
times, incubated 60 minutes with primary antibodies 
(anti-c-FOS or anti-JUND), washed three times and 
incubated 30 minutes with HRPO-anti-rabbit-IgG 
secondary antibody (Transduction Laboratories) 
(1:10’000). After final four washes, 100 µl of 1x 
ECL HRP substrate (Cell Signaling Technology) 
were added to each well and light emission 
measured three times with a FLUOStar OPTIMA 
(BMG LABTECH GmbH). Binding to coated 
STAT oligo and competition with soluble AP-1 
oligo were used to check binding specificity. 
Results were expressed in arbitrary units of DNA 
binding after normalization by values of no template 
controls (NTC) for each independent experiment. 
Srxn1 reporter construction 
Srxn1 promoter regions of three different sizes (-
421/+39; -109/+39; -28/+39 from the transcriptional 
start site) were amplified by PCR. Primer were 
designed from sequences found in ENSEMBL 
database (entry: ENSMUST00000041500) with 
addition of 5’ flanking residues to create restriction 
sites (XhoI for forward primers, HindIII for the 
reverse primer; allowing directional insertion). 







site in bold). A single reverse primer was used 
srxn1+39: 
GATTAAGCTTCTGACCTAGCTGCCCACTGC
C (HindIII site in bold). PCR products were initially 
cloned into pGEMT-easy vector (Promega) using 
Takara mighty mix DNA ligation kit (Takara Bio 
Inc.) and sequentially restriction digested with 
HindIII and XhoI (Roche). Inserts of respective 
expected sizes were cloned into pGL3enhancer 
vector (Promega) that had been previously 
restriction digested with the same enzymes and 
treated with alkaline phosphatase (Roche). 
Construction sequences were verified by the Dye 
Terminator sequencing technique using Rvprimer3 
(CTAGCAAAATAGGCTGTCCC) at the DNA 
sequencing facility of Geneva University Medical 
Center. 
Luciferase reporter analysis 
0.5 µg PathDetect® cis-Reporting System pAP-1-
Luc or pCIS CK (negative control) plasmids 
(Stratagene Europe, Amsterdam Zuidoost, The 
Netherlands) were co-transfected with 0.5 µg of 
Renilla luciferase plasmid (for normalization) 
(Promega, Luzern, Switzerland) using 
Lipofectamine 2000 reagent (Invitrogen) according 
to supplier's instructions. In the ectopic expression 
experiment, pMSCV-c-Fos (c-Fos expression 
vector) and/or pMSCV-c-JunFlag (c-Jun expression 
vector) [42] (both generously provided by Dr. 
Gerald Thiel, University of Saarland Medical 
Center, Germany) were cotransfected at various 
concentrations (see figure legends). Luciferase 
activity measurement was performed 24 hours after 
the transfection as previously described [43]. In 
stimulation experiments, cells were transfected with 
reporter vectors, maintained for 20 hours in culture 
medium, changed to low glucose medium for 
additional 20 hours, and stimulated for 6h with 10 
mM glucose and 0.2 mM cpt-cAMP (in triplicate).  
AP-1 loss-of-function experiments 
pCMV500 (control), pCMV500-A-FOS and 
pCMW500-A-C/EBP (kind gift of Dr. Charles 
Vinson, National Cancer Institute, Laboratory of 
Metabolism, Bethesda, MD, USA) were used in 
transient co-transfection with reporter constructs or 
for establishment of stable transfectant Min6 clones. 
In the latter case, after transfection, 400 mg/l G418 
were added to culture medium for a selection period 
of one month. Clones were picked-up and grown in 
culture medium supplemented with 200 mg/l G418. 
A decrease in AP-1 reporter was specifically found 
in A-FOS clones transiently transfected with pAP-1-
luc (additional figure S2). At least three different 
clones for each construct were used in the 
experiments. 
Western blotting and immunocytochemistry  
Nuclear extracts (15 µg) were resolved on SDS-
PAGE (10% gel) and subject to immunoblot 
analysis as earlier described [44]. Primary 
antibodies were rabbit anti-c-FOS (1:1’000, sc-52) 
and anti-TFIIB (1:10’000, sc-225) (Santa Cruz 
Biotechnology, Inc.). For immunofluorescence 
studies, partially trypsin dispersed rat islets were 
cultivated and pre-incubated in low glucose RPMI 
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1640 medium as described above for intact islets. 
After stimulation, cells were subjected to cytospin 
on SuperFrost®Plus slides (Menzel GmbH and Co 
KG, Braunschweig, Germany) and fixed in 4% 
paraformaldehyde pH 7.0 for 30 minutes at room 
temperature. After three PBS washes and two 
incubations with boiling 10 mM citrate pH 6.0 for 
two minutes, cells were permeabilized with 0.2% 
Triton PBS for 15 minutes. Primary antibody for c-
FOS (rabbit anti-c-FOS, 1:200, sc-52, Santa-Cruz 
Biotechnology) and mouse anti-insulin (1:1000, I-
2018, Sigma) were diluted in 0.05% triton PBS and 
used for an overnight incubation. After three 
washes, cells were incubated one hour with 
secondary antibodies (alexa-488 labeled anti-rabbit-
IgG and alexa-568 labeled anti-mouse-IgG (both 
1:300; Molecular Probes)). After washings, cells 
were incubated three minutes in 5 mg/ml 4’,6-
Diamidino-2-phenylindol (DAPI), washed three 
times and mounted in Dakocytomation fluorescent 
mounting medium (DakoCytomation AG, 
Untermüli, Switzerland). Images were acquired with 
a Zeiss Axiocam Imaging System (Bioimaging Core 
Facility, Medical Faculty, Geneva University). 
Numbers of repeated experiments 
In the figure legends, n represents the number of 
repeated experiments. This corresponds to different 
cell preparations (in the case of islets, preparation 




AP-1, activator protein-1; CHX, cycloheximide; 
cpt-cAMP, chlorophenylthio-cyclicAMP; DMEM, 
Dulbecco’s modified Eagle’s medium; GLP-1, 
glucagon-like peptide-1; IEG, immediate-early 
response gene; PCR, polymerase chain reaction; 
RT, reverse transcription, <target>, downstream 





We would like to acknowledge Isabelle Piuz, Abbas 
Massiha, Asllan Gjinovci, and Isobel Franklin for 
technical assistance, as well as Philippe Halban, 
Gerald Thiel and Charles Vinson for the gift of 
material. We thank Patrick Descombes, Céline 
Delucinge and Christelle Barraclough from the 
Genomics Platform NCCR Frontiers in Genetics 
(University of Geneva, Geneva), where microarray 
experiments were performed. We are particularly 
grateful to Claes B. Wollheim for important 
discussions orienting the study and to Marc Prentki 
for critical reading of a previous version of the 
manuscript. Financial support was from Swiss 
National Foundation, grants No 3100A0-102147/1 
to W.S. and No 32-66907.01, to Claes B. Wollheim 
and B.R.G., and from the Fondation pour 





The microarray dataset has been submitted to Array 
Express database 





1. Blenis J: Signal transduction via the MAP kinases: 
proceed at your own RSK. Proc Natl Acad Sci U S A 
1993, 90(13):5889-5892. 
2. Hazzalin CA, Mahadevan LC: MAPK-regulated 
transcription: a continuously variable gene switch? Nat 
Rev Mol Cell Biol 2002, 3(1):30-40. 
3. Herschman HR: Primary response genes induced by 
growth factors and tumor promoters. Annu Rev Biochem 
1991, 60:281-319. 
4. Morgan JI, Curran T: Stimulus-transcription coupling in 
neurons: role of cellular immediate-early genes. Trends 
Neurosci 1989, 12(11):459-462. 
5. Abel S, Theologis A: Early genes and auxin action. Plant 
Physiol 1996, 111(1):9-17. 
6. James AB, Conway AM, Morris BJ: Genomic profiling of 
the neuronal target genes of the plasticity-related 
transcription factor -- Zif268. J Neurochem 2005, 
95(3):796-810. 
7. Fu M, Zhu X, Zhang J, Liang J, Lin Y, Zhao L, 
Ehrengruber MU, Chen YE: Egr-1 target genes in human 
endothelial cells identified by microarray analysis. Gene 
2003, 315:33-41. 
8. Shaulian E, Karin M: AP-1 as a regulator of cell life and 
death. Nat Cell Biol 2002, 4(5):E131-136. 
9. Drucker DJ: Glucagon-like peptides: regulators of cell 
proliferation, differentiation, and apoptosis. Mol 
Endocrinol 2003, 17(2):161-171. 
10. Hinke SA, Hellemans K, Schuit FC: Plasticity of the beta 
cell insulin secretory competence: preparing the 
pancreatic beta cell for the next meal. J Physiol 2004, 
558(Pt 2):369-380. 
11. Schuit F, Flamez D, De Vos A, Pipeleers D: Glucose-
regulated gene expression maintaining the glucose-
responsive state of beta-cells. Diabetes 2002, 51 Suppl 
3:S326-332. 
12. Bouwens L, Rooman I: Regulation of pancreatic beta-cell 
mass. Physiol Rev 2005, 85(4):1255-1270. 
13. Jonas JC, Sharma A, Hasenkamp W, Ilkova H, Patane G, 
Laybutt R, Bonner-Weir S, Weir GC: Chronic 
hyperglycemia triggers loss of pancreatic beta cell 
differentiation in an animal model of diabetes. J Biol 
Chem 1999, 274(20):14112-14121. 
14. Weir GC, Bonner-Weir S: Five stages of evolving beta-cell 
dysfunction during progression to diabetes. Diabetes 
2004, 53 Suppl 3:S16-21. 
15. Jonas JC, Laybutt DR, Steil GM, Trivedi N, Pertusa JG, 
Van de Casteele M, Weir GC, Henquin JC: High glucose 
stimulates early response gene c-Myc expression in rat 
pancreatic beta cells. J Biol Chem 2001, 276(38):35375-
35381. 
64
Publication 1, manuscrit soumis 
   
16. Susini S, Roche E, Prentki M, Schlegel W: Glucose and 
glucoincretin peptides synergize to induce c-fos, c-jun, 
junB, zif-268, and nur-77 gene expression in pancreatic 
beta(INS-1) cells. Faseb J 1998, 12(12):1173-1182. 
17. Ohsugi M, Cras-Meneur C, Zhou Y, Warren W, Bernal-
Mizrachi E, Permutt MA: Glucose and insulin treatment 
of insulinoma cells results in transcriptional regulation 
of a common set of genes. Diabetes 2004, 53(6):1496-
1508. 
18. Josefsen K, Sorensen LR, Buschard K, Birkenbach M: 
Glucose induces early growth response gene (Egr-1) 
expression in pancreatic beta cells. Diabetologia 1999, 
42(2):195-203. 
19. Glauser DA, Schlegel W: Mechanisms of transcriptional 
regulation underlying temporal integration of signals. 
Nucleic Acids Research 2006, 34(18):5175-5183. 
20. Webb GC, Akbar MS, Zhao C, Steiner DF: Expression 
profiling of pancreatic beta cells: glucose regulation of 
secretory and metabolic pathway genes. Proc Natl Acad 
Sci U S A 2000, 97(11):5773-5778. 
21. Kim J, Seo J, Lee YS, Kim S: TFExplorer: integrated 
analysis database for predicted transcription regulatory 
elements. Bioinformatics 2005, 21(4):548-550. 
22. Kaminska B, Pyrzynska B, Ciechomska I, Wisniewska M: 
Modulation of the composition of AP-1 complex and its 
impact on transcriptional activity. Acta Neurobiol Exp 
(Wars) 2000, 60(3):395-402. 
23. Olive M, Krylov D, Echlin DR, Gardner K, Taparowsky E, 
Vinson C: A dominant negative to activation protein-1 
(AP1) that abolishes DNA binding and inhibits 
oncogenesis. J Biol Chem 1997, 272(30):18586-18594. 
24. Halazonetis TD, Georgopoulos K, Greenberg ME, Leder P: 
c-Jun dimerizes with itself and with c-Fos, forming 
complexes of different DNA binding affinities. Cell 1988, 
55(5):917-924. 
25. D'Alonzo RC, Selvamurugan N, Karsenty G, Partridge NC: 
Physical interaction of the activator protein-1 factors c-
Fos and c-Jun with Cbfa1 for collagenase-3 promoter 
activation. J Biol Chem 2002, 277(1):816-822. 
26. Stein B, Baldwin AS, Jr., Ballard DW, Greene WC, Angel 
P, Herrlich P: Cross-coupling of the NF-kappa B p65 and 
Fos/Jun transcription factors produces potentiated 
biological function. Embo J 1993, 12(10):3879-3891. 
27. Joiakim A, Mathieu PA, Elliott AA, Reiners JJ, Jr.: 
Superinduction of CYP1A1 in MCF10A cultures by 
cycloheximide, anisomycin, and puromycin: a process 
independent of effects on protein translation and 
unrelated to suppression of aryl hydrocarbon receptor 
proteolysis by the proteasome. Mol Pharmacol 2004, 
66(4):936-947. 
28. Hershko DD, Robb BW, Wray CJ, Luo GJ, Hasselgren PO: 
Superinduction of IL-6 by cycloheximide is associated 
with mRNA stabilization and sustained activation of p38 
map kinase and NF-kappaB in cultured caco-2 cells. J 
Cell Biochem 2004, 91(5):951-961. 
29. Srinivasan S, Bernal-Mizrachi E, Ohsugi M, Permutt MA: 
Glucose promotes pancreatic islet beta-cell survival 
through a PI 3-kinase/Akt-signaling pathway. Am J 
Physiol Endocrinol Metab 2002, 283(4):E784-793. 
30. Chipuk JE, Bouchier-Hayes L, Kuwana T, Newmeyer DD, 
Green DR: PUMA couples the nuclear and cytoplasmic 
proapoptotic function of p53. Science 2005, 
309(5741):1732-1735. 
31. Tran H, Brunet A, Grenier JM, Datta SR, Fornace AJ, Jr., 
DiStefano PS, Chiang LW, Greenberg ME: DNA repair 
pathway stimulated by the forkhead transcription factor 
FOXO3a through the Gadd45 protein. Science 2002, 
296(5567):530-534. 
32. Rhee SG, Kang SW, Jeong W, Chang TS, Yang KS, Woo 
HA: Intracellular messenger function of hydrogen 
peroxide and its regulation by peroxiredoxins. Curr Opin 
Cell Biol 2005, 17(2):183-189. 
33. Findlay VJ, Townsend DM, Morris TE, Fraser JP, He L, 
Tew KD: A novel role for human sulfiredoxin in the 
reversal of glutathionylation. Cancer Res 2006, 
66(13):6800-6806. 
34. Evans JL, Goldfine ID, Maddux BA, Grodsky GM: Are 
oxidative stress-activated signaling pathways mediators 
of insulin resistance and beta-cell dysfunction? Diabetes 
2003, 52(1):1-8. 
35. Lilla V, Webb G, Rickenbach K, Maturana A, Steiner DF, 
Halban PA, Irminger JC: Differential gene expression in 
well-regulated and dysregulated pancreatic beta-cell 
(MIN6) sublines. Endocrinology 2003, 144(4):1368-1379. 
36. Pipeleers DG, in't Veld PA, Van de Winkel M, Maes E, 
Schuit FC, Gepts W: A new in vitro model for the study 
of pancreatic A and B cells. Endocrinology 1985, 
117(3):806-816. 
37. Gauthier BR, Brun T, Sarret EJ, Ishihara H, Schaad O, 
Descombes P, Wollheim CB: Oligonucleotide microarray 
analysis reveals PDX1 as an essential regulator of 
mitochondrial metabolism in rat islets. J Biol Chem 2004, 
279(30):31121-31130. 
38. Liu WM, Mei R, Di X, Ryder TB, Hubbell E, Dee S, 
Webster TA, Harrington CA, Ho MH, Baid J et al: 
Analysis of high density expression microarrays with 
signed-rank call algorithms. Bioinformatics 2002, 
18(12):1593-1599. 
39. Hubbell E, Liu WM, Mei R: Robust estimators for 
expression analysis. Bioinformatics 2002, 18(12):1585-
1592. 
40. Brun T, Franklin I, St-Onge L, Biason-Lauber A, Schoenle 
EJ, Wollheim CB, Gauthier BR: The diabetes-linked 
transcription factor PAX4 promotes {beta}-cell 
proliferation and survival in rat and human islets. J Cell 
Biol 2004, 167(6):1123-1135. 
41. Schreiber E, Matthias P, Muller MM, Schaffner W: 
Identification of a novel lymphoid specific octamer 
binding protein (OTF-2B) by proteolytic clipping 
bandshift assay (PCBA). Embo J 1988, 7(13):4221-4229. 
42. Steinmuller L, Cibelli G, Moll JR, Vinson C, Thiel G: 
Regulation and composition of activator protein 1 (AP-
1) transcription factors controlling collagenase and c-
Jun promoter activities. Biochem J 2001, 360(Pt 3):599-
607. 
43. Susini S, Van Haasteren G, Li S, Prentki M, Schlegel W: 
Essentiality of intron control in the induction of c-fos by 
glucose and glucoincretin peptides in INS-1 beta-cells. 
Faseb J 2000, 14(1):128-136. 
44. Reffas S, Schlegel W: Compartment-specific regulation 
of extracellular signal-regulated kinase (ERK) and c-
Jun N-terminal kinase (JNK) mitogen-activated protein 
kinases (MAPKs) by ERK-dependent and non-ERK-
dependent inductions of MAPK phosphatase (MKP)-3 
and MKP-1 in differentiating P19 cells. Biochem J 2000, 
352 Pt 3:701-708. 
 
65






Table 1: Number of IEGs and <target> genes responding to glucose and cAMP identified in 
the transcript profiling experiment 
 
 IEGs <targets> total 
Up-regulated   465       201   666 
Down-regulated   813       391  1204 







Table 2: Glucose and cAMP stimulation modulates the expression pattern of genes coding 
for AP-1 components 
 





c-fos 107 1'161 10.8* 
fosB 6 60 10.7* 
fra-1 5 27 5.3 
fra-2 71 458 7.0* 
c-jun 249 205 -1.2 
junB 59 275 4.6* 
junD 811 647 -1.2 
 
* significantly and consistently regulated IEGs 
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Strategy to identify glucose and cAMP responsive IEGs and their downstream <targets> 
 
A) IEGs (immediate-early genes) are genes which are transcriptionaly inducible in a protein 
synthesis independent manner. IEG products regulate in turn the transcription of downstream 
<targets>. Cycloheximide (CHX), a protein synthesis inhibitor, blocks IEG product synthesis 
and subsequent activation of <target> transcription. B) Genes induced by glucose and cAMP 
comprise both IEGs and <targets>. Genes induced by glucose and cAMP in presence of CHX 
represent only IEGs. Note that CHX is also present in the control condition for this comparison. 
<Target> genes were deduced by subtraction between the gene lists. 
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Validation of IEGs and <targets> by quantitative RT-PCR 
 
Induction of <targets> is inhibited in presence of CHX, while induction of IEGs is not. Min6 
cells cultured at low glucose for 20 hours were stimulated for 4 hours with 10 mM glucose and 
0.2 mM cpt-cAMP, in presence or absence of CHX (5 µg/ml, added 45’ prior to stimulation). 
mRNA levels for indicated genes were assessed by quantitative real-time RT-PCR and 
normalized with 18S rRNA. Results are expressed as mean of fold change compared to control 
condition (s.d. as error bars, n=5). *, p<0.01; #, p<0.05; NS: non significant vs respective control 
condition (i.e with or without CHX), by Student T-test. 
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Functional clustering of glucose and cAMP responsive IEGs and <targets> 
 
From the list of glucose and cAMP regulated transcripts, we retrieved 755 genes with annotations 
in SwissProt database and clustered them according to functional categories. The diagram depicts 
the predominant clusters (gathering 534 genes); the 221 remaining genes were found in smaller 
clusters and are not represented. 
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AP-1 binding sites are over-represented in promoters of up-regulated <targets> 
 
Frequencies of promoters containing at least one AP-1 binding site were determined using 
TFExplorer predicted regulatory element database. Among the genes displayed on the microarray, 
absent genes were those with undetectable expression in Min6 and present genes were those with 
detectable expression in Min6. *, p<0.01 by Fisher exact test vs present genes. 
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Glucose and cAMP regulate transcriptional activation by AP-1 through induction of AP-1 
component expression 
 
A) Schematic representation of pAP-1-luc reporter. B) Min6 cells were transfected with pAP-1-
luc (or control vector) and maintained at low glucose before stimulation with glucose (10 mM) 
and cpt-cAMP (0.2 mM) for 6 h. C) Cells were transfected with AP-1 reporter (or control vector) 
and indicated quantity (in µg) of expression vector for c-fos and c-jun. D) pAP-1 reporter vector 
was co-transfected with either A-FOS (a c-FOS dominant negative form), empty vector (control) 
or A-C/EBP as additional control (dominant negative form of C/EBP, a transcription factor 
structurally related to c-FOS). Stimulations were performed as under B. E,F,G) Min6 cells 
cultured at low glucose were stimulated with high glucose (10 mM) and GLP-1 (10 nM) for 
indicated period of time. Nuclear extracts were analyzed by western (E). Specific binding of c-
FOS and JUND to AP-1 sequence was measured in nuclear extracts with an ELISA-like assay 
(F,G). E, F) representative of two repeated experiments. #, p<0.05 vs c-Jun alone (n=3); *, p<0.01 
(n=4), by Student T-test. Error bars: s.d.; ND: not determined. 
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Srxn1 is a transcriptional target of AP-1 
 
A) Depicted srxn1 reporter constructs were transfected in Min6 cells. Results as means of 4 
independent experiments, with s.d. as error bars. *, p<0.01 vs control; #, p<0.01 vs corresponding 
non-stimulated condition, by Student T-test. B) Depicted srxn1 reporter constructs were co-
transfected respectively with A-FOS, A-C/EBP, or a control expression vector. Results as means 
of 4 independent experiments, with s.d. as error bars. *, #, p<0.01, respectively p<0.05 vs control 
expression vector, by Student T-test. For A) and B), stimulations were performed with 0.2 mM 
cpt-cAMP and 10 mM glucose for 6 hours. C) srxn1-421/+39pGL3 reporter was cotransfected 
with c-fos expression vector (as in Figure 5). Results as means of four independent experiments, 
with s.d. as error bars. *, p<0.01 vs control expression vector, by Student T-test. D) mRNA levels 
for srxn1, junD and egr-1 were quantified by RT-PCR in Min6 clones stably transfected with A-
FOS, control expression vector and A-C/EBP respectively. Stimulations were performed with 0.2 
mM cpt-cAMP and 10 mM glucose for four hours. Four different cell preparations were analyzed 
for each of at least three clones in each category Results were pooled and expressed as mean of 
relative mRNA levels (arbitrary units) with s.d. as error bars. *, p<0.001 vs control, by Student T-
test. 
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Induction of IEGs by metabolic stimuli in isolated rat islets  
 
Rat islets were isolated, cultured and serum deprived at reduced glucose concentration (1 mM) 
for 20 hours. Stimulation was done for one hour with 0.2 mM cpt-cAMP and/or 25 mM glucose 
(A); or with 10 nM GLP-1 and/or 25 mM glucose (B). mRNA levels for mentioned genes were 
quantified in triplicate by real-time RT-PCR, normalized with reference to 18S rRNA, and are 
shown as fold-increase over non-stimulated controls. Shown are the means of values obtained for 
three (A) or two (B) independent experiments (error bars = s.d.). Student T tests were used for 
statistical analysis; *p<0.05 vs non-stimulated; # p<0.05 vs single stimulus conditions. C) Effect 
of various glucose concentrations on the induction level of IEG expression (after one hour 
stimulation). Results as mean of at least two independent experiments (s.d. as error bars). 
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Accumulation of c-FOS protein in the nuclei of primary beta cells upon metabolic 
stimulations 
 
A) Islets were isolated, trypsin digested, cultured and serum deprived at low glucose 
concentration (1 mM) for 20 hours. After 60 minutes of co-stimulation with 10 nM GLP-1 and 15 
mM glucose or 0.2 mM cpt-cAMP and 15 mM glucose, islets (50–100 per condition) were fixed 
and analyzed by immunofluorescence staining of c-FOS (green) and of insulin (INS, red); nuclei 
were stained with the DNA reactive DAPI dye (violet). Fluorescence images shown separately for 
each dye or merged (c-FOS/DAPI; c-FOS/INS) are representative of three different experiments. 
Bar: 50 µm. B) Islets were isolated, maintained and serum deprived at low glucose concentration 
(1 mM) for 20 hours, prior to co-stimulation with 10 nM GLP-1 and 15 mM glucose or 0.2 mM 
cpt-cAMP and 15 mM glucose. After 90 minutes of stimulation, islets (~800 per condition) were 
trypsin digested, nuclear extracts were prepared and c-FOS analyzed by western blotting. TFIIB 
was used as loading control. 
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Induction of srxn1 expression by metabolic stimuli in isolated rat islet  
 
Rat islets were isolated, cultured and serum deprived at reduced glucose concentration (1 mM) for 
20 hours. Stimulation was done for indicated period of time with high glucose (25 mM) plus cpt-
cAMP (0.2 mM) or GLP-1 (10 nM). Transcript levels of the AP-1 target gene srxn1 were 
quantified by real-time RT-PCR, normalized with reference to 18S rRNA, and shown as relative 
values. Shown are the means of values obtained for at least three experiments. Student T tests 



















Cellular adaptation to physiologically relevant stimuli occurring via a combination of direct 
and indirect modes of transcriptional control 
 
IEG products have two modes of action in the cellular adaptation to metabolic signals. Some IEG 
products act indirectly by controlling transcription of  <target> genes. Other IEG products are 
involved directly in regulated cellular processes. A coherent adaptation of these processes 
requires the combined action of both IEGs and  <target> gene products. 
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Additional figures and figure legends:  
 
 
Additional Figure S1 
 
Increased transactivation by Fos/Jun compared to Jun/Jun AP-1 dimer  
 
Min6 cells were transfected with pAP-1-luc reporter (or control vector) and indicated quantity (in 
µg) of expression vector for c-Fos and c-Jun. *, p<0.05 vs no expression vector condition. **, 
p<0.05 vs c-Jun alone, by Student T-test (n=3). 
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Additional Figure S2 
 
 
Down-regulation of AP-1 activity in A-FOS stable clones 
 
Clones stably transfected with A-FOS and control constructs were transiently transfected with 
pAP-1-luc reporter and stimulated with 10 mM glucose plus 0.2 mM cpt-cAMP for 6 h. Three 
different experiments were performed for each of at least three clones in each category. Results 
were pooled and expressed as mean of relative luciferase activity (arbitrary units) with s.d. as 
error bars. *, p<0.01 vs control and vs A-C/EBP, by Student T-test. 
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Induction of IEGs in purified primary beta cells 
 
FACS sorted beta cells (from dispersed islets) were cultured for five days to permit their 
aggregation in small clusters. Cells were serum deprived at low glucose concentration (1 mM) for 
24 hours and stimulated with 15 mM glucose and/or 10 nM GLP-1 for 30 minutes. c-fos, egr-1 
and junD mRNA levels were quantified in triplicate by real-time RT-PCR, normalized with 
reference to 18S rRNA and shown as fold-increase over control conditions. Shown as mean of 
triplicates (error bar = s.d.). 
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Additional Figure S4 
 
 
Accumulation of c-FOS protein in the nucleus of Min6 cells following stimulation 
MIN6 cells were cultured for 20 hours at low glucose (1 mM) prior to stimulation with 10 nM 
GLP-1 and/or 10 mM glucose. A) After 90 minutes of stimulation, nuclear extracts were prepared 
and analyzed by western blotting with a c-FOS specific antibody. The same membrane was then 
stripped and revealed with anti-TFIIB antibodies as a loading control. B) MIN6 cells were grown 
on glass coverslips and stimulated for 60 minutes with 10 nM GLP-1 and 10 mM glucose. 
Immunofluorescence for c-FOS and DAPI staining were performed and shown as described in 
Figure8A. Similar results were observed in three independent experiments. Bar: 50 µm. 
Extranuclear background staining for the green channel is likely due to aspecific binding of c-
FOS antibody to an unknown cytosolic component. Indeed, we were unable to detect c-FOS in 
cytosolic extracts by western analyses, but the antibody detected aspecific bands of different sizes 
(not shown). 
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Additional tables: 
Additional table S1: Full lists of glucose and cAMP responsive IEGs and <targets>  
(This supplementary table will be available online) 
 
 






   microarray RT-PCR 
IEGs EGR-1 early growth response 1 13.30 9.59 
 c-FOS FBJ osteosarcoma oncogene 10.80 13.01 
 FOSB FBJ osteosarcoma oncogene B 10.72 9.01 
 CEBPD CCAAT/enhancer binding protein (C/EBP), delta 8.84 5.82 
 B3GALT2 UDP-Gal:betaGlcNAc beta 1,3-galactosyltransferase, polypeptide 2 4.67 3.56 
 KLF4 Kruppel-like factor 4 (gut) 3.67 2.95 
 IRS1 insulin receptor substrate 1 3.40 3.56 
 MAN2A1 mannosidase 2, alpha 1 2.41 2.18 
 FOXA1 forkhead box A1 2.14 1.88 
 FOXA2 forkhead box A2 2.03 2.47 
<targets> SRXN1 sulfiredoxin (neoplastic progression 3) 5.49 7.99 
 DUSP4 dual specificity phosphatase 4 2.56 2.19 
 SIAT8E ST8 alpha-N-acetyl-neuraminide alpha-2,8-sialyltransferase 5 2.00 2.34 
 MGAT2 mannoside acetylglucosaminyltransferase 2 1.94 1.83 
 ARL6IP5 ADP-ribosylation factor-like 6 interacting protein 5 1.70 1.61 
 TTR transthyretin 1.69 2.07 
 ANXA5 annexin A5 1.69 1.55 
 SLC35A2 solute carrier family 35 (UDP-galactose transporter), member 2 1.60 1.53 
 DAD1 defender against cell death 1 1.58 1.50 
 NDUFA4 NADH dehydrogenase (ubiquinone) 1 alpha subcomplex, 4 1.55 1.60 
 TRP53 transformation related protein 53 (p53) -1.85 -1.91 
 NGLY1 N-glycanase 1 -1.91 -2.08 
 BBC3 Bcl-2 binding component 3 (PUMA) -2.28 -2.75 
non-regulated 
gene 
JUND1 Jun proto-oncogene related gene d1 -1.19 -1.30 
 
*For genes with more than one probe set on the microarray, the mean fold-change value is shown. RT-PCR 
results as mean of fold-change after normalization with 18S rRNA content in each sample (n =5). 
 
Additional table S3: Glucose and cAMP regulated genes involved in secretion  
(This supplementary table will be available online)
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Additional table S4: <Target> promoter sequence analysis: all over-. and under-represented regulatory elements 
 
 
Hit numbers Frequency <Target> 
regulation 
Representation 





V$AP1_Q4 AP-1 18 78 14% 7% 2.08 0.0048 
V$E2F_02 E2F, E2F-1, E2F-2, E2F-3, E2F-4, E2F-5 11 37 8% 3% 2.68 0.0058 
V$E2F1DP1RB_01 Rb:E2F-1:DP-1 11 37 8% 3% 2.68 0.0058 
V$E2F_Q3 E2F 5 10 4% 1% 4.50 0.012 
V$E2F4DP1_01 E2F-4:DP-1 5 10 4% 1% 4.50 0.012 
V$E2F_03 E2F, E2F-1 8 29 6% 2% 2.48 0.02557 
V$MYOGNF1_01 NF-1, NF-1A1, NF-1B1, NF-1B2, NF-1C2, NF-1/L, NF-1/Red1, NF-1X 12 54 9% 5% 2.00 0.026 
V$E2F_Q4 E2F 15 75 11% 6% 1.80 0.0283 
V$HTF_01 HTF 2 1 2% 0% 18.00 0.031 
V$E2F_Q3_01 E2F, E2F+E4, E2F-1, E2F-3, E2F-4, DP-1 9 38 7% 3% 2.13 0.038 
V$E2F1_Q4_01 E2F, E2F+E4, E2F-1, E2F-3, E2F-4, DP-1 9 38 7% 3% 2.13 0.038 
Over-represented 
regulatory elements 
V$E2A_Q2 E12, E47, ITF-1, MRF4, MyoD, myogenin 9 40 7% 3% 2.03 0.049 
V$MEF2_Q6_01 MEF-2, aMEF-2, MEF-2C, MEF-2DAB 2 68 2% 6% 0.26 0.021 
V$COREBINDING 
FACTOR_Q6 core-binding 3 72 2% 6% 0.38 0.0458 
V$CREB_Q4_01 CREB, deltaCREB, CREMtau, CREMalpha, 
CREMbeta, CREMgamma, CREMtaualpha, 





V$ELK1_01 Elk-1 2 58 2% 5% 0.31 0.049 
V$E2F1DP1_01 E2F-1:DP-1 22 55 9% 5% 1.99 0.0053 
V$E2F1_Q6 E2F-1 67 249 28% 21% 1.34 0.011 
V$SREBP1_01 SREBP-1a, SREBP-1b, SREBP-1c, SREBP-1 9 16 4% 1% 2.80 0.015 
V$E2F_Q6 E2F 48 169 20% 14% 1.41 0.015 
V$E2F1DP2_01 E2F-1:DP-2 17 45 7% 4% 1.88 0.021 
V$E2F4DP2_01 E2F-4:DP-2 17 45 7% 4% 1.88 0.021 
V$OCT1_Q6 POU2F1, POU2F1a 52 196 22% 16% 1.32 0.033 
V$PIT1_Q6 POU1F1, POU1F1a, POU1F1b, POU1F1c 18 52 8% 4% 1.72 0.034 
V$E2F1_Q6_01 E2F-1 20 60 8% 5% 1.66 0.034 
V$AR_01 AR 3 2 1% 0% 7.46 0.035 
V$USF_Q6 USF, USF1, USF-1, USF2, USF-1:USF-2 27 89 11% 7% 1.51 0.037 
V$HNF3B_01 HNF-3B 13 34 5% 3% 1.90 0.038 
V$PPARG_03 PPAR-gamma, PPAR-gamma1, PPAR-gamma2 22 70 9% 6% 1.56 0.043 
Over-represented 
regulatory elements 




regulatory element V$CMYB_01 c-Myb 0 31 0% 3% 0.00 0.004 
TFExplorer predicted regulatory element database was used to map regulatory elements in promoters (from -1000 bp to +300 bp from transcription start site) (accessed on June 17 2005 at the following URL: 
http://mars.kribb.re.kr:8080/tfExplorer/matrix.jsp). We analyzed promoters of <target> genes (132 up-regulated gene promoters, 239 down-regulated gene promoters in TFExplorer database) and of a control set of promoters from genes 
randomly chosen among genes that were expressed in Min6 cells (1188 promoters). For each gene promoter set (up-regulated <target>, down-regulated <target> and control) we counted the number of genes (Hit numbers) for which a 
given regulatory element was present in the promoter. We calculated the frequencies for any given regulatory element, and evaluated the statistical significance of difference to control set by Fisher exact test. The tables present all results 
with p value < 0.05. Regulatory elements are referred to their matrix name in the TRANSFAC database. 
Publication 1, manuscrit soumis 
 
Additional table S5: Primer sequences 
Gene Forward primer sequence Reverse primer sequence 
ANXA5 TGGATGCTCAGGCATTGTT GTACTTGTCAAACACTCTTCTTAAATGAGA 
ARL6IP5 GTGGCTGCCATGATGATTT GGCGGAGGATGTCTTTATTGT 
B3GT2 CAGACCTGCCTCCTAGACATAACTA CATAACCAGTTCCTGAGCAGAA 
BBC3 CGGCGGAGACAAGAAGA CACCTAGTTGGGCTCCATTT 
CEBPD CGCAGACAGTGGTGAGCTT CGCACAGCGATGTTGTT 
c-FOS TGACAGATACGCTCCAAGCG TGGCAATCTCGGTCTGCA 
c-JUN GAAACGACCTTCTACGACGAT GAATCTTAGGGTTACTGTAGCCGTA 
DAD1 GCTGCAGTTCGGCTACTGT TTGGAAGTCCGCCTTGTT 
DUSP4 TGCGCTCTGGCCTCTACT CCACCTTTAAGCAGGCAGAT 
EGR-1 GCACCTGACCACAGAGTCCT GGGAGAAGCGGCCAGTA  
FOSB CTGTCTTCGGTGGACTCCTT GGGCCATGGAAGAGATGA 
FOXA1 GCAACGACTGGAACAGCTACTA GGCGTAGGACATGTTGAAGGAA 
FOXA2 TCCCTTTCTACCGGCAGAA TCTCACACTTGAAGCGCTTCT 
FRA-1 CAGGCCCTGTGAGCAGAT CTTTCTTCGGTTTCTGCACTT 
FRA-2 AGCAGAAGTTCCGGGTAGATAT ATCACTGTGGGCTGTACCAT 
IRS1 GCTCCAGTGAGGATTTAAGCA GAAGACGTGAGGTCCTGGTT 
JUNB GGCTTTCTATCACGACGACTCTTA CTAAGGTGGGTTTCAGGAGTTT 
JUND CGAGCAGCATGCTGAAGA GCCGACCCTGGTTTCAA 
KLF4 GAGGAGCCCAAGCCAAA GGTTTCTCGCCTGTGTGAGT 
MAN2A1 GATGTGCAGATGTTGGATGTTTA CTTCAACCAACCTGGGTCAT 
MGAT2 GACTGTGGTATGCATCACAAGAA AATGGCTGCCATAGGAAACTT 
NDUFA4 TCGGGCAAGCCAAGAA CCAAGCGCATCACATACAGT 
NGLY1 ACCGCTTCCCAAGATATAACAA GATGGAGAATAGACTTCTGTCCAAA 
NUR77 CACAGCTTGGGTGTTGATGTT GCCCAGCAGACGTGACA 
SRXN1 CAATCGCCGTGCTCAT TGATCCAGAGGACGTCGAT 
SGK1 GAATGTGAAGCACCCTTTCCT CCCTCTGGAGATGGTAGAACA 
SIAT8E GCCCTACTACCGCTCTCAGTT CACATCTGTGGTATATATCCCTGAGATA 
SLC35A2 CCTCTCTCATCTATACCTTGCAGAATA GTGAGAGGCTGCGATTCAA 
TRP53 TGGCCATCTACAAGAAGTCACA TCCTTCCACCCGGATAAGAT 





3.1.3. Résultats complémentaires liés à la publication 1 
 
Optimisation du traitement au CHX. 
Lors de la mise au point des conditions de traitement pour l’analyse des profils 
d’expression, la concentration de CHX et la durée du pré-traitement ont été 
optimisées. Pour ce faire, ces deux paramètres ont été variés et l’efficacité du blocage 
de l’induction d’IEGs a été évaluée par l’analyse de c-FOS par western blot (Figure 
3.1.1). Au vu du résultat, une concentration de 5 mg/l et un pré-traitement de 45 
minutes ont été retenus.  
Les cellules Min6 ont été maintenues dans un milieu à bas glucose (1 mM), puis stimulées avec 
10 mM glucose et 0.2 mM cpt-cAMP durant une heure, avant la préparation d’extraits 
nucléaires et leur analyse par western blot. La durée du pré-traitement au CHX ainsi que la 
concentration utilisée sont mentionnées. NS : non stimulé ; NA : non applicable. 
 
Viabilité des cellules lors du traitement au CHX. 
L’inhibition de la synthèse de protéines a des effets délétères à long terme sur la 
cellule, pouvant par exemple conduire à l’apoptose. Ceci a d’ailleurs été documenté 
dans les cellules β après des traitements au CHX de relativement longue durée (3 à 8 
jours) [202]. Bien que travaillant sur une échelle de temps plus courte (4 h), il était 
nécessaire de s’assurer que les cellules Min6 restent viables sur la durée de 
l’expérience, avant d’entreprendre l’analyse des profils d’expression. 
La viabilité des cellules a ainsi été évaluée par une observation au microscope optique 
(contraste de phases) de la morphologie cellulaire dans des conditions identiques à 
celles utilisées pour l’analyse des profils d’expression (Figure 3.1.2). Les résultats ne 
montrent aucune altération imputable au CHX durant la durée du traitement. En 
revanche, pour des temps relativement tardifs (au delà de 10 heures après la 
stimulation), on constate une détérioration progressive de l’état des cellules dans les 





conditions où le glucose est maintenu chroniquement à un bas niveau (1 mM). 
Toutefois, ce phénomène survient largement en dehors des fenêtres temporelles 
utilisées pour l’analyse des transcrits. 
Les cellules Min6 ont été cultivées durant 20 heures à bas glucose (1 mM). Dans les cas indiqués, elles ont 
été stimulées avec 10 mM glucose et 0.2 mM cpt-cAMP au temps t = 0. Le pré-traitement au CHX (5 mg/l) 
a été effectué dans les cas mentionnés à t = -45 min. Des images de la culture cellulaire ont été prises au 
microscope à inversion avec contraste de phase durant une période de 48 heures suivant la stimulation. 
Barre : 100 µm. 
 





Validation de la spécificité du système TransFactor. 
Le système ‘BD Mercury TransFactor Kit Inflammation 2’ a été utilisé pour 
l’évaluation de l’activité de liaison à l’ADN de c-FOS et JUND. La spécificité du 
système a tout d’abord été vérifiée. Les résultats montrent que le signal obtenu pour c-
FOS et JUND est réduit, à un niveau comparable au contrôle, lorsqu’un oligo 
compétiteur de séquence consensus AP-1 est ajouté en excès avec les extraits 
nucléaires. Le signal est également très bas lorsque l’on teste la liaison de c-FOS et 
JUND à un oligo de séquence consensus STAT1 (non pertinent). 
 Analyse d’extraits nucléaires de cellule Min6 à l’aide du système ‘BD Mercury 
TransFactor Kit Inflammation 2’. 






3.2. Publication 2 
 
3.2.1. Résumé de la publication 
 
Contexte : 
Nous ne connaissons pas bien les mécanismes grâce auxquels les cellules intègrent la 
nature temporelle des signaux et produisent une réponse adaptative qui soit en 
adéquation avec la durée de ces signaux. Le système « IEG-gènes ‘cibles’ », décrit 
dans la publication 1, fournit l’opportunité d’étudier l’intégration temporelle des 
signaux au sein d’un réseau de régulation transcriptionnelle relativement simple. 
 
Objectifs spécifiques : 
Le travail présenté répond aux objectifs suivants : 
1) Evaluer si des stimuli métaboliques de durées variables produisent un impact 
global différentiel sur le programme d’expression des gènes de la cellule β.  
2) Le cas échéant, déterminer comment le système «IEGs - gènes ‘cibles’ » intervient 
dans l’intégration temporelle des signaux métaboliques. 
 
Stratégie expérimentale et méthodes : 
Les effets d’activations métaboliques différentes sur le programme d’expression de 
gènes ont été évalués dans les cellules Min6 par détermination de profils de transcrits 
recourant à des puces à ADN. La comparaison a été faite entre une activation 
persistante (4 h de stimulation continue) et une activation transitoire (1 h de 
stimulation suivie de 3 h en condition non-stimulée). La cinétique détaillée de 
l’induction de plusieurs IEGs et gènes ‘cibles’ a été analysée par RT-PCR quantitative. 
 
Résultats : 
Les cellules Min6 produisent une réponse transcriptionnelle drastiquement différente 
selon la durée des stimuli. En particulier, 87 % des gènes induits par une stimulation 
persistante ne le sont pas par une stimulation transitoire. IEGs et gènes ‘cibles’ 
présentent un comportement cinétique différent. Les IEGs sont induits rapidement et 
rejoignent un niveau d’expression stationnaire élevé. Celui-ci persiste tant que 
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l’activation métabolique de la cellule est maintenue mais retombe rapidement au 
niveau de départ lorsque l’activation cellulaire est stoppée (dans le cas d’une 
stimulation transitoire). L’induction des gènes ‘cibles’ survient avec un délai dans le 
cas d’une stimulation persistante, et est abolie dans le cas d’une stimulation transitoire. 
Le mécanisme couplant la durée graduelle de la stimulation à une différence 
quantitative dans la transcription de gènes ‘cibles’ a été vérifié pour le cas du facteur 
de transcription AP-1. 
 
Conclusion : 
Les résultats permettent de proposer un modèle de fonctionnement dynamique du 
réseau de régulation transcriptionnelle composé des IEGs et de leurs gènes ‘cibles’. Ce 
modèle est capable d’expliquer les différences importantes constatées dans la réponse 
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ABSTRACT
How cells convert the duration of signals into dif-
ferential adaptation of gene expression is a poorly
understood issue. Signal-induced immediate-early
gene (IEG) expression couples early signals to late
expression of downstream ,target. genes. Here we
study how kinetic features of the IEG-,target.
system allow temporal integration of stimuli in a
pancreatic beta cell model of metabolic stimulation.
Gene expression profiling revealed that beta cells
produce drastically different transcriptional outputs
in response to different stimuli durations. Note-
worthy, most genes (87%) regulated by a sustained
stimulation (4 h) were not regulated by a transient
stimulation (1 h followed by 3 h without stimulus).
We analyzed the induction kinetics of several
previously identified IEGs and ,targets.. IEG
expression persisted as long as stimulation was
maintained, but was rapidly lost upon stimuli
removal, abolishing the delayed ,target. induction.
The molecular mechanisms coupling the duration of
stimuli to quantitative ,target. transcription were
demonstrated for the AP-1 transcription factor. In
conclusion, we propose that the network composed
of IEGs and their ,targets. dynamically functions
to convert signal inputs of different durations
into quantitative differences in global trans-
criptional adaptation. These findings provide a
novel and more comprehensive view of dynamic
gene regulation.
INTRODUCTION
Gene expression in mammalian cells is controlled by a wide
variety of extracellular and intracellular signals. Most signals,
which regulate gene expression, are initially transduced in the
cytoplasm through the production of second messengers and
the activation of cascades of protein modifications (1). These
cascades end in the nucleus with the activation of transcrip-
tion factors, which control the transcription of specific
genes. Genes that are regulated directly downstream of
these signal transduction pathways are called immediate-
early responsive genes (IEGs) (2,3). The regulation of IEG
transcription occurs very rapidly since it is independent of
de novo protein synthesis. Many IEGs code for transcription
factors that in turn will regulate the transcription of down-
stream target genes; we will refer to these genes as <targets>
in the rest of the manuscript. A ‘transcriptional network’ links
IEG transcription factors to the expression of cell specific sets
of <target> genes. Thus transmission of information involved
in gene transcription control occurs initially in signaling
pathway networks and is then pursued in transcriptional
networks.
Signaling networks have been extensively studied.
Substantial efforts have been devoted to their qualitative
description and to the quantification of their dynamic proper-
ties. Based upon such knowledge, modeling and compu-
tational analysis provides insights on emergent properties of
these complex systems that underlie the processing of signal
information (4). The kinetic behavior of specific components
within signaling networks is a key element in the functioning
of these networks, since these latter include complex feed-
back loops and generate distinct outputs in the various
cellular compartments depending on signal duration. Thus,
it is now well accepted that progression of information
through signaling pathway networks constitutes a mode of
signal integration.
The question that we address here is whether a similar
integration of signals occurs in transcriptional networks. In
particular, we ask whether a system composed of IEGs and
their downstream <target> genes would differentiate between
long and short signals to produce distinct transcriptional
outputs. This question is particularly relevant for metabolic
signaling in the pancreatic beta cell. Beta cells function as
sensor of the blood nutrient availability. They respond e.g.
to an elevation in blood glucose concentration by increased
insulin secretion, which in turn favors glucose uptake into
muscle and fat, thereby lowering blood glucose. This secre-
tory response is potentiated by hormones released from the
gut, such as glucagon-like peptide-1 (GLP-1), which activates
cAMP production in beta cells (5).
In addition to activating insulin secretion, nutrients, in
conjunction with cAMP, also regulate gene expression (6,7)
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mediating thereby long term adaptation of beta cells accord-
ing to changes in diet and insulin demand (8–10). Circulating
nutrients are fluctuating widely upon food intake or due to
varying energy expenditure or the mobilization of reserves
during stress responses. Since metabolic activation of the
beta cell is fluctuating accordingly, the initial signaling
input into gene expression control is widely variable. To
adapt the beta cell performance, gene expression should take
into account the longer term behavior of the system. To this
end, metabolic signals have to be integrated over time.
As the mechanisms of adaptation are crucial to beta cell
function and are likely impaired during progression of
diabetes, understanding the dynamics of gene regulation in
this system is of particular interest. In addition, to our
knowledge, this represents the only system in which
IEGs and their <targets> have been identified at a
genomic scale (Glauser,D. A., Brun,T., Gauthier,B. R. and
Schlegel,W. Immediate-early genes as ‘third messengers’:
functional genomics bring a new perspective to an old
concept, manuscript submitted).
The present study demonstrates that the pancreatic beta cell
effectively produces distinct global transcriptional outputs
when activated by metabolic stimuli for various times. Emer-
gent properties of the IEG-<target> transcriptional system
provide a global mechanistic explanation based upon the
kinetics of the induction, distinct between IEGs and
<targets>. IEG expression continuously follows the levels
of stimulation, whereas <targets> respond with a delay. A
proof-of-concept for this mechanism of temporal integration
of metabolic signaling was given through the specific anal-




Chlorophenylthio-cAMP (cpt-cAMP) and Glucagon-like
peptide-1 (GLP-1)(7–37, human) were purchased from
Sigma (Buchs, Switzerland).
Min6 cell culture and incubations
Min6 B1 cells (11) (generously provided by Dr Philippe
Halban, Department of Genetic Medicine and Development,
University Medical Center, Geneva) (passage 15–28) were
cultured in DMEM supplemented with 15% fetal calf serum
(FCS), 25 mM glucose, 71 mM 2-mercaptoethanol, 100 U/ml
penicillin, 100 mg/ml streptomycin and 50 mg/ml gentamycin.
Before stimulation, culture medium was changed to low glu-
cose medium (same as above with 1% FCS and 1 mM glu-
cose) for a pre-stimulatory period of 20 h.
RNA preparations
Total RNA preparations were made using RNeasy Micro
Kit (Qiagen) or with Tri Reagent (Molecular Research
Center, Inc.).
Microarray experiment
All the stimulations were performed at the same time
(in parallel), with the same batch of cells plated at uniform
confluence. For each experimental condition (control,
sustained stimulation or transient stimulation), transcript
profiles were established for three different preparations of
total RNA made using RNeasy Micro Kit. Labeled cRNA
synthesis, hybridization to the arrays and scanning were
essentially performed as described earlier (12). Affymetrix
Mouse Genome 430 2.0 oligonucleotide array (containing
probe features for 45 101 transcripts) were used. Fluores-
cence signals from the arrays were analyzed with Affymetrix
software GCOS for normalization and calculation of gene-
expression values (13,14).
A conjunction of three criteria was used to consider genes
as differently expressed. First, a minimal fold-change values
of 1.5. Second, a P-value by Welch t-test below 0.05 when
comparing signal values in two experimental conditions.
Third, a good concordance between replicates. The strategy
to evaluate the concordance of an effect in two different
experimental conditions was the following: each replicate
of one condition was compared to each replicate of the
other, resulting in nine pairwise comparisons. Transcripts
were considered as differentially expressed if their levels
changed in the same direction in at least 7/9 comparisons.
Quantitative reverse transcription-polymerase chain
reaction (RT-PCR)
Each total RNA sample was reverse-transcribed in triplicate
with random hexamers as primers and Omniscript reverse
transcriptase (Qiagen). Quantitative real-time PCR were per-
formed with the SYBR Green system as described in Brun
et al. (15). Primers were synthesized by Microsynth (Balgach,
Switzerland). Their sequences are described in Supplemen-
tary Table S1. For normalization, 18S rRNA was quantified
using 0.3· 18S rRNA Predeveloped Assay Reagent and 1·
TaqMan Universal PCR Master Mix (Applied Biosystems).
PCR amplicons were quality controlled and all displayed a
single homogeneous melting curve as well as the correct
size on 2% agarose gels. A cDNA serial dilution standard
curve was added to the microtiter plate of each amplification
reaction to calibrate each relative quantification in function of
PCR amplification efficiency.
Nuclear extract preparation and DNA-binding assay
Nuclear protein extracts were prepared according to the pro-
tocol of Schreiber et al. (16). The detection of c-FOS and
JUND specific binding to AP-1 site was made with the
enzyme-linked immunosorbent assay (ELISA)-like TransFac-
tor Kit Inflammation II (BD Biosciences AG, Switzerland)
according to the supplier’s instructions except that a chemilu-
minescent detection step replaced the colorimetric one.
Briefly, after initial blocking, 12 mg of nuclear extracts
were incubated 60 min in AP-1 or STAT consensus oligo
coated 96-well plates. Plates were then washed three times,
incubated 60 min with primary antibodies (anti-c-FOS or
anti-JUND), washed three times and incubated 30 min with
HRPO-anti-rabbit-IgG secondary antibody (Transduction
Laboratories) (1:10 000). After final four washes, 100 ml of
1· ECL horseradish peroxidase (HRP) substrate (Cell Signal-
ing Technology) were added to each well and light emission
measured three times with a FLUOStar OPTIMA (BMG
LABTECH GmbH). Binding to coated STAT oligo and
competition with soluble AP-1 oligo were used to check
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binding specificity. Results were expressed in arbitrary units
of DNA-binding after normalization by values of no template
controls (NTC) for each independent experiment.
Luciferase reporter analysis
A total of 0.5 mg PathDetect cis-Reporting System pAP-
1-Luc or pCIS CK (negative control) plasmids (Stratagene
Europe, Amsterdam Zuidoost, The Netherlands) were
co-transfected with 0.5 mg of Renilla luciferase plasmid (for
normalization) (Promega, Luzern, Switzerland) using
Lipofectamine 2000 reagent (Invitrogen) according to suppli-
er’s instructions. After transfection, cells were maintained for
20 h in culture medium, changed to low glucose medium for
additional 20 h, and stimulated for 6 h with 10 mM glucose
and 0.2 mM cpt-cAMP (sustained) or stimulated for 1 h fol-
lowed by 5 h at low glucose (transient). Luciferase activity
measurement was performed as described previously (17).
Western blotting
Nuclear extracts (15 mg) were resolved on SDS–PAGE (10%
gel) and subject to immunoblot analysis as described earlier
(18). Primary antibodies were rabbit anti-c-FOS (1:1000,
sc-52) and anti-TFIIB (1:10 000, sc-225) (Santa Cruz
Biotechnology, Inc.).
Microarray dataset
The microarray dataset has been submitted to Array Express
database (http://www.ebi.ac.uk/arrayexpress) under accession
number E-TABM-141.
RESULTS
Global transcriptional output of pancreatic beta cells in
response to transient metabolic stimulation is distinct
from output obtained by sustained stimulation
In a gene expression profiling screen, we have recently
identified several hundred genes for which transcript levels
were changed after 4 h stimulation with high glucose and
cpt-cAMP (an analogue of cAMP) (Glauser,D. A., Brun,T.,
Gauthier,B. R. and Schlegel,W. Immediate-early genes as
‘third messengers’: functional genomics bring a new perspec-
tive to an old concept, manuscript submitted). Notably, these
included a substantial proportion of IEGs, which are known
to respond rapidly to stimuli (normally within 1 h). We
wondered whether the persistence of stimulation over the
4 h was necessary to detect IEG transcript accumulation at
this time point and, more generally, what would be the global
result of reducing the stimuli duration. Further expression
profiling analyses using high density oligonucleotide micro-
arrays were thus performed to address these questions.
We compared three conditions: (i) a control condition, (ii) a
sustained stimulation condition (4 h stimulation with high
glucose plus cpt-cAMP) and (iii) a transient stimulation
(1 h stimulation followed by 3 h at low glucose). Figure 1A
shows a schematic representation of the stimulation protocol;
Figure 1B a simple summary of the results.
Sustained stimulation up-regulated 660 genes and
down-regulated 1198 genes (1.5-fold change cutoff, see
Supplementary Table S2). Transient stimulation up-regulated
169 genes and down-regulated 227 genes. Strikingly, most
genes (87%) regulated by sustained stimulation were not
regulated by transient stimulation (Figure 1B and Supplemen-
tary Table S3); the remaining genes were essentially regu-
lated to a similarly extent (9%) and only few genes (<1%)
had improved regulation upon transient stimulation. Both
IEGs and their <targets> were regulated differentially
by transient versus sustained stimulation (Supplementary
Table S4).
These gene array hybridization results were verified with
quantitative RT-PCR analysis, which confirmed for a series
of induced genes, both <targets> and IEGs, a significant
decrease in transcript levels following transient stimulation
compared to sustained stimulation (Figure 2). Irrespective
of the various induction levels reached for different genes
by a sustained 4 h stimulation (note the various scales
in Figure 2), transient 1 h stimulation was mostly insufficient
to cause elevated transcript levels at 4 h. i.e. after a further 3 h
at low glucose.
In addition, the microarray data showed that a significant
number of genes are exclusively regulated by transient but
not by sustained stimulation (159 genes; 74 up-regulated,
85 down-regulated; Figure 1B). Altogether, these results
demonstrate that beta cell produces very distinct gene regula-
tory outputs at a given time when stimulated for various
durations within the total incubation period.
Sustained expression of IEGs due to sustained
metabolic stimulation
IEG induction is most often studied after a transient stimulus
of resting cells with growth factors or following exposure to
cellular stress. IEGs are thus viewed in general as transiently
arising mediators that will drive a cell into a new program, be
it division, differentiation or programmed cell death. Much
Figure 1. Metabolic stimulations of different durations produce different
global transcriptional outputs. (A) Schematic representation of the two types
of stimulations (sustained and transient) used for the expression profiling
experiment. (B) Venn diagram representing the number of genes regulated by
sustained stimulation, by transient stimulation, and by both. Expression
profiles were determined using the Affymetrix Mouse Genome 430 2.0
oligonucleotide array (comprising probes for 45 000 transcripts). Regulated
genes were determined by comparing each stimulated condition with an
unstimulated control condition for which cells were maintained in
preincubation medium at 1 mM glucose throughout.
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overlooked is the fact the many IEGs are continuously being
expressed, also in a <resting state>. Furthermore, altered
expression levels are detected after 4 h of stimulation for a
very large number of IEGs (1278 IEGs, Supplementary
Table S2).
In Figure 3 we show the kinetics of mRNA levels for 4
IEGs during the sustained 6 h metabolic stimulation of beta
cells (solid dots) in comparison with the evolution of
mRNA levels following a transient 1 h stimulation (open cir-
cles). These IEG examples were chosen to cover a large range
of activation (with fold-changes from 25 to 2), and to repre-
sent different functions [two transcription factors (c-fos, kfl4),
a signaling enzyme (sgk1), and a metabolic enzyme (b3gt2)].
The strongly and rapidly induced IEGs c-fos and klf4 reach a
peak after 1 h of stimulation. Subsequently, mRNA levels
decline differentially: after transient stimulation, prestimula-
tory levels are observed already at 2 h; in contrast, sustained
stimulation leads to an elevated steady-state, which is main-
tained over at least 6 h. IEGs, such as sgk1 and b3gt2 which
are induced to a lesser extent, clearly show that only sus-
tained stimulation leads to a sustained elevated steady-state
mRNA level, whereas transient stimulation produces a peak
of induction, which is lost at 2 h, when prestimulatory
mRNA levels are re-established.
Taken together, these results indicate that IEG mRNA
accumulation at late time points (4 h for the microarray
data) is not only residual to an initial induction, but that fur-
ther regulatory mechanisms occur afterward.
Steady-state IEG expression levels are adjusted
according to beta cell stimulatory state
Establishment of a new expression steady state upon sus-
tained stimulation suggests that IEG induction is not solely
a response to a sudden metabolic change, but rather that the
levels of IEG expression are continuously adjusted according
to metabolic status of the cell. We wondered whether this
effect would occur on a longer time scale and whether this
system will also sense subtle variations in the intensity of a
metabolic stimulation. Thus, we determined the expression
levels of two IEGs (c-fos and sgk1) after long-term culture
(20 h) at various glucose concentrations (from 1 to 25 mM,
but without co-stimulant). The results in Figure 4 show that
the expression levels of both IEGs are gradually adjusted
with increasing glucose levels. Notably, maximal variations
occur within a physiological range of glucose concentrations
between 5 and 10 mM. With these mild stimulations (as cpt-
cAMP co-stimulant was not used), mRNA levels for the
moderately-responding b3gt2 gene were not significantly
affected (data not shown). However, after 20 h of co-
stimulation with high glucose plus cpt-cAMP, we observed
mRNA levels for b3gt2 and c-fos that were similar to those
observed at 6 h (Figure 3 and data not shown).
These results indicate that IEG expression levels are con-
tinuously adjusted according to the stimulatory level of the
cell. This effect is gradual such that steady state levels of
mRNA reflect the graded intensity of metabolic stimulation.
As IEG transcript levels respond within minutes to either
increased or decreased signal intensity, the system has the
capacity to integrate the temporal pattern of stimulation.
Stimuli interruption, which shortens IEG expression,
impairs the delayed impact on <target> transcription
We also analyzed the kinetics of <target> gene responses to
transient (1 h) versus sustained metabolic stimulation. Upon
sustained stimulation, significant changes in <target> gene
expression were observed after 1 or 2 h (Figure 5). Thus,
<target> induction is delayed compared to IEG induction
(compare Figures 5 and 3). These findings are in agreement
with the notion that IEG transcription factors relay intracellu-
lar signals by acting upstream of <target> gene expression.
Indeed, the time required to synthesize IEG products is
expected to delay <target> induction following stimulation.
As a consequence of this delay, shortening the stimuli (tran-
sient stimulation) abrogated the regulation of most <target>
genes examined (confirming results in Figures 1 and 2).
This suggests that the temporal pattern of metabolic signals,
which is integrated in IEG expression, will markedly affect
the expression of downstream <target> genes. Thus, by
using the IEGs as relay between signaling and <target>
gene expression, pancreatic beta cells would discriminate
between transient and prolonged stimulation.
Upon stimuli removal, reduction of c-fos mRNA is
followed by reduced c-FOS protein level in AP-1
complex and decreased transcription of AP-1 <targets>
Further experiments were undertaken to address whether the
shortening of IEG mRNA accumulation could really explain
the impaired regulation of <targets> upon transient stimula-
tion. We chose to study the AP-1 transcription factor, since
previous results had shown a predominant role for this
IEG-encoded transcription factor in the regulation of glucose
and cAMP-responsive <target> genes, (such as srxn1)
(Glauser,D. A., Brun,T., Gauthier,B. R. and Schlegel,W.
Figure 2. Validation of gene expression profiling by RT-PCR. mRNA levels
for indicated genes were assessed by quantitative real-time RT-PCR and
normalized with 18S rRNA. Results are expressed as mean of fold change
compared to control condition (SD as error bars, n ¼ 5). Comparison with
sustained stimulation by Student t-test: *, P < 0.01; #, P < 0.05; NS, non
significant.
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Immediate-early genes as ‘third messengers’: functional
genomics bring a new perspective to an old concept, manu-
script submitted).
A 4 h co-stimulation with glucose and cAMP alters the
expression pattern of genes coding for constituents of the
AP-1 complex, i.e. of fos and jun genes. Our microarray data
presented in Figure 6 show the induction of fosB, fra-1,
fra-2, junB and most predominantly, c-fos. This pattern of
alteration is completely abolished under a protocol of
transient stimulation, i.e. 1 h of elevated glucose followed by
3 h of low glucose (as above in Figures 1–3 and 5). The microar-
ray data were confirmed by quantitative RT-PCR (Figure 2 and
D. A. Glauser and W. Schlegel, unpublished data).
To be the cause of the negative impact on AP-1 <targets>,
the rapid decrease in the mRNA coding for an AP-1 compo-
nent must be effectively followed by a rapid decrease in the
corresponding protein. We thus investigated the kinetics of c-
FOS protein levels by immunoblotting. During sustained
stimulation c-FOS protein levels were increased within the
first hour and maintained thereafter. Conversely, in the tran-
sient stimulation protocol, c-FOS level was rapidly and mark-
edly reduced after stimuli removal (within 2 h, Figure 7A).
We obtained similar results for JUNB (data not shown).
Thus, the turn-over of the proteins which constitute AP-1 is
sufficiently rapid for the changes in mRNA levels to be
readily translated into changes in AP-1 proteins.
c-FOS activates transcription when binding to DNA as part
of the AP-1 complex. We quantified in vitro c-FOS binding to
solid phase tethered dsDNA with the AP-1 consensus
sequence. This constitutes a measure of how much c-FOS
is present in actively DNA-binding AP-1 complexes in
nuclear extracts obtained from cells after various stimulation
protocols (Figure 7B). We stimulated cells with glucose and
GLP-1, a gut hormone that physiologically raises cAMP in
pancreatic beta cells (8). c-FOS was recruited to AP-1 within
the first hour of stimulation. While c-FOS DNA-binding
activity was maintained after 3 h of sustained stimulation, it
was drastically reduced upon removal of the stimuli (transient
stimulation). In parallel, JUND was constantly present in
AP-1 complexes, consistent with junD expression levels,
which were unchanged by the treatments (see Figure 6).
Expression of c-FOS and its recruitment to AP-1 complex
can induce AP-1 <target> gene transcription. Thus, as c-FOS
rapidly disappears from AP-1 after stimuli removal, this
treatment should reduce transcriptional activation of AP-1
<target> genes. In order to test this, we transfected Min6
cells with the pAP-1-luc reporter vector. In this construct, a
luciferase reporter gene is under the control of an artificial
promoter harboring solely AP-1 sites as enhancer sequences
(see scheme in Figure 7C). The effects of sustained versus
transient stimulation on the transcription of this reporter
were compared. The transcriptional activation observed
upon sustained stimulation was drastically reduced under
transient stimulation (Figure 7D). Similar results (data
not shown) were obtained with a reporter under the control
of the promoter of srxn1 gene (a known AP-1 direct
<target>). In addition, accumulation of endogenous srxn1
mRNA levels was also dependent on stimuli duration
(Figure 2). Thus, a prolonged recruitment of c-FOS to AP-1
is necessary to produce a full induction of AP-1 <target>
genes.
In summary, the data presented in Figures 6 and 7 show the
differential effects of sustained versus transient stimulation
on AP-1 composition and function. A sustained stimulation
produced a prolonged accumulation of c-FOS, leading to its
persistent recruitment to AP-1 and strong transactivation of
<targets>. To the opposite, a transient stimulation produced
only short expression of c-FOS, which rapidly disappeared
from AP-1, leading to weak transactivation of <targets>.
This constitutes a specific mechanistic example by which
IEG expression integrates the temporal pattern of stimulation
to convert it into differential output in <target> gene
transcription.
Figure 3. Kinetics of IEG expression during sustained or transient metabolic stimulation. Min6 cells cultured at low glucose were stimulated with high glucose
(10 mM) and cpt-cAMP (0.2 mM) for the indicated period of time. For transient stimulation, medium was replaced with low glucose medium after 1 h of
stimulation. mRNA levels for indicated genes were quantified by real-time RT-PCR and results expressed as mean (±SD) of fold change values relative to basal
condition (n ¼ 3). *, P < 0.05 versus basal condition; #, P < 0.05 versus sustained stimulation at the corresponding time point, by Student t-test.
Figure 4. Steady-state expression levels of IEGs are adjusted according to
glucose concentration. Min6 cells were cultured at indicated glucose
concentrations for 20 h. mRNA levels for indicated genes were assessed by
quantitative real-time RT-PCR and normalized with 18S rRNA. Results are
expressed as mean of fold change compared to control condition (±SD, n¼ 3).
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Gradual stimuli durations, which produce distinct
kinetics of c-fos induction, result in graded expression
levels of the c-fos target gene srxn1
As a final test for our proposal, we investigated the effects
of graded stimuli durations on the expression of c-fos and
on its target srxn1. To that purpose we used three stimuli
durations: (i) a short stimulation (transient stimulation of
1 h followed by 3 h at low glucose), (ii) an intermediate
stimulation (transient stimulation of 160 min followed by
80 min at low glucose) and (iii) a long stimulation (sustained
stimulation maintained throughout the 4 h of the experiment).
As expected, these stimulations of various durations resulted
in distinct kinetic patterns of c-fos expression (Figure 8A).
srxn1 transcript levels measured at the end of the stimulation
period (4 h) varied quantitatively (Figure 8C). Indeed, an
ANOVA statistical test showed a significant effect of stimuli
duration on srxn1 mRNA levels [F(2,11) ¼ 103.5, P < 0.001]
and gradation of the effect was confirmed by Tukey Post Hoc
tests (P < 0.01). The final srxn1 expression levels correlate
with the calculated values for the Area under the curve
(AUC) of c-fos kinetic (compare Figure 8B and C), as both
parameters reflect the duration of stimulation. These findings
are consistent with our proposal that temporal integration of
metabolic signals (leading to adaptation of gene expression)
results from the dynamic properties of the IEG-<target> sys-
tem. It illustrates how this system can produce finely graded
mRNA outputs for <target> genes according to the duration
of metabolic activation.
In summary, we show here that pancreatic beta cells
produce different transcriptional outputs upon metabolic
stimulations of various durations. A sustained activation,
which encompasses sustained elevations of steady state
expression levels of IEGs, results in strong induction of
<target> genes, presumably since the mechanisms of
<target> gene induction require a lasting action of IEG
derived transcription factors. In contrast, short transient
metabolic activation, which induces strong but transient
IEG expression, has little effect on <target> gene expression;
intermediary protocols produce an intermediate transcrip-
tional output. In this manner, IEG expression, widely
known as a correlate of single important changes in cell
fate, becomes a paradigm for sustained finely tuned gene
Figure 5. Kinetics of <target> gene expression during sustained or transient metabolic stimulation. Min6 cells cultured at low glucose were stimulated with high
glucose (10 mM) and cpt-cAMP (0.2 mM) for the indicated period of time. For transient stimulation, medium was replaced with low glucose medium after 1 h of
stimulation. mRNA levels for indicated genes were quantified by real-time RT-PCR and results expressed as mean (±SD) of fold change values relative to basal
condition (n ¼ 3). *, P < 0.05 versus basal condition; #, P < 0.05 versus sustained stimulation at the corresponding time point, by Student t-test.
Figure 6. Expression pattern of AP-1 component genes is modulated
according to the length of stimulation. A schematic representation of the two
stimulation protocols—sustained or transient—is shown in Figure 1A. Data
shown are selected from the expression profiling experiment summarized in
Figure 1B. Expression profiles were determined using the Affymetrix Mouse
Genome 430 2.0 oligonucleotide array. Shown are the means of gene-
expression values obtained in the indicated condition, represented on a
logarithmic scale (with SD as error bars, n ¼ 3). *, P < 0.01 versus sustained
stimulation, by Student t-test.
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expression needed for cell adaptation. The relay role of IEG
expression thereby serves as a mechanism of temporal signal
integration.
DISCUSSION
Gene regulatory mechanisms underlying adaptive processes
in bacteria and yeast have historically been the first examples
to show the essential elements of the control of gene
expression (19). More recent studies in these single cell
model organisms helped defining the structure of gene
regulatory networks. However so far, few studies have
addressed the dynamic properties of these systems (20–22).
The present study provides evidences in a mammalian
model that a transcriptional network system composed of
IEGs and their downstream <target> gene functions
Figure 7. Upon the withdrawal of metabolic stimuli c-FOS protein rapidly disappears from AP-1 complexes, reducing AP-1-dependent reporter gene
transcription. (A) Min6 cells cultured at low glucose were stimulated with high glucose (10 mM) and cpt-cAMP (0.2 mM) and harvested after indicated period of
time. Nuclear extracts were analyzed by immuno-blotting for c-FOS protein or TFIIB (loading control). (B) Cells cultured at low glucose were stimulated with 10
mM glucose and 10 nM GLP-1 and collected at 1 or 3 h for the preparation of nuclear extracts. c-FOS and JUND protein in AP-1 complexes bound to solid phase
tethered dsDNA with AP-1 consensus sequence were quantified by ELISA. For transient stimulation, cells were stimulated 1 h followed by 2 h in low glucose
medium. (C) Schematic representation of pAP-1-luc reporter gene. (D) Min6 cells were transfected with pAP-1-luc (or control vector) and maintained at low
glucose before stimulation with 10 mM glucose and 0.2 mM cpt-cAMP for 6 h (sustained), or for 1 h followed by 5 h at low glucose (transient). *, P < 0.01
(n ¼ 4), by Student t-test. Error bars: SD.
Figure 8. Gradual differences in stimuli duration result in distinct kinetic patterns of c-fos expression and produce gradual differences in the transcript level of the
c-fos target gene srxn1. Min6 cells were co-stimulated with 10 mM glucose and 0.2 mM cpt-cAMP (at time 0), and gene expression was measured every hour
over a period of 4 h. c-fos and srxn1 mRNA levels were quantified by RT-PCR and results were normalized with 18S rRNA. Three types of stimulations of
graded durations were used: first, a short stimulation (a transient stimulation of 1 h followed by 3 h without stimulus); second, an intermediate stimulation (a
transient stimulation of 160 min followed by 80 min without stimulus) third, a long stimulation (sustained stimulation throughout the 4 h). (A) Kinetic of c-fos
induction with the different stimulation protocol, presented as mean values (n ¼ 3; SD below 24% of the mean values). (B) Area Under Curve (AUC) calculated
between 1 and 4 h from (A). (C) Relative srxn1 mRNA levels at the end of experiment (4 h), shown as mean values (n ¼ 3; ±SD).
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dynamically to integrate the temporal pattern of signal and to
convert it into differential gene output.
Rapid changes in glucose levels (both increases and
decreases) imposed by our experimental protocol were
followed by rapid adjustments in IEG expression levels.
This was observed for mRNA levels and also, in the case
of AP-1, for corresponding protein levels. The rapidity with
which expression levels are reduced following stimuli
removal is in agreement with the generally rapid turn-over
characterizing IEG transcripts and proteins. Thus, quantita-
tive regulation of their transcriptional rates may condition
the steady-state expression levels of IEGs. These properties
imply that signal transduction systems acting upstream of
IEG transcription are reflecting continuously the activation
state of the cell. Furthermore, our data (Figure 4) have
shown that these steady-state IEG expression levels are
modulated by the intensity of metabolic activation of the
cell. It should be mentioned that transcriptional activation is
not the only possible mechanism able to explain changes in
mRNA levels; alternatively, stability of mRNA molecules
may be regulated.
Ability of signaling system to conserve and transmit the
intensity and kinetic information of cell activation to IEG
expression has been elegantly demonstrated in neurons.
Indeed, the temporal pattern of action potentials in these
cells determines the quantitative output in IEG transcription
(23–25). Our results show that, in neuroendocrine cells, a simi-
lar coupling exists between IEG expression and the signaling
network which is activated by increased glucose metabolism
of beta cell. Changes in frequency and pattern of Ca2+ action
potentials are among the signaling correlates of metabolic
activation of the pancreatic beta cells (26). Induction of IEGs
by metabolic fuels is also Ca2+ dependent (6,27,28). The
coupling between Ca2+ signaling and IEG expression may
therefore be common to neurons and neuroendocrine cells.
However, the major finding provided by the present study
is that the temporal pattern of IEG expression is itself relayed
to modulate <target> gene outputs in a manner that converts
input duration into graded quantitative output. This integra-
tion property emerges from the combination of two main fea-
tures of the system. First, the very high temporal resolution
with which IEG expression follows the temporal pattern of
signal; second, the delay necessary for <target> gene trans-
cription to be regulated. Indeed, a long signal will produce
long-lasting accumulation of IEG products, which will then
produce an important impact on <target> transcription;
whereas a short signal will only produce a transient IEG
expression, of insufficient duration to markedly alter the
delayed <target> transcription (Figure 9). So the system
translates not only the amplitude, but also the duration of
signal input into quantitative transcriptional outputs of
<target> genes.
In vivo handling of a glucose load will mainly affect the
duration rather than the amplitude of the ensuing transient
hyperglycemia. Based upon IEG expression capable to
recognize kinetic changes of glucose levels, <target> gene
expression in pancreatic beta cell will be able to reflect
physiological or pathological kinetic features of glycemia,
such as in type II diabetes. Decrypting these mechanisms
may consequently be important to understand the progression
of beta cell dysfunction (29,30).
IEG induction has been observed in many mammalian tis-
sues upon cellular activation or stress (31–34). Their role in
integration of stimuli duration is thus not restricted to pancre-
atic beta cells. One can anticipate that many diverse adaptive
processes requiring regulation of gene expression are based
upon transcription networks linking IEGs and their <targets>
like in the beta cell. To detect and characterize such systems,
expression of IEGs has to be considered not only as a punc-
tual event leading to dramatic changes in cell fate, but rather
as being continuously modulated in response to subtle
changes in intracellular signaling. Considerable technical pro-
gress in the quantification of small changes in IEG mRNA
and protein expression will be a prerequisite to carry out fur-
ther successful studies in the pancreas or other tissues under
physiological conditions in vivo.
In conclusion, our findings show that a system, composed
of IEGs and of their downstream <targets>, functions in
temporal integration of stimuli, allowing cells to produce
very different gene expression outputs in response to varying
signal duration.
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3.3. Publication 3 
 
3.3.1. Résumé de la publication 
 
Contexte : 
Les données rapportées dans la publication 2 ont montré que la cinétique d’expression 
des IEGs évoluait de manière parallèle aux cinétiques de stimulation métabolique et 
d’activation de la cellule β. Tout porte à croire que ce couplage est un phénomène clé 
dans l’intégration temporelle des signaux. 
 
Objectif spécifique : 
L’objectif est de comprendre les mécanismes moléculaires qui permettent de coupler 
continuellement les niveaux d’expression d’un IEG à l’état d’activation de la cellule β. 
 
Stratégie expérimentale et méthodes : 
Le gène c-fos a été choisi comme modèle. L’effet de différents inhibiteurs 
pharmacologiques sur l’expression et la fonction de c-fos a été mesuré dans les 
cellules Min6 par RT-PCR quantitative, western blot, mesure de la liaison d’AP-1 à 
l’ADN et transactivation de gènes reporteurs. Les inhibiteurs utilisés ciblaient la 
synthèse des ARNs, la synthèse des protéines, la dégradation des protéines par la voie 
du protéasome, ainsi que la voie de signalisation ERK1/2. De plus l’activation de la 
voie ERK1/2 et la phosphorylation de c-FOS ont été analysées par western blot. 
Certains résultats ont été confirmés dans des îlots de rat par immunocytochimie. 
 
Résultats : 
Une stimulation par le glucose et le GLP-1 produit une cinétique d’activation de 
ERK1/2 qui est biphasique, composée d’un pic initial (5 à 15 min), puis, plus 
tardivement (2 à 4 h), d’une période d’activation soutenue. Cette dernière est 
fortement atténuée si la stimulation n’est que transitoire (stimuli enlevés après  
1 h).  
L’activation initiale de ERK1/2 contribue à l’induction initiale de la transcription de c-
fos et l’activation soutenue de ERK1/2 (lors d’une stimulation continue) est 
indispensable pour le maintien à long terme d’un niveau élevé de transcription. 
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L’accumulation des transcrits de c-fos à long terme n’est toutefois pas nécessaire pour 
le maintien d’un niveau élevé d’expression de la protéine c-FOS. Celui-ci résulte 
essentiellement d’un mécanisme de stabilisation, permettant à c-FOS d’échapper à la 
protéolyse par le protéasome. Ce mécanisme est associé à la phosphorylation de c-
FOS et dépend de l’activation soutenue de la voie ERK1/2. L’inhibition de la voie 
ERK1/2 prévient ainsi le recrutement de c-FOS dans le complexe AP-1 et la 
transactivation des gènes régulés par AP-1. L’importance de l’activation soutenue de 
ERK1/2 pour l’expression de c-FOS a été confirmée dans les cellules primaires d’îlots. 
 
Conclusion : 
ERK1/2 agit de manière séquentielle pour (i) induire et maintenir un niveau de 
transcription élevé de c-fos, puis (ii) stabiliser les protéines c-FOS et réguler la 
transcription des gènes en aval d’AP-1. Un stimulus transitoire, qui atténue fortement 









3.3.2. Publication 3  
 
“Sequential actions of ERK1/2 on AP-1 transcription factor allow temporal 
integration of metabolic signals in pancreatic β cells” 
 
Glauser, D. A. and W. Schlegel 
 
Manuscrit soumis au FASEB Journal (‘Federation of American Societies for 
Experimental Biology Journal’) 
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Sequential actions of ERK1/2 on AP-1 transcription factor allow 
temporal integration of metabolic signals in pancreatic β cells 
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Short title: Sequential regulation of AP-1 by ERK1/2 in β cells 
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The AP-1 transcription factor composed of fos and jun gene products mediates transcriptional responses to 
hormonal and metabolic stimulations of pancreatic β cells. Here, we investigated the mechanisms that 
dynamically control expression of AP-1 subunit proteins. 
In Min6 cells, glucose and GLP-1 raised c-FOS protein with biphasic kinetics, an initial peak being 
followed by a plateau that persisted as long as stimuli were maintained. ERK1/2 activation paralleled  
c-FOS expression. While initial induction of c-FOS protein required ERK1/2-dependent activation of c-fos 
transcription and de novo protein synthesis, persistent accumulation of c-FOS under sustained stimulation 
did not. Indeed, dependent upon ERK1/2 activation, c-FOS accumulated in its hyperphosphorylated form 
protected from degradation through the proteasome pathway. Implication of ERK1/2 in the accumulation of 
c-FOS protein was confirmed in rat primary β cells, and the functional consequences of this mechanism 
were demonstrated with DNA-binding and reporter assays.  
Altogether these findings reveal a sequential regulation of AP-1 by ERK1/2, which initially increases 
transcription of c-fos and, if stimulation persists, stabilizes freshly synthesized c-FOS protein to efficiently 
activate the transcription of AP-1-regulated genes. This ERK1/2-AP-1 module can function as a temporal 
integrator converting metabolic stimuli of different durations into differential transcriptional outputs. 
 
Key words: Langerhans islets, signaling, c-fos, protein stability, proteolysis 
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In mammals, the endocrine pancreas coordinates 
metabolism of various organs to optimize uptake, 
storage and use of nutrients for the whole body. To 
this end, pancreatic β cells continuously adjust their 
insulin secretion according to circulating nutrient 
levels and other signals like hormones, growth 
factors, or neurotransmitters. In addition, all of these 
factors also control gene expression in β cells, 
allowing its long term adaptation to ensure glucose 
homeostasis throughout changing metabolic status 
and insulin demand (1-4). For instance, glucose 
regulates many genes involved in β cell metabolism, 
in its secretory pathway or in the control of β cell 
mass (5-7). 
These pleiotropic effects of glucose are initially 
mediated via intracellular signaling pathways. 
Metabolism of glucose leads to increased ATP/ADP 
ratio and subsequent closure of ATP-dependent K+ 
channels. The resulting depolarization causes Ca2+ 
entry through voltage gated Ca2+ channels. Apart 
from eliciting exocytosis, this Ca2+ influx activates 
calmodulin kinases II and IV, protein kinase A (via 
cAMP), protein kinase C, phosphatidylinositol 3-
kinase (PI3K) and extracellular signal-regulated 
kinases 1/2 (ERK1/2, also known as p44/p42 
mitogen-activated protein (MAP) kinases) (8). 
Some of these pathways are also activated by 
incretin hormones, like glucagon-like peptide-1 
(GLP-1) which activates PI3K and protein kinase A 
through cAMP production (9). As a result, glucose 
and incretins synergize to promote insulin 
exocytosis, but also to regulate gene expression (7, 
10). Indeed, through these signaling cascades 
transcription factors will be activated or inhibited 
resulting in changed gene expression. 
The first genes to respond to intracellular signals are 
immediate-early genes, which are induced 
independently of de novo protein synthesis (7, 11, 
12). Immediate-early gene levels in β cells react 
rapidly to changing metabolic state. Many of these 
immediate-early genes encode transcription factors 
and regulate, in turn, transcription of downstream 
target genes. The importance of such indirect 
mechanism have recently been highlighted in 
genome-scaled studies ((13), Glauser,D.,A., 
Brun,T., Gauthier,B.,R., and Schlegel,W. 
Immediate-early genes as « third messengers » : a 
functional genomics study in pancreatic beta cells. 
Submitted). An important actor in this system is the 
AP-1 transcription factor. AP-1 binds DNA as a 
dimer composed of fos and jun gene products. AP-1 
subunits are subjected to post-translationnal 
modifications (phosphorylation, redox regulation of 
disulfide bridges) which can alter their function by 
modulating their trans-activation activity or their 
stability (14, 15). In β cells, AP-1 composition is 
regulated by glucose and GLP-1 in a coordinated 
manner. Indeed, these two factors modulate the 
expression pattern of fos and jun genes, their most 
important effect being a strong induction of c-fos, an 
immediate-early gene (7). Consequently, newly 
synthesized c-FOS is recruited to the AP-1 complex 
thus enhancing AP-1 target gene trans-activation. 
Importantly, c-FOS expression levels respond 
rapidly to both an increase and a drop of glucose 
concentrations, and remain elevated as long as the 
metabolic stimulation is maintained (13). Hence 
expression of c-FOS is tightly coupled to β cell 
metabolic states.  
The aim of the present study was to elucidate the 
molecular mechanisms through which expression of 
c-FOS is continuously maintained at a level 






Glucagon-like peptide-1 (7-37)(human), 
Actinomycin D (act D), Cycloheximide (CHX), 
UO126, MG132 and Chlorophenylthio-cyclicAMP 
(cpt-cAMP) were purchased from Sigma (Buchs, 
Switzerland). 
Cell culture and stimulation 
MIN6 B1 cells were generously provided by Dr. 
Philippe Halban (Dept of Development and Medical 
Genetics, Medical faculty of Geneva University) 
and maintained as earlier described (16). 24-hours 
prior to experiments, cells were transferred to low 
glucose medium (DMEM supplemented with 1 mM 
glucose, 1% fetal calf serum, 71 µM 2-
mercaptoethanol, 100 units/ml penicillin, 100 mg/ml 
streptomycin and 50 µg/ml gentamycin). Sustained 
stimulations were maintained all along the 
experiments. Transient stimulation were achieved 
by replacing the medium with low glucose medium 
after 1 h of stimulation. 
RT-PCR 
Total mRNA was extracted with acid phenol-
guanidinium reagent (TRI-Reagent, Molecular 
Research Center, Inc.) following the manufacturer’s 
instructions. For each experimental condition, 
reverse transcription was realized in triplicate and 
cDNA were analyzed by quantitative real-time PCR 
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as previously described (13). Relative cDNA 
quantity for each reaction sample was normalized 
with the corresponding 18S rRNA quantity. As a 
supplemental control the constitutively expressed 
junD was analyzed in parallel to c-fos. 
Protein extracts and western blotting 
Nuclear protein extracts were prepared according to 
Schreiber et al. (17), except that phosphatase 
inhibitors (50 mM NaF, 1 mM sodium 
orthovanadate) were added throughout the 
procedure. Total protein extraction was made 
according to Reffas et al.(18). Nuclear protein 
extracts (15 ug) or total protein extracts (30 ug) 
were resolved on SDS-PAGE followed by western 
blot analysis as previously described (18). Primary 
antibodies were: anti-c-FOS (1:1’000, sc-52), anti-
TFIIB (1:10’000, sc-225), anti-ERK1/2 (p44/p42 
MAPK, 1:5’000, sc-94) (Santa Cruz 
Biotechnologiey, Inc.), anti-phospho-specific 
ERK1/2 (p44/p42 MAPK, 1:1’000, Cell Signaling). 
CIP treatment 
Nuclear extracts (15 µg in 15 µl) were incubated 30 
min at 37°C in presence of 20 U of CIP (Calf 
Intestine Phosphatase (Alkaline Phosphatase), 
Roches Diagnostics GmbH, Mannheim, Germany) 
prior to SDS-PAGE analysis (19). 
DNA binding and Luciferase reporter 
FOS and JUND specific binding to AP-1 consensus 
site was detected with the ELISA-like TransFactor 
Kit Inflammation II (BD Biosciences AG, 
Switzerland), as detailed in the manufacturer’s 
instructions with minor modifications previously 
described (13). 
For reporter experiments, PathDetect® cis-
Reporting System pAP-1-Luc or pCIS CK (control) 
plasmids (Stratagene Europe, Amsterdam Zuidoost, 
The Netherlands) were co-transfected with of 
Renilla luciferase plasmid (for normalization) 
(Promega, Luzern, Switzerland) with Lipofectamine 
2000 reagent (Invitrogen) as previously described 
(13). 
Islet isolation and immuno-cytochemistry 
7-Week-old male Wistar rats (~250 g) were 
purchased from Elevage Janvier (Le Genest-St-Isle, 
France). Pancreatic islets were isolated by 
collagenase digestion, handpicked, and maintained 
in 11.1 mM glucose/RPMI 1640 (Invitrogen) 
supplemented with 10% fetal calf serum (Amimed, 
BioConcept Allschwil, Switzerland), 100 units/ml 
penicillin, 100 µg/ml streptomycin and 50 µg/ml 
gentamycin (Sigma). For immuno-cytochemistry, 
partially trypsin dispersed rat islets were cultivated 
and pre-incubated 20 h in low glucose RPMI 1640 
medium (1 mM glucose RPMI 1640, 0.1% BSA and 
same antibiotics as above). After stimulation, cells 
were subjected to cytospin on SuperFrost®Plus 
slides (Menzel GmbH and Co KG, Braunschweig, 
Germany) and fixed in 4% paraformaldehyde pH 
7.0 for 30 minutes at room temperature. After three 
PBS washes and two incubations with boiling 10 
mM citrate pH 6.0 for two minutes, cells were 
permeabilized with 0.2% Triton PBS for 15 
minutes. Primary antibody for c-FOS (rabbit anti-c-
FOS, 1:200, sc-52, Santa-Cruz Biotechnology) and 
mouse anti-insulin (1:1000, I-2018, Sigma) were 
diluted in 0.05% triton PBS and used for an 
overnight incubation. After three washes, cells were 
incubated one hour with secondary antibodies 
(alexa-488 labeled anti-rabbit-IgG and alexa-568 
labeled anti-mouse-IgG (both 1:300; Molecular 
Probes)). After washings, cells were incubated three 
minutes in 5 mg/ml 4’,6-Diamidino-2-phenylindol 
(DAPI), washed three times and mounted in 
Dakocytomation fluorescent mounting medium 
(DakoCytomation AG, Untermüli, Switzerland). 
Images were acquired with a Zeiss Axiocam 
Imaging System (Bioimaging Core Facility, 
Medical Faculty, Geneva University). 
Statistical analyses 




Elevated glucose and GLP-1 induce c-fos 
immediate-early gene expression in primary β cells 
and different insulinoma cell lines (7, 12)(Glauser et 
al., ms sumitted). The mechanisms underlying 
changes in c-fos transcription and c-FOS protein 
levels were investigated here in the MIN6 cell line. 
 
Induction of c-fos mRNA by GLP-1 and glucose 
is biphasic. 
At low glucose, GLP-1 produced a modest and 
transient rise in c-fos mRNA levels (Fig 1A). 
Elevated glucose produced a similarly modest 
accumulation which however persisted over at least 
4 hours. Combination of glucose and GLP-1 
produced a strong initial increase in c-fos mRNA 
levels (~ 8-fold increase after 30 minutes), followed 
by a persistent plateau (3 to 4-fold increase) (Fig. 
1A and 1C). Thus, kinetics of c-fos mRNA exhibit 
two phases: first, a strong initial peak dependent on 
the synergistic action of GLP-1 and glucose; 
second, a period of persistent elevation which 
depends mainly upon glucose.  
 
Initial accumulation of c-FOS protein requires 
ERK1/2 activation, c-fos mRNA and protein de 
novo synthesis. 
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To test whether the initial induction of c-fos mRNA 
by GLP-1 and glucose was translated into protein 
accumulation, we assessed c-FOS protein levels by 
western blotting. In nuclear extracts from non-
stimulated cells, basal level of c-FOS protein was 
almost undetectable (Fig. 1B). Within one hour of 
stimulation with elevated glucose and GLP-1, c-
FOS becomes prominent. As expected, this massive 
rise was totally abolished by pretreatment with 
actinomycin D (transcription inhibitor) or 
cycloheximide (protein synthesis inhibitor), 
indicating that it relies on de novo RNA and protein 
synthesis. Interestingly, pretreatment with UO126 
(ERK1/2 inhibitor) also efficiently inhibited c-FOS 
induction, showing that ERK1/2 activation is 
necessary for the initial accumulation of c-FOS. 
This latter effect may partially depend on initial 
activation of c-fos transcription, since pretreatment 
with UO126 significantly inhibited by ~35% (n=3, 
p<0.05 by Student T test) the c-fos mRNA peak at 
30 min. However, the drastic reduction by ERK1/2 
inhibition of c-FOS protein levels (Fig. 1B) 
suggested the implication of further mechanisms. 
 
Prolonged accumulation of c-fos transcripts 
requires persistent stimulation by glucose and 
ERK1/2 activation. 
We then evaluated the mechanism underlying the 
second phase of c-fos induction, consisting in a 
persistent elevation of c-fos mRNA (from 1 h to 4 
h). This persistent accumulation can be rapidly 
reversed upon removal of the stimuli (i.e 
replacement of the medium with low glucose 
medium), confirming previous observations (13) 
(Fig 1C). When stimulation is maintained, delayed 
addition of actinomycin D (1 h after the beginning 
of the stimulation) strongly decreased c-fos mRNA 
to basal levels, indicating that long term 
maintenance of elevated c-fos transcript levels relies 
on mRNA synthesis and not on mRNA stabilization. 
Similar to actinomycin D, UO126 abolished the 
sustained elevation of c-fos mRNA. Thus, in 
addition to contribute to the initial c-fos induction, 
ERK1/2 activation is required for prolonged c-fos 
transcription. 
 
Prolonged accumulation of c-FOS protein 
following sustained glucose and GLP-1 
stimulation is independent of prolonged mRNA 
accumulation. 
To determine how the sustained elevation of c-fos 
mRNA was translated to the protein level, the 
kinetics of c-FOS protein induction were analyzed 
by western blotting. A peak and a plateau were also 
observed for c-FOS protein, apparently following c-
fos transcript levels with a slight delay (Fig. 1D 
upper part). c-FOS level remained high only upon 
sustained stimulation, but decreased to basal level 
following transient stimulation (Fig. 1D), strictly 
parallel to what was observed for c-fos mRNA (Fig. 
1C). This correlation suggested a tight coupling 
between transcript and protein levels. To test this, 
sustained gene transcription was inhibited with 
actinomycin D. Surprisingly, despite the drastic 
reduction in c-fos mRNA level produced by 
actinomycin D (seen in Fig 1C), the sustained 
elevation of c-FOS protein was completely 
maintained (Fig. 1D). Noteworthy, the plateau of c-
FOS protein observed in presence of actinomycin D 
was still dependent upon sustained stimulation, 
since c-FOS protein levels returned to basal levels 
after transient stimulation. Thus, persistent 
expression of c-FOS protein does not require the 
sustained transcription of the c-fos gene, indicating 
that post-transcriptional mechanisms are involved. 
 
c-FOS is stabilized by sustained stimulation with 
elevated glucose and GLP-1. 
c-FOS prolonged expression may rely on the up-
regulation of its mRNA translation. In order to test 
this possibility, the protein synthesis inhibitor 
cycloheximide was used in a concentration that had 
been shown to completely abolish c-FOS initial 
induction (Fig. 1B). Added after one hour of 
stimulation, cycloheximide was not able to reduce 
the extended c-FOS accumulation upon sustained 
stimulation (Fig. 2A). Thus, prolonged up-
regulation of c-FOS protein levels is not dependent 
on its de novo synthesis.  
The latter observation suggests that sustained 
stimulation stabilizes c-FOS protein. As shown in 
other systems, c-FOS turns over rapidly due to its 
degradation via the proteasome pathway (20, 21). 
We tested the role of this pathway using the 
proteasome inhibitor MG132 (Fig. 2A). MG132 
added 1 h after stimulation stabilized c-FOS protein 
such that a transient stimulation produced a 
persistently elevated c-FOS level, indistinguishable 
from the level seen with sustained stimuli in the 
presence of MG132. Note that some levels of 
proteasome-dependent degradation occur even with 
sustained stimuli, since the c-FOS levels seen after 4 
h in the presence (for the last 3h) of MG132 are 
higher than the corresponding levels with un-
inihited proteasomes. Our results show however 
clearly that the removal of stimuli following 
transient stimulation increases c-FOS degradation. 
Importantly, MG132 acted identically when used 
conjointly with cycloheximide, ruling out that a 
MG132 side-effect could have compensate for c-
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FOS degradation by promoting somehow its de 
novo synthesis. 
Altogether, these results show that sustained 
stimulation with glucose and GLP-1 stabilizes c-
FOS through a mechanism relying, at least partially, 
on its protection from degradation by the 
proteasome. 
 
Stabilization of c-FOS is linked to multiple 
phosphorylation. 
Western blotting experiments suggested a slight 
increase in the apparent molecular weight of c-FOS 
extracted from cells exposed for 3 h or more to high 
glucose (Fig 1D and data not shown). Furthermore 
multiple bands could be detected (Fig 2B, and data 
not shown). These features likely reflect post-
translational modifications such as phosphorylation. 
In other systems, phosphorylation can stabilize c-
FOS (22). To test whether c-FOS was 
phosphorylated in persistently stimulated cells, their 
nuclear extracts were treated with Calf Intestinal 
Phosphatase (CIP) and analyzed by SDS-PAGE 
followed by western blotting (Fig 2B). Similarly to 
an earlier report (19), and as controlled with 
ERK1/2 phosphorylation, CIP efficiently hydrolyzes 
phosphate groups from proteins. CIP treatment 
produced a reduced apparent molecular size of c-
FOS on SDS gels, with the disappearance of the 
multiple bands of higher apparent molecular weight. 
These findings are consistent with multiple 
phosphorylation of c-FOS in cells under sustained 
stimulation. 
Further experiments aimed to determine whether c-
FOS dephosphorylation following transient 
stimulation may cause its destabilization. It was 
however difficult to detect a clear reduction of 
c-FOS phosphorylation, as a shift back to lower 
apparent size, since the Western blot signals for 
c-FOS become very small (Fig 2A). This reflects the 
rapid degradation of non- or hypophosphorylated c-
FOS forms. To circumvent this problem, cells were 
treated with MG132, which blocks c-FOS 
degradation by inhibiting the proteasome pathway 
(see results in Fig 2A). As depicted in Fig 2C, 
rescued c-FOS protein has an enhanced mobility 
(i.e. a smaller apparent molecular size) in SDS-
PAGE analysis. Thus, shortening the stimulation 
reduces c-FOS phosphorylation level. This strongly 
suggests that c-FOS phosphorylation contributes to 
its stabilization under sustained elevated glucose 
levels. 
 
Sustained elevated glucose promotes long term 
ERK1/2 activation. 
In other systems, ERK1/2 is implicated in c-FOS 
phosphorylation, both directly and indirectly 
through activation of Ribosomal S6 kinase (RSK) 
(23). This prompted us to examine the activation of 
ERK1/2 and we performed a kinetic analysis over 
four hours following stimulation by elevated 
glucose and/or GLP-1 (Fig 3A). Upon glucose 
elevation, a slight early ERK1/2 activation 
(observed from 5 minutes) was followed by a more 
massive activation after two hours. In contrast GLP-
1 produced an important early effect, which was 
reduced after 15 minutes. Combined stimulation by 
GLP-1 and elevated glucose resulted in a biphasic 
response, with an early peak of activation followed 
later by a prolonged activation of ERK1/2. The 
strong prolonged activation of ERK1/2 is coherent 
with a model in which this activation leads to c-FOS 
phosphorylation and consequently its stabilization.  
 
Sustained ERK 1/2 activation by glucose is 
essential for c-FOS stabilization. 
If ERK1/2 activation is responsible for c-FOS 
stabilization by phosphorylation, one would expect 
that transient stimulation would be insufficient to 
cause sustained ERK1/2 activation. This is precisely 
what was observed (Fig 3B), with a more than 50% 
reduction in ERK1/2 activation 2 h after stimuli 
removal (p<0.01).  
To further establish the implication of ERK1/2 in c-
FOS stabilization, we used pharmacological 
inhibitors. UO126 drastically accelerated the decline 
c-FOS level (Fig 3C) seen under sustained 
stimulation. As this effect was abolished by 
concomitant use of MG132 inhibitor (Fig 3D), it is 
clear that ERK1/2 activation affects c-FOS level 
through a stabilization mechanism. 
 
An ERK1/2 dependent stabilization mechanism 
regulate JUNB expression similarly to c-FOS. 
ERK1/2 dependent mechanism of stabilization may 
not be restricted to c-FOS. Hence, we tested if this 
mechanism would affect other transcription factors. 
c-FOS contain DEF domain i.e. a specific binding 
site for ERK1/2 which could be involved in its 
stabilization. We therefore evaluated regulation of 
JUNB, an other transcription factor that harbors a 
DEF domain (24). 
We stimulated MIN6 cells with elevated glucose in 
combination with either GLP-1 or chlorophenylthio-
cyclicAMP (cpt-cAMP), a membrane permeant 
cAMP analogue that mimics the activation of the 
cAMP pathway by GLP-1. Similarly to c-FOS, long 
term expression of JUNB for up to four hours 
depended on the maintenance of the stimuli (Fig 
4A). When using UO126 and MG132, JUNB 
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behaved like c-FOS. Indeed, JUNB degradation was 
blocked by MG13 and its stabilization was inhibited 
by UO126 (Fig 4B and 4C). Thus, prolonged 
stimulation by glucose and cAMP agonists protects 
JUNB from degradation via the proteasome 
pathways in an ERK1/2 dependent manner. 
 
Functional consequences of ERK 1/2 dependent 
c-FOS stabilization. 
c-FOS activates transcription when binding to DNA 
as part of the AP-1 complex. We thus investigated 
the impact of ERK1/2-dependent c-FOS 
stabilization on the amount of c-FOS protein 
recruited to the DNA-binding AP-1 complex. To 
that purpose, we used an ELISA quantification of 
FOS and JUN proteins binding to a surface-attached 
dsDNA with an AP-1 consensus sequence 
(TransFactor Assay). Following stimulation, newly 
synthesized c-FOS protein was recruited to AP-1 
complexes, as indicated by a significant increase in 
c-FOS DNA-binding activity (Fig 5A). Reduced 
ERK1/2 activation upon transient rather than 
sustained stimulation as well as inhibition of 
ERK1/2 by UO126 resulted in reduced c-FOS 
content of the AP-1 DNA binding complexes (Fig 
5A). In contrast, the level of JUND a constitutively 
expressed component of the AP-1 complex 
remained unchanged upon stimulation or inhibition 
of ERK1/2. Thus, ERK1/2 activation is essential for 
sustaining changes in AP-1 composition by 
allowing prolonged recruitment of c-FOS. 
Changes in AP-1 composition by recruitment of c-
FOS enhance transactivation of AP-1 target genes 
(13). Further investigations were undertaken to 
establish whether ERK1/2 inhibition (and its 
consequences on AP-1 composition) could attenuate 
transcription of AP-1 regulated genes. To this end, 
we assessed the transcriptional activation of an AP-
1 luciferase reporter (with multimeric AP-1 
enhancer site in its promoter). In transfected MIN6 
cells, stimulation with high glucose and cpt-cAMP 
induced transcription of the reporter (Fig 5 B). 
Added after the first hour of stimulation, UO126 
significantly attenuated this up-regulation by more 
than 50%. Thus duration of ERK1/2 activation is 
important for the regulation of AP-1 target gene 
expression. 
 
ERK 1/2 dependent stabilization of c-FOS occurs 
in β cells of isolated rat islets. 
It was important to verify the key finding of the 
present study in normal non-transformed pancreatic 
β cells. Using immuno-cytochemistry we had 
previously shown a prominent accumulation of c-
FOS in the nuclei of β cells, following a one-hour 
stimulation by GLP-1 and glucose (Glauser et al., 
ms submitted). Pursuing these studies, we report 
here that nuclear c-FOS elevation is still detectable 
after three hours (Fig 6). In contrast, when UO126 is 
added after an initial one-hour period of stimulation, 
c-FOS level is drastically reduced within the two 
subsequent hours. The results obtained with the 
immuno-cytochemistry approach in primary β cells 
are completely consistent with those obtained in 
MIN6 cells by western blotting (see Fig 3C). This 
demonstrates that delayed ERK1/2 activation is 
crucial for the prolonged expression of c-FOS also 




Our findings show that ERK1/2 acts sequentially to 
regulate c-FOS expression in β cells stimulated with 
glucoincretins and glucose. Indeed, ERK1/2 
promotes c-fos gene transcription and post-
translational modifications on c-FOS, which lead to 
c-FOS stabilization, its long term recruitment to the 
AP-1 complex and the transcriptional activation of 
AP-1 regulated genes. This multi-step mechanism 
results in differential gene regulation by AP-1 in 
response to different durations of metabolic 
stimulation. Fluctuations in nutrients sensed by the 
endocrine pancreas may thus be integrated over time 
to produce a gene expression output in the 
pancreatic β cell which is governed by long-term 
changes in nutrient supply. 
 
Stimulation by GLP-1 and glucose activates c-fos 
transcription and its mRNA reaches an elevated 
level within 30 min. This strong initial induction 
relies on the activation of CaMkinase II and PKA 
which converge to regulate cis-elements in the c-fos 
promoter (12). In addition, our results show a 
moderate implication of ERK1/2 in this early 
stimulatory effect, which probably reflect a 
contribution of GLP-1 signaling. The mRNA peak 
is subsequently reduced to a more moderate level, 
which persists over hours provided that high glucose 
levels are maintained. This prolonged steady-state 
accumulation is not linked to c-fos messenger 
stabilization (25), but due to a somewhat elevated 
continuous transcriptional rate balanced by constant 
c-fos mRNA degradation. In contrast to the initial 
induction, this long-lasting effect on transcription is 
fully dependent upon ERK1/2 activation. 
 
c-FOS protein expression kinetics followed that of 
its mRNA with a small delay. This was nicely 
evident following transient stimulation where 
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mRNA down-regulation was followed closely by 
the reduction of c-FOS protein levels. This 
correlation suggested a tight coupling between c-fos 
mRNA and c-FOS protein assuming rapid turnover 
of both protein and mRNA. So it came as a surprise 
when we found that drastically reducing c-fos 
mRNA level with actinomycin D had no detectable 
effect on the prolonged c-FOS protein expression. 
Even if we cannot exclude a small contribution of 
the prolonged mRNA accumulation, our data clearly 
reveal that the major event leading to prolonged c-
FOS expression does not rely on continuous c-FOS 
de novo synthesis, but on protein stabilization. 
 
c-FOS degradation following transient stimulation 
was abolished by the use of MG132 proteasome 
inhibitor. The proteasome pathway is known to be 
the main route for c-FOS degradation (see (20) for a 
review). Interestingly, it does not obligatorily 
require ubiquitination and is regulated by c-FOS 
post-translational modifications, such as the 
phosphorylation of Ser362 and of Ser374 providing 
efficient stabilization (22). Phosphorylation at these 
two residues is dependent on ERK1/2 activation as 
it directly phophorylates Ser374 and activates RSK 
which in turn will phosphorylate Ser362 (23). Our 
data are in line with this, providing evidence that 
ERK1/2 dependent phosphorylation have a 
stabilizing effect on c-FOS in β cells exposed to 
high glucose. In addition, ERK1/2 dependent 
phosphorylation has been shown to prime c-FOS for 
further phosphorylation events and control its 
transactivation potential (24, 26). This suggests that 
the function of ERK1/2 action on c-FOS may 
extend beyond its stabilization.  
 
Glucose and GLP-1 activate ERK1/2 through 
different signaling pathways converging on MEK 
(27-31). Our kinetic analysis of ERK1/2 activation 
has revealed that GLP-1 and glucose elicit different 
temporal responses. GLP-1 was more efficient than 
glucose in early ERK1/2 phosphorylation, but this 
effect was only transient. In contrast, glucose 
produced a delayed and long-lasting pronounced 
effect. Among the possible explanations for this 
prolonged activation is an insulin autocrine 
feedback, maintaining a high cytoplasmic Ca2+ level 
by inhibiting its uptake in endoplasmic reticulum 
(32). Down-regulation of some phosphatases (such 
as MAPK phosphatase-1, MKP-1) represent an 
alternative mechanism by which ERK1/2 could 
achieve long-term activation (33-35). Further 
investigations will be required to define these up-
stream mechanisms.  
We used the MEK inhibitor UO126 to selectively 
block the second phase of ERK1/2 activation. It 
should be noticed that this inhibitor can also block 
the ERK5 pathway (36) or potentially produce some 
other aspecific effects. More specific methods exist 
to specifically affect MEK, ERK1, or ERK2 
activities, like expression of dominant negative 
forms (37) or siRNA (38). Unfortunately, these 
approaches cannot be timed precisely enough to 
selectively target the second phase of ERK1/2 
activation, without affecting the first phase which is 
necessary for the initial induction of c-FOS. 
 
The way β cells temporally interpret metabolic 
intracellular signaling to control long-term gene 
expression is a largely unanswered question. 
Recently we have provided evidence that the 
induction of immediate-early genes acts as a 
temporal filter such that transient inductions do not 
induce the expression of down-stream target genes 
(13). The new insights into the mechanism by which 
signaling duration can be integrated expression level 
of a single gene are summarized in Figure 7. Initial 
induction of c-fos transcription, which is rather 
massive, can be viewed as a priming step allowing 
the synthesis and accumulation of c-FOS protein. 
Subsequently, the limiting factor determining c-FOS 
expression become protein stability, which is 
controlled by the ERK1/2 signaling pathway. If 
metabolic stimulation persists, ERK1/2 activation 
will last sufficiently to stabilize c-FOS and affect 
target gene transcription. Inversely, if metabolic 
stimulation is only transient, ERK1/2 activation will 
be too short and c-FOS will be rapidly degraded 
through the proteasome pathway with little impact 
on target genes. 
 
A similar mechanism has been proposed to 
contribute to the control of cell cycle progression in 
fibroblast in response to different mitogenic growth 
factors (24, 39, 40). In the fibroblasts model, EGF 
or PGDF, which produce distinct ERK1/2 activation 
kinetics, have a differential impact on AP-1 
controlled gene expression. Our results demonstrate 
that the ERK1/2-AP-1 module can also function to 
sense the dynamic input of a single stimulus, 
namely the metabolic activation of pancreatic β 
cells caused by continuously fluctuating glucose 
concentrations. Duration of glucose stimulation and 
ensuing ERK1/2 activation are determinant for β 
cell mitogenesis (41) and insulin production (42). 
Such a mechanism would be of particular interest in 
the context of type-2 diabetes emergence and 
progression, during which temporal deregulation of 
circulating glucose and hormone levels are marked. 
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Initial induction but not prolonged expression of c-FOS depends upon c-fos mRNA accumulation 
following metabolic stimulation.  
 
MIN6 cells were stimulated with 10 mM glucose and/or 10 nM GLP-1. Pretreatments: 1h before 
stimulation. Additional treatments: 1h after stimulation. Actinomycin D (act D), 50 mg/l; CHX, 100 mg/l; 
UO126, 5 µM. A and C) c-fos mRNA quantification by real-time RT-PCR; expressed as mean results (+/- 
SD, n≥3). B and D) c-FOS expression assessed by western analysis of nuclear extracts. NS: no stimulation. 
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Multiple phosphorylations of c-FOS and protection against proteolysis.  
 
A) MIN6 cells were cultured and c-FOS expression was assessed as in Figure 1D. MG132, 10 µM. TFIIB as 
loading control. B) Nuclear extracts from MIN6 cells persistently stimulated (4 h) with glucose plus GLP-1 
were treated with calf intestinal phosphatase (CIP) and submitted to gel electrophoresis and western 
analysis. C) Cells were stimulated as in A (3 h) and nuclear extracts submitted to gel electrophoresis and 
western analysis. NS: no stimulation. 
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ERK1/2 prolonged activation by glucose is essential to c-FOS stabilization.  
 
Min6 cells were cultured and treated as in figure 1D. A and B) Phosphorylation of ERK1/2 was assessed by 
western analysis of whole cell extracts, using antibodies recognizing phosphorylated forms of ERK1/2 
(phospho-ERK1/2) and total ERK1/2, respectively. B) Upper panel depicts one of the five blots used for the 
densitometric quantification presented below for ERK 1 (p44) and ERK 2 (p42). * p<0.01 (n=5). C and D) 












An ERK1/2 dependent stabilization mechanism regulates JUNB sustained expression.  
 
Min6 cells were cultured and treated as in figure 2A. 0.2 mM cpt-cAMP were used. JUNB expression was 
assessed by western analysis in parallel to c-FOS and TFIIB (exposure times vary between the panels). NS: 
no stimulation. 
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Recruitment of c-FOS to AP-1 DNA binding complex and trans-activation enhancement require 
ERK1/2 activation.  
 
A). DNA binding activities of c-FOS and JUND were measured in nuclear extracts from MIN6 cells 
stimulated with 10 mM GLP-1 plus 10 mM glucose (3 h). Results as means (+/- SD, n=4). B) MIN6 cells 
were transfected with pAP-1-luc (luciferase reporter vector harboring repeated AP-1 consensus enhancers) 
or corresponding control vector, and stimulated with 10 mM glucose plus 0.2 mM cpt-cAMP. Luciferase 
activity was measured after 6 h, and expressed in arbitrary units (+/- SD, n=3). * p<0.05, #
 
p<0.01, 
**p<0.001 vs sustained stimulation. UO126: 5 µM added after 1h stimulation. 
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c-FOS accumulation rely on ERK1/2 activation in β cells from rat dispersed islets.  
 
Primary islet cells were stimulated with 15 mM glucose plus 10 nM GLP-1 for 3 h, fixed, and analyzed by 
immunofluorescent costaining for c-FOS and insulin (INS), and nuclear staining (DAPI). Individual canals 
and merged images presented here are representative of three different experiments. Bar: 50 µm. UO126 (5 
µM) was added after 1 h of stimulation. 
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Schematic model for ERK 1/2 multiple roles in the regulation of c-fos expression and function.  
 






3.3.3. Résultats complémentaires liés à la publication 3 
 
L’augmentation du niveau des transcrits de c-fos lors d’une stimulation métabolique 
peut être le résultat d’une augmentation du taux de transcription ou d’une stabilisation 
du transcrit. Comme décrit dans la publication 3, l’inhibition de la transcription, par un 
traitement avec l’actinomycine D, abolit complètement l’induction de c-fos. Ce 
résultat est en faveur de l’hypothèse d’une régulation de la transcription de c-fos. J’ai 
vérifié ceci par une approche différente, consistant à mesurer la quantité d’ARN 
polymérase (pol II) associée au gène c-fos par immunoprécipitation de la chromatine 
(‘chromatin immunoprecipitation’, ChIP). Cette méthode requiert que les cellules 
soient traitées au formaldéhyde (‘cross-link’) pour créer des liaisons covalentes entre 
l’ADN et les protéines qui lui sont associées. La chromatine est alors isolée, puis 
fragmentée afin de servir pour une immunoprécipitation. Dans le cas présent, un 
anticorps reconnaissant la pol II a été utilisé pour l’immunoprécipitation, de manière à 
collecter les fragments d’ADN qui lui sont liés (ADN en cours de lecture par la pol II). 
La quantité d’ADN pour des régions spécifiques a finalement été déterminée par PCR 
quantitative. Dans cette étude, des régions à l’intérieur du gène c-fos (exon 3) et du 
gène contrôle gapdh (intron 2 et exon 5) ont été testées.  
La spécificité de la méthode a d’abord été évaluée en comparant les résultats obtenus 
par une procédure standard avec les résultats de la condition ‘mock’ (contrôle dans 
lequel l’anticorps est omis, Figure 3.3.1A). Le bruit de fond de la mesure (valeur du 
‘mock’) est faible ; de l’ordre de 5% des valeurs obtenues par la procédure standard. 
La méthode a ensuite été appliquée pour comparer des cellules Min6 non-stimulées 
avec des cellules stimulées (dans ce cas durant 10 minutes avec 10 mM glucose et 0.2 
mM cpt-cAMP, Figure 3.3.1B). Les résultats montrent que le niveau de polymérases 
sur le gène c-fos augmente suite à la stimulation, alors qu’il ne varie pas sur le gène 
contrôle gapdh. Cette observation confirme une augmentation du niveau de 








La quantité de polymérases (pol II) sur les gènes c-fos et gapdh a été mesurée par ChIP.  
A) Analyse d’une condition ‘mock’ (contrôle sans anticorps pour 
l’immunoprécipitation) montrant la spécificité du signal. Comparaison avec le signal 
obtenu par la procédure standard pour la chromatine des cellules Min6 en condition 
basale (non-stimulée). 
B) Comparaison de cellules Min6 non stimulées et stimulées durant 10 minutes avec 10 
mM glucose et 0.2 mM cpt-cAMP. Les résultats présentés ont été normalisés par les 
valeurs obtenues pour gapdh (intron 2) afin de compenser les erreurs non-
systématiques survenant lors de la procédure ChIP. Moyennes des triplicats de PCR 











Comme nous l’avons vu dans l’introduction, des simulations numériques basées sur 
des modèles mathématiques peuvent permettre de mieux comprendre certaines 
propriétés de la cinétique d’expression des gènes (voir point 1.1.3). Le modèle 
qualitatif proposé en conclusion de la publication 3 (voir figure 7) peut ainsi être testé 
sous une forme plus quantitative. Ceci permet d’évaluer si le modèle est capable, au 
moins dans une situation virtuelle, d’expliquer les observations empiriques effectuées 
sur la cinétique d’expression de c-FOS. 
Un modèle à trois compartiments a ainsi été développé (voir figure 3.3.2A). Les trois 
compartiments sont (i) la concentration d’ARNm de c-fos, (ii) la concentration de 
protéine c-FOS (non-phosphorylée) et (iii) la concentration de protéine c-FOS 
phosphorylée (Phospho-c-FOS). L’évolution de chaque concentration est calculée sur 
une fenêtre temporelle de 180 minutes. Les taux λ(2,3,4,5,7) sont considérés constants. 
Seuls le taux de synthèse des ARNm λ1 et le taux de phosphorylation λ6 varient en 
fonction de la stimulation. Pour les détails sur le modèle se référer au point 6.10. 
La figure 3.3.2B présente les résultats obtenus pour la simulation numérique d’une 
stimulation soutenue (GLP-1 + glucose)  (à comparer à la figure 1C-D de la 
publication 3). On retrouve le pic d’ARNm de c-fos, puis l’établissement d’un état 
stationnaire à un niveau modéré. La forme non-phosphorylée de c-FOS apparaît avec 
un léger délai par rapport à l’ARNm. Elle chute ensuite à un niveau plus faible, au 
profit de la forme phosphorylée qui est la forme principale s’accumulant de manière 
persistante. 
Le modèle a pu être facilement adapté pour simuler une stimulation transitoire 
(inhibant l’activation de ERK1/2 après 60 minutes et, par conséquent, la 
phosphorylation de c-FOS ainsi que la transcription de c-fos) ou un traitement avec 
l’actinomycine D (bloquant uniquement la transcription de c-fos après 60 minutes). 
Les résultats de ces simulations sont présentés dans la figure 3.3.3. Suite à l’arrêt de la 
stimulation (stimulation transitoire), le niveau total de protéines c-FOS chute 
rapidement. Dans un premier temps, la quantité de protéines c-FOS non-phosphorylées 
augmente en raison d’un apport massif produit par déphosphorylation. Mais cet apport 
est rapidement compensé par le taux de dégradation important de la forme non-
phosphorylée. Dans la simulation d’un traitement à l’actinomycine D, il n y a pas de 
déphosphorylation importante de c-FOS. Les niveaux de c-FOS décroissent cependant, 
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mais à un rythme beaucoup plus lent que pour la stimulation transitoire. La situation 
représentée ressemble ainsi plus à la stimulation soutenue.  
 
Figure 3.3.2 : Simulation de la cinétique d’expression de c-FOS par un modèle 
numérique 
 
A) Description schématique du modèle numérique et définition des différents 
paramètres. Détails sur la mise en équation et les unités à consulter au point 6.10. 











Figure 3.3.3 : Simulation de différents traitements 
 
Voir commentaires dans le texte. 
 
Globalement, les résultats des simulations se rapprochent relativement bien des 
observations empiriques (voir figure 1D de la publication 3). Une bonne partie des 
effets observés expérimentalement pourrait ainsi être expliquée par le modèle proposé. 
Ce modèle comporte uniquement deux étapes de contrôle : la transcriptions de c-fos, et 





4. Discussion et perspectives 
 
4.1. IEGs comme « troisièmes messagers » 
 
La présente étude apporte une preuve de concept pour le rôle de « troisièmes 
messagers » qui peut être tenu par certains IEGs lors de la transduction des signaux 
métaboliques dans les cellules β. Ce résultat présente un intérêt à deux niveaux : (a) au 
niveau de l’étude générale de la transduction des signaux et (b) au niveau de l’étude 
spécifique de la cellule β. 
a) Intérêt général 
Le travail présente une importance d’ordre général pour la compréhension du 
phénomène biologique de transduction des signaux. L’idée que les IEGs codant pour 
des facteurs de transcription puissent agir en aval des voies de signalisation 
intracellulaires et servir de relais pour des signaux physiologiques chez les 
mammifères n’est pas nouvelle (voir point 1.2.7). Elle a d’ailleurs été vérifiée pour un 
petit nombre d’exemples, validant qualitativement le concept dans certains systèmes 
cellulaires. Toutefois, aucune étude n’a jusqu’à présent permis d’évaluer l’importance 
de ce phénomène à l’échelle globale du transcriptome. Autrement dit, est-ce que le 
phénomène d’induction indirecte de gènes (‘cibles’), via l’induction primaire (directe) 
d’IEGs, produit un impact significatif sur le transcriptome lors d’une réponse 
adaptative ? Bien qu’un grand nombre d’études aient quantifié les changements du 
transcriptome en réponse à divers traitements [144-146], les conditions expérimentales 
ne permettaient pas de hiérarchiser les gènes selon qu’ils répondaient de manière 
directe (IEGs) ou indirecte (‘cibles’). La présente étude avait pour but de parvenir à 
une telle hiérarchisation des gènes induits, grâce à l’utilisation du cycloheximide (voir 
publication 1) et l’évaluation des aspects cinétiques (chronologie de l’induction, voir 
publication 2). Les résultats indiquent que l’induction indirecte de gènes, via 
l’induction d’IEGs, est un phénomène important qu’il est crucial de prendre en 
considération si l’on veut comprendre les mécanismes de signalisation intracellulaire 





b) Intérêt au niveau spécifique de la cellule β 
Les premières indications sur l’induction d’IEGs par des stimuli physiologiques dans 
les cellules β remontent à plus de dix ans [123, 124, 218]. L’induction d’IEGs codant 
pour des facteurs de transcription représente un mécanisme potentiel grâce auquel 
l’adaptation de l’expression des gènes peut être couplée à l’état d’activation cellulaire. 
Ce modèle est toutefois resté au stade d’hypothèse jusqu’à maintenant en raison de 
l’absence de connaissance sur les gènes ‘cibles’ régulés en aval des IEGs. L’approche 
développée dans le présent travail, en particulier les données rapportées dans la 
publication 1, a permis d’apporter de nouveaux éléments. En effet, les résultats de 
l’approche transcriptomique fournissent un catalogue de gènes ‘cibles’ potentiels. Il a 
été possible de confirmer par diverses méthodes que la transcription de l’un d’entre 
eux, srxn1, est régulée indirectement via l’induction des IEGs codant pour le facteur 
AP-1. Ce catalogue des gènes ‘cibles’ constitue donc une ressource utilisable, qui 
pourra faciliter les futures études sur les mécanismes de contrôle de l’expression des 
gènes dans les cellules β. 
 
 
4.2. La combinaison de modes directs et indirects de régulation transcriptionnelle 
comme source de flexibilité pour les processus adaptatifs 
 
Les résultats de l’analyse par regroupements fonctionnels pour les IEGs et les gènes 
‘cibles’ ont clairement montrés que tous les IEGs n’étaient pas cantonnés à une 
fonction de « troisièmes messagers ». Bien que la fonction de près de 200 IEGs soit 
attribuée à la signalisation cellulaire et à la régulation de la transcription, la majorité 
des autres IEGs est néanmoins assignée à des fonctions qui ne sont pas liées au 
contrôle de l’expression de gènes. Ainsi, les produits de nombreux IEGs sont, par 
exemple, des enzymes directement impliquées dans les voies métaboliques. C’est le 
cas également pour les gènes ‘cibles’. A cet égard, il semble qu’aucune fonction ne 
puisse être spécifiquement attribuée aux gènes ‘cibles’ plutôt qu’aux IEGs. Produits 
d’IEGs et de gènes ‘cibles’ agissent donc de concert dans ces voies métaboliques. La 
figure 4.1 fourni un exemple. Il s’agit de la régulation de la voie de glycosylation des 
N-glycosylprotéines, qui, si l’on en croit l’induction transcriptionnelle coordonnée des 
gènes des différentes enzymes et transporteurs impliqués, est activée suite à la 




Figure 4.1 : Implication de différents IEGs et gènes ‘cibles’ dans la voie de glycosylation 
des N-glycosylprotéines 
 
Représentation schématique de la voie de glycosylation des N-glycosylprotéines. Les nombres réfèrent 
aux étapes catalysées par les produits des gènes suivants : 1, dad1 (membre du complexe 
oligosaccharide transférase); 2, gcs1 (glucosidase 1); 3, man1a (mannosidase 1); 4, man2a1 
(mannosidase 2); 5, mgat2 (mannoside acétylglucosaminyltransférase ); 6, b3gt2 (Galactose-UDP:beta 
N-acétylglucosamine beta 1,3-galactosyltransferase II); 7, siat8e (alpha-N-acétyl-neuraminide alpha-
2,8-sialyltransférase); 8, slc35a2 (transporteur galactose-UDP); 9, slc35c1 (transporteur fucose-GDP); 
10, gmds (mannose-GDP 4, 6-dehydratase); 11, ngly1 (N-glycosylase). En vert : les gènes dont 
l’expression est augmentée par la stimulation avec le glucose et l’AMPc (selon les résultats obtenus lors 
de l’analyse des profils de transcrits). En rouge : gène dont l’expression diminue. I, IEGs; C, gènes 
‘cibles’. Autres symboles : dol, dolichol; N, N-acétylglucosamine; M, mannose; Glc, glucose; F, fucose; 




Pour les gènes induits par l’activation métabolique de la cellule β, le mode de 
régulation de la transcription (direct pour les IEGs versus indirect pour les gènes 
‘cibles’) ne se reflète donc apparemment pas dans une catégorisation selon la fonction 
cellulaire. Ceci ne signifie pas pour autant qu’il n’y a pas eu une sélection sur le critère 
du mode de régulation transcriptionnelle lors de l’évolution. En effet, une voie 
métabolique ne nécessite pas forcément une régulation en bloc. Le panachage entre 
IEGs et gènes ‘cibles’ reflète sans doute des besoins différents, pour chaque étape 
d’une voie métabolique, quant à l’intensité et l’aspect cinétique de l’activation. La 
combinaison de modes directs et indirects de régulation transcriptionnelle constitue 
vraisemblablement une source de flexibilité dans les processus adaptatifs requérant le 





4.3. Intégration temporelle des stimuli 
 
La concentration de nutriments dans la circulation, et l’activation métabolique qui en 
découle, sont des inputs majeurs régulant la physiologie de la cellule β. Les processus 
régulés se déroulent sur une large échelle de temps, qui va de quelques minutes (p.ex. 
activation de la sécrétion d’insuline), à des jours, voire des semaines (p.ex. contrôle de 
l’apoptose et de la prolifération liées à l’adaptation de la masse des cellules β). La 
concentration en nutriments dans la circulation est de nature fluctuante. Les 
fluctuations surviennent sur une échelle de temps bien inférieure à celle de 
l’adaptation à long terme du pancréas endocrine. En conséquence, les cellules β 
doivent être capables d’intégrer temporellement l’information liée à ces fluctuations. 
Une hypothèse de départ du présent travail (publication 2) était que l’impact produit 
sur le programme d’expression des gènes serait différent selon que la cellule subisse 
une période d’activation transitoire ou continue. L’hypothèse s’est vue vérifiée et il a 
été possible d’aborder l’étude de certains mécanismes impliqués (publication 2 et 3).  
L’originalité du travail effectué sur ce sujet tient notamment au fait que ces 
mécanismes n’ont pas été investigué uniquement à l’échelon des voies « classiques » 
de signalisation intracellulaire, mais à l’interface entre ces voies et le réseaux de 
régulation transcriptionnelle régulé en aval de celles-ci. L’étude a pu tirer avantage du 
catalogage des gènes ‘cibles’ et des IEGs établit dans l’étude précédente (publication 
1, discuté au point 4.1). Nous avons ainsi pu proposer un modèle général simple 
permettant d’expliquer l’effet différentiel de stimuli de durées différentes sur 
l’expression des gènes ‘cibles’ (publication 2). Ce modèle repose sur deux 
observations concernant les cinétiques d’induction des IEGs et des gènes ‘cibles’ : 
premièrement, le couplage entre l’activation cellulaire et le niveau d’expression, 
continuellement ajusté, des IEGs ; deuxièmement, le délai nécessaire à l’induction de 
gènes ‘cibles’. Pour des stimuli courts, le niveau d’expression des IEGs ne s’élève que 
transitoirement et retombe rapidement, ce qui n’a pas le temps de produire un impact 
sur les gènes cibles. Pour des stimuli plus long, l’élévation du niveau d’expression des 
IEGs persiste tant que la stimulation est maintenue, produisant un impact graduel sur 
les gènes ‘cibles’ en fonction de la durée des stimuli. Une propriété intéressante du 
système, qui affectera chaque gène différemment selon ses propres paramètres 
cinétiques, est qu’il peut agir comme un filtre sur la durée des stimuli. En effet, en 
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raison du délai qui existe pour l’induction des gènes ‘cibles’, un certain seuil de durée 
devra être atteint avant que l’induction ne survienne. 
 
 
4.4. Le module ERK1/2-AP-1 
 
Dans l’optique du modèle présenté ci-dessus, un phénomène essentiel est l’ajustement 
continu du niveau d’expression des IEGs, qui évolue en parallèle de la cinétique 
d’activation physiologique. Comment le couplage entre l’expression des IEGs et 
l’activation cellulaire est-il réalisé ? Nous avons étudié les mécanismes moléculaires 
sous-jacents dans le cas du gène c-fos et du facteur de transcription AP-1 (publication 
3). Les résultats permettent de proposer un modèle qui implique une double action de 
ERK1/2: d’une part, sur l’induction transcriptionnelle de c-fos et, d‘autre part, sur la 
phosphorylation et la stabilisation de la protéine c-FOS. Le deuxième effet dépend de 
l’activation prolongée de ERK1/2 et est particulièrement important pour l’expression 
prolongée de c-FOS en réponse à des stimuli soutenus. Une simulation numérique du 
phénomène dans un modèle simple est capable de reproduire relativement fidèlement 
les observations expérimentales (voir point 3.3.3). Dans ce modèle, les stimuli influent 
uniquement sur deux étapes du processus : la transcription de c-fos et la 
phosphorylation de c-FOS. Bien que les résultats de ces simulations ne constituent en 
rien une preuve de la véracité du modèle, ils indiquent toutefois qu’un contrôle sur ces 
deux étapes peut être suffisant pour expliquer la cinétique d’expression de c-FOS en 
réponse à des stimuli de durées variables. Le module ERK1/2-AP-1 constitue ainsi un 
système capable d’assurer un couplage continu entre l’activation métabolique, 
l’expression de c-FOS, et l’effet produit sur les gènes régulés par AP-1. 
Une question qui se pose maintenant est de comprendre comment l’activation de 
ERK1/2 devient persistante lorsque les stimuli sont maintenus. De nombreuses voies 
de signalisation activées dans les cellules β par le glucose et/ou le GLP-1 convergent 
sur ERK1/2 [190, 191, 218, 220, 221]. Il faut relever que les études sur le sujet se sont 
essentiellement occupées d’évaluer les mécanismes d’activation survenant sur des 
courtes périodes de temps (5-30 minutes après une stimulation). Pour ce qui est de 
l’activation à plus long terme (30 minutes - 4 heures), il est possible que les mêmes 
voies soient impliquées, mais ceci reste a déterminer. Une autre hypothèse est que 
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l’activation chronique de ERK1/2 soit médiée par un effet autocrine de l’insuline 
sécrétée. Dans les cellules INS-1, l’insuline ne semble pas être impliquée dans 
l’activation de ERK1/2 pour ce qui est de l’activation à court terme (5-30 minutes) 
[218]. Il serait intéressant d’évaluer l’implication de l’insuline dans des expériences à 
plus long terme. L’activation persistante de ERK1/2 pourrait aussi être due à un déficit 
dans l’inactivation de ERK1/2. Un des mécanismes principaux d’inactivation de 
ERK1/2 est sa déphosphorylation par les MKPs (voir point 1.2.3.5). Certaines MKPs 
sont le produit d’IEGs induits suite à l’activation de ERK1/2. L’activation de ERK1/2 
est ainsi souvent auto-régulée, produisant des cinétiques d’activation transitoires. Dans 
les cellules β, l’inhibition de l’activité des MKPs par des stimuli métaboliques 
persistants est un mécanisme envisageable. Un mécanisme de ce type, impliquant la 




4.5. Choix et limites des approches expérimentales 
 
a) L’approche transcriptomique 
Pour l’identification des gènes répondant aux stimulations, j’ai eu recours à des puces 
à ADN Affymetrix de la dernière génération (Mouse Genome 430 2.0 Array). Il s’agit 
du système de profilage de transcrit le plus exhaustif disponible actuellement. Avec 
des oligos pour plus de 45'000 transcrits, ces puces couvrent la quasi totalité des gènes 
connus ou prédits à l’heure actuelle chez la souris, ainsi qu’un nombre important 
d’ESTs (‘Expressed Sequence Tags’). Beaucoup de transcrits identifiés n’ont ainsi pas 
encore de fonction connue. Les données pourront toutefois être réévaluées au fur et à 
mesure de l’avancée de nos connaissances.  
Le critère de définition d’un IEG est que l’induction de sa transcription est 
indépendante de la synthèse de nouvelles protéines. Pour distinguer les IEGs des gènes 
‘cibles’, j’ai eu recours à la méthode qui est utilisée de manière standard, à savoir un 
traitement avec l’inhibiteur de synthèse de protéines cycloheximide. Cet inhibiteur 
peut avoir certains effets aspécifiques, et l’approche souffre de certaines limitations 
qui ont été discutées dans la publication 1. De plus, la catégorisation comme IEG ou 
gène ‘cible’ est une simplification. En effet, une certaine proportion des gènes subit 
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vraisemblablement l’influence de mécanismes à la fois dépendants et indépendants de 
la synthèse de protéines. Dans notre optique, ce sont les seuils définis pour certains 
paramètres d’expression qui sont déterminants pour la catégorisation comme IEG ou 
gène ‘cible’. Malgré tout, la validité et l’utilité des données ont pu être confirmées par 
l’analyse cinétique (publication 2), ainsi que par l’analyse bioinformatique des 
promoteurs et les résultats obtenus sur AP-1 (publication 1). 
Des approches complémentaires peuvent être envisagées pour définir le lien entre 
l’expression d’IEGs et la régulation de gènes ‘cibles’. La technique du  
« ChIP on chip » utilise des puces à ADN (chip) pour localiser, à l’échelles du 
génome, les fragments d’ADN récupérés par immunoprécipitation de la chromatine 
(ChIP). En utilisant pour le ChIP un anticorps reconnaissant un facteur de transcription 
d’intérêt, il est ainsi possible d’identifier l’ensemble des promoteurs avec lesquels il 
interagit. Les limitations majeures de cette approche sont le coût élevé et le fait que 
l’on doit se focalisee sur un, ou un nombre restreint de facteurs de transcription. De 
plus, il faut disposer d’anticorps adaptés.  
Les résultats obtenus dans ce travail sont en grande partie basés sur l’étude de 
l’expression des gènes au niveau de leurs transcrits. Il est important d’étudier 
également les niveaux d’expression des protéines. Ceux-ci peuvent fluctuer 
différemment du niveau des transcrits correspondants, spécialement en ce qui concerne 
l’aspect dynamique. Les résultats sur la stabilisation de c-FOS (publication 3) nous en 
montre un parfait exemple. Des approches protéomiques, avec l’utilisation de gel 
d’électrophorèse deux dimensions (2D) par exemple, peuvent être envisagées pour 
compléter les observations au niveau transcriptomique. 
 
b) Les modèles cellulaires 
La stratégie générale qui a été adoptée dans cette étude était d’utiliser, dans un premier 
temps, des lignées cellulaires de cellule β, puis de vérifier les résultats les plus 
importants dans des cellules β primaires d’îlots de rat. L’utilisation de lignées 
cellulaires représente un moyen d’obtenir relativement facilement la quantité de 
matériel nécessaire aux analyses et permet de limiter le sacrifice d’animaux de 
laboratoire.  
Les deux lignées cellulaires dont la physiologie s’apparente le plus à celle des cellules 
β primaires sont les lignées INS-1 et Min6. Les cellules INS-1 et le sous-clone INS-1E 
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ont été utilisés dans les études ayant montrés l’induction d’IEGs dans les cellules β 
[123, 218, 219]. Nous avons d’abord tenté de reproduire ces expériences dans les 
cellules INS-1E (fournies par le Professeur Claes Wollheim, Département de 
Physiologie Cellulaire et Métabolisme, CMU, Genève) [223]. Ceci s’est avéré 
impossible car les cellules ne supportaient pas d’être cultivées à un niveau réduit de 
glucose et de sérum. Le traitement conduisait à une modification drastique de leur 
morphologie et à leur détachement. Nous nous sommes donc tournés vers le modèle 
Min6. Les cellules Min6 du sous-clone B1 (fournies par le Professeur Philippe Halban, 
Département de Médecine Génétique et Développement, CMU, Genève) répondent 
fortement au glucose [224]. Dans ce modèle, nous avons pu reproduire facilement les 
résultats décrits dans la littérature. Nous l’avons donc choisi pour continuer les 
investigations. 
Les résultats principaux des études sur les Min6 ont pu être répétés dans les îlots de rat 
isolés ; en particulier les résultats concernant l’induction de plusieurs IEGs, celle du 
gène ‘cible’ srxn1, ainsi que l’activation prolongée de ERK1/ 2 comme mécanisme 
nécessaire à l’expression persistante de c-FOS suite à un stimuli soutenu. A posteriori, 
on peut donc dire que les cellules Min6 constituent un modèle d’étude tout à fait 
valable pour aborder la régulation des gènes dans les cellules β. 
La question qui se pose à présent est de savoir si les résultats obtenus ex-vivo reflètent 
des phénomènes physiologiques intervenant in-vivo dans l’organisme. Dans une étude 
par Josefsen et collaborateurs [217], des résultats montrent l’induction de l’IEG  
EGR-1 dans des îlots suite à une injection de glucose dans le rat à jeun. Cet effet a 
aussi été observé dans la présente étude, tant dans les cellules Min6 que dans les îlots 
en culture primaire. Il n’y a donc pas de raison de penser que l’induction d’IEGs, telle 
que caractérisée dans la présente étude, ne survient pas dans le contexte de 
l’organisme. Démontrer qu’une intégration temporelle de l’état d’activation des 
cellules β est bien opérée in-vivo par le système « IEGs-gènes ‘cibles’ » constituera un 







Mon travail de thèse apporte un éclairage sur les mécanismes qui régissent 
l’adaptation de l’expression des gènes de la cellule β. Ceci par trois contributions 
principales : 
1) en apportant une preuve de concept pour le rôle de « troisièmes messagers » 
tenu par certains IEGs répondant à des stimuli métaboliques 
2) en décrivant comment le système composé de ces IEGs et de leurs gènes 
‘cibles’ fonctionne dans l’intégration temporelle des signaux 
3) en caractérisant, plus spécifiquement, les mécanismes de régulation 
fonctionnelle d’AP-1 dans ce contexte  
Ces phénomènes, observés initialement dans les cellules Min6, ont été confirmés dans 
des îlots de Langerhans intacts, maintenus ex-vivo. Il est très vraisemblable qu’ils 
surviennent de même dans le contexte physiologique de l’organisme.  
Les fluctuations des concentrations circulantes de « carburants » cellulaires se reflètent 
dans les variations continuelles de l’état d’activation des cellules β. La durée et 
l’intensité des périodes d’activation sont des paramètres à même de rendre compte de 
l’adéquation entre production et demande en insuline. Ce sont des inputs contrôlant 
l’adaptation à long terme des cellules β. La compréhension des mécanismes de 
couplage entre activation physiologique et expression de gènes est un prérequis si l’on 
veut définir, puis comprendre, les causes des disfonctionnements survenant dans le cas 






6. Matériel et méthodes 
 
L’essentiel des matériel et méthodes utilisés pour ce travail de thèse a été décrit dans les 
publications. Dans ce chapitre, certains protocoles sont repris en plus de détails, afin de 
faciliter la reproduction des expériences. Les méthodes qui ont été mises en œuvre pour 
l’obtention des résultats complémentaires (points 3.1.3 et 3.3.3) y sont également décrites. De 
plus, sont incluses des données supplémentaires relatives aux contrôles de qualité effectués 
lors de l’expérience de profils de transcrits, ainsi que lors de la construction des plasmides. 
 
 
6.1. Culture des cellules Min6, privation et stimulation 
 
Les cellules Min6 (clone Min6B1) ont été fournies par le Professeur Philippe Halban 
(Département de Médecine Génétique et Développement, Centre Médical Universitaire de 
Genève). L’établissement du clone est décrit dans la référence [224]. Les cellules ont été 
maintenues comme décrit dans cet article. Pour le passage des cellules, l’ajout de la trypsine 
(équivalent à 5% du volume du milieu initial, Trypsine-EDTA (1x) 0,05%, Invitrogen, réf. 
25300054) était précédé de trois lavages avec du tampon PBS sans Ca2+ et sans Mg2+ (Sigma-
Aldrich, réf. D8537-500) ; ceci permettant d’éviter la formation d’amas de cellules. Pour les 
expériences, les cellules étaient ensemencées au jour 0 à raison de 2.5.105 cellules par cm2 de 
surface (soit une densité cellulaire d’environ 1.2.106 cellules par ml de milieu). Au jour 1, les 
cellules étaient lavées deux fois au PBS, une fois avec le milieu de privation, puis incubées 20 
h dans le milieu de privation jusqu’au jour 2. La stimulation était effectuée au jour 2. 
 
 
6.2. Transcription inverse (RT, ‘reverse transcription’) 
 
Les ARNs totaux étaient préparés, selon le protocole des fournisseurs, soit par une méthode 
standard au guanidium thiocyanate et phénol-chloroforme (Tri Reagent, Ambion), soit à l’aide 
de kits RNeasy micro ou mini (Qiagen). Pour les réactions de RT, l’ARN total correspondant à 
chacun des traitements était analysé en triplicat. Le mélange suivant était préparé sur glace : 
- 2 ng/µl d’ARN (20 ng/µl pour la courbe standard de la PCR, voir ci-dessous). 
- 2 µM d’hexamères de désoxyribonucléoides de séquence aléatoire ([dN]6 ; Eppendorf). 
- 0.5 mM de désoxyribonucléotide triphosphate (dNTP ; Qiagen). 
- 1 x tampon Omniscript (à partir de tampon 10 x ; Qiagen). 
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- 0.2 U/µl d’Omniscript ‘reverse transcriptase’ (Qiagen). 
- 0.5 U/µl d’inhibiteur de RNase (Eppendorf). 
- H2O exempte de RNase (Qiagen), mélange complété à 25 µl. 
Le tout était incubé dans un ‘thermocycler’ durant 10 minutes à 25 °C, 60 minutes à 37 °C, et 
5 minutes à 95 °C. Les ADNc (ADN complémentaires) ainsi produits étaient dilués 5 fois par 
ajout de 100 µl de H2O exempte de RNase, puis congelés et conservés à –20 °C, jusqu’à 
l’analyse par PCR. 
 
 
6.3. PCR quantitative 
 
Principe 
Le système SYBR green a été utilisé dans la majorité des cas. Le SYBR green est un agent 
intercalant du double brin d’ADN qui forme un complexe fluorescent avec celui-ci. Ajouté 
dans le mélange de réaction PCR, il permet de suivre facilement l’augmentation de la quantité 
d’ADN, par une mesure optique à chaque cycle de PCR. Au terme de la PCR, il est possible 
d’établir une courbe de dissociation des doubles brins d’ADN, et ainsi de vérifier 
l’homogénéité des produits de PCR obtenus. 
Le système Taqman a également été utilisé. En plus d’un couple d’amorces, on utilise dans ce 
cas une sonde. Celle-ci est un oligodésoxyribonucléotide de séquence complémentaire à une 
région de l’amplicon située entre les deux amorces. La sonde est modifiée chimiquement à 
chaque extrémité avec l’ajout d’un fluorochrome et d’un ‘quencher’. Quand la sonde est 
intacte, le ‘quencher’ est à proximité du fluorochrome et atténue sa fluorescence. A chaque 
cycle de PCR, la polymérase rencontre une sonde hybridée sur son chemin le long du brin 
matrice, et l’activité exonucléase de la polymérase conduit à la dégradation de la sonde. Le 
‘quencher’ et le fluorochrome sont ainsi désolidarisés, et la fluorescence modifiée, ce qui 
permet de suivre l’amplification par une mesure optique cycle après cycle. 
 
Amorces 
Le design des amorces a été réalisé de manière à ce qu’elles puissent être utilisées pour 
amplifier des ADNc de souris et de rat. Pour la majorité d’entre eux, les amplicons ciblés 
couvrent la jonction de deux exons. L’ADN génomique n’est ainsi pas amplifié dans les 
conditions de PCR utilisées. La séquence de chaque couple d’amorces a également été 
implémentée dans le programme blastn (http://www.ncbi.nlm.nih.gov/BLAST/) pour effectuer 
une comparaison avec l’ensemble des séquences répertoriées dans la base de données nr et 
ainsi minimiser le risque d’amplification aspécifique. 
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La taille des amplicons, comprise entre 100 et 300 paires de bases, a été vérifiée par 
électrophorèse sur gel d’agarose 2%. Une courbe de dissociation a été établie pour chaque 
amplicon afin de confirmer l’homogénéité des molécules amplifiées. La figure 6.1 présente 
des exemples de résultats obtenus dans le cadre de ce contrôle de qualité. 
 



















A) Exemple représentatif de courbes de dissociation obtenues pour des produits de PCR 
quantitative. La chute rapide de la fluorescence (ici indiquée en unités arbitraires) entre 81 et 83 
°C indique que la fluorescence mesurée initialement est due à des molécules d’ADN qui ont une 
température de dissociation homogène. La représentation graphique de la dérivée de la 
fluorescence en fonction de la température permet aisément d’identifier un pic unique 
représentant cette chute de la fluorecence. 
B) Exemple de vérifications de taille des produits de PCR quantitative, par électrophorèse sur gel 
d’agarose 2%. (Marqueur de taille SmartLadder Small Fragments, Eurogentech). 
 
Réactions 
Les mélanges étaient réalisés dans les puits de plaques PCR (96-puits) comme suit : 
- 5 µl d’ADNc (équivalent à 2 ng d’ARN total ayant subit la RT). 
- 1x SYBR® GREEN PCR Master Mix (à partir de mélange 2x, Applied Biosystems). 
- 250 nM de chaque amorce. 
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Les cycles thermiques étaient réalisés avec l’appareil ‘ABI PRISM® 7000 Sequence Detection 
System’ comme suit : 
- 2 minutes à 50 °C. 
- 10 minutes à 95 °C. 
- 40 cycles : 15 secondes à 95 °C, 1 minute à 60°C. 
Pour la quantification de l’ARNr 18S (servant à la normalisation des échantillons), l’ADNc 
était dilué 50 fois. Le mélange amorces + sonde ‘18S rRNA predevelopped Assay 
Reagent’(Applied Biosystems) était utilisé avec du ‘1x TaqMan® Universal PCR Master Mix’ 
(Applied Biosystems).  
 
Courbe étalon 
Une courbe étalon a été systématiquement établie lors de chaque PCR, afin de tenir compte de 
l’efficacité de l’amplification dans le calcul de la quantité relative d’ARN. Pour chaque série 
d’échantillons d’ARN totaux analysée, en plus de la transcription inverse standard de chaque 
échantillon, un échantillon était retro-transcrit à partir d’une quantité supérieure d’ARN et 
utilisé comme matériel de base pour la courbe étalon. Celle-ci était réalisée en incluant, sur 
chaque plaque PCR, une série de 6 dilutions sérielles (1/4). La quantité relative d’ADNc dans 
chaque échantillon (reflétant la quantité d’ARN) a ainsi pu être calculée à partir des 
paramètres de la courbe étalon. 
 
  
6.4. Préparation d’extraits nucléaires 
 
Les extraits nucléaires étaient préparés selon la méthode décrite dans la référence [225]. Celle-
ci fait intervenir un traitement des cellules dans un tampon hypotonique, la lyse des 
membranes plasmiques à l’aide d’un détergent (NP-40), la récolte des noyaux par 
centrifugation, puis l’extraction des protéines nucléaires avec un tampon de salinité élevée 
(rompant les interactions non-covalentes protéine-protéine et protéine-ADN).  
La procédure était réalisée entièrement sur glace avec des solutions froides et dans des 
appareils réfrigérés à 4 °C et se déroulait comme suit:  
- 3 lavages des cellules Min6 avec du PBS (~5.106 cellules dans une boîte de petri de 6 
cm de diamètre). 
- Récolte des cellules Min6 avec un grattoir dans un volume de 2 ml de PBS. 
- Centrifugation, 1 minute à 4'500 g. 
- Resuspension des cellules dans 200 µl de tampon hypotonique (10 mM HEPES pH 
7.9, 10 mM KCl, 0.1 mM EDTA, 0.1 mM EGTA, 2.5 mM DTT, 1.2 mM Phényl-
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méthyl-sulphonyl-fluoride (PMSF), 10 µg/ml Aprotinine (AppliChem), 10 µg/ml 
Leupeptine (AppliChem), 1 mM Na3VO4). 
- Après 15 minutes d’incubation, ajout de 15 µl de NP-40 10% et vortexage (15 
secondes). 
- Centrifugation, 1 minute à 16'000 g. Le surnageant représente l’extrait cytosolique et 
doit être totalement enlevé. 
- Ajout de 30 µl de tampon d’extraction sur le culot (transparent ou laiteux) sans 
resuspension. Tampon d’extraction : 20 mM HEPES pH 7.9, 25% glycérol, 400 mM 
NaCl, 1 mM EDTA, 1 mM EGTA, 2.5 mM DTT, 1.2 mM PMSF, 10 µg/ml 
Aprotinine, 10 µg/ml Leupeptine, 1 mM Na3VO4, 50 mM NaF. 
- Agitation, 15 minutes. 
- Centrifugation, 5 minutes à 16'000 g et collecte du surnageant (extrait nucléaire). 
- Prélèvement de 2 µl pour déterminer la concentration protéique à l’aide du réactif Bio-
Rad Protein Assay ; stockage du reste à -80 °C. 
Pour préparer les extraits nucléaires à partir d’îlots, ceux-ci étaient rincés 2 fois avec du PBS, 
puis incubés à 37 °C dans une solution de trypsine (1x Trypsin-EDTA, Invitrogen) jusqu’à 
dispersion des cellules (~10 minutes, avec agitation par pipetage toutes les deux minutes). Les 
cellules étaient ensuite sujettes à 3 cycles de centrifugation-lavage au PBS (15 ml), afin 
d’éliminer la trypsine avant l’application de la procédure décrite ci-dessus. 
 
 
6.5. Quantification de la liaison protéine-ADN à l’aide du kit TransFactor 
 
Le principe de fonctionnement de ce kit est le suivant. Sur le fond des puits d’une plaque 
multi-puits (96 puits) sont attachés des oligonucléotides dont la séquence est celle du 
consensus pour le site de liaison du facteur de transcription d’intérêt. Des extraits nucléaires 
sont incubés dans les puits, de manière à ce que le facteur en question se lie aux 
oligonucléotides. Les extraits sont lavés, puis deux anticorps sont utilisés ; le premier 
reconnaissant le facteur d’intérêt, le second étant conjugué à une enzyme et reconnaissant le 
premier anticorps. L’activité enzymatique peut ensuite être quantifiée. 
Le kit ’BD Mercury TransFactor Kit Inflammation 2’ a été utilisé selon le protocole du 
fournisseur avec les modifications suivantes : 
- L’anticorps primaire pour c-FOS a été remplacé par l’anticorps SC-52X (Santa Cruz). 
- L’anticorps secondaire pour c-FOS et JUND a été remplacé par un ‘anti-rabbit IgG 
HRP-conjugated’ (Cell Signaling). 
- Le test enzymatique colorimétrique a été remplacé par un test photométrique. Pour ce 
faire, 100 µl de mélange ECL (Lumiglo, Cell Signaling) ont été ajoutés dans chaque 
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puits au terme de la dernière procédure de lavage. L’émission lumineuse a été mesurée 




6.6. Transfection des cellules Min6 
 
Le réactif Lipofectamine 2000 (Invitrogen) a été utilisé pour la transfection des cellules Min6. 
Les cellules étaient cultivées dans des plaques 24-puits jusqu’à atteindre environ 90% de 
confluence. Avant la transfection, les cellules étaient lavées deux fois avec du milieu DMEM 
(sans antibiotique, sans sérum), puis 400 µl de ce même milieu étaient ajoutés par puits. Les 
cellules étaient maintenues dans l’incubateur jusqu’à l’ajout des mélanges de transfection. Les 
mélanges de transfection étaient préparés à température ambiante comme suit (mélange pour 
un puits). Dans un premier tube, l’équivalent de 1.3 µg d’ADN (plasmides) était dilué dans du 
DMEM à un volume final de 50 µl et mélangé au vortex. Dans un second tube, 2 µl de 
Lipofectamine 2000 étaient dilués dans du DMEM à un volume final de 50 µl et mélangée par 
inversion. Les contenus des deux tubes étaient alors mélangés et homogénéisés délicatement 
par pipetage. Après une incubation de 20 à 25 minutes, les 100 µl de mélange étaient ajoutés 
aux cellules, puis la plaque était agitée brièvement par basculement de manière à 
homogénéiser le contenu des puits. Après trois heures dans l’incubateur de culture (37 °C, 5% 
CO2), le milieu était remplacé par du milieu de culture standard (avec sérum et antibiotiques) 
et la culture poursuivie au moins une nuit avant le début des expériences. 
 
 
6.7. Immunoprécipitation de la chromatine (ChIP) 
 
Cette méthode permet d’évaluer l’interaction entre une protéine et l’ADN, telle qu’elle 
survient in vivo dans des cellules intactes. Le principe de fonctionnement de cette méthode est 
le suivant. Les cellules sont traitées au formaldéhyde (‘cross-link’), ce qui crée des ponts de 
nature covalente entre l’ADN et les protéines qui lui sont associées. Le ‘cross-link’ est rapide 
et est censé produire un « arrêt sur image » des interactions protéines-ADN au sein de la 
chromatine. La chromatine est ensuite isolée puis fragmentée afin de servir pour une 
immunoprécipitation (IP). L’IP permet d’isoler une protéine d’intérêt et les fragments d’ADN 
qui lui sont associés. Ces derniers sont récupérés après cassage du ‘cross-link’ et analysés par 
PCR quantitative.  Dans le cas présent, un anticorps reconnaissant l’ARN polymérase II a été 
utilisé pour l’IP, de manière à collecter les fragments d’ADN qui lui sont liés (ADN en cours 
de lecture par la polymérase). Ceci représente une mesure de la quantité de polymérase 
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présente sur un gène (ou, plus rigoureusement, le nombre d’exemplaires d’un gène donné, 
dans une population cellulaire, sur lesquels on peut détecter la polymérase). 
 
Pour chaque traitement, 60.106 cellules Min6 réparties dans deux bouteilles de 175 cm2 ont été 
utilisées pour le ChIP, selon le mode opératoire suivant : 
 
‘Cross-link’ et isolation de la chromatine 
- Evacuation du milieu, puis immersion de chaque bouteille dans de la glace mouillée. 
- Ajout de 30 ml de solution formaldéhyde (1% formaldéhyde, 9.08 mM NaCl, 4.54 
mM HEPES dans du milieu DMEM) et incubation 60 minutes sur glace (en agitant 
par basculement). 
- Arrêt du ‘cross-link’ par l’ajout de 4.4 ml de Glycine 1M (pH 8.0) et incubation 20 
minutes à température ambiante (en agitant par basculement). 
- 2 lavages des cellules avec du PBS. 
- Grattage et collecte des cellules (contenu de deux bouteilles) dans 30 ml de PBS 
contenant 1 mM de PMSF (inhibiteur de protéase). 
- Centrifugation (8 minutes,  1’000 g, 4°C) et évacuation du surnageant. 
- Resuspension du culot dans 20 ml de tampon de lyse des cellules (10 mM Tris pH 8, 
1 mM EDTA, 0.5% NP-40, 1 mM PMSF, 50 mM NaF, 1 mM Na3VO4, 1 µg/ml 
Aprotinine, 1 µg/ml Leupeptine). 
- Incubation 10 minutes sur glace, puis centrifugation (8 minutes, 1’000 g , 4°C). 
- Evacuation du surnageant et resuspension le culot (noyaux) dans 20 ml de tampon de 
lyse des noyaux (10 mM Tris pH 8, 1 mM EDTA, 0.5 M NaCl, 1% Triton, 0.5% Na-
désoxycholate (AppliChem), 0.5% Sarcosyl (AppliChem), 1 mM PMFS, 50 mM 
NaF, 1 mM Na3VO4, 1 µg/ml Aprotinine, 1 µg/ml Leupeptine). 
- Vortexage vigoureux, puis incubation 10 minutes sur glace en vortexant toutes les 3 
minutes. 
- Centrifugation (8 minutes, 1’000 g, 4°C) ; évacuation du surnageant. 
- 2 lavages du culot avec du PBS, puis centrifugation (8 minutes, 1’000 g, 4°C). 
- Evacuation du surnageant et congélation du culot (chromatine) par immersion dans 
l’azote liquide, puis stockage à -80°C. 
  
Fragmentation de la chromatine 
- Reprise du culot de chromatine dans 2 ml de tampon de sonication (10 mM Tris pH 8, 
1 mM EDTA, 100 mM NaCl). 
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- Fragmentation de la chromatine par sonication, à l’aide d’un sonicateur Bioruptor 
(Diagenode) réfrigéré à 15 °C par un système de circulation d’eau. 12 applications du 
cycle suivant : 30 secondes de sonication ‘high output’ – 30 secondes de repos. 
- Prélèvement de 100 µl de chromatine soniquée pour quantification de l’ADN et 
vérification de la taille des fragments. Pour ce faire, cassage du ‘cross-link’ (voir ci-
dessous), puis quantification par lecture de l’absorbance à 260 nm de longueur d’onde 
d’une part, et analyse sur gel 2 % d’autre part. 
Les quantités obtenues étaient de l’ordre de 30 µg d’ADN dans l’échantillon de 100 µl de 
chromatine soniquée (soit ~600 µg dans les 2 ml de chromatine totale). La figure 6.2 présente 
un exemple de résultat d’analyse par électrophorèse, montrant que l’essentiel des fragments 
avaient une taille comprise entre 200 et 1'000 paires de base (bp, ‘base pairs’). 
 





Pour chaque échantillon d’une série de 
préparations de chromatine, 4 µg d’ADN 
récupéré après cassage du ‘cross-link’ ont été 
chargés dans chaque puits d’un gel d’agarose 2 





Cassage du ‘cross-link’ pour évaluation de la qualité 
- A 100 µl de chromatine, ajout de 400 µl de tampon de sonication et 1.25 µl de RNase 
A 20 mg/ml (50 µg/ml final), puis incubation 30 minutes à 37 °C. 
- Ajout de 25 µl de SDS 10% (0.5% final), 12.5 µl de proteinase K 20 mg/ml  (500 
µg/ml final), et incubation toute la nuit à 65 °C. 
- Extraction avec un volume de phénol:chloroforme:isoamylalcool (25 :24 :1) et 
récupération de la phase aqueuse (centrifugation, 10 minutes, 16'000 g, 4 °C). 
- Extraction avec un volume de chloroforme:isoamylalcool (24 :1) et récupération de la 
phase aqueuse (centrifugation, 10 minutes, 16'000 g, 4 °C).               
- Précipitation de l’ADN en ajoutant 1 ml d’éthanol 100%, 50 µl  d’acétate de Sodium 3 
M et 5 µl de glycogène 10 mg/ml (Eppendorf). 
- Incubation 2 heures à - 20 °C, puis centrifugation (10 minutes, 16'000 g, 4 °C). 








ADN extrait à partir de 





Immunoprécipitation de la chromatine 
- Décongélation de la chromatine, prélèvement de l’équivalent de 100 µg, puis ajout des 
différents composants du tampon RIPA afin d’ajuster le volume à 500 µl et d’obtenir 
les concentrations suivantes : 1% Triton X-100, 0.1% SDS, 140 mM NaCl, 0.1% Na-
désoxycholate, 1 mM EDTA, 10 mM Tris-HCl pH 8, 1 mM PMSF. En parallèle, un 
échantillon supplémentaire est prévu pour la réalisation d’une condition ‘mock’ (voir 
ci-dessous). 
- Ajout de 40 µl d’une suspension 50% V/V (dans du tampon RIPA) de Protéine A 
Sépharose (PAS, Pharmacia), incubation une heure à 4 °C sur une roue à ~10 tours par 
minute. 
- Centrifugation (30 secondes, 16'000 g, 4 °C) et récupération du surnageant dans un 
nouveau tube. Cette étape sert de ‘pre-clearing’, permettant d’éliminer les molécules 
interagissant avec la résine PAS. 
- Au surnageant du ‘pre-clearing’, ajout de 20 µg d’anticorps (anti ARN polymérase II, 
8WG16, Covance) et incubation à 4°C sur roue toute la nuit. Dans la condition 
‘mock’, omission de l’anticorps. 
- Purification de l’immuno-complexe par ajout de 80 µl de PAS et incubation 3 heures à 
4 °C sur roue. 
- 5 lavages avec du tampon RIPA, puis 1 lavage avec une solution LiCl (10 mM Tris 
pH 8, 250 mM LiCl, 0.5 % NP-40, 0.5 % Na-Désoxycholate, 1 mM EDTA), et 2 
lavages avec du TE (10 mM Tris-HCl pH 8, 1 mM EDTA). Chaque étape de lavage 
est effectuée durant 5 minutes sur roue à 4 °C, avec 1 ml de solution, et fait intervenir 
une centrifugation de 30 secondes à 16'000 g pour culotter la résine PAS et enlever le 
surnageant. 




Cassage du ‘cross-link’ après IP 
- Au 300 µl de suspension de résine PAS, ajout de 10 µl de RNase A (2 mg/ml), et 
incubation 30 minutes à 37 °C. 
- Ajout de 16 µl de SDS 10%, 10 µl de proteinase K 20 mg/ml, et incubation toute la 
nuit à 65 °C. 
- Extraction avec un volume de phénol:chloroforme:isoamylalcool (25 :24 :1), 
récupération de la phase aqueuse (à mettre de côté après centrifugation 10 minutes à 
16'000 g, à 4 °C). Extraction inverse sur la phase organique avec 300 µl de tampon 
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TE. La phase aqueuse de cette deuxième extraction est à combiner avec celle mise de 
côté précédemment, avant de poursuivre. 
- Extraction avec chloroforme:isoamylalcool (24 :1) et récupération de la phase aqueuse 
(centrifugation, 10 minutes, 16'000 g, 4 °C). 
- Précipitation de l’ADN en ajoutant 2 volumes d’éthanol 100 % (maintenu dans la 
glace), 5 µl de glycogène 20 mg/ml et 60 µl d’acétate de Sodium 3 M, et incubation à 
-20°C durant 90 minutes. 
- Centrifugation 30 minutes (16'000 g, 4 °C), évacuation du surnageant 
- Reprise du culot dans 300 µl de TE. 
- Nouvelle extraction phénol:chloroforme:isoamylalcool, nouvelle extraction 
chloroforme:isoamylalcool, puis nouvelle précipitation (comme précédemment). 
- Au terme de la centrifugation, 2 lavages du culot avec de l’éthanol 75 %, séchage à 
l’air. 
- Reprise du culot dans 240 µl de NaOH 8 mM pH 8.0. 
 
 
PCR quantitative pour le ChIP 
La procédure utilisée est la même que pour la RT-PCR (voir ci-dessus). Pour les courbes 
étalons, des dilutions sérielles d’ADN génomique (préparé à partir de cellules Min6 à l’aide du 
kit DNAzol, Invitrogen) ont été utilisées. Les séquences des amorces utilisées sont les 
suivantes : 
 
amplicon Amorce sens Amorce antisens 
   
c-fos exon 3 GAGGAAGAGAAACGGAGAATCC CAGGAGCAGCAGCTGGTT 
gapdh intron 2 CGCCCTGATCTGAGGTTAAAT CCTGTTCTTCTCGGGCAAA 
gapdh exon 5 CGTGTTTTCTAGACCACAGTCCAT CCGTTCAGCTCTGGGATGAC 
 
 
6.8. Détermination et analyse des profils de transcrits 
 
La détermination et l’analyse des profils de transcrits ont été réalisées à la plate-forme 
génomique du NCCR ‘Frontiers in Genetics’, au Centre Médical Universitaire de Genève. 
L’ensemble des réactifs et du matériel utilisé est celui qui tourne en routine sur cette plate-




Principe et vue d’ensemble 
Nous avons utilisé des puces à oligonucléotides d’ADN de la firme Affymetrix 
(‘oligonucleotide DNA microarray’). Celles-ci comportent des spots d’oligonucléotides pour 
des dizaines de milliers de transcrits de séquences connues. A partir des ARNs totaux des 
cellules Min6, des ARNc (ARN complémentaires) marqués (biotine) sont synthétisés et 
incubés sur la puce de manière à hybrider ceux-ci sur les spots correspondants. Après lavages 
et révélation (marqueur fluorescent), un scanner lit l’ensemble de la puce. L’image est 
analysée de manière à quantifier l’intensité du signal pour chaque spot, et à attribuer une 
valeur d’expression pour chaque transcrit. 
 
Les différentes étapes de la procédure 
- Contrôle de la qualité des ARNs totaux de départ 
- Synthèse de ARNc 
o Synthèse du premier brin d’ADNc (à partir de 5 µg d’ARN, avec des amorces 
poly[dT] et à l’aide de l’enzyme Superscript II RT, Quiagen). 
o Synthèse du second brin d’ADNc (à l’aide des enzymes DNA ligase et DNA 
polymérase de E.coli). 
o Lavage de l’ADNc (par extraction phénol:chloroforme puis précipitation). 
o Synthèse des ARNc cibles par transcription in vitro (IVT) (à l’aide du kit : 
« GeneChip Expression 3’Amplification Reagents for IVT Labeling Kit », 
Affymetrix). 
o Lavage des ARNc (à l’aide du RNeasy mini kit, Quiagen). 
o Quantification et contrôle de la qualité des ARNc. 
o Fragmentation (par chauffage) et contrôle de la fragmentation des ARNc. 
- Hybridation de 17.5 µg d’ARNc, à 45 °C, toute une nuit sur puce « Affymetrix Mouse 
Genome 430 2.0 Array ». 
- Révélation (à l’aide de station fluidique Affymetrix). 
o Rinçage, puis incubation avec une solution de streptavidine-phycoerythrine 
(fluorescente). 
o Rinçage, puis incubation avec une solution d’anticorps anti-streptavidine 
conjugués à de la biotine. 
o Rinçage, puis incubation à nouveau avec une solution de streptavidine-
phycoerythrine (fluorescente). 
o Rinçage. 
- Lecture de la plaque. 




Echantillons de départ 
Cinq conditions expérimentales ont été analysées : 
1) Cellules contrôles (cellules à bas glucose) 
2) Cellules stimulées avec 10 mM glucose et 0.2 mM cpt-cAMP (4 heures) 
3) Cellules contrôles + prétraitement CHX (45 minutes) 
4) Cellules stimulées avec 10 mM glucose et 0.2 mM cpt-cAMP + prétraitement CHX 
5) Cellules stimulées transitoirement avec 10 mM glucose et 0.2 mM cpt-cAMP (1 h 
suivi de 3 h à bas glucose) 
Les ARNs totaux ont été purifiés à l’aide du kit RNeasy Mini (Qiagen). Trois différentes 
préparations de cellules ont été préparées pour chaque condition, ce qui donne un total de 15 
profils de transcrits à analyser. 
 
Contrôle de la qualité avant et après la synthèse de ARNc 
Une analyse par RT-PCR sur les échantillons d’ARN de départ a été réalisée pour quantifier 
l’induction de c-fos par les stimuli, et ainsi vérifier que les cellules avaient bien répondu aux 
traitements.  
Deux analyses ont ensuite été effectuées pour évaluer la qualité de l’ARN dans chaque 
échantillon. Premièrement, une mesure spectrophotométrique de l’absorbance à 260 nm et 280 
nm de longueur d’onde a été effectuée. Les ratios DO260/DO280 étaient compris entre 2.07 et 
2.12, indiquant l’absence de contamination significative par des protéines. Deuxièmement, les 
échantillons d’ARN ont été analysés par électrophorèse capillaire (système 2100 Bioanalyzer, 
Agilent), de manière à visualiser les pics représentés par les ARNr 18S et 28S, et à contrôler 
plus spécifiquement l’absence de dégradation et l’homogénéité des échantillons. La figure 
6.3A présente un profil d’élution correspondant à un échantillon d’ARN de bonne qualité, 
représentatif de ce qui a été obtenu.  
Ces deux analyses ont également été appliquées lors de la préparation des ARNc. Au terme de 
l’IVT, et après le lavage des ARNc, les ratios DO260/DO280 étaient toujours compris entre 2.07 
et 2.12. Les profils d’électrophorèse capillaire étaient homogènes et présentaient une 
répartition idéale des tailles (répartition « en cloche aplatie», figure 6.3B). La même analyse, 
après fragmentation, montre une réduction drastique de la taille des molécules d’ARNc 
conformément à ce qui est attendu (figure 6.3C). 
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Le système 2100 Bioanalyzer Agilent a été utilisé pour 
analyser la qualité de l’ARN à différentes étapes de la 
procédure. Le premier pic (à t = 23 s) correspond au front de 

































Analyse des images et traitement des signaux 
L’analyse des images et le traitement des signaux ont été réalisés selon une procédure de 
routine par les experts en informatique de la plate-forme. La procédure comporte, notamment, 
l’identification des spots sur l’image, l’attribution d’une valeur de signal moyen pour chaque 
spot, l’interpolation d’une valeur de ‘background’ pour chaque spot et son retranchement à la 
valeur du signal. Sur la puce, il y’a 22 oligos (donc 22 spots) pour chaque transcrit, 11 ‘perfect 
match’ et 11 ‘mismatch’ (oligos avec une mutation ponctuelle). La valeur d’expression est 
calculée en retranchant la part du signal qui est aspécifique (évaluée grâce au signal produit 
par les spots ‘mismatch‘).  La comparaison entre les 15 puces a été réalisée après 
normalisation globale des signaux. La figure 6.4 montre que la distribution de l’intensité des 
signaux pour chaque puce, avant et après normalisation, présente une très bonne homogénéité 
générale. 
D’autre part, une analyse de clusters a été réalisée pour regrouper les résultats, ceci afin de 
vérifier qu’aucune erreur (inversion de tube) n’avait été commise lors de la procédure. La 
figure 6.5 montre que les puces se regroupent par triplets de la même condition. Ceci à 
l’exception de la condition contrôle et de la stimulation transitoire, qui sont partiellement 
mélangées. Ceci s’explique par le faible impact global de la stimulation transitoire comparé au 
contrôle sur le profil des transcrits. 
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Distribution de l’intensité du signal pour les spots ‘match’ (en ordonné), sous 




















6.9. Construction des plasmides reporteurs pour le gène srxn1 
Des portions du promoteur du gène srxn1 ont été synthétisées par PCR, les produits PCR sous-
clonés dans un vecteur pGEMT easy (Promega), puis insérés dans le vecteur pGL3-enhancer 
(voir Publication 1).  
Pour la préparation du vecteur receveur pGL3–enhancer, des digestions séquentielles avec 
HindIII puis XhoI ont été réalisées. Cet ordre est important, étant donné la proximité des deux 
sites sur le vecteur circulaire et l’inefficacité de l’enzyme HindIII à couper des sites placés à 
proximité de l’extrémité d’un brin d’ADN. 
A chaque étape les fragments d’ADN (inserts ou vecteurs digérés) ont été purifiés par 
électrophorèse sur gel d’agarose, excision de la bande d’intérêt et purification par le kit 
QuiaEx II (Quiagen). Ce kit utilise des particules de silica-gel liant les fragments d’une large 
gamme de tailles (y compris l’insert srxn1 –28 + 39, de petite taille).  
Au terme de la construction, une digestion contrôle avec MluI et NcoI a permis de vérifier la 
présence d’inserts de tailles attendues (voir figure 6.6). De plus, les plasmides reporteurs ont 
été séquencés à l’aide du primer Rvprimer3 (CTAGCAAAATAGGCTGTCCC), confirmant 
l’adéquation avec la séquence attendue, ainsi que le sens et la non-duplication des inserts. 
 










5 µg de plasmide ont été digérés 3 heures à 37 °C avec les enzymes de 
restriction MluI et NcoI (Roche), puis analysés sur gel d’agarose 2 %.  
a) pGL3-enhancer (vide) ;  
b) pGL3-enh. Srxn1-421/+39 (taille attendue: 512 bp) 
c) pGL3-enh. Srxn -109/+39 (taille attendue: 200 bp) 
d) pGL3-enh. Srxn -28/+39 (taille attendue: 121 bp) 




















6.10. Modélisation numérique des cinétiques d’expression de c-fos 
 
Le modèle utilisé est représenté schématiquement dans la figure 6.7A. Il compte trois 
compartiments : la concentration d’ARNm de c-fos, la concentration de protéine  
c-FOS (non-phosphorylée) et la concentration de protéine c-FOS phosphorylée  
(Phospho-c-FOS). 
 
Figure 6.7 : Modélisation numérique de l’expression de c-fos 
 
 
A) Vue du modèle à trois compartiments et définition des paramètres. 
B) Equations utilisées pour la modélisation ; l’ensemble des réactions est de degré 1, sauf la 
synthèse d’ARN qui est de degré 0. Chaque équation permet de calculer la nouvelle 
concentration (à t = n + 5 minutes à partir des concentrations à t = n). L’évolution des 
concentrations sur 180 minutes peut être ainsi calculée par itération. 
C) Inputs : définition des différents taux (λ1-7) et des concentrations de départ dans les trois 
compartiments. Une résolution temporelle de 5 minutes a été appliquée. Les unités sont 
donc : λ1 en mol. l-1. (5 minutes)-1, λ2-7 en (5 minutes)-1, concentrations en mol.l-1. L’input 




L’évolution de chaque concentration est calculée sur un laps de temps de 180 minutes de 
manière itérative en progressant par petits incréments temporels (5 minutes). Ceci par les 
équations décrites dans la figure 6.7B. Pour chaque nouveau temps, les concentrations 
sont recalculées selon les concentrations au temps précédent et les constantes λ(1-7) qui 
définissent les taux de synthèse, dégradation, phosphorylation et déphosphorylation.  
La définition des équations est basée sur les postulats suivants : 
a) taux constant de dégradation des ARNm 
b) taux constant de synthèse de c-FOS 
c) taux constant de dégradation de c-FOS 
d) taux constant de dégradation de Phospho-c-FOS (inférieur à celui de c-FOS) 
e) taux constant de déphosphorylation de Phospho c-FOS 
f) taux variable de synthèse de l’ARNm de c-fos (ajusté de manière à reproduire 
fidèlement la cinétique des ARNm obtenue expérimentalement) 
g) taux variable de phosphorylation de c-FOS (ajusté de manière à être proportionnel 
à l’activation de ERK1/2 observée expérimentalement) 
 
La figure 6.7C présente les inputs utilisés dans la modélisation. Le taux de 
phosphorylation de c-FOS a été modelé sur la cinétique d’activation de ERK1/2 par le 
GLP-1 et le glucose (voir figure 3A de la publication 3, au point 3.3). Pour simuler l’arrêt 
de stimulation dans le cadre d’une stimulation transitoire, les taux de transcription de  
c-fos et de phosphorylation de c-FOS ont été réduits rapidement à la valeur basale (pré-
stimulation) dès t = 60 minutes. Pour simuler un traitement à l’actinomycine D après 60 
minutes de stimulation, seule la transcription de c-fos, mais pas la phosphorylation de  
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