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3Abstract
This thesis describes the phenomenon of high harmonic generation from atoms ir-
radiated by intense, ultrashort laser pulses. Particular attention is paid to the benefits
achieved by using multicolour driving fields.
A theoretical description of few-cycle laser pulses is presented, together with their in-
teraction with free-electrons and the role they play in various nonlinear optical processes.
A number of numerical models are presented to simulate high harmonic generation from
atomic systems. These are used to analyse and explain the temporal structure of the
emitted high-frequency dipole radiation.
Propagation of the macroscopic harmonic response through a gaseous volume is mod-
elled and the role of phase-matching explained in detail. We consider focussing geometry
in optimising the yield of particular harmonics, together with the eﬀects of free-electrons
within the interaction region.
We discuss means by which multicolour fields may overcome some of the constraints of
single-colour high harmonic generation. Using two delayed pulses of the same frequency
and parallel polarisation we demonstrate significant cut-oﬀ extension without increasing
total ionisation throughout the pulse, crucial for maintaining harmonic yield close to the
saturation limit. We also explain the significant yield enhancements observed in recent
experiments using two parallel colours of incommensurate frequency.
Finally, we describe the use of a second, perpendicularly polarised colour in trajectory
selection, allowing for a temporal filtering of harmonic emission. Using an ω + 1.5ω
frequency ratio also allows for a reduction in the periodicity of emitted attosecond pulse
trains, permitting the production of isolated attosecond pulses with longer driving fields.
Furthermore, by controlling the relative phase between the two colours, the ellipticity of
these attosecond pulses may also be controlled.
4“I’m playing all the right notes, but not necessarily in the right order”
Eric Morecambe
1971
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Chapter 1
Introduction
Our ability to understand and describe the natural world is fundamentally dependent
on our ability to observe it and to accurately measure any evolving process we require
instruments which can evolve on a faster timescale than this process. The question of
whether a galloping horse was ever fully airborne famously remained unanswered for
thousands of years as this motion exceeded the temporal resolution of the human eye.
It was not until the development of early photographic cameras that this question was
finally answered by Eadweard Muybridge in 1877.
The fundamental processes of biology, chemistry and physics of course evolve on
timescales many orders of magnitude faster. Imaging of structural changes during chem-
ical reactions became accessible with the development of femtosecond (fs = 10−15 s)
laser sources in the 1980s. However, the most fundamental processes within atoms and
molecules are transitions between electronic states, occurring on attosecond (as = 10−18 s)
timescales. For example, the atomic unit of time is defined as the time taken for an elec-
tron to orbit one radian within the first Bohr orbit of hydrogen, equalling 24 as. To
probe such processes we thus require attosecond sources, which spawned the field of At-
toscience in the early 2000s. The first sub-fs pulses (650 as) were generated and measured
by Hentschel et al in 2001 [1] and the shortest currently measured are as short as 80 as
[2]. These pulses have been used to measure a delay of 21 as in photoionisation from neon
2p orbitals compared to the 2s orbital [3].
Attosecond pulses are produced by the physical phenomenon known as High Harmonic
Generation. This involves using femtosecond laser sources to ionise atoms or molecules
and accelerate the electrons back to recombine with the core, generating extremely short
bursts of extreme ultraviolet (XUV) radiation. Through spectral filtering this radiation
is used to achieve attosecond temporal resolution. A major advantage of HHG is its
practicality as a table-top source of XUV photons.
Much of the current work on HHG is focussed towards the use of multicolour driving
12
1.1. Author’s contribution & publications 13
fields, which can be shown to oﬀer many benefits over using only a single colour. It is
the purpose of this thesis to explain some of these benefits and to present new research
into a number of such schemes.
1.1 Author’s contribution & publications
I have played a major role in all aspects of the theoretical modelling and analysis described
within this thesis. I have written numerical codes following the models described in
chapter 3 and implemented these to describe single-atom HHG. These were then used
in concert with a numerical propagation code originally written by Luke Chipperfield to
simulate the macroscopic evolution of the harmonic response to the far-field.
I have worked extensively on HHG using multicolour fields. In collaboration with Jose
Antonio Pe´rez-Herna´ndez at the University of Salamanca I have studied cut-oﬀ extension
in propagated spectra using a proposed scheme of two parallely polarised pulses of the
same colour.
I have acted as lead theorist in modelling the observed harmonic yield enhancements
when using two parallel colours of incommensurate frequency, as seen in experiments
performed by Thomas Siegel and Ricardo Torres at the Rutherford Appleton Laboratory.
I have also contributed towards projects involving multi-colour fields of perpendicular
polarisation. Working with Camilo Ruiz, I have analysed electron trajectory and half-
cycle selection using a second perpendicular colour of tunable phase, and investigated
the polarisation of the reconstructed attosecond pulse train with a view towards creating
reduced periodicity attosecond pulse trains and ultimately isolated attosecond pulses.
Finally I have worked to explain the observed experimental data taken during two
HHG experiments using perpendicular colours and performed by Leonardo Brugnera and
Felix Frank. The first experiment showed a strong, relative phase dependent increase in
harmonic yield and the second showed a phase-dependent selection of electron trajectories
in the spatially resolved harmonic spectrum.
The work presented in this PhD thesis has contributed towards the following publi-
cations:
High Harmonic Emission from a Superposition of Multiple Unrelated Fre-
quency Fields
T. Siegel, R. Torres, D. J. Hoﬀmann, L. Brugnera, L. Procino, A. Za¨ır, J. G. Under-
wood, E. Springate, I. C. E. Turcu, L. E. Chipperfield & J. P. Marangos.
Optics Express, Vol. 18(7) pp. 6853-6862 (2010).
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Control of the Polarization of Attosecond Pulses Using a Two-Color Field
C. Ruiz, D. J. Hoﬀmann, R. Torres, L. E. Chipperfield & J. P. Marangos.
New Journal of Physics. Vol. 11, p. 113045 (2009).
Extension of the Cut-Oﬀ in High-Harmonic Generation Using Two De-
layed Pulses of the Same Colour
J. A. Pe´rez-Herna´ndez, D. J. Hoﬀmann, A. Za¨ır, L. E. Chipperfield, L. Plaja, C.
Ruiz, J. P. Marangos & L. Roso.
Journal of Physics B. Vol. 42, p. 134004 (2009)
Enhancement of High Harmonics Generated by Field Steering of Electrons
in a Two-Color Orthogonally Polarized Laser Field
L. Brugnera, F. Frank, D. J. Hoﬀmann, R. Torres, T. Siegel, J. G. Underwood, E.
Springate, C. Froud, I. C. E. Turcu, J. W. G. Tisch & J. P. Marangos.
Optics Letters, Vol. 35(23), pp. 3994-3996 (2010).
Trajectory Selection in High Harmonic Generation by Controlling the
Phase Between Orthogonal Two-Color Fields
L. Brugnera, D. J. Hoﬀmann, T. Siegel, A. Za¨ır, F. Frank, R. Torres, J. W. G. Tisch
& J. P. Marangos.
Physical Review Letters, accepted for publication (2011).
1.2 Organisation of this thesis
Chapter 2
This chapter gives a brief history of the development of intense, ultrashort laser
sources and the theoretical treatment of the generated few-cycle pulses. We then de-
scribe the motion of a free-electron illuminated by such a pulse and finish with a detailed
description of the various nonlinear optical processes arising from the interaction of an
intense laser pulse with an atomic system.
Chapter 3
In this chapter we first introduce the numerical techniques and assumptions that we
use to describe single-atom HHG: the semi-classical three-step model, a full numerical
integration of the time-dependent Schro¨dinger equation, the strong-field approximation
model and its extension the quantum orbital model. We then describe single-atom HHG
in detail, making particular use of the quantum orbit model to explain the construction
of the HHG spectrum from its various half-cycle contributions. We discuss the major
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limitations of single-colour HHG and finally briefly describe the generation of attosecond
pulses from the filtered HHG spectrum.
Chapter 4
This chapter describes the propagation of the macroscopic harmonic emission through
the gaseous medium to the far-field. We begin with a detailed description of the propa-
gation model based on a numerical integration of Maxwell’s wave equation with source
terms. We then explain the eﬀects of phase-matching on the propagated spectrum and
its consequences on laser focussing geometry. The conclude with a description of the
eﬀects of free-electrons on the propagation of the laser and harmonic radiation.
Chapter 5
We first begin with a brief history and explanation of multicolour HHG using colours
of parallel polarisation. We then describe in detail a theoretical scheme for extending
the harmonic cut-oﬀ by using two delayed pulses of the same colour. The second half
of this chapter reports experimental data which saw strong harmonic yield enhancement
using two colours of incommensurate frequency. We explain these results using both the
semi-classical and propagated SFA models.
Chapter 6
In this chapter we firstly give a brief summary of the work carried out with multi-
colour HHG using perpendicular polarisation. We then describe in detail how a perpen-
dicular second colour allows for robust trajectory selection and present experimental data
supporting these predictions. We discuss how the periodicity of the generated attosecond
pulse train may be significantly reduced, allowing for the production of isolated attosec-
ond pulses with much longer driving fields, and demonstrate control over the polarisation
of these pulse trains.
Chapter 7
We conclude with a summary of the work presented in the thesis and give a brief
outlook on future research.
Chapter 2
Atoms in Strong Fields
2.1 Introduction
Within this chapter I will first outline the technologies required to create few-cycle laser
pulses and then give a brief theoretical description of such pulses. I will then go on to
describe the strong-field interactions between few-cycle pulses and atoms.
2.2 High intensity laser systems
Nonlinear optics became a viable field of experimental study with the invention of the
laser, first demonstrated by Maiman in 1960 [4]. These lasers used synthetic ruby crystals
as a gain medium and immediately allowed for the generation of pulses of such confine-
ment that the intensities produced far exceeded all other table-top sources. This allowed
for results such as the 1961 observation of optical second harmonic generation by Franken,
Hill, Peters & Weinreich, as seen in figure 2.1 [5]. Since then, the steady rise in photon
intensities have allowed for the observation of a great many unsuspected phenomena. In
order to obtain higher intensities, we must concentrate the largest amount of energy into
the shortest temporal duration.
Figure 2.1: A direct reproduction of the first plate showing observations of second harmonic
generation, with wavelength scaled in units of 100 A˚. The arrow at 3472 A˚ indicates the position
where the second harmonic should have been observed. Reproduced from [5].
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This section will describe the development of the laser system to the current state-
of-the-art, intense few-cycle systems.
2.2.1 Laser fundamentals
A laser consists of an Oscillator Cavity containing some gain medium, which is pumped
from its ground state into an excited state by electrical or optical means. This can be
an optical source such as a flash lamp or another laser, injection of electrons or holes in
semiconductor lasers or by chemical reactions or plasma discharge. The gain medium is
chosen to possess an excited state which is resonant with this pump energy and has a
very short decay lifetime, after which the electrons drop down into an excited state of
lower energy but much greater lifetime. A population inversion is thus achieved in the
gain medium and, while this is a simplified picture, the energy diﬀerence between this
lower excited state and the ground state corresponds to the central frequency generated
by the laser (in fact eﬃcient steady-state operation requires a three or four level system).
Most oscillators begin lasing by spontaneous emission of photons which stimulate
transitions back into the ground state resulting in the emission of photons coherent with
the stimulating photons. This is the source of the LASER acronym: Light Amplification
by Stimulated Emission of Radiation. Within the cavity the gain medium is placed
between two highly reflective mirrors which send the photons back through the medium
many times, resulting in self-sustained oscillation and a large number of photons within
the cavity. By making one of the reflective mirrors < 100% reflective, an intense beam of
coherent light is extracted from the cavity. This is known as a Continuous Wave (CW)
laser.
The cavity mirrors restrict the set of longitudinal cavity modes allowed to build up
to those resonant at wavelengths λn, given by
λn =
2L
n
(2.1)
where L is the cavity length and n is a positive integer. The modes which lase within the
cavity are therefore given by those modes of equation 2.1 which oscillate at frequencies
for which there is an allowed transition with the gain medium. Figure 2.2(a) shows a
schematic of a laser cavity with the cavity modes corresponding to n = 3 and n = 11.
Figure 2.2(b) shows the cavity mode spectrum as a frequency comb with each frequency
spike separated by δω = πc/L, together with the spectrum of the gain medium, centred
at ω0.
The first ruby lasers were based on such a cavity design and produced relatively
noisy, uncontrolled trains of pulses with durations on the order of a few microseconds.
Very quickly it was determined that superior pulse quality, higher energies and shorter
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Figure 2.2: (a) Schematic of a laser cavity showing the gain medium and cavity modes for n = 3
and n = 11 (see equation 2.1). (b) Spectral comb showing the frequencies of oscillation of the
cavity modes overlapped with the gain bandwidth of the chosen gain medium.
durations could be achieved with Q-Switched cavities.
2.2.2 Q-switching
In the cavity design of § 2.2.1, lasing is permitted to occur during the pumping of the gain
medium, before the population inversion is maximised. The technique of Q-Switching,
first demonstrated by McClung and Hellwarth in 1962 [6, 7], introduces a mechanism
to increase the loss within the laser cavity during pumping such that the threshold for
for lasing is significantly raised. Lasing is therefore greatly suppressed until maximum
population inversion is reached, at which point the loss mechanism is rapidly disabled
and lasing is permitted to occur. The full energy built up is then extracted within a few
round-trips of the cavity; the loss mechanism is then reenabled and the cycle repeats. In
such a way a much greater proportion of the energy is confined to a single pulse, with
fewer satellite pulses. The loss mechanism is typically provided by use of an electro-optic
switch, known as a Pockel’s Cell. These first Q-switched lasers achieved pulse durations
of around 120 nanoseconds (ns).
2.2.3 Mode-locking
As discussed, the laser cavity permits the build-up of discrete longitudinal modes corre-
sponding to frequencies determined by equation 2.1. Since each of these cavity modes will
naturally oscillate out of phase with each other, the laser output will be erratic and un-
predictable. If a continuous subset of the cavity modes can be made to oscillate in phase
through some mechanism, then these will sum coherently to significantly enhance the
average intra-cavity intensity. The cavity is set up such that the gain increases monoton-
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ically with intra-cavity intensity and so modes oscillating in phase will be preferentially
amplified. Over the course of many round-trips of the cavity, all of the energy will be
thus transferred to a coherent subset of cavity modes, producing a train of high-intensity
short pulses. This process is known as Mode-Locking, first proposed by Lamb in 1964 [8],
and those lasers which utilise it as Mode-Locked lasers. The pulses are separated by the
round-trip time of the cavity, T = 2L/c, and have a bandwidth of δω = nπc/L, where n
is the number of coherent modes which are amplified. Due to the intensity dependence of
the gain medium, each time a pulse is amplified its peak experiences more gain than its
wings. This results in a shortening of the pulse over each round-trip down to some mini-
mum duration which is determined by the bandwidth of the gain medium. Mode-locked
lasers thus have a much broader bandwidth than previous laser systems.
The intensity dependence within the gain medium is achieved by either Active or
Passive mode-locking. In actively mode-locked lasers, the gain of the medium is modu-
lated to synchronise with the circulating pulses, so that only this pulse train is amplified.
This method was first demonstrated with a He:Ne laser by Hargrove, Fork and Pollock
in 1964 [9], where the gain was modulated with an acousto-optic crystal to achieve pulse
durations of around 5 ns. Active mode-locking is rarely used in high power lasers today,
however, due to the lower bound placed on the achievable pulse duration by the switching
speed of the modulator.
Passive mode-locking suppresses low-intensity cavity modes through the use of a
saturable absorber. This element introduces a loss mechanism which decreases with
increasing intensity, similarly resulting in the production of a train of intense pulses. Since
no active modulation is required in this case, it can lead to much shorter pulses and is
thus much more widespread these days. Passive mode-locking was first demonstrated by
Mocker and Collins in 1965 [10], who used dye and glass saturable absorbers and obtained
pulse durations of around 10 ns. The use of the dye-based 1064 nm Neodymium-Doped
Yttrium Aluminium Garnet (Nd:YAG) lasers reduced this figure first to around 1 ns [11]
before entering into the picosecond regime [12]. Over the next decade, the technology
based on these laser systems developed to a point where pulse durations within even the
femtosecond regime were readily achievable [13, 14].
The introduction of Titanium-Doped Sapphire (Ti:Sapph) as a potential gain medium
by Moulton in 1986 [15] suggested the possibility of the generation of few-cycle pulses
directly from the laser. This is due to the material’s broad gain bandwidth spanning
600 to 1100 nm, about a central frequency of 790 nm. By 1989, femtosecond pulses from
Ti:Sapph had been observed both from dye laser seeds [16] and directly from the oscillator
[17]. While the broad bandwidth of Ti:Sapph had excellent potential for short pulse
production, its broad bandwidth was not fully accessible for the mode-locking techniques
of the time and required the development of a new technique called Kerr-Lens Mode-
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Locking (KLM). This was introduced by Spence, Kean and Sibbett in 1991 [18] and
relied on the nonlinear Optical Kerr Eﬀect, the dependence of the refractive index of an
irradiated medium on the intensity of the incident light.
To see this consider the perturbative expansion of the polarisation response in terms
of the electric field
P (r, t) =
∞￿
n=1
￿0χ
(n)(λ)En(r, t) (2.2)
where χ(n) is the nth-order term of electric susceptibility expansion. If we truncate the
series at n = 3 and note that for a centro-symmetric medium such as Ti:Sapph all terms
where n is even vanish, then we can express the electric displacement vector, D(r, t), as
D(r, t) = ￿0E(r, t) + P (r, t) = ￿0
￿
1 + χ(1)(λ) + χ(3)(λ)E2(r, t)
￿
E(r, t) (2.3)
Since D = ￿oη2E, we see that the refractive index η becomes intensity-dependent as
η(λ, r, t) = η0(λ) + η2(λ)I(r, t) (2.4)
where η0 = 1+χ(1) is the linear and η2 the second-order nonlinear refractive index, given
by equations 2.3 and 2.11 as
η2(λ) =
χ(3)(λ)
￿0cη0(λ)
(2.5)
Pulses propagating through the medium with a radially Gaussian profile will then
carry this shape over to their refractive index, essentially forming a lens. This is a phe-
nomenon known as Kerr Lensing, which leads to Self-Focussing. By placing an aperture
within the cavity, or simply due to an improved overlap with the gain medium, the most
intense modes are preferentially amplified as in the case of a saturable absorber. The
crucial diﬀerence is that KLM operates at all wavelengths and so the broad bandwidth
of Ti:Sapph could be fully utilised, allowing for the production of 60 fs pulses directly
from the oscillator [18]. This method enjoys widespread use today for its simplicity and
typically yields the shortest pulse durations, with the state-of-the-art being < 10 fs using
dispersion management.
2.2.4 Chirped-pulse amplification
The pulses produced by mode-locked lasers typically have energies on the order of nano-
joules (nJ). To be used in nonlinear optical experiments, requiring energies on the order
of millijoules (mJ), they must therefore be amplified by some means. Any amplification
medium to be used for ultra-short pulses, i.e. those with an extremely broad bandwidth,
must cover this entire bandwidth otherwise the pulse will be stretched in time. We
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must be very careful, however, when attempting to amplify such femtosecond pulses due
to their extremely high peak powers. If amplified directly, the peak intensities created
would exceed the damage threshold to most optical elements resulting in optical damage.
This problem is further compounded by self-focussing, similarly to the process described
in §2.2.3. Early attempts at amplification defocussed the beam to large pulse diame-
ters, so that the reduced peak intensities were safe to amplify. The amplified beam was
then refocussed onto the target. The large optics required for such a system were often
prohibitively expensive, however, being restricted to large facilities such as the National
Ignition Facility (NIF).
A more recent alternative method of amplification is achieved by temporally chirp-
ing the pulses (see §2.3.5). This is known as Chirped-Pulse Amplification (CPA), first
demonstrated by Strickland and Mourou in 1985 [19]. The fs, nJ pulses are first tem-
porally stretched to durations of around 1 ns by the application of positive chirp. This
is achieved through the use of a pulse stretcher comprised of prisms or chirped mirrors.
These long pulses may then be safely amplified before being dechirped back down to fs
duration (by applying a corresponding negative chirp). In this way extremely high peak
powers, up to several terawatts (TW) are produced, corresponding to peak intensities of
up to 1021Wcm−2 [20]. Figure 2.3 shows a schematic of the CPA system, with the label
Ep denoting peak field amplitude.
Figure 2.3: Schematic of the CPA technique, showing (i) initial stretching of the pulse by ap-
plication of positive chirp, (ii) amplification and finally (iii) de-chirping to reach extremely high
peak intensity. Courtesy of Dr. James Lazarus.
In 1992 Dubietis, Jonusauskas and Piskarskas suggested combining this technique with
that of Optical Parametric Amplification (OPA) [21] and this has been done to achieve
order of magnitude enhancement in pulse energy. Peak powers within the petawatt (PW)
regime have been demonstrated using this method [22], known by the combined acronym
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Optical Parametric Chirped-Pulse Amplification (OPCPA).
2.2.5 Hollow-fibre pulse compression
After amplification a laser pulse may be further shortened by taking advantage of the
nonlinear optical process of Self-Phase Modulation (SPM) which comes into play when
the field intensity is suﬃciently high to modify the refractive index according to equation
2.4. In such cases if we rewrite the temporal phase of equation 2.9 in terms of the
time-dependent refractive index given by equation 2.5
φ(z, t) = ω0t− k0η(t)z + φ0 (2.6)
then the instantaneous phase is obtained from equations 2.4 and 2.10 as
ω(z, t) = ω0
￿
1− z
c
∂η
∂t
￿
= ω0
￿
1− zη2
c
∂I
∂t
￿
(2.7)
On the rising edge of a laser pulse ∂I∂t > 0 and so in the typical case of positive η2
the pulse experiences red-shifting to lower frequencies. On the other hand, the trailing
edge of a laser pulse has ∂I∂t < 0 and so the pulse experiences blue-shifting to higher
frequencies. This spectral broadening is shown in the time-domain in figure 2.4, which
displays a normalised Gaussian intensity envelope for a 800 nm, 1.5 cycle pulse together
with the normalised phase shift δω = ω(z, t)− ω0 per unit z.
Figure 2.4: Normalised intensity envelope of a Gaussian pulse shown in blue with the normalised
instantaneous frequency shift δω due to SPM shown in red. Red-shifting is observed on the
rising edge of the pulse and blue-shifting on the trailing edge. The gradient of δω is seen to be
approximately linear about the peak of the pulse, corresponding to a linear chirp in this region.
∂ω
∂t is seen to be approximately linear about the peak of the pulse, across a region of
≈ 13∆t. This corresponds to a positive first-order chirp and so the pulse may therefore
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be shortened by compensating for this chirp with negative dispersion.
SPM is typically harnessed in a technique called Hollow-Fibre Pulse Compression [23],
where the laser pulses propagate in the form of truncated Bessel modes along a hollow
waveguide ∼ 1m in length which is filled with a noble gas. SPM within the fibre results
in spectral broadening of the pulses to span several hundred nm. This broadening can
be enhanced by increasing the gas density, but this comes at a cost of greater dispersion.
After leaving the fibre the chirp that has been acquired by the pulses is then compensated
by using chirped mirrors. Hollow fibres have been utilised on Ti:Sapph laser systems to
produce pulse durations as short as 2.8 fs [24]. Alternative approaches to utilise SPM
involve the use of filaments.
2.3 Few-cycle pulses
With the technologies described in §2.2, routine production of few-cycle laser pulses is
now possible. As will be described in later chapters, these ultrashort pulse durations
benefit us by allowing for a much greater degree of control over various nonlinear optical
processes.
To accurately model nonlinear optics using such pulses will, of course, require a
rigorous theoretical description, which we construct in terms of an oscillating carrier
wave and smooth envelope function. We find a number of new factors must be correctly
modelled when using ultrashort pulses. For example, the phase-oﬀset between the carrier
and envelope now becomes a crucial factor in dictating simulated data. This section
presents this theoretical description and discusses the major considerations which must
be addressed for few-cycle pulses.
2.3.1 Theoretical description
A linearly polarised, single-colour laser pulse may be described by the product of an
oscillating carrier wave and a slowly varying envelope function. If we consider only
spatial dependency along the propagation direction, z, the pulse can be expressed as
below
E(z, t) =
1
2
H(z, t)ei(ω0t−kz+φ0)￿ˆ+ c.c. (2.8)
where H(z, t) represents the envelope function which we define to peak at t = 0 with a
field amplitude E0. The carrier frequency ω0 = 2π/T is expressed in terms of temporal
period T = λ/c, where λ is the wavelength and c the speed of light in vacuum. k is the
wavenumber, given by k0 = ω0/c in vacuum and φ0 the carrier-envelope phase oﬀset.
Finally, ￿ˆ is the unit polarisation vector, perpendicular to the propagation direction, and
c.c. denotes the complex conjugate of the complex field term, so that E(z, t) gives a real,
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observable field.
We may also express the temporal phase factor as
φ(z, t) = arg(E(z, t)) = ω0t− kz + φ0 (2.9)
allowing for a calculation of the instantaneous frequency via
ω(z, t) =
∂φ(z, t)
∂t
(2.10)
For the rest of this section I will neglect the spatial dependence of the pulse and
describe only its temporal behaviour along the polarisation axis, dropping the vector
notation.
An example of a few-cycle pulse is shown below in figure 2.5. In this case the wave-
length of the carrier oscillation is λ = 800 nm, which corresponds to a temporal period
of T = λ/c = 2.67 fs and carrier frequency of ω0 = 2π/T = 2.35× 1015 rads−1. The peak
intensity of the pulse envelope is I0 = 3.0× 1014Wcm−2. Since intensity relates to field
strength as
I =
1
2
￿0cη￿E2￿ (2.11)
where ￿0 is the vacuum permittivity, η is the refractive index of the medium and ￿ ￿ de-
notes time-averaging across one cycle. For the above parameters we see this corresponds
to peak field amplitude of 47.5Vnm−1 in vacuum. These are all values typical of pulses
produced from current laser systems (usually I ranges from 5× 1013 to 5× 1014Wcm−2
and λ from 400 to 3000 nm).
2.3.2 Pulse envelopes
The pulse of figure 2.5 has been generated with a Gaussian envelope, that is one of the
form
H(t) = E0e−(
t
B )
2
(2.12)
where B controls the width of the envelope. Typically lasers in the laboratory are de-
scribed by a pulse duration in terms of the Full-Width Half-Maximum (FWHM), ∆t, of
its intensity envelope, as labelled in figure 2.5. Since the field intensity is proportional
to the square of the field amplitude, i.e. I(t) ∝ H(t)2, this is given by ∆t = t+ − t−,
where H(t+)2 = H(t−)2 = 12H
2
max. Table 2.1 shows the FWHM values for various pulse
envelopes commonly used to model laser pulses, where ln here represents the logarithm
to the base e.
The electric field may be expressed in the spectral domain by a temporal fourier
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Figure 2.5: A few-cycle pulse produced with a wavelength of 800 nm and peak intensity of 3.0×
1014Wcm−2. The full-width half-maximum is shown as calculated from the intensity envelope,
which is proportional to the square of the field amplitude. The blue dotted lines show the pulse
envelope, here of Gaussian form.
Envelope shape Temporal envelope function FWHM
H(t) ∆t
Gaussian E0 e−(
1
B t)
2
B
√
2 ln 2 = 1.18B
Cos2 E0 cos2 ( 1B t) 2B cos
−1
￿
4
￿
1
2
￿
= 1.14B
Sech E0 sech( 1B t) 2Bcosh
−1(
√
2) = 1.76B
Table 2.1: The FWHM values are given for three common pulse envelopes in the temporal domain.
transform of equation 2.8, i.e.
Eˆ(ω) =
1
2
Hˆ(ω − ω0)eiφ(z,ω) + c.c. (2.13)
where Hˆ(ω − ω0) is a spectral envelope centred at ω0 and
Eˆ(ω) =
1√
2π
￿ ∞
−∞
E(t)e−iωtdt
E(t) =
1√
2π
￿ ∞
−∞
Eˆ(ω)eiωtdω (2.14)
This spectral representation of the field also appears as a pulse in frequency space
with an associated FWHM, ∆ω. The spectral functions corresponding to the envelopes
of table 2.1 are given in table 2.2.
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Temporal Spectral envelope function FWHM
shape Hˆ(ω − ω0) ∆ω
Gaussian E0 e−(
B
2 (ω−ω0))2
√
8 ln 2
B =
2.35
B
Cos2 E0
1￿
n=−1
￿
1− 12 |n|
2
￿
sinc
￿
B
2
￿
ω − ω0 + nB2
￿￿
2.88
B
Sech E0 sech
￿
Bπ
2 (ω − ω0)
￿
4
Bπ cosh
−1(
√
2) = 1.12B
Table 2.2: The FWHM values of the spectral envelope functions corresponding to the temporal
envelopes of table 2.1.
Given these expressions in both temporal and spectral domains, the pulse envelopes
may be reformulated explicitly in terms of their FWHM values. We may also calculate
the Time-Bandwidth Product (TBP), ∆t∆ω, for each pulse shape. The TBP dictates the
degree of temporal pulse compression which can be achieved by with a given bandwidth.
From the results displayed in table 2.3, we can see that the pulses with an electric field
envelope of sech shape have the lowest TBP, allowing for the shortest pulses. Such pulses
are referred to by experimentalists as sech2 pulses, due to the shape of their intensity
profiles. Figure 2.6(a) plots three half-cycle pulses, where the FHWM ∆t = T/2, for
each of the three listed envelope functions, which are also shown as dashed lines. We
see that the envelopes all agree within ∆t, but diverge outside of this range, with the
sech envelope having significantly longer wings than the cos2 envelope and the Gaussian
envelope dropping to negligible amplitude between these two. Pulses modelled with sech
envelopes are considered the most physically realistic due to the extended wings of the
pulse.
Temporal shape Time-bandwidth product
∆t∆ω
2π
Gaussian 0.44
Cos2 0.52
Sech 0.31
Table 2.3: Time-bandwidth products for the aforementioned envelope functions of tables 2.1 and
2.2.
2.3.3 Envelope considerations for ultrashort pulses
For a correct description of a laser pulse, we require that its spectral profile contains no
direct current (DC) component, as to do so would require the presence of static charges.
This places limitations on our choice of envelope function. Consider figure 2.6(b), which
plots the pulses of figure 2.6(a) transformed into the frequency domain. We see that
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while the three choices of envelope function are correctly centred at ω = ω0, they each
yield a significant DC component and so will fail to correctly model a laser pulse of such
a short duration.
Figure 2.6: (a) Three choices of pulse envelope for a 1300 nm, 0.5 cycle pulse: Gaussian, cos2
and sech. The electric field is given in each case by a solid line and the envelope by a dashed
line. (b) The pulses are transformed and plotted in the frequency domain, showing a strong DC
component for each choice of envelope.
A common method of overcoming this failing is to instead define the electric field
through its vector potential, A(t). If we define A(t) as bound by an envelope function as
A(t) =
1
2ω0
H(t)ei(ω0t+φ0+
π
2 ) + c.c. (2.15)
then since
E(t) = −∂A(t)
∂t
(2.16)
and thus
Eˆ(ω = 0) =
1√
2π
￿ ∞
−∞
E(t)dt = − 1￿
8πω20
(A(+∞)−A(−∞)) (2.17)
E(t) will have no DC component if H(+∞) = H(−∞) = 0. Each of the envelopes of
table 2.3 obey this condition and so will suﬃce for this purpose. Care must be taken
when modelling short pulses in this manner, however, as both the carrier frequency, ω(t),
and the FWHM, ∆t, of the electric field envelope will be modified, often significantly.
To illustrate this point, consider a vector potential defined by a Gaussian envelope,
i.e.
A(t) =
E0
2ω0
e−(
t
B )
2
ei(ω0t+φ0+
π
2 ) + c.c. = −E0
ω0
e−(
t
B )
2
sin(ω0t+ φ0) (2.18)
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Then by equation 2.16,
E(t) = E0 e−(
t
B )
2
￿
cos(ω0t+ φ0)− 2t
ω0B2
sin(ω0t+ φ0)
￿
= E0 e−(
t
B )
2
￿
1 +
￿
2t
ω0B2
￿2
cos(ω0t+ φ0 + φs) (2.19)
where
φs = − tan−1
￿
ω0B2
2t
￿
+
￿
π
2 , for t ≥ 0
−π2 , for t < 0
(2.20)
We can then calculate the instanteous frequency via equation 2.10 as
ω(t) = ω0 +
2ω0B2
4t2 + ω20B4
(2.21)
Figure 2.7(a) shows ω(t) plotted against ω0 for a 1300 nm field and ∆t = 0.5T, T, 2T and
3T . For ∆t = 2T and 3T , ω(t) is closely approximated by ω0 for all times. For ∆t = T
we see clear variation in ω(t), up to a maximum of 1.07ω0 at t = 0. For the half-cycle
pulse ∆t = 0.5T , ω(t) diﬀers significantly from ω0 across the entire pulse (recall that at
t = ±T the field envelope has dropped to 14E0). The maximum value reached by ω(t)
for this pulse duration is 1.28ω0. This maximum always coincides with the peak of the
envelope and from equation 2.21, we see that its value is inversely proportional to the
square of the pulse duration as
ω(t = 0) = ω0
￿
1 +
2
ω20B
2
￿
(2.22)
The Peak Shift ωs = ω(t = 0)−ω0, corresponding to a shift in the peak of the spectral
distribution of the pulse, is plotted against ∆t in figure 2.7(b). We that for ∆t ￿ T , ωs
is small, tending to zero with increasing ∆t, and can thus be neglected in most cases.
For ∆t < T , however, ωs becomes significant, although in practice ∆t can only drop so
far before the description loses all meaning as a tool to model physical pulses.
While we have been happily using ∆t to describe duration of pulses defined by their
vector potential envelopes, this is no longer truly the case. This is due to the presence of
the square root term in equation 2.19 which expands the envelope symmetrically about
its maximum at t = 0. The corrected FWHM is given by ∆t￿ = t+ − t−, where t+ and
t− are the two solutions of
e−2(
t
B )
2
￿
1 +
4t2
ω20B
4
￿
=
1
2
(2.23)
This equation is not trivially solvable but we can examine numerically its variation with
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Figure 2.7: (a) Instantaneous frequency plotted against time for a 1300 nm pulse of four durations:
∆t = 0.5, 1, 2 and 3 cycles. (b) Peak frequency shift ω(0)− ω0 plotted against pulse duration.
both ω0 and ∆t. Specifically, if we set ∆t as a fixed multiple of the carrier period, i.e.
∆t = nT , then ∆t￿ becomes independent of ω0 and varies with n as shown in figure 2.8.
As is seen, for ∆t ￿ 1, ∆t closely approximates ∆t￿, but these two measures diverge
with decreasing n. As an example, the half-cycle pulse previously considered will result
in an expanded envelope of ∆t￿ = 1.15∆t. This illustrates a resistance to compression
of ultra-short pulses via this method.
Figure 2.8: The relationship between FWHM duration of electric field and corresponding vector
potential envelopes for few-cycle pulses
.
So, what can be done? Let us return to the example of the half-cycle Gaussian pulse
envelope of figure 2.6, re-plotted in temporal and frequency space as the blue curve in
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figure 2.9. If we instead apply this envelope to the field’s vector potential, the resulting
electric field is given by the red curves. Figure 2.9(a) shows that the field’s frequency
is increased in this case, particularly for the central peak of the field, which represents
the strongly dominant contribution for ultrashort pulses. Furthermore, the duration of
the pulse envelope is increased, in line with the previous explanation. Both of these
aspects are also seen in figure 2.9(b), as a significant shift in the spectral distribution to
higher frequencies and a slight reduction in bandwidth. The peak shift in this case is
ωs = 1.23ω0. The DC component of the pulse is, however, seen to be zero in this case as
is required of a true physical description.
Figure 2.9: (a) Time-domain comparison of 1300 nm, 0.5 cycle laser pulses defined with (i) Gaus-
sian electric field envelope, (ii) Gaussian vector potential envelope and (iii) Gaussian vector po-
tential envelope with modified ω0, ∆t. (b) The same three pulses transformed into the frequency
domain showing the elimination of the DC component where the vector potential envelope is used
and the matching of the central frequency and bandwidth where the modified ω0, ∆t are used.
If we now define a third pulse, where we give the vector potential a Gaussian envelope
and modify the central frequency and FHWM as ω ￿0 = 0.68ω0, ∆t￿ = 0.95∆t, then via
equation 2.16 we find for the electric field the pulse given by the green curve in figure
2.9. From figure 2.9(a) we see that while the FWHM of the pulse is further expanded
such that ∆t￿ = 1.32∆t, the central peak more closely matches that of an electric field
defined directly with a Gaussian envelope as in equation 4.2. In particular, we see from
figure 2.9(b) that much better agreement is achieved in frequency space between these
two cases, motivating this particular choice of ω ￿0 ,∆t￿. The two spectra are both peaked
at ω = ω0 and match closely for ω > ω0. However, the spectrum of the third pulse is seen
to drop to zero at ω = 0, yielding no DC component and is thus a much more favourable
description.
While this method provides the best description of an ultrashort pulse, it requires
careful selection of ω ￿0 and ∆t￿ to match with a desired laser pulse profile. Fortunately,
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this procedure is only really necessary for sub-cycle pulses, i.e. ∆t ￿ T , as indicated
by figures 2.7 and 2.8. In this thesis we consider only pulses of ∆t > T , so that they
may be defined simply through their vector potential envelopes and without needing
shifted central frequency or FWHM. The sole exception to this is the McDonald Pulse of
§5.2, which uses component pulses of ∆t < T . These pulses have no inherent DC compo-
nent, however, since they are antisymmetric about the peak of their respective envelopes.
2.3.4 Carrier envelope phase
When dealing with pulsed electric fields, a very important parameter that we have so far
neglected is the Carrier-Envelope Phase (CEP) oﬀset, φ0. This defines the phase of the
carrier field at the peak of the field envelope and represents an oﬀset of the highest peak
of the laser pulse with respect to its envelope peak. Figure 2.10(a) shows two diﬀerent
values of CEP for a 1.5 cycle pulse of 800 nm wavelength and 3× 1014Wcm−2 intensity.
The red line shows the case of φ0 = 0, as we have seen previously, where the peak of the
central half-cycle coincides exactly with the peak of the envelope, shown as a blue dashed
line. The green line shows a pulse of φ0 = π/2, where each field peak is displaced in
time by −φ0/ω0 with respect to the φ0 = 0 case. Since the central peak is now displaced
by −φ0/ω0 with respect to the peak of the envelope, we observe a corresponding drop
in field amplitude, ∆E, equal to 0.04E0 in this case. In fact, the subsequent field peak,
being brought back towards the peak of the envelope, experiences an enhancement such
that the amplitude of these two peaks are equal and opposite. The field is also seen to
be zero at the peak of the envelope and thus pulses where φ0 = π/2 are often known as
Sine-like Pulses. Figure 2.10(b) focuses on this central half-cycle and shows the shift and
drop in field amplitude more clearly. Figure 2.10(c) plots the intensity profile for these
two pulses, where the dashed blue line now represents the intensity envelope. For φ0 = 0
the maximum intensity reached by the pulse is I0 = 3× 1014Wcm−2, at the peak of the
intensity envelope. When φ0 = π/2, however, the pulse is seen to only reach a maximum
intensity of 0.93I0.
For long pulses, i.e. those of many cycles, CEP has a negligible eﬀect on the overall
pulse shape. For short pulses, however, the eﬀects can be dramatic. Figure 2.11 plots
the maximum of the absolute value of the electric field, Emax = |E0 −∆E|, against φ0
for five pulse durations. As expected, half-cycle periodicity is observed. While we see
that Emax > 0.9E0 for n > 1 cycle, and ∆E has become negligible by n = 5 cycles, the
reduction in field strength is severe for n = 0.5 cycles, where Emax = 0.24E0. This peak
reduction is, of course, exacerbated when considering the intensity profile of the pulses,
where Imax = 0.58I0 in the half-cycle case.
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Figure 2.10: (a) The pulse shape of two 800 nm, 3× 1014Wcm−2, 1.5 cycle pulses with diﬀerent
values of CEP: φ0 = 0 plotted in red and φ0 = π/2 plotted in green. The pulse envelope, plotted
as a blue dashed line, is the same for both pulses. (b) The same two pulses about the peak
of the envelope, more clearly showing the phase oﬀset and corresponding reduction in the peak
amplitude of the pulse. (c) The intensity profile of the two pulses, together with their intensity
envelope.
In this thesis CEP eﬀects are manifested when we consider Two-Colour Fields, i.e.
fields comprised to two superimposed laser pulses, E1(t) and E2(t). For long pulses it is
only the phase diﬀerence ∆φ = φ02−φ01 which is important in describing the dynamics,
but for few-cycle pulses both φ01 and φ02 are significant in their own right. This will be
discussed much more extensively in Chapters 5 and 6.
2.3.5 Higher-order phase terms and chirp
Up to this point we have neglected the Chirp an ultra short pulse may have. Indeed,
chirp is deliberately applied during one method of amplification, as described in §2.2.4.
Firstly, we can express the Spectral Phase, i.e. the phase of the laser pulse in the frequency
2.3. Few-cycle pulses 33
Figure 2.11: Variation of maximum field amplitude with CEP for five diﬀerent pulse durations:
∆t = 0.5, 1, 1.5, 2 and 5 cycles. The loss as φ0 approaches ±π/2 is greatly increased for shorter
pulse duration.
domain, as a Taylor series about the central frequency ω0
φ(ω) = φ0 +
∞￿
n=1
1
n!
∂nφ
∂ωn
￿￿￿￿
ω0
(ω − ω0)n (2.24)
The zero-order term, φ0 is the CEP described above. The first-order coeﬃcient ∂φ∂ω
￿￿￿
ω0
is the Group Delay (GD), typically measured in units of fs. A first-order spectral phase
manifests as a time-shift of the pulse in the temporal domain and is equal to propagation
distance divided by group velocity. This term is therefore used to define the centre of
the pulse envelope, typically at t = 0, by compensating further time-shifts arising from
higher-order phase terms. It also describes the time taken for the pulse to propagate
through a medium.
These first two terms do not aﬀect the shape of the pulse envelope in any way.
Subsequent terms will result in an expansion of the pulse envelope, however, and are
therefore known as dispersive terms. The second-order coeﬃcient ∂
2φ
∂ω2
￿￿￿
ω0
is known as
the Group Delay Dispersion (GDD), measured in fs2, and describes the broadening of a
pulse as it passes through a medium. For a transform limited Gaussian pulse of duration
∆t, the acquisition of GDD will increase the duration as
∆t￿ = ∆t
￿￿￿￿1 +￿4 ln 2
∆t2
∂2φ
∂ω2
￿￿￿￿
ω0
￿2
≈ 4 ln 2
∆t2
∂2φ
∂ω2
￿￿￿￿
ω0
(2.25)
where the approximation holds in the case of strong broadening, i.e. when ∂
2φ
∂ω2
￿￿￿
ω0
￿ ∆t2
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[25]. It is seen that for a fixed value of GDD, the expansion of the pulse envelope will
be significantly greater when ∆t is small. For example, at 800 nm the GDD of silica is
+36 fs2/mm, and so if a laser pulse passes through 1 cm of silica it acquires +360 fs2.
An initially unchirped 800 nm pulse of ∆t = 50 fs will expand to ∆t￿ = 53 fs, whereas a
initial pulse of 10 fs will expand to 100 fs!
Furthermore, ∂
2φ
∂ω2
￿￿￿
ω0
> 0 is termed positive GDD, when the lower frequency compo-
nents of the pulse arrive before the higher frequency components and we say that the
pulse has acquired a positive (first-order) chirp. Conversely, ∂
2φ
∂ω2
￿￿￿
ω0
< 0 is known as
negative GDD, when the lower frequency components arrive after the higher frequency
components and the pulse has acquires a negative (first-order) chirp. At wavelengths of
interest in ultrashort pulse production we typically find positive GDD from media and
so to produce pulses close to the transform limit we must compensate by the controlled
introduction of negative GDD.
Figure 2.12 shows a 1.5 cycle, 800 nm pulse before and after the application of +20 fs2
of GDD. The FWHM has increased by a factor of 3.6, in accordance with equation 2.25,
and the peak amplitude is correspondingly reduced by a factor of 1.9. The frequency of
oscillation is seen to be lower at the earlier end and monotonically increases throughout
the pulse.
Figure 2.12: A 1.5 cycle transform-limited 800 nm pulse and the same pulse after application
of +20 fs2 of first-order chirp (with additional time-shift for clarity). The pulse is temporally
stretched by a factor of 3.6 and the higher frequency components are seen to arrive later in time
than those of lower frequency.
The next two higher-order terms of equation 2.24 are known as the Third-Order
Dispersion (TOD), or second-order chirp, and Fourth-Order Dispersion (FOD), or third-
order chirp. They are dominated by the GDD in the case of many-cycle pulses, but
become important for ultrashort pulses and must also be carefully controlled.
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Now that we have examined the theoretical characterisation and experimental pro-
duction of ultrashort laser pulses, we look at some of the physical processes undergone
by atomic systems when exposed to them.
2.4 Free electron motion in an oscillating electric field
We first examine the very simple interaction of a laser with a free electron.
A charged particle interacts with an electromagnetic field resulting in an acceleration
proportional to its charge. A free electron, of charge −e, experiences a force given by the
well-known formula
F = −e(E+ v×B) (2.26)
where E represents the electric field, v the electron’s velocity and B the magnetic field.
The electric and magnetic field vectors are related by the equation
B =
1
c
kˆ ×E (2.27)
where kˆ represents the unit vector in the propagation direction. Since magnitudes of the
two fields are thus related by |E| = c|B|, we may neglect the magnetic contribution to
equation 2.26 if |v|￿ c. But what about if we consider intensities such that |v| ∼ c? In
this case the magnetic term cannot be neglected and we proceed following the approach
given in reference [26]. In the absence of static charges we can express the electric and
magnetic fields in terms of the vector potential, A, as
E = −∂A
∂t
(2.28)
B = ∇×A (2.29)
If we recall that F = dp/dt we may the rewrite equation 2.26 as
dp
dt
= e
￿
∂A
∂t
− v× (∇×A)
￿
= e
￿
dA
dt
−∇A(v ·A)
￿
(2.30)
where we have used the identity v× (∇×A) = ∇A(v ·A)− (v ·∇)A and then contracted
the total derivative dAdt =
∂A
∂t +(v·∇)A. Here ∇A denotes that the gradient operator only
acts on A. Furthermore, since |v| ∼ c, momentum and velocity are related as p = γmev,
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where γ is the relativistic Lorentz factor, given by
γ =
1￿
1− v2c2
(2.31)
and me is now specifically the rest mass of the electron (the relativistic mass is γme).
If we consider a single cycle of a long laser pulse we may neglect the envelope from
equation 2.8 and approximate the field as simply E(z, t) = E0 sin(ω0t − kz)xˆ. We have
aligned E(z, t) here such that it is polarised along xˆ and propagating towards positive zˆ.
Sine is used rather than cosine in this case to ensure that E(0, 0) = 0. By equation 2.28
the vector potential is then given by
A(z, t) = Ax(z, t)xˆ =
E0
ω0
cos(ω0t− k0z)xˆ (2.32)
Equation 2.30 then splits trivially into components as
dpx
dt
= e
dAx
dt
(2.33)
dpy
dt
= 0 (2.34)
dpz
dt
= −evx∂Ax
∂z
(2.35)
Specifying a zero initial velocity and using the relativistic momentum formula |p|2 =
(γ2 − 1)m2ec2, equation 2.33 yields
p(z, t) =
￿
eAx(z, t), 0,
￿
(γ2 − 1)m2ec2 − e2A2x(z, t)
￿
(2.36)
We now seek to eliminate γ from pz. Equating the power received by the electron at a
given time as calculated by (i) the Lorentz force of equation 2.26 and (ii) the relativistic
energy E = γmec2, we find
mec
2dγ
dt
= −eE · v = evx∂Ax
∂t
(2.37)
Subtracting equation 2.37 from 2.35 multiplied by c then yields
c
dpz
dt
−mec2dγ
dt
= evx
￿
∂Ax
∂t
− c∂Ax
∂z
￿
= 0 (2.38)
which vanishes by equation 2.32 and integrates to provide γ
γ =
pz
mec
+ α (2.39)
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where α is a constant of integration related to the initial velocity along the z−axis, vz0,
which in turn depends upon our choice of reference frame.
Substituting equation 2.39 into 2.36 and solving for pz gives finally
p(z, t) = γmev(z, t) =
￿
eAx(z, t), 0,
1
2α
￿
e2A2x(z, t)
mec
+mec(1− α2)
￿￿
(2.40)
To remove the Lorentz prefactor and find the position equations for the electron
trajectories we introduce the Proper Time, t￿ = t− z/c. Hence
γv = γ
dx
dt
= γ
dt￿
dt
dx
dt￿
= γ
￿
1− vz
c
￿ dx
dt￿
= α
dx
dt￿
(2.41)
where the last equality arises from equation 2.39. We thus find
v(t￿) =
￿
eAx(t￿)
αme
, 0,
1
2α2
￿
e2A2x(t￿)
m2ec
+ c(1− α2)
￿￿
=
￿
βc
α
cos(ω0t￿), 0,
1
2α2
￿
β2c
2
￿
1 + cos(2ω0t￿)
￿
+ c(1− α2)
￿￿
(2.42)
where we define β = eE0mecω0 for convenience.
Recall now that the constant α depends on the choice of reference frame, specifically
on its velocity in the z−direction. Of particular interest are two reference frames: (i) the
laboratory (L) frame, where if we also set pz to be initially zero then by equation 2.39,
α = 1 and (ii) the electron’s average-rest (R) frame, i.e. ￿pz￿ = 0, where by equation
2.40
α = αR =
￿
1 +
1
2
β2 (2.43)
We see that along the polarisation axis of the laser field, xˆ, a free electron will
experience an oscillatory or ‘wiggle’ motion at the fundamental frequency of the laser
field, ω0. This can be characterised by the so-called Ponderomotive Potential, Up, which
is the cycle-average kinetic energy along this axis. It is given in the L frame by
Up = ￿Ek￿ = (￿γ￿ − 1)mec2 = e
2E20
2meω20
￿cos2(ω0t￿)￿ = e
2E20
4meω20
(2.44)
where equations 2.32, 2.39 and 2.40 have been used with α = 1. ￿ ￿ here denotes cycle-
averaging. The same result is found for the motion along xˆ the non-relativistic case, where
the magnetic component in neglected in equation 2.26. In this case Up fully characterises
the dynamics, since pz = 0 and the motion is solely oscillatory along xˆ.
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We may thus express the velocity vector in the L frame by
vL(t￿) =
￿
βc cos(ω0t￿), 0,
β2c
4
￿
1 + cos(2ω0t￿)
￿￿
(2.45)
and integrating over t￿ then yields the position in this frame as
xL(t￿) =
￿
β
k0
sin(ω0t￿), 0,
β2
8k0
￿
2ω0t￿ + sin(2ω0t￿)
￿￿
(2.46)
Along the propagation direction zˆ the electron motion is seen to become important
when β
2c
4 =
Up
mec
￿ 1 , corresponding to laser intensities I ￿ 1016Wcm−2 at typical
central frequencies. z(t￿) contains a linear term in t￿, known as the Electron Drift and
a smaller oscillating term, with frequency 2ω0. This oscillating term may be isolated in
the R frame where, by substituting equation 2.43 into 2.42, the velocity vector is given
as
vR(t￿) =
￿
βc
αR
cos(ω0t￿), 0,
β2c
4α2R
cos(2ω0t￿)
￿
(2.47)
where we still use as a shorthand Up of equation 2.44, although it no longer gives the
cycle-averaged kinetic energy in this frame. Integrating over t￿ then yields the position
vector in this frame
xR(t￿) =
￿
β
αRk0
sin(ω0t￿), 0,
β2
8α2Rk0
sin(2ω0t￿)
￿
(2.48)
The linear term vanishes along zˆ to leave only the second-harmonic, oscillating term, now
multiplied by an additional prefactor of α−2R . Due to the ω0,2ω0 relationship between the
xˆ and zˆ components, the electron describes a Figure-of-Eight trajectory in space, where
￿vR(t￿)￿ = ￿xR(t￿)￿ = 0. The x−component is also seen to diminish by a factor of α−1R
The normalised electron trajectories are plotted in figure 2.13. The L frametrajectory
over two cycles is shown in figure 2.13(a), where the electron drift is observed along zˆ and
oscillation along xˆ. Figure 2.13(b) shows the R frame where the figure-of-eight motion is
observed, with an amplitude of β2/ (8α2Rk0) along zˆ and β/ (αRk0) along xˆ. By equation
2.43 β/αR =
￿
β2/ (1 + 12β2) > 1 when β >
√
2 so for suﬃcient β the figure-of-eight will
broaden along zˆ faster than it lengths along xˆ.
Of interest to experimentalists is the observed Drift Velocity, vD, along the prop-
agation axis in the L frame. This is given by the cycle-averaged velocity, ￿dzLdt ￿, or
alternatively the velocity of the R frame with respect to the laboratory. dzdt reintroduces
the γ factor via equation 2.41, which we would like to avoid. We therefore most easily
calculate vD as the negative of the electron’s initial velocity in the R frame (recall that
v(z, t) is defined to be initially zero in the L frame). By equation 2.39, the constant
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Figure 2.13: Relativistic electron trajectories in the (a) lab frame, showing the electron drift and
(b) average-rest frame, where the figure-of-eight motion is observed.
α = γ(1− vz/c) and as vx is also initially zero in the R frame
α2 =
1
1− vz(0)2c2
￿
1− vz(0)
c
￿2
=
1− vz(0)c
1 + vz(0)c
(2.49)
By equating to equation 2.43 and rearranging for vz(0) we then find
vD = −vz(0) = β
2c
β2 + 4
(2.50)
We now briefly consider the emitted radiation due to the accelerated electron in the
laser field. In the R frame the electron dynamics are purely harmonic, oscillating at
ω0 along zˆ and 2ω0 along xˆ, as seen from equations 2.47 and 2.48. This results in a
radiative spectrum which is also harmonic in ω0. The average power per unit solid angle,
Ω, radiated into the nth harmonic is then expressed as [27]
dP (n)R
dΩR
=
e2n2ω40
8π3c3
￿￿￿￿￿
￿ 2π
ω0
0
nˆ× (nˆ× vR(t￿))einω0(t￿− 1c nˆ·rR(t￿))dt￿
￿￿￿￿￿
2
(2.51)
Although the electron dynamics contain only ω0, 2ω0 components, the radiation emitted
in the R frame will contain all the harmonics, however. This is due to the Retarded Time
factor 1c nˆ · rR(t￿) in the exponent of equation 2.51. Here nˆ is the unit vector from the
origin to the observer.
In the L frame the motion is not purely harmonic, however, containing also the drift
component, as seen from equations 2.45 and 2.46. By Lorentz transforming from the R
to L frame (at a relative velocity −vD), we find the average power per unit solid angle in
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the L frame as [28]
dPL
dΩL
=
(1 + 12β
2)2
(1 + 12β2 sin
2(12θL))4
∞￿
n=1
dP (n)R
dΩR
(2.52)
where θL is the angle of the observer from the propagation direction zˆ. This results in
a spectrum which is not purely harmonic. While in the R frame, ω(n)R = nω0, we see in
the L frame frequency shifts at harmonics of ω0 according to
ω(n)L =
nω0
1 + 12β2 sin
2(12θL)
(2.53)
with the n = 1 shift commonly known as the Intensity-Dependent Shift. Equation 2.53
shows that any frequencies ωR > ω0 may be radiated in this frame, each corresponding
to an appropriate n and θL. Furthermore, we also see that while for β ∼ 1 the angle of
radiation may be broad, β ￿ 1 results in emission tightly confined along zˆ.
This section has given a brief overview of electron dynamics and radiative emission at
relativistic intensities. Fortunately, in this thesis we will only consider intensities well be-
low those where relativistic eﬀects become important and so we may ignore the magnetic
term of equation 2.26 and consider only electron motion along the laser polarisation axis.
At this limit the drift velocity is zero and R and L frames coincide. Furthermore, for an
observer far from the electron, the retarded time factor of equation 2.51 will be constant,
resulting in the emission of only photons of frequency ω0, coherent with the laser pho-
tons. As will be explained in Chapter 4, in our simulations the free electrons, and thus
the photons they emit, will be greatly outnumbered by the photons of the high-intensity
laser field and so they may be safely neglected.
2.5 Nonlinear optics
The response of bound electrons to incident laser radiation is determined by the intensity
and frequency of that radiation. At low intensities, where the laser field is much weaker
than the atomic Coulomb field, the atomic quantum states are only slightly perturbed
under nonresonant conditions, manifesting itself as the AC-Stark shift [29]. Here the
ground state wavefunction remains on the order of the Bohr radius, a0, and interactions
are well described by perturbative methods.
When the laser field strength is comparable to the Coulomb field experienced by the
outermost bound electrons, there is a significant probability that an electron can escape
via tunnelling or over-the-barrier ionisation. The atomic polarisation response from this
ionisation is nonlinear whilst the electron remains close to its parent ion. The electron
wavepacket will then undergo quiver motion as described in §2.4. Electron displacement
arising from this motion may be greater than a0 by several orders of magnitude.
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2.5.1 Atomic ionisation
Consider a simple Coulomb potential with an incident laser field. The oscillating laser
field will distort the potential according to
V (t) = − e
4π￿0|r| − eE(t) · r (2.54)
Away from the core, V (t) is approximately linear and oscillates between a maximum
positive gradient of +eE0 and negative gradient −eE0 every half-cycle of the laser field.
A schematic of this distorted potential is shown in figure 2.14, where we have taken a
cut along ￿ˆ = xˆ
Figure 2.14: Schematic of a Coulomb potential distorted by an incident laser field. The potential
along the laser polarisation axis will oscillate between the solid and dashed red lines, deviating
from the blue line showing the undisturbed potential
This oscillation of the binding potential has two important consequences for the bound
electrons. Firstly, as the walls of the potential oscillate back and forth, energy may
transferred to a bound electron. In such a way the electron is heated within the classically
allowed potential well, increasing its energy with the absorption of each consecutive
photon from the field. It may finally acquire suﬃcient energy to escape from the core,
at which point it ionises. This ‘vertical ionisation channel’ is a classical analogue of
Multiphoton Ionisation (MPI), a schematic of which is shown in figure 2.15(a)
The second eﬀect of the oscillating potential is that finite potential barriers are formed,
with the width of the barrier scaling as E(t)−1. A bound electron thus has a finite
probability to tunnel through the barrier, which is greatest when |E(t)| = E0. This is
‘horizontal channel’ represents an entirely quantum process. A schematic of such Tunnel
Ionisation is shown in figure 2.15(b).
Naively we might expect that tunnelling will always dominate at high field intensities,
while MPI only contributes at low intensities where tunnelling is negligible. However, it
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Figure 2.15: Schematics of (a) MPI, where the electron is ‘vertically heated’ by the oscillating
potential within the classically allowed potential well and (b) tunnelling ionisation, where the
electron may tunnel horizontally through the finite potential barrier. For a fixed field frequency,
MPI will dominate for low intensities and tunnelling for high intensities, as dictated by the
Keldysh parameter of §2.5.2.
is not so simple as this. Furthermore, we must consider what happens at intermediate
intensities when ionisation may possess characteristics of both mechanisms. To properly
determine when each of these two channels contribute or dominate ionisation of the
neutral atom we will refer to Keldysh theory.
2.5.2 The Keldysh parameter
In 1965 Keldysh derived a general formula for atomic ionisation probability as [30]
Γ = Aω0
￿
Ip
￿ω0
￿ 3
2
￿
γ2
1 + γ2
￿ 5
4
S
￿
γ,
I˜p
￿ω0
￿
e
− 2I˜p￿ω0
 
sinh−1 γ− γ(1+γ2)
1
2
1+2γ2
!
(2.55)
where A is a numerical coeﬃcient ∼ 1 and ￿ω0 is the photon energy for central frequency
ω0. S(γ, I˜p/￿ω0) is a relatively slowly-varying function describing the structure of the
absorption spectrum of the atom. Ip represents the unperturbed ionisation potential of
the bound state and I˜p = Ip + Up the eﬀective ionisation potential under the incident
radiation. As far as we are concerned, however, the most interesting aspect is the emer-
gence of the factor γ during Keldysh’s derivation. This is a combination of properties of
the bound state and laser field and is given by
γ =
ω0
￿
2meIp
eE0
=
￿
Ip
2Up
(2.56)
where we use the ponderomotive potential, Up of equation 2.44.
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For weak fields and high frequencies, γ ￿ 1 and Γ takes a form corresponding to a
multiphoton absorption process, with equation 2.55 reducing to
Γ = Aω0
￿
Ip
￿ω0
￿ 3
2
￿
1
4γ2
￿I˜p￿ω0+1
Φ
￿2￿ I˜p￿ω0 + 1
￿
− 2I˜p￿ω0
￿ 1
2
 e2— I˜p￿ω0+1￿− I˜p￿ω0 “1+ 1γ2 ”
(2.57)
Here ￿·￿ denotes the integer part of the argument and the function Φ(z) is defined as
Φ(z) =
￿
0
ey
2−z2dy (2.58)
Conversely, for strong fields and low frequencies, γ ￿ 1 and Γ reduces to the formula
for tunnelling, specifically
Γ = 2−
5
4
￿
3πIpω0
￿γ e
− 4Ipγ3￿ω0 (1−
1
10γ
2) (2.59)
The two ionisation processes described in §2.5.1 are thus seen to be limits of equation
2.55.
We may ask the question: what is the physical meaning of γ? First we consider the
tunnelling time, τ , defined in this case as the time it would take a classical electron to
tunnel through the barrier if permitted. We wish to examine whether the timescale on
which this occurs relative to the laser period and specifically whether we may view the
field as constant during the tunnelling.
For a short range potential suﬃciently distorted by a slowly changing electric field the
barrier may be viewed as triangular. Close to the peak of the field a tunnelling electron
then possesses a velocity v(t) ≈ vmax− emeE0t, where vmax = v(0) =
￿
2Ip
me
is the velocity
upon entering the barrier. Assuming that upon leaving v(τ) = 0 then
τ =
vmax￿
eE0
me
￿ = ￿2meIp
eE0
(2.60)
The phase accumulated by the slowly changing field during this time is then
ω0τ = ω0
￿
2meIp
eE0
= γ (2.61)
γ is then seen to be a measure of whether we can view the barrier as quasi-static on
the scale of a laser cycle. When γ ￿ 1, the laser field is essentially unchanged during the
tunnelling. The quasi-static barrier is favourable to tunnelling via the horizontal channel,
which will have a maximum rate at the field maxima |E(t)| = E0. Furthermore, on the
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timescale of tunnelling the heating of the bound electrons via the vertical channel will
then be negligible. Tunnelling will therefore dominate in this regime, which corresponds
to I ≥ 1015Wcm−2 at λ = 800 nm.
For γ ￿ 1 the field will oscillate between extrema during the characteristic tunnelling
time. The barrier may thus become infinite again before the electron can escape and so
ionisation via tunnelling is negligible in this case. Conversely, the rapid oscillation of the
potential well is favourable for heating of the bound electrons via the vertical channel.
MPI is thus the dominant mechanism in this regime, corresponding to I ≤ 1013Wcm−2
at λ = 800 nm.
The case where γ ∼ 1 is more subtle. Here tunnelling may occur but we cannot view
the barrier as stationary. An electron which begins tunnelling at |E(t)| = E0 will see
the barrier noticeably lengthen before it can escape. As the barrier shifts, the electron
underneath it will be heated via the vertical channel while within the classically forbidden
region. As the electron absorbs energy the barrier will narrow and tunnelling via the
horizontal channel becomes easier. The two channels are thus mixed in this regime. By
increasing γ we see a smooth transition from dominance of the horizontal channel at low
γ to dominance of the horizontal channel at high γ. Roughly speaking, γ < 1 is thus
known as the tunnelling regime and γ > 1 the MPI regime. However, typical intensities
of I ∼ 1014Wcm−2 at λ = 800 nm will result in ionisation via this mixing of channels.
We will now examine the limits of MPI and tunnelling ionisation in a little more
detail.
2.5.3 Perturbation theory
The concept of MPI was first proposed in 1931 when Go¨ppert-Meyer predicted that atoms
could be excited through the absorption of two photons [31]. This was not observed
experimentally, however, until 1950 [32], due to the low cross sections, which require a
much higher intensity of radiation. The production of suﬃcient intensities at optical
frequencies required a further decade for the invention of the laser [4].
An extremely useful tool in describing the process of multiphoton ionisation at low to
moderate intensities is perturbation theory. This treats the Hamiltonian of the system
as comprised as a time-independent portion, H0, and a time-dependent perturbation
operator, V (t), giving,
H(t) = H0 + λV (t), where 0 ≤ λ ≤ 1. (2.62)
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The wavefunction of the perturbed system is described in terms of eigenstates of H0,
|Ψ(t)￿ =
￿
k
ck(t)e−i
Ek
￿ t|φk￿ (2.63)
and if the coeﬃcients, ck(t), are expanded as a power series of λ, i.e.,
ck(t) = c
(0)
k + λc
(1)
k + λ
2c(2)k + . . . (2.64)
then we obtain, upon substitution into the time-dependent Schro¨dinger equation and
projection onto ￿φn|
i￿ ∂
∂t
(c(0)n + λc
(1)
n + . . . ) = λ
￿
k
(c(0)k + λc
(1)
k + . . . )￿φn|V (t)|φk￿eiωnkt (2.65)
where ωnk =
(En−Ek)
￿ . Equating powers of λ, the j
th-order correction is given by
i￿∂c
(j)
n
∂t
=
￿
k
c(j−1)k ￿φn|V (t)|φk￿eiωnkt (2.66)
with ∂c
(0)
n
∂t = 0. Each ￿φn|V (t)|φk￿ term describes a single photon transition, and thus a
jth-order correction corresponds to a transition involving j photons, via j−1 intermediate
states. A jth-order absorption process will have contributions from interaction pathways
involving > j photons, but these are neglected in Lowest-Order Perturbation Theory
(LOPT) in favour of the lowest non-vanishing terms. This approximation is usually valid
as such terms typically dominate.
In the length gauge, the dipole contribution to the potential due to a monochromatic,
linearly polarised electric field takes the form
V (t) = eE0 cos(ω0t) r · ￿ˆ (2.67)
which, under resonant conditions, ∆ω = ω − |ωnk| = 0, leads to a first-order transition
rate of
∂|c(1)n |2
∂t
∝ E20 |Dnk|2 (2.68)
where for the |φk￿ → |φn￿ transition, Dnk = ￿φn|er · ￿ˆ|φk￿ represents the component of
the dipole moment parallel to the electric field. For oﬀ-resonance, ∆ω ￿= 0, the first-order
transition rate decays to zero for large t, yet transitions can occur via intermediate states,
represented by higher-order corrections. Such multiphoton interactions have much lower
transition probabilities than for single-photon cases, with the jth-order transition rate
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taking the form
∂|c(j)n |2
∂t
∝ E2j0
￿￿￿￿￿￿
￿
i1,...,ij−1
Dnij−1 . . .Di1k
((j − 1)ω − ωij−1k) . . . (ω − ωi1k)
￿￿￿￿￿￿
2
(2.69)
summed over all possible (j − 1) intermediate states |φi1￿, . . . , |φij−1￿ [33]. From this, we
obtain the perturbative multiphoton n-photon ionisation rate, Γn,
Γn = σnIn, (2.70)
where n is the minimum number of photons required for ionisation, σn is the generalised
n-photon cross-section, and I is the intensity of the incident radiation. This prediction
of a highly nonlinear response holds up very well experimentally: it has verified up to
n = 22 for MPI of atomic helium irradiated at I = 1013Wcm−2, λ = 1064 nm [34].
Equation 2.70 breaks down, however, at the so-called saturation intensity, IS [35]. Here
a population depletion is experienced: for a given pulse duration, IS corresponds to the
intensity which ionises all of the atoms present and thus above which no further ionisation
may occur.
The use of perturbation theory to describe MPI is only valid for low to moderate
intensities, where the electric field amplitude is significantly weaker than the atomic
Coulomb potential at the outermost bound electronic states. As the field amplitude
begins to become significant, atomic eigenstates can no longer be considered unperturbed
and shift in a dynamic fashion due to their strong coupling with the laser field. This is
the AC-Stark Shift, an eﬀect which is absent in LOPT, but can be included by partially
summing higher-order terms [36]. The intensity regime where LOPT fully describes the
ionisation process can be described by the so-called Reiss Parameter, zR, which is the
ratio of the ponderomotive energy to the frequency of the field [37]. When
zR =
Up
ω0
< 1 (2.71)
we may apply LOPT. We next consider what happens when this criterion does not hold.
2.5.4 Above threshold ionisation
In the regime where zR > 1, multiphoton absorption processes via interaction pathways
involving more than the minimum number of photons become possible. The number of
excess photons which may be utilised is bounded above by zR and MPI via such channels
is known as Above-Threshold Ionisation (ATI). Its observation by Agostini et al in 1971
[38] marked the first disagreements with LOPT. Addition of higher-order terms were
2.5. Nonlinear optics 47
required to describe ATI [39], leading to an extension of equation 2.70 as follows
Γn+s = σn+sIn+s, (2.72)
where s is the number of excess photons absorbed beyond the minimum n. The photo-
electron energy is simply an extension of Einstein’s photoelectric eﬀect formula
E = (n+ s)￿ω − IP , (2.73)
where IP is the ionisation potential of the atoms or molecules exposed to the incident
photons.
Although equations 2.72 and 2.73 hold well for low intensities, upwards of∼ 1013Wcm−2
photoelectron spectra exhibit ATI peaks no longer following the power law of equation
2.72. Suppression of lower-order peaks is observed, and higher-order peaks become just
as important. Figure 2.16 shows the transition from perturbative to non-perturbative
ATI spectra when pulse energy was increased from 3.4mJ to 6.8mJ [40]. This break-
down of perturbation theory arises due to a diverging series of corrective terms at these
intensities.
Figure 2.16: Photoelectron spectra showing ATI peaks with ￿ω separation at pulse energies
ranging from 3.4mJ to 6.8mJ. Evidence of non-perturbative growth of higher-order peaks and
peak suppression is seen; reproduced from [40].
The suppression of low-order ATI peaks observed in figure 2.16 is explained by the
aforementioned AC-Stark shifts. In section §2.4 we discussed the behaviour of a free elec-
tron in a laser field. Bound electrons are similarly aﬀected by the field to a degree scaling
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inversely with their binding energy, which in turn receives a corresponding energy shift.
While the innermost bound states only acquire small shifts, the Rydberg and continua
states are strongly aﬀected and the ionisation potential is correspondingly increased by
≈ UP .
For suﬃcient intensities, this shift will prohibit ionisation through low-order channels.
While this may be the case near the peak of the pulse, however, such intensities will not
be reached at the rising and trailing edges and so these channels will not be closed for the
entire pulse duration. The corresponding ATI peaks will therefore only diminish, rather
than completely vanish. In this case equation 2.73 is then extended to
E = (n+ s)￿ω − (IP + UP ) (2.74)
The time taken for photoelectrons to leave the laser focus is typically ∼ 10 ps. For pulses
significantly longer than this, the energy of the emitted electrons is still in agreement with
equation 2.73, as they acquire an additional energy equal to UP in leaving the laser focus
due to a potential −∇UP caused by laser inhomogeneity. This ensures the measured
photoelectron peaks are fixed at the same energy regardless of incident laser intensity.
For sub-ps pulses, however, the pulse elapses before this energy can be fully absorbed
resulting in a shift to lower energies.
At higher intensities, further structure can be seen in the ATI spectrum. In 1993
Yang et al observed rings of high energy photoelectrons 45◦ oﬀ the polarisation axis [41],
and in 1994 Paulus observed a high-energy plateau in the ATI spectra and linked this to
the angular momentum distribution of outgoing photoelectrons [42]. These features were
explained as elastic recollisions into the continuum by returning electrons, rather than
re-absorption, with the potential for the electron to acquire a greatly increased energy,
up to a maximum of 10UP [43].
2.5.5 Keldysh-Fraisal-Reiss theory
Upon entering into the non-perturbative regime, we may turn to an approach developed
principally by Keldysh (in the length gauge) [30], and Faisal and Reiss (in the velocity
gauge) [44, 37]. Collectively this approach has come to be known as the Keldysh-Faisal-
Reiss Method. It is based upon replacing the final state in the time-dependent transition
(S-)matrix by a Volkov State [45]. This a plane wave state describing the interaction of
the outgoing electron with the laser field.
We will give a brief overview of this theory within the length gauge following the
arguments of [46, 47]. Consider an initial bound state |ψ0(r, t￿)￿ of an atomic potential
V (r). After some time t > t￿ a laser pulse E(t) arrives and the Hamiltonian of the system
2.5. Nonlinear optics 49
in the length gauge is then
Hˆ(r, t) = −1
2
∇2 +E(t) · rˆ + Vˆ (r) (2.75)
where the dipole approximation is taken and we use atomic units (a.u.). The correspond-
ing time-evolution operator is
Uˆ(t, t￿) = Tˆ e−i
R t
t￿ Hˆ(t
￿￿)dt￿￿ (2.76)
where Tˆ represents the time-ordering operator and we drop the spatial dependency labels
for brevity.
Uˆ(t, t￿) satisfies the Dyson equation and so may be expressed as
Uˆ(t, t￿) = Uˆ0(t, t￿)− i
￿ t
t￿
Uˆ(t, t￿￿)HˆI(t￿￿)Uˆ0(t￿￿, t￿)dt￿￿ (2.77)
where HˆI = E(t) · rˆ is the interaction Hamiltonian and Uˆ0(t, t￿) is the time-evolution
operator of the field-free Hamiltonian Hˆ0(t) = −12∇2 + Vˆ (t). The system thus evolves
from |ψ0(t￿)￿ as
|Ψ(t)￿ = lim
t￿→−∞
Uˆ(t, t￿)
￿￿ψ0(t￿)￿
= |ψ0(t)￿ − i
￿ t
−∞
Uˆ(t, t￿￿)HˆI(t￿￿)
￿￿ψ0(t￿￿)￿ dt￿￿ (2.78)
Let |ψp(t)￿ now represent a continuum state of asymptotic momentum p. The prob-
ability amplitude for ionisation from |ψ0￿ to |ψp￿ is then given by equation 2.78 as
Mp(t) = lim
t￿→−∞
￿ψp(t)| Uˆ(t, t￿)
￿￿ψ0(t￿)￿
= −i
￿ t
−∞
￿ψp(t)| Uˆ(t, t￿￿)HˆI(t￿￿)
￿￿ψ0(t￿￿)￿ dt￿￿ (2.79)
Although this equation is not solvable we may proceed by taking the Strong-Field
Approximation (SFA) [30]. This splits the ionisation process into two separate regimes.
Before ionisation the bound electron state evolves solely according to Hˆ0 as a(t) |ψ0￿ eiIpt,
where a(t) represents population, and ignoring any preceding eﬀects of the field. Con-
versely, after ionisation the binding potential is ignored and the electron evolves solely
according to the free Hamiltonian HˆF = −12∇2+E(t)·rˆ. See §3.3.4 for further application
of the SFA.
By invoking the SFA we may replace Uˆ in equation 2.79 by UˆF , the time-evolution
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operator corresponding to HˆF . UˆF may be expressed as its eigenstate decomposition
UˆF (t, t￿) =
￿
p
￿￿χp(t)￿￿χp(t￿)￿￿d3p (2.80)
The eigenstates |χp￿ are known as Volkov states, expressed within the length gauge in
terms of canonical momentum p(t) and vector potential A(t) as
|χp(t)￿ = |p+A(t)￿ e−iSp(t) (2.81)
where |k￿ is a plane wave state, such that
￿r |k￿ = 1
(2π)
3
2
eik·r (2.82)
Here Sp(t) is the classical action given by
Sp(t) =
1
2
￿ t
−∞
￿
p+A(t￿￿)
￿2
dt￿￿ (2.83)
In this approximation equation 2.79 may therefore be rewritten as
Mp(t) = −i
￿ t
−∞
￿χp(t)| UˆF (t, t￿)HˆI(t￿)
￿￿ψ0(t￿)￿ a(t￿)dt￿
= −i
￿ t
−∞
￿
χp(t￿)
￿￿E(t￿) · rˆ |ψ0￿ a(t￿)eiIpt￿dt￿
= −i
￿ t
−∞
￿
p+A(t￿)
￿￿E(t￿) · rˆ |ψ0￿ a(t￿)ei(Ipt￿+Sp(t￿))dt￿ (2.84)
where we have dropped the double-prime notation for clarity. This final expression gives
the KFR ionisation amplitude which we will use in our discussion of the SFA model of
High Harmonic Generation in §3.3.4.
2.5.6 Perelomov-Popov-Terent’ev theory
An alternate approach was developed by Perelomov, Popov and Terent’ev over the course
of three papers published in the mid-1960’s [48, 49, 50]. These authors calculated the
exact form of the prefactor of Keldysh’s ionisation probability via the Imaginary Time
Method and also introduced a corrective term assuming a Coulomb potential. We may
use their work to provide an expression for the time-dependent ionisation rate, vital to
our later calculations. Following the arguments of their papers we give a brief overview
of the major results of so-called Perelomov-Popov-Terent’ev (PPT) Theory.
We consider a bound state |ψ￿ with ionisation potential Ip and characteristic mo-
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mentum κ = (2Ip)
1
2 , in the presence of an oscillating electric field E(t). Recalling the
notation of §2.5.5 and again only explicitly denoting temporal dependencies, Uˆ satisfies
the Dyson equation (c.f. equation 2.77)
Uˆ(t, t￿) = UˆF (t, t￿)− i
￿ t
t￿
UˆF (t, t￿￿)V Uˆ(t￿￿, t￿)dt￿￿ (2.85)
The exact wavefunction |Ψ(r, t)￿ is then given by
|Ψ(t)￿ = lim
t￿→−∞
Uˆ(t, t￿)
￿￿ψ(t￿)￿
= −i
￿ t
−∞
UˆF (t, t￿￿)V
￿￿ψ(t￿￿)￿ dt￿￿ (2.86)
The UˆF |ψ￿ vanishes in the limit t￿ → −∞ as the eigenstates of UˆF are the Volkov
continuum states [46].
When E0 ￿ κ3 we may assume that the ground state is unperturbed by the laser
field. We thus approximate |ψ(t￿)￿ by |ψ0(t￿)￿ = |ψ0￿ eiIpt￿ , an eigenstate of Hˆ0. If we
also take the quasiclassical approximation, then
UˆF (t, t￿) ∼ eiS(t,t￿) (2.87)
where S(t, t￿) is the classical action. Equation 2.86 then becomes
|Ψ(t)￿ ∼ eiIpt
￿ t
−∞
eiS˜(t,t
￿￿)V |ψ0￿ dt￿￿ (2.88)
with S˜(t, t￿) = S(t, t￿) − Ip(t − t￿) =
￿ t
t￿ L(t￿￿) − Ip dt￿￿ denoting the so-called contracted
action and L the Lagrangian.
When ω ￿ Ip the exponential in equation 2.88 is rapidly oscillating and so the
temporal integral is dominated by the saddle-point t0, representing the moment the
electron enters the barrier,
|Ψ(t)￿ ∼ ei(S˜(t,t￿)+Ipt) (2.89)
To exponential accuracy the ionisation probability, w, averaged across one cycle of the
laser field is then given by
w ∼ lim
t→∞ |Ψ(t)|
2 ∼ e−2Im[S˜(t,t0)] (2.90)
We consider now the classical trajectory of the electron during ionisation through a
potential barrier formed by the incident field E(t) = E(t)xˆ, where E(t) = E0 cos(ω0t).
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much faster than 1r [49]. In this case we may treat the motion through the barrier as
occurring under the influence of only the laser field, neglecting further eﬀects of the core.
Aligning the temporal axis such that the origin coincides with the moment the electron
exits the barrier, the Newtonian dynamics while under the barrier are determined along
the polarisation axis as
x¨(t) = −E0 cos(ω0t) (2.91)
x˙(t) = px − E0
ω0
sin(ω0t) (2.92)
x(t) = px(t− t0) + E0
ω20
(cos(ω0t)− cos(ω0t0)) (2.93)
where px denotes the electron’s initial momentum along xˆ. It is important to note that
during tunnelling the electron is in imaginary time. Energy conservation demands the
initial condition
x˙(t0) = iκ￿ = i(κ2 + p2⊥)
1
2 (2.94)
where p⊥ denotes the transverse momentum. By equation 2.90 the ionisation probability
is maximised when Im[S˜] is minimum. Since in this case
S˜(t, t0) =
￿ t
t0
￿
1
2
x˙(t￿)2 − E0 cos(ω0t￿)x(t￿)− Ip
￿
dt￿ (2.95)
we see that Im[S˜] is minimised when px = p⊥ = 0. Equating equations 2.92 and 2.94 for
these values then yields
sin(ω0t0) = − iω0κ
E0
= −iγ (2.96)
where γ is the Keldysh parameter of equation 2.56.
We now transform into real time τ = it, such that −τ0 ≤ τ ≤ 0. Then from equations
2.96, 2.92 and 2.93
ω0τ0 = sinh−1 γ (2.97)
dx
dτ
=
E0
ω0
sinh(ω0τ) (2.98)
x(τ) =
E0
ω20
(cosh(ω0τ)− cosh(ω0τ0)) (2.99)
Since the action is purely real after the electron emerges from the barrier at t = 0
then Im[S˜(t > 0, t0)] = Im[S˜(0, t0)]. It is therefore suﬃcient to find S˜(0, t0) via equations
2.5. Nonlinear optics 53
2.56, 2.95 and 2.97-2.99 as
S˜(0, t0) =
￿ 0
t0
￿
E20
2ω20
sin2(ω0t￿)− E
2
0
ω20
cos(ω0t￿)(cos(ω0t￿)− cos(ω0t0))− Ip
￿
dt￿
=
￿ 0
t0
￿−(Ip + Up)− 3Up cos(2ω0t￿) + 4Up cos(ω0t￿) cos(ω0t0)￿ dt￿
= −i
￿ 0
−τ0
(−(Ip + Up)− 3Up cosh(2ω0τ) + 4Up cosh(ω0τ) cosh(ω0τ0)) dτ
= i
￿
(Ip + Up)τ0 − Up
ω0
sinh(ω0τ) cosh(ω0τ)
￿
= i
Ip
ω0
￿
(1 +
1
2γ2
) sinh−1 γ −
￿
1 + γ2
2γ
￿
(2.100)
From equation 2.90 the ionisation probability for a delta potential is then given to expo-
nential accuracy as
w ∼ e−2
Ip
ω0
„
(1+ 1
2γ2
) sinh−1 γ−
√
1+γ2
2γ
«
(2.101)
We will now consider a more realistic Coulomb model for the binding potential and
derive a corrective term for the ionisation probability [50]. In the region where κr ￿ 1,
the Coulomb potential V (r) ∼ qr and |V (r)|￿ 1. If q is the charge of the core and r the
radial distance, then in the region where κr ￿ 1, the Coulomb potential V (r) ≈ − qr and
|V (r)| ￿ 1. We may therefore treat the Coulomb potential perturbatively and express
the contracted action as
S˜C(t0, 0) = S˜(t0, 0) + δS˜ =
￿ 0
t0
￿
1
2
x˙(t￿)2 − V (x, t￿)− Ip
￿
dt￿ (2.102)
where S˜(t0, 0) is the previously calculated value for the delta potential, δS˜ the Coulomb
correction and
V (x, t) = E0 cos(ω0t)x(t) + δV (x)
δV (x) ≈ − q
x
for κx￿ 1 (2.103)
When the perturbing potential δV (r) is small along the entire classical trajectory we
may express
δS˜ = −
￿ 0
t0
δV (x(t))dt (2.104)
where x(t) is the unperturbed trajectory (δV = 0). While this applies for κr ￿ 1, for
κ ￿ 1 it does not hold and so we introduce x1 = x(t1) such that 1￿ κx1 ￿ κx0, where
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x0 = |x(0)| is the dynamic width of the barrier. For our linearly polarised field
x0 =
E0
ω20
|1− cos(ωt0)| = 2Ip
E0
1
1 +
￿
1 + γ2
(2.105)
Within this region the binding potential is already small but the laser field may be
neglected. The wavefunction may therefore be approximated by the asymptotic wave-
function of the free atom
Ψ(r) ∼ Cn￿lκ3/2(κr)q/κ−1e−κr ∼ 1r e
−2Im[S˜C ] (2.106)
by equation 2.101. Comparing these two expressions gives
Im[S˜C ] = κr − qκ ln(κr) (2.107)
and so we may split the tunnel process about t1 as
δS˜ = −i q
κ
ln(κr)−
￿ 0
t1
δV (x(t))dt (2.108)
where we have used the fact that for t < t1, δS˜ is purely imaginary and Im[S˜] = κr.
For a Coulomb perturbation the integral of equation 2.108 may be calculated exactly
as ￿ 0
t1
δV (x(t))dt = i
q
κ
ln
￿
tanh(12ω0τ1) + tanh(
1
2ω0τ0)
tanh(12ω0τ1)− tanh(12ω0τ0)
￿
(2.109)
and so by equations 2.97 and 2.109
δS˜ = −i q
κ
ln
￿
κx1
sinh
￿
1
2ω0(τ1 + τ0)
￿
sinh
￿
1
2ω0(τ1 − τ0)
￿￿ (2.110)
Since
lim
t→t0
κx(t) = κ
dx
dt
￿￿￿￿
t0
(t− t0) = κγE0
ω0
(τ − τ0) (2.111)
in the limit τ1 → τ0 we find
δS˜ = −i q
κ
ln
￿
κγE0
ω0
(τ1 − τ0) γ1
2ω0(τ1 − τ0)
￿
= −i q
κ
ln
￿
2κ3
E0
￿
(2.112)
This Coulomb correction may then be applied to the ionisation probability via equation
2.90. If we now explicitly include the prefactors, calculated analytically in reference [48],
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then from a bound state with quantum numbers l,m
wlm = Ip Am(γ,ω0)|Bn￿l|2Clm
￿
6
π
￿ 1
2
￿
2(2Ip)3/2
E0
￿2n￿−|m|− 32
e
−2 Ipω0
„
(1+ 1
2γ2
) sinh−1 γ−
√
1+γ2
2γ
«
(2.113)
where n￿ = qκ is the so-called eﬀective quantum number and |Bn￿l|2, Clm are coeﬃcents
describing the atomic state as
|Bn￿l|2 = 2
2n￿
n￿Γ(n￿ + l + 1)Γ(n￿ − l) (2.114)
Clm =
(2l + 1)(l + |m|)!
2|m||m|!(l − |m|)! (2.115)
Equation 2.114 was first proposed in terms of the Gamma function Γ(x) =
￿∞
0 t
x−1e−tdt
by Hartree in 1927 [51].
The ionisation probability of equation 2.113 holds for all values of γ. Unfortunately
it is diﬃcult to calculate due to the complicated function Am(γ,ω0) which depends on
properties of both the atomic state and laser field. In the strong tunnelling limit of
γ ￿ 1, Am(γ,ω0)→ 1, however, and so wlm simplifies as
wlm ≈ Ip |Bn￿l|2Clm
￿
6
π
￿1/2￿2(2Ip)3/2
E0
￿2n￿−|m|−3/2
e
−2 Ipω0 (
2
3γ− 115γ3) (2.116)
where the power series of sinh−1 γ,
￿
1 + γ2 within the exponential have been truncated
to the third power. This expression is the PPT Tunnelling Probability which gives the
ionisation probability across a laser cycle. We may use this to express the instantaneous
ionisation rate under the quasistatic approximation. This is done by replacing the field
amplitude E0 by the time-dependent absolute value |E(t)| and removing the averaging
factor (6π−1)1/2. If the exponential is truncated further to the first power in γ we arrive
at the PPT or ADK Tunnelling Rate
ΓQS(t) = Ip |Bn￿l|2Clm
￿
2(2Ip)3/2
|E(t)|
￿2n￿−|m|−1
e−
2(2Ip)
3/2
3|E(t)| (2.117)
where the ADK acronym refers to a famous 1986 paper by Ammosov, Delone and Krainov
[52]. Figure 2.17 plots the PPT/ADK-rate for a 3 cycle pulse of λ = 800 nm and I =
3 × 1014Wcm−2. As can be seen, it is peaked around the field maxima and drops oﬀ
quickly with the field envelope.
It is perhaps surprising that the general expression given in equation 2.113 also applies
in the multiphoton regime given that it was derived from a tunnelling perspective. For
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Figure 2.17: The PPT/ADK ionisation rate against time for a 3 cycle laser pulse of λ = 800 nm
and I = 3 × 1014Wcm−2. It is seen to be sharply peaked at the maxima of the laser field, also
plotted.
γ ￿ 1, sinh−1 → ln(2γ) and so in this limit the exponential tends to
e
−2 Ipω0 (ln(2γ)−
1
2) =
￿
1
2γ
￿ Ip
ω0
e
Ip
ω0 (2.118)
Since (in atomic units) Ipω0 represents the number of photons required to overcome the
ionisation potential, this suggests physically a multiphoton process. That we can obtain
this result for the MPI regime via tunnelling arguments further supports the intercon-
nectedness of the two ionisation channels as two aspects of the same mechanism.
For arbitrary γ a nonadiabatic expression was derived for the ionisation rate in 2001
by Yudin and Ivanov [53]. We may call this the Nonadiabatic Ionisation Rate, given as
ΓNA(t) = Ip Am(γ,ω0)|Bn￿l|2Clm
￿
3γ˜
γ
￿ 1
2
￿
2(2Ip)
3
2
E0H(t)
￿2n￿−|m|− 32
e
− (EoH(t))2
ω30
Φ(t)
(2.119)
where Am(γ,ω0) is reintroduced, H(t) is the pulse envelope function introduced in equa-
tion 2.8 and γ˜ =
￿
1 + γ2
￿|m|+ 32 (sinh−1 γ − γ√
1+γ2
). The function Φ(t) = Φ(γ(t), θ(t)) is
given by
Φ(t) =
￿
γ2(t) + sin2 θ(t) +
1
2
￿
ln c(t)− 3
￿
b(t)− a(t)
2
√
2
sin |θ(t)|−
￿
b(t) + a(t)
2
√
2
γ(t)
(2.120)
where γ(t) = γ/H(t) is the envelope-weighted Keldysh parameter and θ(t) = ω0t+φ0−nπ
is the instantaneous phase, with the integer n being chosen such that −π2 ≤ θ(t) ≤ π2 .
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The functions a, b, c are given by
a(t) = 1 + γ2(t)− sin2 θ(t) (2.121)
b(t) =
￿
a2(t) + 4γ2(t) sin2 θ(t) (2.122)
c(t) =
￿￿￿￿￿￿b(t) + a(t)
2
+ γ(t)
￿2
+
￿￿
b(t)− a(t)
2
+ sin |θ(t)|
￿2
(2.123)
Due to its simpler form we will typically revert to the quasistatic rate of equation
2.117 for our calculations and use equation 2.119 only when the results significantly diﬀer.
2.5.7 Over the barrier ionisation
As the field strength is increased yet further, the potential gradient becomes increasingly
negative, while the barrier becomes both shorter and narrower. At some point the peak
of the barrier will fall below the ionisation potential of the outermost electron, which is no
longer bound and rapidly ionises. This is known as Over-the-Barrier Ionisation (OTBI)
or Barrier-Suppression Ionisation (BSI), and occurs at intensities ∼ 1015Wcm−2. A
schematic of OTBI is shown in figure 2.18.
Figure 2.18: Schematic of OTBI: the Coulomb potential is so distorted by the laser field that the
highest-lying electronic state is no longer bound and rapidly ionises over the top of the potential
barrier (c.f. figure 2.15)
We can calculated the intensity at which OTBI first occurs with a simple classi-
cal calculation. Consider a spherically symmetric potential distorted by a strong time-
dependent field polarised along the x direction, which in atomic units takes the form
V (r, t) =
Z
r2
r+ E(t)x (2.124)
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where Z is the charge state of the ion (e.g. Z = 1 for singly-ionised atoms). By calculating
∇V we find the maximum of the distorted potential barrier (x > 0) lying at
rmax =
￿￿
Z
E(t)
, 0, 0
￿
(2.125)
Considering only the x-component, if we substitute this position back into equation 2.124
we find the maximum of the potential as
Vmax(t) = 2
￿
ZE(t) (2.126)
OTBI will occur when the energy of the outermost bound electron, −Ip, exceeds the
maximum potential energy, U = −Vmax, of an electron at rmax. Rearranging equation
2.126 for E(t) we then find by equation 2.11 that OTBI occurs at intensities
I > IOTBI =
cI4p
27πZ2
(2.127)
It is important to note that for high frequency fields the ionisation may pass directly
from MPI to OTBI without passing through the tunnelling regime. This is the case
when ω0 is such that γ ￿ 1 for I = IOTBI. From equations 2.56 and 2.127 this places the
following constraint on ω0,
ω0 ￿
1
2Z
￿
Ip
2
￿ 3
2
(2.128)
For the ground state of atomic hydrogen this corresponds to a laser wavelength of 730
nm.
2.6 Conclusion
In this chapter we first gave a short history of the development of intense, ultrashort laser
pulses and then a theoretical treatment of these pulses, emphasising the importance of
CEP. We next described the motion of a free-electron accelerated by such a pulse up to
relativistic velocities and finally detailed a number of nonlinear optical processes arising
from the interaction of an intense laser field with an atomic system.
Chapter 3
Single-Atom High Harmonic
Generation
3.1 Introduction
This chapter seeks to describe the physics of single-atom High-Order Harmonic Genera-
tion (HHG): the HHG response of a single atom to an applied laser field.
A bound electron which has been excited into a state |n￿ from an initial state |g￿
through the absorption of n laser photons may make a transition back into the state |g￿
by emission of a single photon of energy n￿ω, the nth harmonic of the driving laser field.
The dipole moment of this transition is given by
D(t) = ￿φg|er · ￿ˆ|φn￿e−i
(En−Eg)
￿ t = Dgne−inωt (3.1)
For a monoatomic gas, the integrand of equation 3.1 is anti-symmetric, and thus inte-
grates to zero, unless the angular momenta of the states |g￿ and |n￿ diﬀers by an odd
integer, satisfying the conservation of angular momentum selection rule. Only transitions
via an odd number of photons, corresponding to the generation of strictly odd harmon-
ics of the driving field are thus permitted. This was first observed as third harmonic
generation by New & Ward in 1967 [54].
LOPT gives the polarisation of the nth harmonic, neglecting resonances, as [55]
P (n)(ω) = En
￿
i1,...,in
DginDinin−1 . . .Di1g
(nω − ωgin) . . . (ω − ωi1g)
, (3.2)
which falls oﬀ quickly with increasing order, and although the bound transition moments
can be enhanced through resonance, the generation of higher orders inevitably requires
energies greater than the ionisation potential of the ground state, requiring transitions to
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take place via the continuum. In 1987, Shore & Knight predicted that an intense electric
field would cause a dressing of the continuum by distorting the density of states into a
series of ￿ω-spaced peaks [56]. The eﬀect of this was two-fold: firstly, to explain the ATI
spectra resonances previously observed, and secondly, to predict strong enhancements the
generation of high-order harmonics, later observed by McPherson et al [57]. Figure 3.1
illustrates the features characteristic of high harmonic spectra: a power-law decay with
increasing energy for the low harmonics, then an extended plateau region of relatively
constant intensity, before a sharp cut-oﬀ at the highest energies.
Figure 3.1: Example of a measured high harmonic spectrum, showing the power-law decay at low
order harmonics, plateau region and finally the cut-oﬀ region for higher orders; reproduced from
[58].
A conceptually simple explanation of this process was given by Corkum in 1993 as
the so-called Three-Step Model [59]. This semi-classical description proposes evolution
in three stages
1. Ionisation
Quasi-static tunnel-ionisation of a bound electron into the continuum close to the
peak of the laser field, after which the Coulomb potential is neglected with respect
to the dominant applied field.
2. Acceleration
The electron is then treated classically, assumed to be born stationary at its parent
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ion before being accelerated away under the action of the oscillating electric field
and then returning with a high kinetic energy.
3. Recollision & recombination
Portions of the returning electronic wavepacket passing close to the parent ion
will interfere with the bound wavepacket. This superposition of states results in
an oscillating expectation value of the dipole moment, which in turn generates a
corresponding electric field. Dependent on the phase of the field at the time of birth,
the electron may has acquired a high energy, leading to high frequency inference
and thus to high harmonics being generated. The process is, however, only weakly
dependent on the initial energy of the ionised electron and thus the intensity of the
emitted harmonics is roughly constant across the plateau region up to the cut-oﬀ,
calculated classically as Ec = IP + 3.17UP , where 3.17UP is the maximum kinetic
energy the electron can acquire classically whilst in the continuum [60]. Lewenstein
et al proposed a quantum mechanical correction to this well-known formula as
Ec = 1.32IP + 3.17UP (3.3)
where the additional factor of 1.32 arises when quantum tunnelling and diﬀusion
are taken into account [61].
This process is illustrated in figure 3.2.
Figure 3.2: The three-step model of high harmonic generation.
HHG has been implemented as a source of radiation in time-resolved spectroscopy
experiments, for example, Larsson et al used harmonics of both an 80 ps dye laser and
a Nd:YAG laser to measure the radiative lifetime of an excited He state to within 5%
accuracy [62].
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While HHG has proven an extremely useful tool, the same high intensities which oﬀer
such gains also cause various limitations. When the intensity is too large compared to the
atomic ionisation potential (e.g. I ￿ 3×1014Wcm−2 for argon where Ip = 15.76 eV), the
atom will be fully ionised before the peak of the laser pulse, reducing the observed HHG
signal. This will also be the case where the pulse duration is too large. As described
in §2.4, at intensities > 1016Wcm−2, the magnetic component (v × B) of the Lorentz
force becomes significant, giving the ionised electron a perpendicular acceleration and
reducing the wavefunction overlap upon recollision, in turn reducing harmonic emission.
For the same reason, yields rapidly decrease with increasing ellipticity of driving field.
This occurs at all intensities and is thus a much more pressing limitation for typical HHG
experiments.
3.2 Dipole radiation
As discussed in §2.4, an accelerating electron will emit electromagnetic radiation. As-
suming non-relativistic velocities, the radiated field seen by an observer at robs = rnˆ is
given by [27]
Er(t) = −e nˆ× (nˆ× a(t
￿))
c2r(t￿)
(3.4)
where if r is the electron position,
t￿ = t− 1
c
nˆ · r(t) (3.5)
denotes retarded time and
a(t) = D¨(t) = ∂
2
∂t2
￿Ψ(t)| rˆ |Ψ(t)￿ (3.6)
is the Dipole Acceleration of the electronic wavefunction |Ψ(t)￿.
The emitted radiation has a frequency spectrum given by its Fourier transform, i.e.
Eˆr(ω) =
1√
2π
￿ ∞
−∞
Er(t)e−iωtdt (3.7)
which contains both amplitude and phase information.
In HHG experiments it is the intensity spectrum which is measured, by use of a
spectrometer and Microchannel Plate (MCP) detector. First the beam is passed through
a thin slit such that spatial dependence along only one dimension remains and then it is
spectrally dispersed by scattering from a diﬀraction grating. The MCP then integrates
over the course of the experiment the number of incident photons per unit area, gauged
by λ (since only one spatial dimension).
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The incident intensity upon the MCP, across a range δλ about λ, is given by
Y (λ) =
￿ λ+ δλ2
λ− δλ2
c
8πλ˜
￿￿￿￿ Eˆr ￿2πcλ˜
￿￿￿￿￿2 dλ˜
≈ cδλ
8πλ
￿￿￿￿ Eˆr ￿2πcλ
￿￿￿￿￿2 (3.8)
where we use equation 2.11 (converted into atomic units). The recorded MCP yield is
then given by Y (λ) adjusted for MCP eﬃciency and gain. The corresponding photon
yield per unit area is then
N(λ) =
Y (λ)
δλ
=
c
8πλ
￿￿￿￿ Eˆr ￿2πcλ
￿￿￿￿￿2 (3.9)
It is this quantity which may be compared with experimental data, although it is often
more conveniently expressed in theoretical models in terms of frequency. Since ω = 2πcλ ,
we have
δω
ω
=
1
ω
dω
dλ
δλ = −δλ
λ
(3.10)
and so N may be also expressed as
N(ω) =
Y (ω)
δω
=
c
8πω
￿￿￿ Eˆr(ω)￿￿￿2 (3.11)
3.3 Numerical techniques
3.3.1 Assumptions & approximations
Analytical description of atomic evolution when exposed to high intensity laser fields is
not possible due to the nonlinear nature of the interaction. It is therefore necessary to
implement numerical models to calculate the dynamics. To reduce the complexity of the
problem to a point where this is feasible, a number of assumptions are adopted, as listed
below.
• Single Active Electron (SAE) approximation
Only the outermost electron is considered to interact directly with the laser field,
all of the others contributing only to the atomic Coulomb potential. Valid where
the probability of two-electron ionisation is negligible.
• Fixed Nuclei
Nuclei are assumed to remain stationary in the electric field. Valid for single-atom
models, where there is no need to consider molecular orientations and bond lengths,
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and also for most molecular simulations, where nuclear motion is much slower than
electron motion.
• Classical, Non-Relativistic Electric Fields
Full quantisation of the electric field is not required (and would be too computa-
tionally expensive) and so the field is treated classically, with the result of exclud-
ing spontaneous emission. This assumption is valid since this process occurs on
timescales much longer than typical pulse durations. Furthermore, relativistic ef-
fects are neglected since field intensities are not suﬃcient to cause electron velocities
to become significant with respect to the speed of light.
• Conservation of Particle Number
Neither are field intensities high enough to permit pair-creation and annihilation,
and so this aspect of quantum theory is also neglected.
• Dipole Approximation
This states that the electric field at any instant is constant across the electron
excursion region. This assumption is valid since the wavelength of the driving field
is typically much greater than that of the electronic wavefunction.
3.3.2 Semi-classical model
The simplest model with which to describe single-atom HHG is a semi-classical one
following the three-step model as described previously. The electron is tunnel-ionised
according to the quasistatic ionisation rate of equation 2.117 to be born at time tI , at
the core of the parent ion, xI = x(tI) = 0, and with initial velocity, vI = v(tI). It then
evolves classically under the Newtonian equations of motion (expressed in atomic units),
a(t) = −E(t) (3.12)
v(t, tI) = vI +
￿ t
tI
a(t˜)dt˜ = vI +A(t)−A(tI) (3.13)
x(t, tI) =
￿ t
tI
v(t˜+ tI)dt˜ = (vI −A(tI)) (t− tI) +
￿ t
tI
A(t˜)dt˜ (3.14)
where A(t) = −E0ω0H(t) sin(ω0t+φ0) is the vector potential of the laser field (c.f. equation
2.15).
If we first consider long pulses, we may neglect the pulse envelope and treat the field
as CW, where H(t) = 1 ∀t. The time-axis may then be aligned to be zero at a peak of
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the field, such that φ0 = 0. If we further restrict to a zero initial velocity, vI = 0
v(t, tI) = −E0ω0 (sin(ω0t)− sin(ω0tI)) (3.15)
x(t, tI) =
E0
ω20
(cos(ω0t)− cos(ω0tI) + ω0(t− tI) sin(ω0tI)) (3.16)
In modelling HHG we are interested in whether, when and with what energy the
electron returns to recollide with its parent nucleus. For a given ionisation time, the
electron may return if there exists a corresponding recollision time tR > tI such that
x(tR, tI) = 0. This imposes by equation 3.16 the recollision condition
cos(ω0tR)− cos(ω0tI) + ω0(tR − tI) sin(ω0tI) = 0 (3.17)
With the time-axis aligned as stated above and vI = 0, this dictates that only electrons
launched from times such that nπ ≤ ω0tI ≤
￿
n+ 12
￿
π will subsequently recollide. The
corresponding recollision times will be such that
￿
n+ 12
￿
π ≤ ω0tR ≤ (n+ 2)π, where
n ∈ Z here. This may be visualised by noting that equation 3.17 is exactly equivalent to
saying ionisation at tI will result in a subsequent recollision if and when the tangent to
the field at tI intersects the field at the later time tR.
If equation 3.17 is satisfied, the kinetic energy of the electron at recollision is then
given by EK = 12v2R, where vR = v(tR, tI). We may calculate the maximum possible
kinetic energy an electron can acquire from the CW field and still recollide by following
the method of Lagrange Multipliers. This technique involves forming a linear combination
Λ(tR, tI ,λ) = v(tR, tI) − λx(tR, tI) and then calculating ∇Λ = 0. Diﬀerentiating with
respect to the factor λ simply recovers equation 3.17, but by diﬀerentiating with respect
to tR and tI we obtain the companion condition
sin(ω0t￿R)− sin(ω0t￿I) + ω0(t￿R − t￿I) cos(ω0t￿R) = 0 (3.18)
The starred superscripts indicate this equation only applies for the highest returning
energy trajectory, launched at t￿I and recolliding at t
￿
R.
For the correct time ordering nπ ≤ ω0t￿I ≤
￿
n+ 12
￿
π ≤ ω0t￿R ≤ (n+ 2)π, equations
3.17 and 3.18 together yield
sin(ω0t￿R) = − cos(ω0t￿I)
cos(ω0t￿R) = − sin(ω0t￿I) (3.19)
and thus
ω0t
￿
R =
3π
2
− ω0t￿I (3.20)
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Substituting equation 3.20 back into 3.17 or 3.18 yields the phases of ionisation and
recollision for this highest returning energy trajectory as
ω0t
￿
I = α−
￿
α2 − 3
5
= 0.31 rad (17.9◦) (3.21)
ω0t
￿
R =
3π
2
− α+
￿
α2 − 3
5
= 4.4 rad (252.1◦) (3.22)
where α =
3
10
￿
3π
2
− 1
￿
(3.23)
where we have approximated the cotangent series as cot(ω0t) = 1ω0t− ω0t3 +O(3). Finally,
by substituting these phases into equation 3.15, the maximum classical recollision energy
is seen to be
Emax = 2
￿
1 + sin
￿
2α− 2
￿
α2 − 3
5
￿￿
UP = 3.17Up (3.24)
expressed in terms of the ponderomotive potential of equation 2.44. Assuming all of
this energy is then transferred to an emitted photon during recombination, the cut-oﬀ
formula of equation 3.3 is recovered.
The returning electron trajectories for a CW pulse are calculated numerically accord-
ing to equation 3.16 and plotted in of figure 3.3(b). The coloured lines represent the
electron trajectories, escaping from the core at nπ ≤ ω0tI ≤
￿
n+ 12
￿
π and recolliding at￿
n+ 12
￿
π ≤ ω0tR ≤ (n+ 2)π, as stated above. The half-cycle periodicity (excepting a
sign change) is clearly seen. The electron displacement is normalised with respect to the
maximum excursion distance
xmax =
2E0
ω20
(3.25)
which is reached for a trajectory escaping at the limit ω0tI = nπ and recombining one full-
cycle later. The trajectories are coloured according to their returning kinetic energy, given
by equation 3.15. These range from zero up to the maximum of 3.17Up, corresponding to
a trajectory defined by t￿I and t
￿
R (see equations 3.21–3.24). This trajectory is overlayed
with a solid black line in each half-cycle. returning kinetic energy is also plotted in figure
3.3(a) for clarity. The dotted black line is the electric field amplitude, relative to its
maximum E0. For each half-cycle, t￿I =
nπ+0.31
ω0
is indicated with a black circle upon this
line.
From figure 3.3 we see that each returning kinetic energy corresponds to two electron
trajectories: a ‘short trajectory’ defined by (tSI , t
S
R) and a ‘long trajectory’ defined by
(tLI , t
L
R). The set of short trajectories obeys t
S
I > t
￿
I and t
S
R < t
￿
R. As their name suggests,
they spend less time and travel less distance in the continuum than the highest returning
energy trajectory. These trajectories correspond to the rising edges of the returning
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Figure 3.3: (a) Returning kinetic energy and (b) returning continuum trajectories of an ionised
electron under a CW driving field. The trajectories are also coloured according to returning KE
with the most energetic of each half-cycle overlayed in black. The driving field is plotted as a
dash black line with a hollow black circle indicating the ionisation time of the most energetic
trajectory.
kinetic energy curves of figure 3.3(a) and this increase in energy with time represents a
positive energy chirp (see section 2.3.5). Conversely, the set of long trajectories obeys
tLI < t
￿
I and t
L
R > t
￿
R, spending more time and travelling a greater distance in the
continuum than the highest returning energy trajectory. These trajectories correspond
to the falling edges of the returning kinetic energy curves, representing a negative energy
chirp.
This is all very well but, as discussed in §2.3, we are interested in electron dynamics
driven by ultrashort laser pulses. It is therefore not suﬃcient to treat these pulses as
CW and we must consider the importance of the pulse structure, returning to the field
definition of equation 2.15. In this case equations 3.12–3.14 are solved numerically. Figure
3.4 shows the normalised electron trajectories and returning kinetic energy for a 1 cycle,
Gaussian pulse where φ0 = 0. Clearly this figure diﬀers from figure 3.3 in numerous ways.
Firstly, the returning kinetic energy curves reflect the field amplitude at ionisation, with
the greatest energies arising from electrons escaping during the half-cycle preceding the
central peak. The highest returning energy for this laser pulse is found to be 2.75Up, shy
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Figure 3.4: As figure 3.3 for a 1 cycle pulse of Gaussian envelope and φ0 = 0. The returning
trajectories are shifted to lower energies, particularly away from the envelope peak. The time of
ionisation of the most energetic returning trajectories is seen to be shifted to progressively earlier
times before the envelope peak and progressively later times after the peak with respect to the
CW driving field. The labels A–C will be referred to in §3.4.1.
of the CW limit given by equation 3.24.
Trajectories ionised from the previous half-cycle return with energies up to 1.76Up
and those ionised from the subsequent half-cycle are bound by 1.45Up. As in figure 3.3,
the highest returning energy trajectory within each half-cycle is overlayed with a solid
black line and its ionisation time is marked with a hollow black circle on the electric
field line. While for the CW field these markers lie 0.31ω0 after each half-cycle peak (see
equation 3.21), for the 1 cycle pulse their position varies from one half-cycle to the next.
Along the rising edge of the envelope these ionisation times lie progressively earlier with
increasing distance from the peak. This is due to the greater available energy during
each subsequent half-cycle with which to return the electron to the core, an imbalance
further increased towards the wings of the pulse envelope. Conversely, along the trailing
edge of the pulse the ionisation times lie progressively later with increasing distance from
the peak as each subsequent half-cycle is able to impart less energy to the electron.
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This behaviour is seen to be qualitatively similar for diﬀerent values of CEP. Figure
3.5 plots the normalised electron trajectories and returning kinetic energy for a 1 cycle,
Gaussian pulse of φ0 = π2 . The peak amplitude of the two central half-cycles at this CEP
is reduced with respect to the single central half-cycle of the zero CEP case, due to them
being displaced from the envelope peak. The highest returning kinetic energy for this
pulse is thus further reduced to 2.52Up.
Figure 3.5: As figure 3.4 but for φ0 = π2 . The returning trajectories diﬀer significantly from
the φ0 = 0 case, showing the importance of CEP for short pulses. In this case the central two
half-cycles are seen to yield similar returning energies and strongly dominate over the wings of
the pulse, although they are also somewhat lower than for the CW case. As in figure 3.4, the
ionisation time of the most energetic trajectory within each half-cycle becomes progressively later
during the pulse. The labels A–D will be referred to in §3.4.1.
While the semi-classical approach provides a useful conceptual model, it is unable
to reproduce the harmonic nature of HHG, due to a lack of phase information. One
method to model the full evolution of the electronic wavefunction and capture the phase
information required is by an integration of the time-dependent Schro¨dinger equation.
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3.3.3 Integration of the time-dependent Schro¨dinger equation
The time-dependent Schro¨dinger equation (TDSE) is given below in atomic units
i
∂
∂t
|Ψ(t)￿ = Hˆ(t)|Ψ(t)￿ (3.26)
The solution to this equation is given by
|Ψ(t)￿ = Uˆ(t, t0)|Ψ(t0)￿ = Tˆ e−i
R t
t0
Hˆ(t˜)dt˜|Ψ(t0)￿ (3.27)
where Uˆ(t, t0) is the evolution operator and Tˆ is the time-ordering operator. In general,
Uˆ(t, t0) cannot be found analytically, and so numerical methods must be used. Equation
3.26 is then discretised in time as
|Ψ(t+∆t)￿ = e−iHˆ(t)∆t|Ψ(t)￿ (3.28)
where the time interval ∆t is suﬃciently small such that variations in Hˆ(t) between
consecutive time-steps can be neglected.
A commonly used technique to simulate equation 3.28 is the so-called Split-Operator
Method [63], where the Hamiltonian is expressed as the sum of a kinetic operator, Tˆ ,
dependent on momentum components and a potential operator, Vˆ (t), dependent on
position components. In the length gauge,
Hˆ(t) = Tˆ + Vˆ (t) (3.29)
Tˆ =
1
2
pˆ2, Vˆ (t) = Vˆatom +E(t) · rˆ (3.30)
The evolution operator can then be split into
e−iHˆ(t)∆t = e−
i
2 Vˆ (t)∆t e−iTˆ∆t e−
i
2 Vˆ (t)∆t +O(∆t3) (3.31)
where the third-order corrections, due to Tˆ and Vˆ (t) being non-commuting, are then
neglected. Once we have expressions for the discretised position and momentum spaces,
we may then evolve the wavefunction in position and momentum space separately.
The wavefunction may be expressed in terms of the position space basis functions as
|Ψ(t)￿ =
￿
r
|r￿￿r|Ψ(t)￿ d3r (3.32)
which, if we restrict to a single spatial dimension for clarity, may be discretised into N
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points in position space as
|Ψ(t)￿ →
N−1￿
k=0
|xk￿￿xk|Ψ(t)￿ =
N−1￿
k=0
Ψ(xk, t)|xk￿ (3.33)
|Ψ(t)￿ is now represented as an N -element one-dimensional array, evaluated at a series
of spatial points
xk =
￿
k − N
2
￿
∆x, where k = 0, . . . , N − 1. (3.34)
The eﬀects of this spatial discretisation are two-fold. Firstly, the discrete wavefunction
is confined with a finite region defined by x0 ≤ x ≤ xN−1, which should certainly be
chosen to encompass the entire region where the interaction takes place, typically ∼
10 nm. To reduce computational requirements, those portions of the electron wavepacket
which undergo excursion to such an extent as to never return and have negligible eﬀect
on the interaction region are suppressed via an absorbing boundary, limiting the spatial
region under consideration. This is implemented by the addition of an optical potential
[64], Vopt(xk), giving smooth, quadratic decay as
Vopt(xk) =

−iAopt
￿
kopt−k
kopt
￿2
if k < kopt
0 if kopt ≤ k < N − kopt
iAopt
￿
N−1−kopt−k
kopt
￿2
if k ≥ N − kopt,
(3.35)
where typically Aopt ≈ 20 and kopt ≈ N8 .
Secondly, a restriction on the electron momentum range is imposed as − π∆x < p ≤ π∆x ,
thus ∆x must also be chosen such that ∆x￿ π|pmax| , where pmax is maximum momentum
an electron is expected to achieve. Since the semi-classical model predicts the maximum
kinetic energy of a rescattered electron as 10Up [43], we find pmax =
￿
20Up =
√
5E0
ω0
,
which at typical experimental values will then correspond to ∆x ∼ 0.01 nm.
Referring to equations 3.28 and 3.31, we can then express the application of the
potential operator as
e−
i
2 Vˆ (x,t)∆t |Ψ(t)￿ →
N−1￿
k=0
e−
i
2V (xk,t)∆t Ψ(xk, t)|xk￿
=
N−1￿
k=0
e−
i
2 (Vatom(xk)+E(t)xk)∆t Ψ(xk, t)|xk￿ (3.36)
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The atomic potential, Vatom(xk), is modelled as a soft-core Coulomb potential
Vatom(xk) = − Z￿
x2k + σ2
(3.37)
where σ controls the gradient of the potential well and eliminates the singularity at xk
= 0, which cannot be coped with numerically. The soft-core potential well approximates
the Coulomb potential outside the centre of the atomic core.
The wavefunction may be similarly discretised in the corresponding (one-dimensional)
momentum space as
|Ψ(t)￿ =
￿ ∞
−∞
|p￿￿p|Ψ(t)￿ dp
→
N−1￿
k=0
|pk￿￿pk|Ψ(t)￿ =
N−1￿
k=0
Ψ˜(pk, t)|pk￿ (3.38)
and thus the kinetic operator of equation 3.31 may be expressed as
e−iTˆ (p)∆t |Ψ(t)￿ →
N−1￿
k=0
e−iT (pk)∆t Ψ˜(pk, t)|pk￿
=
N−1￿
k=0
e−
i
2p
2
k∆t Ψ˜(pk, t)|pk￿. (3.39)
We can thus perform the following procedure to evolve the wavefunction:
1. Apply the first half of the potential operator to the initial wavefunction in position
space, for k = 0, . . . , N − 1,
Ψ1(xk, t) = e−
i
2 (Vatom(xk)+E(t)xk)∆t Ψ(xk, t) (3.40)
2. Fourier transform into momentum space
Ψˆ2(pj , t) =
∆x√
2π
N−1￿
k=0
Ψ1(xk, t)e−i
jk
N (3.41)
where
pj =
￿
2π
N∆xj, for j = 0, . . . ,
N
2 − 1
2π
N∆x(j −N), for j = N2 , . . . , N − 1.
(3.42)
3. Apply the kinetic operator
Ψˆ3(pj , t) = e−
i
2p
2
j∆t Ψˆ2(pj , t) (3.43)
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4. Fourier transform back into position space
Ψ4(xk, t) =
√
2π
N∆x
N−1￿
k=0
Ψˆ3(pj , t)ei
jk
N (3.44)
5. Finally, apply the second half of the potential operator to obtain the updated
wavefunction.
Ψ(xk, t+∆t) = e−
i
2 (Vatom(xk)+E(t)xk)∆t Ψ4(xk, t) (3.45)
Operations 3.40, 3.43 and 3.45 scale with N , while the discrete Fourier transforms
3.41 and 3.44 are more complex. We use the FFTW3 algorithm [65], which scales as
N logN in the optimal case of N = 2m, m ∈ N. The product of the pre-factors in the
equations 3.41 and 3.44 may be reduced to merely 1N to reduce computational time if
the momentum space wavefunction is not required to be plotted explicitly.
Before the action of the laser pulse, the electron initially lies in the atomic ground
state. Since there is no known analytical solution for the bound states of soft-core
potentials, a numerical calculation known as the Relaxation Method [66] is used. This
involves propagating an arbitrary initial state in imaginary time τ = it, independently of
any external fields, with the eigenstates, |ψk￿, of the binding potential decaying according
to their associated energy Ek as
|Ψ(τ +∆τ)￿ = e−Hˆ∆τ |Ψ(τ)￿
=
￿
k
e−Ek∆τ |ψk￿￿ψk|Ψ(τ)￿ (3.46)
Provided the choice of initial state is not orthogonal to the ground state, with each
successive ∆τ , eigenstates decay with respect to the ground state as a ratio of inner
products
￿ψk|Ψ(τ +∆τ)￿
￿ψ0|Ψ(τ +∆τ)￿ =
￿ψk|Ψ(τ)￿
￿ψ0|Ψ(τ)￿e
−(Ek−E0)∆τ (3.47)
where Ek < E0. After propagation by the split method (in imaginary time), renormali-
sation thus gives rapid convergence to the ground state, with the convergence measured
by a comparison of E0 and the energy extracted from equation 3.46
Eτ = − 12∆τ ln
￿￿Ψ(τ +∆τ)|Ψ(τ +∆τ)￿
￿Ψ(τ)|Ψ(τ)￿
￿
(3.48)
Excited states may be calculated in this way by removing the ground state from the
Hamiltonian operator. For example, the first excited state, |ψ1￿ , is calculated by the
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above procedure with the following modified Hamiltonian [66]
Hˆψ1 = (Iˆ − |ψ0￿￿ψ0|)Hˆ(Iˆ − |ψ0￿￿ψ0|) (3.49)
where Iˆ is the identity operator.
After the wavefunction has converged to the required initial bound state, we may
return to real time t and introduce the laser pulse to begin the single-atom HHG sim-
ulation. The wavefunction is evolved according to the prescription of equations 3.40–
3.45.
The spectrum of the emitted harmonics is obtained from the dipole acceleration
resulting from the interference between the returning electron wavepacket and the bound
atomic wavepacket. This is obtained from Ehrenfest’s theorem (in atomic units),
D¨(t) = ∂
2
∂t2
￿Ψ(t)|rˆ|Ψ(t)￿
= ￿Ψ(t)|−∇V (r, t) |Ψ(t)￿. (3.50)
Substituting in the potential given by equations 3.30 and 3.37, the dipole acceleration is
discretised for one-dimension as
D¨(t) = −E(t)− Z
N−1￿
k=0
xk
(x2k + σ2)
3
2
|Ψ(xk, t)|2, (3.51)
where the dipole approximation, as mentioned earlier, has been applied.
The frequency spectrum of the dipole acceleration is then obtained by the discrete
Fourier transform
M(ωm) =
∆t
(2π)
1
2
Nt−1￿
n=0
D¨(tn)e−imnN , (3.52)
where the Fourier pair (t,ω) have been discretised explicitly here just as the pair (x, p),
tn =
￿
n− Nt
2
￿
∆t, for n = 0, . . . , Nt − 1 (3.53)
ωm =
￿
2π
Nt∆t
m, for m = 0, . . . , Nt2 − 1
2π
Nt∆t
(m−Nt), for m = Nt2 , . . . , Nt − 1.
(3.54)
Finally the frequency spectrum of the radiated field is calculated from M(ωm) by equa-
tions 3.4 and 3.7.
Figure 3.6 displays the results of a one-dimensional TDSE simulation calculated by
the split-operator method. Figure 3.6(a) shows the evolution of the electron wavepacket
with time. Figure 3.6(b) shows the driving field with the dipole acceleration leading to
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Figure 3.6: Simulation of electron propagation through integration of the one-dimensional TDSE,
via the split-operator method. A helium atom (IP = 0.9 a.u.) is ionised by a 5 × 1014Wcm−2,
800 nm laser with a pulse envelope of 1.5 cycle, 3.4 fs FWHM envelope. The CEP oﬀset is π2 .
Displays (a) time evolution of the wavepacket, (b) dipole acceleration and (c) harmonic emission
throughout the pulse.
harmonic emission. Figure 3.6(c) displays the harmonic emission across the pulse, as
calculated by a wavelet analysis (see §3.3.6) of the dipole acceleration.
Figure 3.6(a) confirms ionisation occurs principally close to the peaks of the driving
field, and from figure 3.6(c), the main lobe of emission can be seen to correspond to the
return of the electron trajectories ionised by the first main peak of the driving field. This
shape of this lobe clearly illustrates the emission due to the short (leading edge) and long
trajectories (trailing edge) ionised around this peak as predicted by the semi-classical
model. The short trajectories on the ascending edge of this lobe can now be seen to
correspond to a positive chirp in the dipole acceleration, while the long trajectories on
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the descending edge correspond to a negative chirp.
3.3.4 The SFA model
While the direct numerical integration of the TDSE provides the most accurate results,
to achieve a much greater physical transparency we may turn instead to an alternate
technique which began with the work of Lewenstein in 1994 [61]. This approach is based
upon invoking the SFA (see §2.5.5), where an electron may only exist as bound within the
field-free ground state of an atomic potential or as a Volkov function in the continuum,
evolving solely under the influence of a laser field. The electronic wavefunction at some
time t may thus be expressed by the sum
|Ψ(t)￿ = a(t)|ψ0￿eiIpt +
￿
p
Mp(t)|χp(t)￿d3p (3.55)
where the ground state evolves as |ψ(t)￿ = |ψ0￿eiIpt and with a population a(t). The
Volkov wave |χp(t)￿ is given by equations 2.81 and 2.83, and has a population given
by the coeﬃcient Mp(t) of equation 2.84. As previously p represents the canonical
momentum, expressed here in terms of kinetic momentum pK as
p = pK(t)−A(t) = pK(t￿)−A(t￿) (3.56)
Before proceding we will point out some of the failings of applying the SFA here and
their consequences.
1. The SFA is only the first term in the full S-matrix perturbative expansion with
respect to atomic potential. This series does not in general converge.
2. The SFA is not gauge invariant. The length and velocity gauges will, for example,
yield a diﬀerent prefactor to the dipole moment as calculated below (see equations
3.57 and 3.70). This prohibits the theory from providing a correct absolute spectral
amplitude, giving only relative values. Absolute amplitude may be recovered from
a comparison with TDSE calculations, if feasible.
3. Ionisation amplitudes are incorrect as they neglect the core beyond the unperturbed
ground state.
4. Continuum excursion is incorrect as it neglects the influence of the Coulomb po-
tential.
5. The set of Volkov states is a complete basis, non-orthogonal to the initial bound
state. This results in an overcomplete basis set which yields further inaccuracies in
the prefactor.
3.3. Numerical techniques 77
In spite of these faults, the SFA is found to yield an accurate representation of the physics
of HHG at energies exceeding the ionisation potential of the initial bound state.
Returning to equation 3.55, the electron’s dipole moment may be calculated as
D(t) = ￿Ψ(t)|rˆ|Ψ(t)￿
=
￿
p
a￿(t)d￿(p+A(t))Mp(t)e−i(Ipt+Sp(t))d3p+ c.c.
= −i
￿ t
−∞
￿
p
a￿(t)d￿(p+A(t))a(t￿)E(t￿) · d(p+A(t￿))e−iSp(t,t￿)d3p dt￿ + c.c.
(3.57)
where c.c. denotes complex conjugate and the classical action from t￿ to t is
Sp(t, t￿) = Ip(t− t￿) + 12
￿ t
t￿
￿
p+A(t￿￿)
￿2
dt￿￿ (3.58)
We have used the fact that the ground state is centred at the origin and there is no
contribution from continuum-continuum transitions, i.e. ￿ψ0|rˆ|ψ0￿ = ￿p|rˆ|p￿￿ = 0. We
have also introduced the dipole transition matrix elements (DTMEs), d(p) = ￿p|rˆ|ψ0￿,
to describe the transitions between the ground and Volkov states. By equation 2.82,
these may be expressed in terms of the bound state momentum distribution, ψˆ0(p), as
d(p) =
1
(2π)3/2
￿ ∞
−∞
e−ip·rrψ0(r)d3r
= i∂pψˆ0(p) (3.59)
From a computational perspective, note that the conjugate momentum p is constant
with time for a particular (t, t￿) pair and the vector potential A(t) is independent of these
integration limits. By expressing the kinetic momentum in equation 3.57 as the sum of
these two quantities we may thus significantly reduce the amount of data to be stored in
this calculation.
By using the identity
F{D¨(t)}(ω) = −ω2F{D(t)}(ω) for lim
t→±∞D(t) = 0 (3.60)
where F{·} denotes Fourier transform, the spectral amplitude of the dipole acceleration
D¨(t) along a polarisation axis ￿ˆ is obtained from equation 3.57 as
M￿ˆ(ω) =
iω2√
2π
￿ ∞
−∞
￿ t
−∞
￿
p
a￿(t) ￿ˆ · d￿(p+A(t))
× a(t￿)E(t￿) · d(p+A(t￿))e−iSp,ω(t,t￿)d3p dt￿dt + c.c. (3.61)
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where Sp,ω(t, t￿) = Sp(t, t￿)+ωt. The radiated field may then be calculated by equations
3.4 and 3.7.
Physically, equations 3.57 and 3.61 define a three-step process akin to that described
in §3.1.
1. Ionisation
The electron is initially bound in the unperturbed ground state |ψ0￿ with energy
−Ip. At time t￿ it escapes into a continuum state |χp(t)￿ with kinetic momentum
p+A(t￿). The action associated with the bound electron is S(1)(t￿) = − ￿ t￿−∞ Ip dt￿￿
and the transition amplitude for the ionisation a(t￿)E(t￿) · d(p+A(t￿)).
2. Acceleration
The electron then evolves in the continuum according to equations 3.12–3.14 and the
atomic potential is ignored. The associated action is S(2)p (t, t￿) = 12
￿ t
t￿ (p+A(t
￿￿))2 dt￿￿.
3. Recollision
At time t, the electron recombines into the unperturbed ground state with a tran-
sition amplitude a￿(t)d￿(p +A(t)). It then remains bound with energy −Ip and
associated action S(3)(t) = − ￿∞t Ip dt￿￿.
The action Sp(t, t￿) of equation 3.58 is then recovered by summing S(1,2,3) up to a
global phase factor (this in fact calculates the diﬀerence from an electron bound in |ψ0￿
for all time).
For a Hydrogenic orbital, we may calculate the DTMEs of equation 3.59 via the
analytic expression for the bound state momentum distribution as provided by Podolsky
and Pauling in 1929 [67]. Expressed in polar coordinates, (p, θ,φ), this is
φˆ(nlm)0 (p, θ,φ) = −Y ml (θ,φ)
(−i)lπ22l+4l!
(2πγ)3/2
￿
n(n− l − 1)!
(n+ l)!
ζ l
(ζ2 + 1)l+2
C l+1n−l−1
￿
ζ2 − 1
ζ2 + 1
￿
(3.62)
where (n, l,m) are the principle, azimuthal and magnetic quantum numbers of the bound
state, γ = Zeﬀ/n =
￿
2Ip and ζ = p/γ. Y ml (θ,φ) are the spherical harmonics and
C(λ)n (x) are the Gegenbauer polynomials.
In the simplest case of a 1s hydrogenic orbital, equation 3.62 reduces to
φˆ(100)0 (p) = −
2
￿
2γ5
π(|p|2 + γ2)2 (3.63)
with corresponding DTME given by equation 3.59 as
d(100)(p) = i∂pφˆ
(100)
0 (p) =
i8
￿
2γ5p
π(|p|2 + γ2)3 (3.64)
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Comparing equation 3.58 with, for example, equation 3.64 illustrates that the action
term in equation 3.57 has a much greater dependency on p than does the DTME d(p).
It was the principle contribution of Lewenstein [61] to thus recognise that the integral
over p is dominated by the region around the momentum ps for which the action is
stationary, that is
∇p Sp(t, t￿)
￿￿
p=ps
= 0 (3.65)
Substituting in Sp(t, t￿) from equation 3.58 and rearranging for ps then gives
ps(t, t
￿) = − 1
δt
￿ t
t￿
A(t￿￿)dt￿￿ (3.66)
where δt = t − t￿. If δp = p − ps, when expressed in Cartesian coordinates the Taylor
expansion of Sp(t, t￿) about ps is then
Sp(t, t￿) = Sps(t, t
￿) +
3￿
j=1
∂Sp
∂pj
￿￿￿￿
δpj=0
δpj +
1
2
3￿
j,k=1
∂2Sp
∂pj∂pk
￿￿￿￿
δpj,k=0
δpjδpk + . . .
￿ Sps(t, t￿) +
δt
2
3￿
j=1
δp2j (3.67)
where the first-order term vanishes by equation 3.65 and from equation 3.58 it is seen
that
3￿
j,k=1
∂2Sp
∂pj∂pk
￿￿￿￿
δpj,k=0
=
￿
δt if j = k
0 if j ￿= k (3.68)
We may apply the approximate expression for Sp(t, t￿) to equation 3.57, simplifying
the momentum integral to a saddle-point integral about ps. Furthermore, since d(p)
varies much more slowly than Sp(t, t￿), we may take the DTMEs as constant over this
region.￿
p
d￿(p+A(t))d(p+A(t￿))e−iSp(t,t
￿)d3p ￿ d￿(ps +A(t))d(ps +A(t￿))e−iSps (t,t
￿)
￿
p
e−
i
2 δtδp
2
d3p
=
￿
2π
iδt
￿ 3
2
d￿(ps +A(t))d(ps +A(t
￿))e−iSps (t,t
￿)
(3.69)
Performing this saddle-point integration is typically known as the Saddle-Point Ap-
proximation (SPA) and when applied to equation 3.57 yields
Ds(t) = −i
￿ t
−∞
￿
2π
ε+ iδt
￿ 3
2
a￿(t)d￿(ps+A(t))a(t
￿)E(t￿)·d(ps+A(t￿))e−iSps (t,t
￿)dt￿+c.c.
(3.70)
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This expression is greatly simplified over equation 3.57 and may be easily performed over
a densely discretised temporal range. The physical interpretation remains as previously
and the additional prefactor
￿
2π
￿+iδt
￿ 3
2 may be interpreted as describing the spreading
of the wavepacket in while in the continuum, progressively reducing the contribution to
Ds(t) with increasing δt. ε is a small, positive parameter introduced to the denominator
to avoid a singularity when δt = 0.
Likewise, applying the SPA to equation 3.61 yields for the spectral amplitude of the
dipole acceleration along ￿ˆ
M￿ˆ(ω) =
iω2√
2π
￿ ∞
−∞
￿ t
−∞
￿
2π
ε+ iδt
￿ 3
2
a￿(t) ￿ˆ · d￿(ps +A(t))
× a(t￿)E(t￿) · d(ps +A(t￿))e−iSps,ω(t,t
￿)dt￿dt + c.c. (3.71)
This is the equation which is implemented in our SFA-based single-atom HHG code.
3.3.5 The quantum orbit model
The quantum orbit (QO) model is a refinement of the SFA model of §3.3.4, where equation
3.71 is reduced to a sum over individual Quantum Orbits. These are paths comprised
of frequency-dependent triplets (ps, ts, t￿s), where the action is stationary with respect to
changes in all three variables, i.e.
∇Sp,ω(t, t￿) = 0 (3.72)
Since the contributions of other paths to the dipole response quickly vanish away from
these saddle-points, we may include their contribution via a Gaussian integration [68, 69].
Solving equation 3.72 yields the following three saddle-point equations
p (t− t￿) = −
￿ t
t￿
A(t￿￿)dt￿￿ (3.73)
(p+A(t))2 = 2(ω − Ip) (3.74)
(p+A(t￿))2 = −2Ip (3.75)
representing momentum conservation in the continuum, energy conservation during ion-
isation and energy conservation during recombination. Since equation 3.75 has no real
solution for Ip > 0, we find the saddle-point solutions are necessarily complex, with Im(t￿)
serving as a definition of tunnelling time [70]. Before the saddle-point integration may
be performed, the contour of integration must therefore be deformed into the complex
plane to pass through each of the saddle-points. This is permitted since the integral is
path-independent. Furthermore, complex time requires also that each of E, A,
￿
A and
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￿
A2 be defined over the complex plane. Computational limitations then require analyt-
ical expressions for each of these functions, restricting us to using cos2 envelopes (see
§2.3.2).
We may Taylor expand Sp,ω(t, t￿) about ts and t￿s (giving us ps according to equation
3.66) as
Sp,ω(t, t￿) = Sps,ω(ts, t
￿
s) +
1
2
￿
∂2Sp,ω(t, t￿)
∂t2
￿￿￿￿
δt=0
δt2 +
∂2Sp,ω(t, t￿)
∂t￿2
￿￿￿￿
δt￿=0
δt￿2
￿
+
∂2Sp,ω(t, t￿)
∂t∂t￿
￿￿￿￿
δt,δt￿=0
δtδt￿ (3.76)
where as before the first-order terms vanish according to 3.72 and we truncate to second-
order. Substituting equation 3.76 into equation 3.71 gives amplitude for the emission of
a photon of frequency ω from the quantum orbit defined by the saddle-point s as
Qs(ω) ￿ i2πω
2
(ε+ iδts)
3
2
a￿(ts) ￿ˆ · d￿(ps +A(ts))a(t￿s)E(t￿s) · d(ps +A(t￿s))e−iSps,ω(ts,t
￿
s)
×
￿ ∞
−∞
￿ t
−∞
e
− i2 δt2
∂2Sp,ω(t,t
￿)
∂t2
˛˛˛˛
δt=0
− i2 δt￿2
∂2Sp,ω(t,t
￿)
∂t￿2
˛˛˛˛
δt￿=0
− iδtδt￿ ∂
2Sp,ω(t,t
￿)
∂t∂t￿
˛˛˛˛
δt,δt￿=0 dt￿dt+ c.c.
=
i2(πω)2￿
(ε+ iδts)3 detH(Sp,ω)|δt,δt￿=0
a￿(ts) ￿ˆ · d￿(ps +A(ts))
× a(t￿s)E(t￿s) · d(ps +A(t￿s))e−iSps,ω(ts,t
￿
s) + c.c. (3.77)
where δts = ts − t￿s and the Hessian matrix H(Sp,ω) is given by
H(Sp,ω) =
￿
∂2Sp,ω(t,t￿)
∂t2
∂2Sp,ω(t,t￿)
∂t∂t￿
∂2Sp,ω(t,t￿)
∂t￿∂t
∂2Sp,ω(t,t￿)
∂t￿2
￿
(3.78)
The total HHG spectrum projected along an axis ￿ˆ is then closely approximated by
a coherent sum over these dominate quantum orbits, i.e.
M￿ˆ(ω) =
￿
s
Qs(ω) · ￿ˆ (3.79)
Comparing equations 3.64 and 3.75 shows that the DTME d(ps + A(t￿s)) gives a
singularity in the case of a 1s orbital. This is in fact the case for all orbitals so we
therefore set this DTME to unity to perform the calculation. Since equation 3.75 holds
equally for all quantum paths, this only serves to multiply the entire HHG spectrum by
a constant. The correct absolute values may be obtained by comparing with the TDSE
method.
While equations 3.77 and 3.79 imply a level of complexity less than that of the
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SFA method, there are a number of complications in identifying and characterising the
quantum orbit contributions. A full description is, for example, given in references [69]
and [71]. Below we give an outline of the method employed.
At energies above the classical cut-oﬀ, ω > Ec, the amplitudes Qs(ω) drop oﬀ ex-
ponentially. However, the saddle-point solutions, s, do exist for all energies, tending to
predictable and well-separated values above Ec. For this reason the saddle-points are
located first at an initial energy ωi ￿ Ec using the method of steepest descent to improve
upon educated initial guesses. Each saddle-point s(ωi) is then used as the initial guess
for s(ωi − δω), which will lie close to s(ωi) for small δω. In such a way the saddle-points
are calculated for ω decreasing to zero, forming a set of continuous quantum paths.
The quantum orbits may be classified according to three types: (i) low-energy orbits,
contributing to the HHG spectrum at energies < Ip, (ii) high-energy short orbits, princi-
pally contributing towards energies > Ip and with ω increasing with travel time δts and
(iii) high-energy long orbits, also contributing principally towards energies > Ip but with
ω decreasing with δts. The short and long high-energy paths describe the short and long
trajectories introduced in §3.3.2.
Let us consider an electron ionised from a single half-cycle of the laser field. There
is a single low-energy quantum orbit associated with this event, recolliding less than a
quarter of a cycle later. There are, however, numerous pairs of subsequent short and long
high-energy orbits, with the exact number dictated by the number of cycles in the pulse.
The first pair recombine less than one full-cycle after ionisation, with each subsequent
pair recombining within one-half cycle of the previous. These pairs are distinguished
by colour in figure 3.7, which shows the first 13 quantum orbit solutions for an electron
ionised from the half-cycle preceding the envelope peak of an 800 nm, 3 cycle pulse of
5 × 1014Wcm−2 and φ0 = 0. The laser field during ionisation and recollision is also
plotted in the top panes.
Each quantum orbit solutions is given a label α,β,m in accordance with the notation
of references [69] and [72]. The label α distinguishes between the low-energy (0), short
(+1) and long (-1) orbits. In figure 3.7, α = 0 corresponds to the grey orbit and α =
−1/+ 1 corresponds to the rising/ falling edges of the coloured high-energy pairs in
pane (a) and vice versa in pane (b). The label β distinguishes between odd (-1) orbits,
where
￿
n− 12
￿
T ≤ δts ≤ nT for n ∈ Z, from the even (+1) orbits, where (n − 1)T ≤
δts ≤
￿
n− 12
￿
T . This distinction is important because, as is seen in figure 3.7, a given
odd orbits will typically result in higher cut-oﬀ energies than the preceding even orbit,
although this feature is diminished here due to the short pulse envelope. For a many
cycle-pulse the odd / even orbits will converge in energy to ω = Ip + 2Up from above /
below with increasing δts [69]. The final label m measures δts directly as m = ￿2δtsT ￿,
where ￿·￿ denotes greatest integer less than the argument. Note that this diﬀers from
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Figure 3.7: (a) Ionisation time and (b) recollision time plotted against emitted photon energy for
the first 13 quantum orbit solutions ionised from the half-cycle preceding the envelope peak of an
800 nm, 3 cycle pulse of 5×1014Wcm−2 and φ0 = 0. The low-energy orbit (< Ip) is plotted in grey
and the high-energy orbit pairs coloured according to the label m. The vanishing contributions
are killed oﬀ at energies exceeding the cut-oﬀ for each half-cycle. The driving pulse at these times
is also plotted in the top panes.
the aforementioned references in that they considered multiples of full- rather than half-
cycles. In figure 3.7 the orbits are coloured according to m, as labelled in pane (b).
One of the complications alluded to above arises from the existence of avoided cross-
ings in the complex time plane between the quantum orbits. Considering only the m = 0
paths, we see two avoided crossings. The first resides at ω = Ip between the low-energy
and short orbit. The second resides close to the classical cut-oﬀ ω = Ec with an avoided
crossing between the short and long high-energy orbits. For this reason, care must be
taken we calculating the quantum paths by the method described above. It must be
ensured that δω is suﬃciently small near the avoided crossings to prevent jumps between
the two paths.
At the cut-oﬀ avoided crossing, the two orbits first pass through the so-called Stokes
Transition, satisfying
Re{S(short)ω (ts, t￿s)} = Re{S(long)ω (ts˜, t￿s˜)} (3.80)
where we have dropped the subscript ps on the action (unnecessary by equation 3.66).
After this transition, the orbit with the larger imaginary component will begin to
diverge. At slightly higher energy the Anti-Stokes Transition is reached, which satisfies
Im{S(short)ω (ts, t￿s)} = Im{S(long)ω (ts˜, t￿s˜)} (3.81)
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and by this point the diverging solution may not be reached by the method of steepest
descent and must be discarded [73]. This rejection results in inaccurate results near the
cut-oﬀ. These diﬃculties may be overcome, however, by taking instead the Uniform
Approximation (UA) [69, 73]. Here the paths of equal m are combined in an asymptotic
expansion for Qβ,m(ω), where we have replaced the subscript s with the characteristic
labels β and m > 0. For ω > Ip, Qβ,m(ω) is approximated as [69]
Qβ,m(ω) = ζ
￿
6πS−ei(S++
π
4 )
￿
A−√
z
Ai(−z) + iA+
z
Ai￿(−z)
￿
(3.82)
for the parameters
S± =
1
2
￿
S+1,β,mω ± S−1,β,mω
￿
(3.83)
A± =
1
2
￿
A+1,β,mω ± iA−1,β,mω
￿
(3.84)
z =

￿
3S−
2
￿ 2
3 if ω < EAS￿
3S−
2
￿ 2
3
e
i2πβ
3 if ω > EAS
(3.85)
ζ =
￿
+1 if ω < EAS
−1 if ω > EAS
(3.86)
with EAS denoting the energy at which the anti-Stokes transition occurs. Ai and Ai￿
denote the complex Airy function and its derivative [74]. Note that the amplitude of the
m = 0 orbit triplet requires the addition of the contribution of the low-energy orbit to
equation 3.82.
While the UA allows for greater accuracy at the cut-oﬀ, it sums orbits over α (cou-
pling the short- and long-orbit pairs) and so is only used when they are not required
separately. In this case the SPA is invoked with the non-diverging saddle-point used as
a first approximation to the cut-oﬀ region for both short and long orbits.
Conversely to the example of figure 3.7, and typically of greater interest in HHG, is
to examine the set of quantum orbits which recombine within a specific half-cycle. This
allows us to separate out the various half-cycle contributions and determine the degree to
which each contributes to the total HHG spectrum. Figure 3.8 shows the first 13 quantum
orbit solutions recolliding during the half-cycle at the envelope peak of the same laser
pulse as in figure 3.7. As previously the orbits are coloured according to m and are
now labelled with respect to the half-cycle of recollision. We see that the m = 0 orbits
triplet is spread across the entire half-cycle, with the low-energy trajectory occupying
approximately the first third and the high-energy pair the remainder. By contrast, for
m > 0 the orbit pairs are all localised into the second half of the half-cycle. From figure
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3.8 (a) we see that the odd and even orbits possess cut-oﬀ energies clearly approaching
Ip + 2Up from above and below, respectively, with increasing δts.
Figure 3.8: (a) Ionisation time and (b) recollision time plotted against emitted photon energy for
the first 13 quantum orbit solutions recombining during the half-cycle across the envelope peak of
an 800 nm, 3 cycle pulse of 5× 1014Wcm−2 and φ0 = 0. The orbits are labelled and coloured as
in figure 3.7 and are again killed oﬀ above the cut-oﬀ of each half-cycle. The individual half-cycle
cut-oﬀ energies are seen to converge to Ip + 2Up with increasing δts. The driving pulse is also
plotted in the top panes.
We may then use these quantum orbit solutions to calculate the photoelectron spec-
trum arising from each of the orbits in turn. Figure 3.9(a) plots the spectra of the short
(bold) and long (dashed) high-energy orbits, calculated using the SPA via equation 3.77
and coloured as in figure 3.8. The short orbits are seen to be typically of greater intensity
than the long, with both dropping with increasing δts. Further away from the envelope
peak this may be by as much as two orders of magnitude between half-cycles in this case.
The half-cycle cut-oﬀ energies are again seen to converge to Ip+2Up (dashed black line)
from above for β = −1 and below for β = +1. As previously noted, the intensity near
the cut-oﬀ is inaccurate with the SPA, manifesting as raised peaks in this plot.
Figure 3.9(b) instead invokes the UA, coupling the short and long orbits within
each half-cycle to produce uniformly accurate half-cycle spectra. Again the spectra are
coloured to match with figure 3.8. As expected, the phase diﬀerence between the short
and long orbits is seen to decrease with increasing photon energy, corresponding to a
decreasing diﬀerence in excursion duration between the two orbits.
Figure 3.9(c) plots the total photon spectrum for this half-cycle (0) as a black line,
obtained from a coherent sum over the spectra of figure 3.9(b). The orbit pairs m = 0
and, for E ￿ 60 eV, m = 1 are seen to dominate the half-cycle spectrum. A small
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contribution from the pair m = 2 is also seen. Also plotted for comparison in pale
blue and green are the half-cycle spectra from the preceding (-1) and succeeding (+1)
half-cycles respectively.
Figure 3.9(d) plots the full HHG spectrum across the entire pulse, calculated as a
coherent sum across all half-cycle spectra.
Figure 3.9: (a) Short (bold) and long (dashed) orbit spectra calculated using the SPA for a driving
pulse of figure 3.8 using the same colour-labelling, with the half-cycle cut-oﬀs approaching the
limit of Ip+2UP (vertical dashed line). (b) Corresponding orbit pair spectra calculated using the
UA. (c) Summed half-cycle spectra for recombination during the three central half-cycles and (d)
the full HHG spectra across the entire pulse.
3.3.6 Wavelet analysis
The harmonic spectrum as recorded in the laboratory is integrated over a timescale
much longer than any single pulse. These data are thus typically recorded as an intensity
spectrum via an MCP (see §3.2) and analysed solely in the frequency domain. To compare
the experimental results with theory we may simply Fourier transform the dipole moment
or acceleration as calculated via any of the above methods.
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When modelling HHG numerically, however, we may examine the dynamics on the
timescale of a single pulse and so it becomes important to be able to attribute certain
properties of the complete spectrum to separate temporal regions of the driving pulse.
To achieve this a technique called Wavelet Analysis may be employed, see for example
reference [75]. From the well-known Fourier transform
fˆ(ω) =
1√
2π
￿ ∞
−∞
f(t)e−iωt dt (3.87)
we see that, by the nature of the basis functions eiωt, any single value of fˆ(ω) contains
information drawn from f(t) across all time. We may replace these basis functions with
temporally localised basis ‘wavelets’, and obtain local frequency spectra throughout the
pulse. Of course, we then run into the uncertainty principle which states that we must
lose accuracy in the frequency domain as the wavelets are constrained in the time domain
and vice versa. Careful thought is thus required as to the required resolution in these
two domains.
A commonly used wavelet function is the Morlet Wavelet [76], given in the temporal
domain as
µσa,b(t) =
1
(πa2)
1
4
e−
1
2a2
(t−b)2ei
σ
a (t−b) (3.88)
µσa,b(t) takes the form of a normalised Gaussian pulse, peaked at t = b and with a
pulse width defined by the scaling parameter a. The central frequency is weighted by
the characteristic parameter σ as ω0 = σa , and thus a must be chosen such that ω
encompasses the entire frequency range of interest. Since a higher resolution is required
with increasing frequency, a typically varies exponentially as 2n. The Morlet wavelet is
given in the frequency domain by
µˆσa,b(ω) =
￿
a2
π
￿ 1
4
e−
a2
2 (ω−σa )
2
e−ibω (3.89)
Figure 3.10 plots a selection of low frequency Morlet wavelets with the parameter a
corresponding to the first, second and third harmonic of some central frequency ω0 and
b equal to zero and ±T0, where T0 = 2πω0 is the corresponding wavelet period.
We may then use the wavelets µσa,b(t) as a basis set in a Gabor Transform [77], i.e.
Ga,b[f ] =
￿ ∞
−∞
f(t)µσa,b(t)dt (3.90)
which gives us an amplitude for each value of the scale parameters a and b. These are
then mapped into the time-frequency space (t,ω) = (b, σa ).
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Figure 3.10: A selection of Morlet wavelets corresponding to the first three harmonics of the
driving field.
From equations 3.88 and 3.90 we find
F{Ga,b[f ]} =
√
2πafˆ(ω)µˆσa,b(aω) (3.91)
where F{·} as before denotes the standard Fourier transform, and thus
Ga,b[f ] =
√
2πaF−1{fˆ(ω)µˆσa,b(aω)} (3.92)
providing an easy route to Ga,b[f ] via the frequency spectrum fˆ(ω) and µˆσa,b(ω) of equa-
tion 3.89. It was by this method that the time-frequency plot of, for example, figure
3.6(c) was produced.
3.4 The harmonic spectrum
The single-atom harmonic spectrum may be calculated directly by the TDSE of SFA
methods described in §3.3. We may also deconstruct the spectrum into its orbit-pair or
individual short- and long-orbit contributions by use of the QO method. For long pulses
we may see explicitly the familiar odd-harmonic structure being built up in single-atom
HHG spectra from the individual half-cycle contributions. Figure 3.11 shows the central
50 half-cycle spectra calculated with the UA for a 50 cycle, 800 nm and 1.5×1014Wcm−2.
Also plotted in bold red is the full HHG spectrum calculated by a coherent sum over
these half-cycle contributions. Note that the intensity is reduced here so that the ground
state is not depleted over the long pulse duration. This figure plots the intensity against
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harmonic order (i.e. frequency / ω0), so it can be clearly seen that the strong spectral
peaks correspond to odd harmonics of the driving frequency. This is what is expected for
a dipole response which repeats every half-cycle with alternating sign, and the intensity
variation from half-cycle to half-cycle is suﬃciently small for a long pulse to approximate
this symmetry.
Figure 3.11: Construction of odd-harmonic spectrum from the central 50 half-cycle spectra of a
50 cycle, 800 nm pulse of 1.5× 1014Wcm−2.
For shorter pulses, however, the intensity variation is large enough to break the sym-
metry and so the odd-harmonic peaks are not formed so clearly. We have already seen
this with the 3 cycle pulse of figure 3.9. We now take a look at the intermediate case of
a 10 cycle, 800 nm pulse with an intensity of 5× 1014Wcm−2. As will be seen in Chapter
4, it is typically the short trajectories which dominate the macroscopic, propagated har-
monic spectrum. By only summing the short orbits across a laser pulse we may preempt
this result and observe the well-known structure of odd-harmonic emission. Figure 3.12
plots the single-atom spectra summed from all orbits (green, calculated using the UA)
and only short orbits (red, calculated with the SPA). Note that recalling that the SPA
gives inaccurate results at the cut-oﬀ region (see §3.3.5), a first approximation here is
based upon the combined spectrum assuming the short and long orbits converge perfectly
in this region. This approximation is denoted by the dotted portion of the red line.
In the spectrum comprised of all quantum orbits, the odd-harmonic structure is de-
stroyed by the interference between the short and long orbits. Due to spending much
longer in the continuum, the phase accumulated by the long orbits is much more sensitive
to intensity variation of the laser pulse. Consequently the half-cycle spectra for a short
pulse will diﬀer significantly from one half-cycle to the next when the long orbits are
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Figure 3.12: Single-atom HHG spectra formed from all quantum orbits (green) and only short
orbits (red) for a ten cycle, 800 nm pulse of 5x1014Wcm−2 and φ0 = 0.
included. This interference is further exacerbated for orbits with m > 1. With the half-
cycle symmetry thus broken, the full spectrum will not build up in a purely harmonic
manner and single-atom spectra will typically not correctly model laboratory data.
This hopefully goes some way to explain why we are always talking about a harmonic
spectrum, when in fact single-atom spectra for short pulses rarely resemble a harmonic
structure. Of course, when considering only single-atom response, a short pulse will not
provide suﬃcient half-cycle contributions to form the strongly pronounced odd-harmonic
peaks even when summing only over short orbits (see in particular figures 3.13 and 3.14
in the following section). On the other hand, we would expect these peaks to emerge in
the macroscopic, propagated harmonic response which will be discussed in chapter 4.
3.4.1 CEP dependence
For long pulses, CEP eﬀects are not seen in the full HHG spectrum due to the slowly vary-
ing intensity envelope. For short pulses, however, when the envelope varies significantly
from one half-cycle to the next, the HHG spectrum is highly CEP-dependent.
Consider the two laser pulses modelled semi-classically in §3.3.2: 1 cycle FWHM
and CEP of 0 and π2 . If we continue with a wavelength of 800 nm and set intensity as
3 × 1014Wcm−2 then we can use the quantum orbit model under the UA to plot to
half-cycle and full single-atom HHG spectra. Figure 3.13(a) plots the half-cycle spectra
of the orbit pairs characterised by m = 0 (blue), m = 1 (green) and m = 2 (red) for the
case of φ0 = 0. This corresponds to the classical analysis of figure 3.4. Comparing with
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the full HHG spectrum, shown in figure 3.13(b), we see that for such a short pulse the
full spectrum is strongly dominated by the m = 0 orbit pairs. The rapidly falling pulse
envelope results in orders of magnitude lower yields for the m > 0 orbit pairs, except at
only the very smallest energies.
Figure 3.13: (a) Half-cycle spectra for the orbit pairs m = 0, 1, 2 and (b) resulting full single-atom
HHG spectrum for a 1 cycle, 800 nm pulse of 3× 1014Wcm−2 and φ0 = 0.
Up until ≈50 eV the spectrum is dominated by the orbit pair labelled C. This de-
scribes the group of trajectories also labelled C in figure 3.4, ionised during the central
half-cycle of the pulse. They thus experience the greatest field intensity during ioni-
sation, yielding the greatest harmonic intensity for this orbit pair. Beyond this half-
cycle cut-oﬀ the full spectrum drops by approximately one order of magnitude to follow
the orbit pair describing the group of trajectories ionised during the preceding half-
cycle, labelled B in figures 3.4 and 3.13(a). This orbit pair recollides across the central
half-cycle and possesses the highest half-cycle cut-oﬀ energy, thus serving as the full
HHG cut-oﬀ for this pulse. In §3.3.2 this cut-oﬀ energy was calculated classically as
Ec = 1.32Ip+2.75Up = 70 eV, indicated by the vertical black line on figure 3.13(a). This
is seen to agree well with the results of the quantum orbit model. Finally, the orbit pair
labelled A in the two figures is seen to possess a half-cycle cut-oﬀ approximately equal
to that of orbit pair C. Yet from figure 3.4 we see that these trajectories ionise from a
much lower field intensity, hence why the harmonic yield is approximately five orders of
magnitude lower in figure 3.13(a).
Figure 3.14 repeats this composition but for the case of φ0 = π2 , corresponding to the
classical analysis of figure 3.5. As in the case of φ0 = 0, the m = 0 orbit pairs dominate
the full single-atom spectrum. Here, however, we see contributions from two orbit pairs,
labelled B and C, at energies above 40 eV. Orbit pair B possesses a slightly greater cut-
oﬀ energy and corresponds to the group of trajectories recolliding across the half-cycle
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Figure 3.14: (a) Half-cycle spectra for the orbit pairs m = 0, 1, 2 and (b) resulting full single-atom
HHG spectrum for a 1 cycle, 800 nm pulse of 3× 1014Wcm−2 and φ0 = π2 .
just before the field envelope peak, also labelled B in figure 3.5. Orbit pair C recollides
across the following half-cycle, just after the field envelope peak. Given the much greater
field intensity during ionisation, this orbit pair has a harmonic yield of over two orders of
magnitude greater than orbit pair B, and so dominates the full spectrum in this energy
range. Due to their displacement from the envelope peak the cut-oﬀ energy is reduced
with respect to the φ0 = 0 case as was seen in the previous classical analysis. In this
case the classically calculated cut-oﬀ energy is Ec = 1.32Ip+2.52Up = 66 eV, indicated as
before on figure 3.14(a) by the vertical black line. At energies ￿ 30 eV a third orbit pair
possesses a comparable spectral yield. This orbit pair corresponds to ionisation during
the half-cycle immediately after the envelope peak and is labelled D in figures 3.5 and
3.14(a). Consequently we see strong interference between orbit pairs C and D in this
region. The half-cycle spectra corresponding to the group of trajectories labelled A in
figure 3.5 does not have suﬃcient yield to register on figure 3.14(a), due to it ionising at
a comparatively tiny driving intensity.
As will be shown in later chapters, while for single colour driving pulses CEP eﬀects
are restricted to short pulses, they do play a large role in multicolour HHG for all pulse
durations.
3.4.2 Limitations of single colour fields
In this section we briefly discuss two of the fundamental limitations of HHG with single-
colour driving fields. First is the problem of ground state depletion. From equations 3.3
and 3.77 it might be expected that the cut-oﬀ energy and harmonic intensity yield may
be both increased by increasing the driving laser intensity. While this is true up to a
point, too great an intensity will quickly deplete the ground state of the atomic sample,
3.4. The harmonic spectrum 93
|ψ0￿, killing oﬀ the harmonic signal as any returning electronic wavepacket has nothing
to interact with. The critical intensity at which this occurs is strongly dependent on
the ionisation potential of the atom, with more tightly bound atoms allowing for higher
intensities.
Figure 3.15: (a) HHG spectra and (b) ground state population for argon exposed to a 10 cycle,
800 nm pulse of varying intensity.
Consider figure 3.15(a), which plots the HHG spectrum from summing short orbits for
argon (Ip = 15.8 eV) exposed to a 10 cycle, 800 nm pulse of varying intensities. Doubling
the intensity from 1014Wcm−2 to 2× 1014Wcm−2 is seen to strongly increase both yield
and cut-oﬀ energy. Figure 3.15(b) plots the remaining ground state population calculated
from the PPT/ADK-ionisation rate of equation 2.117. We see here that at this intensity
depletion does not yet play a significant role, with |ψ0￿ remaining 77% populated.
Increasing the intensity to 3× 1014Wcm−2 is seen to almost fully deplete |ψ0￿, which
is depleted down to only 13%. This manifests as a harmonic yield reduction compared
to the previous case. Further increasing the laser intensity to 5 × 1014Wcm−2 and
7× 1014Wcm−2 is seen to cause an even more dramatic reduction in harmonic yield.
From figure 3.15(b) we see that these latter two cases are of suﬃcient intensity to
fully deplete |ψ0￿ even before the envelope peak. We would therefore expect the cut-oﬀ
of their HHG spectra to fall short of the energy predicted by equation 3.3, 116 eV and
153 eV, respectively. This is certainly seen to be the case, with both spectra reaching a
cut-oﬀ at ≈ 90 eV. Recall that the SPA loses accuracy over the cut-oﬀ region, indicated
by the dotted portions of the spectra. It is, however, suﬃcient to correctly model this
curtailment.
Returning to equation 3.3, we may also expect the cut-oﬀ may be increased indefi-
nitely by increasing the wavelength of the driving laser. While this may indeed be done,
within practical limitations, the harmonic yield is seen to quickly fall. Figure 3.16 plots
the HHG spectra for argon illuminated by a 10 cycle, 2× 1014Wcm−2 laser pulse of dif-
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fering wavelengths. Cut-oﬀ energy is seen to increase in line with equation 3.3 and since
energy is plotted in eV the odd-harmonic peaks narrow and become more closely spaced
as driving frequency reduces.
Figure 3.16: (a) HHG spectra and (b) ground state population for argon exposed to a 10 cycle,
2× 1014Wcm−2 pulse of varying wavelength
Doubling the laser wavelength is seen to reduced harmonic yield by between three
and four orders of magnitude. This is primarily due to the wavepacket spreading term in
equation 3.77. With increasing wavelength the electron spends longer in the continuum
and so the wavepacket will spread to a greater degree, reducing the amplitude of recolli-
sion. From figure 3.16(b) we see that ground state depletion only plays a minor role for
these wavelengths. However, since depletion does increase with increasing wavelength,
due to an electron having a longer time to tunnel out about the field peaks, increasing
the wavelength suﬃciently will provoke further harmonic yield and cut-oﬀ reduction as
described above.
As will be described in later chapters, the eﬀects of these limitations may be reduced
through pulse shaping with multi-colour driving fields.
3.5 Generation of attosecond pulses
In order to study of the behaviour of electrons in atoms and molecules with the desired
temporal and spatial resolution requires the generation of pulses of typically ∼ 100 at-
toseconds (as). These may be obtained from the emitted HHG spectrum through spectral
filtering [78]. Metallic filters are most commonly used, as they oﬀer favourable phase-
response and behave well under vacuum. Typical metals are Indium (In), Aluminium (Al)
or Zirconium (Zr), when respectively low-, mid- or high-energy harmonics are desired.
Composite mirrors such as Si/Mo are also used.
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From the uncertainty principle,
∆t∆ω ∼ 2π, (3.93)
it is evident that to produce the shortest pulses a frequency range which spans a relatively
continuous spectral amplitude must be isolated. This is the case when the interfering
quantum orbits are well-matched in phase, across half-cycles and between the short and
long orbits of each half-cycle. This is seen to be the case at the cut-oﬀ of the harmonic
plateau where the short and long orbits converge and where the intensity variation is
minimised. The filter must be selected therefore to allow transmission across this energy
range, while suppressing harmonics at lower energies (or it might be the laser intensity is
adjusted to provide a cut-oﬀ energy to match with available filters). Of course, due to the
nature of the harmonic cut-oﬀ, it is only the lower bound of filter’s allowed transmission
region which must be so aligned. Attosecond pulses generated every half-cycle of the
laser field to form attosecond pulse trains (APTs). Consecutive pulses of the APT will
have opposite polarity to reflect that of the driving field.
Figure 3.17: (a) Transmission profile of a 200 nm Zr filter and (b) resulting attosecond pulses
upon application of this filter to the HHG spectra of figures 3.13(b) and 3.14(b)
Figure 3.17(a) plots the transmission profile of a 200 nm Zr filter [79] which is applied
to the HHG spectra of figures 3.13(b) and 3.14(b) to yield the two attosecond pulses of
figure 3.17(b).
The φ0 = 0 case of figure 3.13(b) produces a single attosecond pulse with duration
≈ 250 as due to the transmission of only the most energetic half-cycle of figure 3.13(a)
being permitted by the filter.
The φ0 = π2 case of figure 3.14(b) is seen to produce two attosecond pulses, displaced
in time according to the CEP-shift and with durations ≈ 300 as. These correspond to
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the two most energetic half-cycles of figure 3.13(a) and the relative intensities of these
two attosecond pulses reflect the spectral yields seen here. The greater of these, despite
being more intense than the corresponding φ0 = 0 half-cycle spectrum, still yields a less
intense attosecond pulse. This is due to its lower cut-oﬀ energy overlapping to a lesser
degree with the filter’s transmission profile.
Figure 3.17(b) clearly shows that both the structure and duration of emitted attosec-
ond pulses are highly dependent on the CEP of the driving field. This will be explored
in more detail in following chapters.
3.6 Conclusion
In this chapter we have introduced the concept of single-atom HHG, the dipole radiation
emitted by a recombining electronic wavepacket under the influence of a few-cycle laser
pulse. We have described the assumptions we must take to simulate this phenomenon,
and detailed four numerical models to do so: the semi-classical model, a full numerical
integration of the TDSE, the SFA model and its QO extension.
We explained how the single-atom HHG spectrum is constructed from the component
short- and long-trajectory orbits of each half-cycle of the driving field and illustrated the
strong CEP-dependence of the spectrum for ultrashort driving fields. We then described
two of the main limitations of using single-colour driving fields and finally we briefly
explained how attosecond pulses and APTs are generated from the filtered harmonic
spectrum.
This concludes our description of microscopic, single-atom HHG. While these mod-
els may qualitatively reproduce many aspects of experimental data, HHG experiments
are in practice never performed on isolated atoms, but rather on a macroscopic sample
delivered via, for example, a gas jet. To obtain a complete theoretical explanation of
these experiments we must thus simulate harmonic generation throughout this volume
and, crucially, the propagation of the harmonic field through the medium to the far-field.
These concepts will be presented in the next chapter.
Chapter 4
Propagation & Phase-Matching
4.1 The propagation model
While the single-atom harmonic response may be accurately calculated with the meth-
ods detailed in §3.3, this is not what is seen in the laboratory. We rather observe the
macroscopic harmonic response generated by an intense laser pulse focused into gaseous
medium, typically supplied by a gas jet fired perpendicularly across the beam.
In order to accurately model experimental data, we must therefore numerically in-
tegrate the Maxwell Wave Equation (MWE) with source terms, given in atomic units
as
∇2E(r, t)− 1
c2
∂2
∂t2
E(r, t) =
4π
c2
∂2
∂t2
P(r, t) (4.1)
where E(r, t) is the electric field comprised of both the driving laser and generated har-
monic fields. P(r, t) is the polarisation response of the medium containing the source
terms for both of the component fields. In deriving equation 4.1 we make the assumption
that ∇ ·E(r, t) = 0, justified since E(r, t) does not vary significantly transverse to the
propagation direction over distances on the order of one laser wavelength.
The complex amplitude of a Gaussian laser pulse propagating along the z−axis is
given in cylindrical coordinates by the expression
E0(r, z) = EP
w0
w(z)
e
− r2
w2(z) e−i(k0z+
k0r
2
2R(z)+φG(z)) (4.2)
where r is the radial distance and z the distance along the propagation axis. In this
thesis we will centre the coordinate system at the focus, i.e. (r, z) = (0, 0). EP is the
temporospatial electric field amplitude at the focus and k0 = 2πλ the wavenumber of the
beam. The beam width w(z) is the radius at which the beam amplitude drops to 1e2 ,
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given by
w(z) = w0
￿
1 +
￿
z
zR
￿2
(4.3)
where w0 = w(0) is the beam waist.
zR =
w20ω0
2c
(4.4)
is the Rayleigh range of the beam, with b = 2zR giving its confocal parameter.
R(z) = z
￿
1 +
￿zR
z
￿2￿
(4.5)
gives the radius of curvature of the wavefronts of the beam and
φG(z) = − tan−1
￿
z
zR
￿
(4.6)
is the Gouy phase shift through the focus [80], which decreases monotonically from π2 to
−π2 .
The Gaussian pulse of equation 4.2 is seen to be cylindrically symmetric about the
propagation axis. If we assume the distribution of the gaseous medium used to generate
harmonics also follows this symmetry then we may transform and reduce equation 4.1 as
∇2⊥E(r, z, t) +
∂2
∂z2
E(r, z, t)− 1
c2
∂2
∂t2
E(r, z, t) =
4π
c2
∂2
∂t2
P (r, z, t) (4.7)
Following the approach of [81], we further transform to a retarded time frame by
adopting t￿ = t− zc . We then have
∇2⊥E(r, z, t￿)−
2
c
∂2
∂z∂t￿
E(r, z, t￿) =
4π
c2
∂2
∂t￿2
P (r, z, t￿) (4.8)
where we have applied the Slowly-Evolving Wave Approximation (SEWA) ∂
2E
∂z2 = 0 [82].
This is valid for laser pulses whose amplitude and phase vary slowly across distances on
the order of one wavelength and of durations down to a single optical cycle. By invoking
the SEWA we do, however, neglect backwards-propagating waves. This is reasonable for
dilute gases and moderate ionisation rates [82]. Transforming equation 4.8 into frequency
space and rearranging gives the companion equation
∂
∂z
Eˆ(r, z,ω) +
ic
2ω
∇2⊥Eˆ(r, z,ω) = −
2πiω
c
Pˆ (r, z,ω) (4.9)
At this point we make the very good approximation of separating the total electric
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field into two distinct components: the driving IR field, El(r, z,ω) and the generated XUV
field Eh(r, z,ω). The propagation equations 4.8 and 4.9 may then be solved separately
for each component, with each case taking the appropriate approximations. In this thesis
we will consider atomic gas densities ≤ 1019 atoms/cm3 and interaction lengths ∼ a few
mm. Under these conditions we may ignore all linear dispersion and absorption eﬀects
for the driving IR field and consider only the polarisation response, Pˆion(r, z,ω), due to
the oscillation of the free-electrons created through ionisation of the gas medium. Hence
for the IR component, equation 4.9 simplifies as
∂
∂z
Eˆl(r, z,ω) +
ic
2ω
∇2⊥Eˆl(r, z,ω) = −
2πiω
c
Pˆion(r, z,ω) (4.10)
The second term on the left hand side describes diﬀraction of the field whereas the
term on the right describes nonlinear polarisation. We follow the approach of reference
[83], and take the approximation that over small distances ∆z, the diﬀraction and po-
larisation terms may act independently. The propagation of the field from z to z +∆z
is therefore carried out in two steps. Firstly the IR field is diﬀracted in frequency space
according to
∂
∂z
Eˆl(r, z,ω) = − ic2ω∇
2
⊥Eˆl(r, z,ω) (4.11)
via the Crank-Nicholson finite-diﬀerence method, see e.g. reference [84].
For the second step we must transform back into the time domain to calculate the
nonlinear polarisation term via
∂2
∂t￿2
Pion(r, z, t￿) = ω2p(r, z, t
￿)El(r, z, t￿) (4.12)
where the plasma frequency
ωp(r, z, t￿) =
￿
4πne(r, z, t￿) (4.13)
and the free-electron number density
ne(r, z, t￿) = na(z)
￿
1− e−
R t￿
−∞ Γ(E(r,z,t
￿￿))dt￿￿
￿
(4.14)
Here Γ(E(r, z, t￿￿)) is the ionisation rate, calculated via equation 2.117 or 2.119. na(z)
is the atomic gas density, necessarily radially constant in this symmetry, and which we
define by the Gaussian profile
na(z) = Nae
−4 ln 2
“
z−zj
zw
”2
(4.15)
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where Na is the peak gas density, zj marks the z-position of the centre of the gas jet and
zw is the FWHM width of the jet.
We perform the nonlinear polarisation step of the propagation by integrating equation
4.8 with respect to t￿ to give
∂
∂z
El(r, z, t￿) = −2πc
∂
∂t￿
Pion(r, z, t￿)
= −8π
2
c
￿ t￿
−∞
ne(r, z, t￿￿)E(r, z, t￿￿)dt￿￿ (4.16)
which we solve with a second-order Runge-Kutta algorithm [84].
Conversely to the IR component, for the XUV component of the propagating field
we may ignore free-electron eﬀects as these frequencies greatly exceed the plasma fre-
quency. Instead, we include the nonlinear dipole response of the atomic gas, Pˆdip(r, z,ω),
and XUV absorption by the neutral atoms via the frequency-dependent absorption co-
eﬃents, αabs(ω), of reference [79]. Linear dispersion due to the neutral atoms may also be
included via the frequency-dependent dispersion coeﬃcients of reference [85]. We, how-
ever, neglect this term since, with the absence of resonances for noble gas atoms at these
laser frequencies, it is approximately two orders of magnitude weaker than free-electron
dispersion (see §4.3).
For the XUV component, equation 4.9 then becomes
∂
∂z
Eˆh(r, z,ω)+
ic
2ω
∇2⊥Eˆh(r, z,ω)+na(z)αabs(ω)Eˆh(r, z,ω) = −
2πiω
c
Pˆdip(r, z,ω) (4.17)
As with the IR component we propagate the XUV field into steps. The diﬀraction
step is identical to equation 4.11, i.e.
∂
∂z
Eˆh(r, z,ω) = − ic2ω∇
2
⊥Eˆh(r, z,ω) (4.18)
and is, as previously, propagated via the Crank-Nicholson finite-diﬀerence method. The
nonlinear polarisation step may also be performed in the frequency domain for the XUV
pulse, with the absorption and dipole terms being treated separately. The absorption
step
∂
∂z
Eˆh(r, z,ω) = −na(z)αabs(ω)Eˆh(r, z,ω) (4.19)
is advanced trivially as
Eˆh(r, z +∆z,ω) = Eˆh(r, z,ω)e−na(z)α(ω)∆z (4.20)
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Finally, the contribution from the nonlinear dipole response is advanced according to
∂
∂z
Eˆh(r, z,ω) = −2πiωc Pˆdip(r, z,ω) (4.21)
where
Pˆdip(r, z,ω) = na(z)M￿ˆ(r, z,ω) (4.22)
HereM￿ˆ(r, z,ω) is the frequency spectrum of the dipole acceleration along ￿ˆ as calculated
by the methods described in §3.3 (specifically through equation 3.52, 3.61 or 3.71) and
using the propagated IR field.
After passing through the interaction region, the total electric field is propagated
through the vacuum to model the far-field observed in the lab. This may be performed
analytically in the frequency domain via a Huygen’s integral [86]. If l is the distance of
propagation to the far-field, then
Eˆ(r, z + l,ω) =
iω
cl
￿ ∞
0
r￿Eˆ(r, z,ω)e−
iω
2cl (r
2+r￿2)J0
￿
rr￿ω
cl
￿
dr￿ (4.23)
where J0 is the 0th-order Bessel function. This is calculated numerically according to the
linear Abel integral method described in reference [87].
Figure 4.1: (a) Spatio-spectral profile of the near-field harmonic response of a 1300 nm, 40 fs pulse
of peak intensity 3 × 1014Wcm−2 focused to a beam waist of 40µm. The argon gas jet has a
density of 1018 atoms/cm3 and has a width of 1mm, centred at 4mm downstream of the focus.
(b) Far-field profile after propagation through a further 1m of vacuum.
An example of the spatio-spectral output of a numerical code based upon the prop-
agation model (and originally written by Luke Chipperfield) is given in figure 4.1. We
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propagate a 1300 nm pulse of 40 fs FWHM and peak intensity 3 × 1014Wcm−2 focused
to a beam waist of 40µm. The gas jet has a 1mm FWHM width and supplies Argon
at 1018 atoms/cm3. It is centred 4mm downstream of the focus to optimise the short
trajectory contributions, as will be described in §4.2, and where the peak intensity has
reduced to 2.1×1014Wcm−2. As we have considered such a long pulse the odd-harmonic
structure is extremely well-defined and a variation in CEP will have no eﬀect on the
observed spectrum. Here we use the SFA model to capture the full emission throughout
the pulse. Figure 4.1(a) shows the near-field immediately after the gas jet. Figure 4.1(b)
shows the far-field using equation 4.23 to propagate through a further 1m of vacuum.
We have converted the radial axis into divergence to better match with experimental
output.
4.2 Phase-matching
The spatial distribution of the propagated harmonic spectrum, as calculated by the
propagation model of §4.1, is found to be highly dependent on the position of the gas jet,
zj , with respect to the laser focus. A spatially coherent driving laser field induces coherent
spontaneous emission across the gaseous medium, with energy increasing quadratically
with number of atoms [88]. However, due to the variation of the intensity and phase of
the driving laser across this interaction region, there will be a corresponding variation
in the single-atom harmonic response generated throughout the medium. The resulting
interference modulates the coherent accumulation of the macroscopic harmonic field and
it may be utilised to favour certain components to propagate to the observed far-field.
This process is known as Phase-Matching. In this section we will briefly discuss the phase-
matching process and relate the various properties of the laser geometry to propagated
harmonic signal.
To achieve perfect phase-matching, the phase front of the propagating harmonic field
must be in phase with the newly generated field at each point through the gaseous
medium. If kω(r, z) represents the wavevector of the propagating field at an angular fre-
quency ω and ksource(r, z) that of the newly generated field, then this may be represented
in cylindrical coordinates as [81]
kω(r, z) = ksource(r, z)
= kdip(r, z) +
ω
ω0
(kfocus(r, z) + k0) (4.24)
where ω0 and k0 = ω0c eˆz are the central frequency and wavevector of the driving laser
field. The wavevector kdip(r, z) =∇φdip(r, z) arises from the intensity-dependent phase,
φdip(r, z), of the dipole response, as described below. kfocus(r, z) = ∇φfocus(r, z) is the
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wavevector arising from the geometrical phase variation, φfocus(r, z), due to the focussed
laser beam. As in §4.1, equation 4.24 ignores the eﬀects of linear dispersion of the gas
medium (we set the refractive index to one for both the IR and XUV fields).
Following the work of Balcou [89], the degree of phase-matching at a frequency ω is
given by the phase-mismatch,
∆kw(r, z) =
￿￿￿￿ ωω0k0
￿￿￿￿− |ksource|
=
ω
c
−
￿￿￿￿∇φdip(r, z) + ωω0∇φfocus(r, z) + ωc eˆz
￿￿￿￿ (4.25)
For perfect phase-matching, ∆kw(r, z) = 0, we thus require that the length of the
wavevector of the propagated XUV field, taken as ωc , must equal the length of the
wavevector of the newly generated field with the dipole and focussing phase imposed.
Note that, in line with the propagation model where back-propagating waves are ne-
glected, equation 4.25 assumes that the harmonic field propagates in the forward direc-
tion.
For the Gaussian beam of equation 4.2, the spatial phase variation due to focussing
is given by the second and third terms of the exponential, i.e.
φfocus(r, z) = − tan−1
￿
z
zR
￿
+
k0r2
2R(z)
(4.26)
and so
∇φfocus(r, z) = k0rR(z) eˆr −
￿
zR
z2 + z2R
+
k0r2
2
z2 − z2R
(z2 + z2R)2
￿
eˆz (4.27)
The on-axis, i.e. r = 0, focussing phase is given solely by the Gouy phase, φG(z).
Furthermore, the on-axis wavevector due to focussing is seen by equation 4.27 to be
independent of r, as we would expect. These two quantities are plotted in figure 4.2(a)
for an 800 nm field focussed to a beam waist of 40µm, such that zR = 6.3mm.
The intensity-dependence of the phase-mismatch comes from the dipole phase term.
Although strictly true only in the long-pulse limit, for pulses down to as short as three
optical cycles we may to a very good approximation neglect CEP-dependence and take
φdip(r, z) as solely dependent on intensity [90]. By invoking this approximation we may
then express
∇φdip(r, z) = ξ(ω)∇I(r, z) (4.28)
where ξ(ω) = ddIφdip is the dipole phase-gradient with respect to intensity. Note that
this term is also spatially-dependent through its dependence on intensity. The on-axis
intensity envelope, as calculated from equation 4.2, and intensity phase-gradient through
the focus are plotted in figure 4.2(b) for a 3 cycle, 800 nm driving pulse with peak intensity
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Figure 4.2: (a) On-axis phase variation due to focussing and phase-gradient for a 3 cycle, 800 nm
driving pulse focussed to a beam waist of 40µm. (b) On-axis intensity and intensity-gradient
assuming the aforementioned pulse possesses a peak intensity 3× 1014Wcm−2.
3× 1014Wcm−2 focussed to a beam waist of 40µm.
To fully make sense of equation 4.25 we must decompose the dipole response into its
half-cycle contributions via the quantum orbit model of §3.3.5. Following reference [91],
we can then expand ξ(ω) as
ξ(ω) =
￿
s=(α,β,m)
ξs(ω) (4.29)
where the labels α,β,m characterise the quantum orbits as described in §3.3.5. The
half-cycle phase-gradients are given by
ξs(ω) =
d
dI
arg(Qs(ω))
￿ − d
dI
Sps,ω(ts, t
￿
s) (4.30)
where Qs(ω) are the emission amplitudes as calculated in equation 3.77 and Sps,ω(ts, t￿s)
the corresponding action at the saddle-point s.
Figure 4.3 plots ξs(ω) against photon energy for electron recollisions during the central
five half-cycles of a 3 cycle, 800 nm driving pulse of 3 × 1014Wcm−2 and φ0 = 0. The
magnitude of ξs(ω) increases with increasing m (we plot only the curves for m = 0, 1)
which, as will be shown, progressively inhibits proper phase-matching. For clarity the
curves are killed oﬀ above their respective classical cut-oﬀs and, due to the approximate
symmetry about the envelope peak for m = 0, we plot the contributions from half-
cycles before the envelope peak as dashed curves. We have highlighted the two curves
representing electron recollisions during the half-cycle, H0, across the peak of the driving
field envelope. In the notation of §3.3.5, this orbit pair is labelled by (β,m) = (−1, 0),
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with the short trajectory orbit α = +1 and long orbit α = −1. We will examine this
orbit pair extensively throughout this section.
Figure 4.3: Photon energy plotted against phase-gradient with respect to intensity for electron
recollisions across the central five half-cycles (m = 0, 1) of a 3 cycle, 800 nm driving pulse of
3× 1014Wcm−2 and φ0 = 0.
Equation 4.30 and figure 4.3 show that ξs(ω) is strictly negative. This has important
implications for phase-matching, which we explain by first considering the on-axis case.
When ξ(ω) is coupled to the intensity-gradient of figure 4.2(b) through equation 4.28, we
see that on-axis ∇φdip(r, z) must be strictly negative before and positive after the focus.
Since the on-axis focussing phase-gradient of figure 4.2(a) is always negative, equation
4.25 recovers the familiar experimental result that superior phase-matching is obtained
downstream of the focus.
We now return to solve equation 4.25 over the full (r, z) space. For driving pulse
considered in figure 4.3 we consider the orbit pair corresponding to recollisions across its
central half-cycle, H0, and possessing a classical cut-oﬀ energy of 77.6 eV. We examine
the degree of phase-matching at a particular frequency ω via the coherence length
Lcoh(r, z) =
2π
∆kω(r, z)
(4.31)
which may be then used to create phase-matching plots in the manner of reference [92].
We may expect a strong degree of phase-matching at a certain gas jet position zj when
Lcoh(r, zj) exceeds the FWHM width of the jet, typically zw ￿ 2mm.
Figure 4.4 plots Lcoh(r, z) for the short (left column) and long (right column) orbits
of H0 at four harmonic energies: (a-b) the 17th harmonic of the driving field (low-
plateau, at 26.3 eV); (c-d) and (e-f) the 27th and 37th harmonics (mid-plateau, at 41.8 eV
and 57.3 eV, respectively); (g-h) the 47th harmonic (high-plateau, at 72.8 eV). The grey
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Figure 4.4: Phase-matching plots for the quantum orbit pair (β,m) = (−1, 0) of the half-cycle
H0 for a 3 cycle, 800 nm driving pulse with φ0 = 0, focussed down to w0 = 40µm and peak
intensity 3 × 1014Wcm−2. The left column describes the short (α = +1) orbit and the right
column the long (α = −1) orbit. Panes (a-b) correspond to the 17th harmonic of the driving
field (low-plateau), (c-d) and (e-f) the 27th and 37th harmonics (mid-plateau) and (g-h) the 47th
harmonic (high-plateau). The degree of phase-matching is characterised by the coherence length
of the generated harmonics at each point (false colour scale) while the wavevector of the newly
generated harmonics is shown by the field of grey arrows. The dashed green curves are intensity
contours of the driving field in intervals of 0.5× 1014Wcm−2.
arrows show the direction of kω, indicating the most likely direction of propagation of
the XUV radiation. The dashed green curves are contours of laser intensity in intervals
of 0.5 × 1014Wcm−2 (i.e. the innermost, which intersects the propagation axis at z =
±2.8mm, corresponds to 2.5×1014Wcm−2). We consider a range along the propagation
axis between z = ±5mm, representing typical experimental gas jet position, and radial
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distances up to 25µm. The spatially-dependent ξs(ω) was recalculated for each point
(r, z).
If we first consider the short quantum orbit, (α,β,m) = (+1,−1, 0), figure 4.4(a)
shows that at low-plateau energies, good phase-matching is achieved throughout the
interaction region. As the energy is increased through figures 4.4(c), (e) and (g), good
phase-matching is permitted in a progressively more restricted area, most stringently
on-axis.
This is explained as follows: for the short orbit, an increasing photon energy results in
a monotonic increase in the magnitude of both the dipole and focussing phase-gradients of
equation 4.25, through ξs(ω) and the prefactor ωω0 , respectively. As discussed previously
on-axis, while the focussing phase-gradient is strictly negative within this region, the
dipole phase-gradient is negative before and positive after the focus. Downstream these
two terms thus serve to negate each other and as they are both magnified towards higher
photon energies, approximate balance is maintained. The phase-mismatch thus remains
small downstream of the focus. We see this confirmed in figure 4.4, where universally good
phase-matching is achieved for all energies of the short orbit when the gas jet is centred
beyond 2mm downstream of the focus. This is typically where the gas jet would be placed
in the laboratory to maximise harmonic signal from the short trajectories. Upstream of
the focus, however, the dipole and focussing phase-gradients reinforce each other and
as they are magnified towards higher energies, phase-matching becomes progressively
poorer.
We consider now the long quantum orbit, (α,β,m) = (−1,−1, 0), shown in the right
hand column of figure 4.4. The only diﬀerence from the short orbit is in the intensity-
derivative ξs(ω). In this case ξs(ω) monotonically decreases in magnitude with increasing
photon energy and thus the dipole phase-gradient also follows this behaviour. Since this
term now runs contrary to the focussing phase-gradient the behaviour is much more
complex.
In the case of the high plateau harmonics, represented in figure 4.4(h), ξs(ω) re-
mains close to the corresponding short orbit case. The phase-matching plot thus closely
ressembles its short orbit counterpart. As we decrease in energy, however, ξs(ω) diverges
significantly from the short orbit case and the phase-matching deteriorates downstream
of the focus. By the low-plateau harmonics, represented in figure 4.4(b), we are left with
only a narrow curving band of ≈ 2mm wide where phase-matching is strong. That this
varies along the z-axis with increasing r will further inhibit the build-up of harmonics.
Note that while we have used here a peak intensity of 3× 1014Wcm−2 at the focus,
increasing the peak intensity (and thus the intensity gradient) will impose progressively
harsher conditions on achieving good phase-matching. The regions of high coherence
length in plots such as those of figure 4.4 will thus become more restricted.
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We may use such phase plots to oﬀer some intuition for the most suitable placement
of the gas jet to optimise the short or long trajectories. To fully understand the phase-
matching process, however, we must use the propagation model to examine the harmonics
which may be generated across the interaction region. In figure 4.5 we plot the amplitude
and phase of (a-b) the 17th and (c-d) the 37th harmonic, generated at each point of the
interaction region for the orbit pair (β,m) = (−1, 0) of H0 and the driving pulse of
figure 4.4. This is computed with the propagation model of §4.1, where the single-atom
harmonic response is calculated for this orbit pair via the quantum orbit model of §3.3.5.
For this figure we take a constant gas jet density Na = 1017 atoms/cm3 throughout the
interaction region. The figure may thus be thought of as a field-defined landscape upon
which a physical gas jet (modelled with a density profile according to equation 4.15) may
be placed. Note this interpretation is only strictly valid for reasonably low density gas
jets, which do not result in significant modification of the driving field through plasma
defocussing (see §4.3), but we will nevertheless use it as a convenient way of explaining
the phase-matching process.
Figure 4.5: Intensity and phase plots describing the generation of the 17th (a-b) and 37th (c-d)
harmonic field by the orbit pair (β,m) = (−1, 0) for half-cycle H0 of the laser pulse of figure 4.4.
In figures 4.5(a) and (c) we see that the intensity of the generated harmonic field at
both energies takes the form of concentric bands. The phase of the generated harmonic
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field is quite diﬀerent in the two cases, however. In figure 4.5(b) the phase of the 17th
harmonic field follows a similar concentric banded structure, albeit progressively more
divergent downstream of the focus and further oﬀ-axis. The 37th harmonic field of figure
4.5 (d) has an approximately linear divergent banded structure beyond a sharp central
π-phase-shift corresponding to the minimum of the harmonic field which intersects the
propagation axis at z = ±2.6mm. This clear disparity in the phases of the generated
harmonics of diﬀerent energies has strong consequences for the propagation of the full
harmonic field.
When a propagating harmonic crosses the boundary of one of these phase-bands,
the sudden change in phase will rapidly kill any accumulated intensity. While a very
narrow gas jet will have a density profile small enough to cross no boundaries along the
propagation axis, typical gas jet widths will encompass two or more phase-bands. The
position of the gas jet relative to the laser focus is therefore crucial in dictating the energy
and divergence of the harmonics which survive propagation. To illustrate this point we
will examine the aforementioned two harmonics produced with a 2mm wide Gaussian
gas jet (equation 4.15) of peak density 1017 atoms/cm3.
Figure 4.6 plots the propagation of the low-plateau 17th harmonic pair through the
interaction region. Pane (a) centres the gas jet at 0mm (the centre of the focus) and
pane (b) at 4mm downstream of the focus. In both figures the centre of the gas jet
is indicated by the vertical solid black line while the FWHM width is indicated by the
region bounded by the dashed black lines. With figure 4.5(a) and (b) weighted by this
2mm wide density profile, we see the propagating harmonic field tracing out the banded
structure under the gas jet before diverging once the source term diminishes. Due to the
crossings between phase-bands lying on-axis, this portion of the propagated harmonic
field is suppressed.
When the gas jet is centred at 4mm downstream, the banded structure of figure 4.5 is
even more apparent under the gas jet but the many on-axis crossings in this region serve
to kill oﬀ the strong on-axis response and diminish the harmonic field. Since the oﬀ-
axis generated harmonic field is comparatively weak, the full propagated field is roughly
constant at a low relatively amplitude.
The behaviour seen in figure 4.6 is typical of low-plateau harmonics, which are typ-
ically suppressed during propagation due to the complex phase structure close to the
focus and significantly reduced driving intensity outside the focus.
In figure 4.7 we plot the mid- to high-plateau 37th harmonic pair, corresponding to
figures 4.5(c-d). As in figure 4.6 the gas jet centred at 0mm in pane (a) and 4mm
downstream in pane (b), marked by the solid black lines. The gas jet has a Gaussian
profile of peak density 1017 atoms/cm3 and FWHM width of 2mm, bounded by the
dashed black lines.
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Figure 4.6: Propagation of the 17th harmonic field of figure 4.5(a-b) through the interaction region
when a 2mm wide gas jet of peak density 1017 atoms/cm3 is centred at (a) the focus and (b)
4mm downstream of the focus. Because of the great variation in intensity through the interaction
region and with gas jet position, we switch to a logarithmic intensity scale.
With the gas jet centred at the focus, as shown in figure 4.7(a), the 37th harmonic is
dominated by a single divergent contribution. The on-axis and low divergence emission is
quickly suppressed upon crossing the series of phase boundaries around the focus. These
lie perpendincular to the propagation axis and are seen in figure 4.5(d). To successfully
propagate this component of the harmonic emission we must position the gas jet beyond
the sharp flip in phase defined by the harmonic intensity minimum, demanding that
zj > 2.6mm at this energy. The only permitted propagation of the 37th harmonic at
this gas jet position occurs from radiation generated from the outer band of figure 4.5(c),
roughly bounded by −1mm < z < 1mm and r > 12µm. The divergent structure of
the harmonic phase within this region then explains the divergence of the propagating
harmonic.
Figure 4.7(b) centres the gas jet 4mm downstream of the focus, beyond the inhibiting
region about the focus. There is thus little obstacle to propagation of the on-axis and low-
divergence components and we see an order of magnitude enhancement in the intensity
of the propagated harmonic field. Furthermore, we see that at both gas jet positions the
propagated field is far less structured than that of the 17th harmonic. This is due to the
harmonic intensity plots of figure 4.5 becoming more localised about the focus and the
broadening of their component bands with increasing energy.
We will now briefly examine the propagation of the on-axis component of the harmonic
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Figure 4.7: Propagation of the 37th harmonic field of figure 4.5(c-d) through the interaction region
when a 2mm wide gas jet of peak density 1017 atoms/cm3 is centred at (a) the focus and (b)
4mm downstream of the focus. For ease of comparison, the colour scale is set to match that of
figure 4.6.
field for the orbit pair (−1, 0) of H0 for these two gas jet positions across all energies
E > Ip. Figure 4.8(a), for zj = 0mm, shows clearly the interference of the short and long
orbits throughout the interaction region. Both components survive propagation through
the gas jet up to mid-plateau energies (￿ 45 eV). The higher energy harmonics are killed
oﬀ on-axis, as we saw for the 37th harmonic (57.3 eV) in figure 4.7(a). As in this figure,
we mark the centre and width of the gas jet by the vertical black lines.
In figure 4.8(b) we set zj = 4mm and see up to two orders of magnitude enhancement
of the intensity of the high-plateau to cut-oﬀ harmonics (corresponding to a classical cut-
oﬀ energy of 61.2 eV at the centre of the gas jet). By comparison, the low- to mid-plateau
harmonics are heavily suppressed on-axis, as the propagating harmonic passes through
the multiple phase-boundaries of figure 4.5.
We have described some of the mechanisms of the propagating harmonic field for a
given orbit pair, and the motivations of selecting gas jet position and width. In figure
4.9 we now show the resulting spatio-spectral profile of the propagated field which may
be compared with experimental data, typically recorded by an MCP detector coupled to
a CCD. As previously, pane (a) places the gas jet at zj = 0mm and pane (b) zj = 4mm.
In both cases we apply the Huygens integral of equation 4.23 to propagate a further 0.5m
through the vacuum to the far-field, simulating the detector geometry.
When the gas jet is positioned at the focus in figure 4.9(a) we see a highly structured
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Figure 4.8: Propagation of the on-axis harmonic field arising from the quantum orbit pair and
driving field of figure 4.5 when a 2mm wide gas jet of peak density 1017 atoms/cm3 is centred at
(a) the focus and (b) 4mm downstream of the focus.
Figure 4.9: Spatio-spectral profiles of the propagated harmonic field arising from the quantum
orbit pair and driving field of figure 4.5 when a 2mm wide gas jet of peak density 1017 atoms/cm3
is centred at (a) the focus and (b) 4mm downstream of the focus. Both fields are propagated a
further 0.5m in vacuum to the far-field.
profile. While we plot divergence in our cylindrical coordinate system, experimental
data will typically be recorded in Cartesian space and appear as symmetric about r = 0,
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appearing as a stack of chevrons. Although here we only see half of each chevron, we
nevertheless will use this terminology.
The on-axis profile in figure 4.9 matches that of figure 4.8 and harmonic emission is
seen to extend out to a divergence of 15 milliradians (mrad). The fall in photon energy
with increasing divergence along each of the chevrons is simply due to the continuous
reduction of driving field intensity with increasing radial distance. The ‘bite’ taken out
of the profile at low divergence for E > 50 eV is due to the formation of the previously
mentioned region of extremely poor phase-matching about the focus at higher energies,
as was seen in figure 4.5(c-d). With higher photon energy this region expands to cover
a greater area about the focus, inhibiting a progressively more divergent portion of the
harmonic field.The most intense portion of the harmonic field is located at an energy of
50 eV and far oﬀ-axis with a divergence of approximately 10.5mrad. Within two orders
of magnitude of intensity, the harmonic field is seen to extend to a cut-oﬀ energy of 64 eV
and peak divergence of 15.5mrad.
In 4.9(b) the gas jet is positioned at 4mm downstream of the focus and we see a
much simpler structure, with a single dominant chevron covering the high-plateau of the
short orbit and the cut-oﬀ region. Contrary to figure 4.9(a), the peak intensity of this
harmonic field lies on-axis at 57 eV. Within two orders of magnitude of intensity, the
harmonic field from this gas jet position extends to a cut-oﬀ energy of 68 eV and smaller
peak divergence of 12mrad.
For most of §4.2 we have only considered the dominant quantum orbit pair, (β,m) =
(−1, 0), of the half-cycleH0. In figure 4.9 we plotted for two gas jet positions the harmonic
far-field arising from this orbit pair alone. This orbit pair yields for each half-cycle, H±n,
a far-field resembling that of H0, but with photon energy and intensity reduced according
to peak driving intensity (c.f. figure 4.3). Orbit pairs m > 0 suﬀer further reductions in
both energy and intensity, as evidenced in, for example, figure 3.13.
Of course, measured experimental data represents a coherent sum across all quantum
orbits of the driving laser field. In figure 4.10 we plot the harmonic far-field composed
of emission across the entire driving pulse. This is computed by the propagation model,
with the single-atom dipole response now calculated by the SFA model of §3.3.4. As
in figure 4.9, the gas jet is centred in pane (a) at the focus and in pane (b) at 4mm
downstream of the focus.
We see from equations 3.66 and 3.58 that the action associated with the electron’s
excursion in the continuum is proportional to the square of the field amplitude. By
equation 3.61, the phase of the harmonic radiation emitted at a given frequency is then
proportional to the integral of the intensity envelope during the electron’s excursion. The
value of this intensity envelope will change during a given half-cycle, particularly so for
short pulses and away from the envelope peak, where the intensity gradient is steeper.
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Figure 4.10: Spatio-spectral profiles of the propagated harmonic field due to the full driving field
of figure 4.3, when a 2mm wide gas jet of peak density 1017 atoms/cm3 is centred at (a) the focus
and (b) 4mm downstream of the focus. Both fields are propagated a further 0.5m in vacuum to
the far-field.
These intensity variations then lead to a phase diﬀerence between half-cycle spectra,
resulting in destructive interference in the full far-field HHG spectrum. Recall in §3.3.2
we saw that the average electron excursion is substantially longer for the thus-named long
trajectories. We may therefore expect the inter-cycle destructive interference to become
more evident as the long trajectories play an increasingly significant role.
This is indeed what is shown in figure 4.10. Pane (b), where zj = 4mm, is dominated
by the high-plateau short and cut-oﬀ trajectories, as seen in figure 4.9(b). We thus see
strong constructive interference between half-cycle contributions, forming the familiar
odd-harmonic bands. These appear less well-resolved and broader than in figure 4.1
(accounting for the diﬀerent central wavelength and axis-scale) due to the much shorter
driving pulse used here. There is some evidence of anharmonic destructive interference,
may be eliminated by placing the gas jet yet further downstream.
In pane (a), where zj = 0mm, we see a much greater degree of anharmonic behaviour,
where the short and long trajectory contributions from each half-cycle interfere destruc-
tively. Odd-harmonic structure is only really apparent in the high-energy, high-divergence
portion of the spectrum. Furthermore, the spectrum of figure 4.10(a), containing signifi-
cant short and long trajectory contributions, is more highly divergent than that of figure
4.10(b), where only the short trajectory contribution is of significant intensity. This is
consistent with typical experimental data.
While experimentalists may be limited to plots such as figure 4.10 to observe the har-
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monic far-fields, we may use the calculated phase information to conduct time-frequency
analysis as detailed in §3.3.6. By this method we may easily compare the contribution
of the various half-cycles of the driving pulse and examine for eﬀects such as saturation
or ground-state depletion of the gaseous medium. Figure 4.11 plots the results of tis
analysis for the two far-fields of figure 4.10. We use the same false-colour map in each
pane for ease of comparison and revert to a linear scale for clarity.
Figure 4.11(a), where zj = 0mm, is indicative of any such plot when the gas jet
is centred close to the focus. The plot lacks a definite structure, with indications of
both short and long trajectories, as well as strong interference from half-cycles where
m > 0. By contrast, figure 4.11(b), where zj = 4mm shows strong build-up of harmonic
radiation corresponding to the short and, in particular, the cut-oﬀ trajectories of multiple
half-cycles. We see a slight procession of the most intense portion of each half-cycle to a
later time within it throughout the driving pulse. This may be compared to the procession
of the semi-classical cut-oﬀ trajectories in figures 3.4 and 3.5.
Figure 4.11: Time-frequency analysis of the far-field HHG spectra of figure 4.10. As previously
the gas jet is centred at (a) the focus and (b) 4mm downstream of the focus.
4.3 The eﬀect of free-electrons on propagation
We will now briefly examine the eﬀects of free-electrons on HHG propagation. It may be
naively expected that we can increase harmonic intensity by simply increasing the gas
jet density, via the peak atomic density, Na, of equation 4.15. But of course, and as was
seen in §3.4.2, it is never so simple. Increasing Na will result in a corresponding increase
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in the number of free-electrons distributed across the interaction region, as given by
equation 4.14. The plasma frequency, ωp, is thus increased via equation 4.13, modifying
the refractive index η through the interaction region as [93]
η(r, z, t￿) =
￿
1−
￿
ωp(r, z, t￿)
ω0
￿2
(4.32)
The temporal dependence manifests as a blue-shifting of the driving laser pulse [94].
The degree of blue-shift is proportional to ∂η∂t , and is thus strongest about the peak of
the driving pulse, where the ionisation rate is highest. Note that this assertion assumes
the laser intensity is not suﬃciently strong to fully ionise the gaseous medium prior to
its peak.
The dominant eﬀect, however, is due to the radial-dependence of the refractive index.
By equations 4.32, 4.14 and 4.13, η is seen to increase with radial distance and thus the
gaseous medium acts as a lens, defocussing the laser field. Due to its free-electron origin,
this process is known as Plasma-Defocussing. Plasma-defocussing becomes progressively
more important during the driving pulse with the increasing number of free-electrons.
For typical intensities we would expect that its eﬀects first become significant around the
temporal peak of the driving pulse, where ne has the steepest gradient.
Figure 4.12: Time-frequency analysis of the far-field HHG spectra calculated for the driving laser
pulse of figure 4.3, but now with a 2mm Gaussian gas jet placed 4mm downstream of the focus
and where (a) Na = 1018 atoms/cm3 and (b) Na = 5× 1018 atoms/cm3. Each pane is normalised
to its repective maximum to allow for a relative comparison.
In figure 4.12 we repeat the calculation of figure 4.11(b), but now increase the peak
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gas jet density to (a) 1018 atoms/cm3 and (b) 5× 1018 atoms/cm3. Through comparison
with figure 4.11(b), we can see that increasing atomic density will progressively reduce
the energy of the most intense portions of the harmonic emission, which correspond to
the high-plateau and cut-oﬀ regions of the various half-cycles. This reduction in photon
energy is a direct consequence of the reduction in driving field intensity caused by plasma
defocussing. As was expected, this reduction is seen to be more substantial after the
peak of the driving field, distorting the harmonic emission to favour earlier half-cycles
for higher photon energies. Furthermore, we see an increasing suppression of harmonic
emission with time throughout the pulse. Harmonic emission from entire half-cycles is
killed oﬀ, starting from the tail of the driving pulse and moving to progressively earlier
times with increasing atomic density. In a similar vane, the most harmonic emission is
seen to reside within progressively earlier half-cycles.
This inhibiting of the phase-matching process in HHG is known as Free-Electron
Saturation (or simply saturation) of the gaseous medium. It may be postponed by
using gases of a higher ionisation potential, allowing for higher gas densities and laser
intensities, but is a fundamental part of the phase-matching process. In the following
chapters we will go on to examine how we may attempt overcome this limitation, as well
as those of §3.4.2, by using multi-colour driving fields.
4.4 Conclusion
In this chapter we have discussed the main concepts of propagation of the macroscopic
harmonic field. We began with a detailed description of the propagation model, based on
a numerical integration of Maxwell’s wave equation using the Crank-Nicholson method
and with the IR and XUV propagated separately. We then explained the role of phase-
matching in the propagation of individual half-cycle spectra and full HHG spectrum,
and how this motivates the choice of focussing geometry in the lab. Finally, we briefly
described the role of free-electrons in causing plasma-defocussing and the resultant eﬀects
on the observed harmonic spectrum.
Chapter 5
Control of HHG using
Multicolour Fields of Parallel
Polarisation
5.1 Introduction
As described in §3.4.2, there exist fundamental limitations to HHG using a single-colour
field. To overcome some of these many multicolour techniques have been examined
theoretically and in the laboratory. Broadly speaking, these techniques can be divided
into two categories: (i) where the spatially- and temporally-superposed colours of the
driving field are all polarised along the same axis and (ii) where there exists some non-
zero angle between the polarisation axes. In this chapter we will give a brief overview of
HHG performed with multicolour fields of parallel polarisation.
Introducing a second, parallely polarised field will typically increase the peak field
intensity and thus the rate of ionisation from the ground state of the HHG medium. This
is no diﬀerent from increasing the intensity of a single-colour driving field, however, and
indeed will suﬀer the same limitations. The distinction lies in the fact that the second
colour, possessing a diﬀerent central frequency, will modify the shape of laser waveform
away from the simple sinusoid we have hitherto considered. The electron trajectories
within the continuum are thus likewise modified, altering the subset which are permitted
to recombine and contribute to HHG, together with their characteristic returning energy
and excursion duration.
Parallel multicolour HHG may be further divided up into two subcategories. The first
contains schemes where the second colour is a harmonic of the primary colour (referred
to as the fundamental), and is typically generated from the fundamental via, for exam-
ple, a beta barium borate (BBO) crystal. In the small minority of multicolour setups
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which contain more than two colours, further colours will also be harmonic of the fun-
damental. The combined waveform will thus be periodic, repeating once every cycle of
the fundamental, albeit adjusted in amplitude according to the combined field envelope.
Much interest is therefore given to constructing waveforms which oﬀer improvements
over single-colour fields in, for example, harmonic yield or cut-oﬀ energy. Given CEP-
locked component colours, these benefits may therefore be repeated every cycle of the
fundamental for a long driving pulse, or sought in isolation for suﬃciently short driving
pulses.
The first multicolour scheme followed this regime, being performed by Perry and
Crane using a glass laser fundamental with a central wavelength of 1053 nm and its
second harmonic at 527 nm [95]. In this experiment even-harmonics of the fundamental
were observed, due to the second harmonic breaking the half-cycle antisymmetry and
the combined field repeating once per cycle. We would thus expect a spacing of the
fundamental frequency, ω, between harmonic peaks. The experimental data shown in
figure 5.1 clearly shows these intermediate spectral peaks. Note that in this figure the
harmonic labels are given in terms of the second harmonic field. Relative to this colour,
the combined waveform repeats every two cycles and thus we expect the spectral peaks
to be located at every half-harmonic, as seen.
Figure 5.1: The appearance of even-order peaks in the harmonic spectrum as measured in the
first multicolour HHG experiment [95]. Note that the peaks are labelled as harmonics of the 2ω
field.
In the photon picture the parity and angular momentum conservation is maintained
for the even harmonics due to the total number of absorbed fundamental plus second
harmonic (2ω) photons remaining odd. This total will be split between ω and 2ω photons
according to the relative intensity of these two colours. A strong fundamental and weak
second harmonic might, for example, yield a 22nd harmonic as 10(ω) + (2ω).
These so-called ω+2ω schemes represented the bulk of early multicolour experiments
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and have since been implemented to achieve orders of magnitude enhancement in har-
monic yield [96, 97], a feat also replicated via ω + 3ω frequency mixing [98]. Other
proposed schemes aim to use the potential cut-oﬀ extension arising from commensurate
frequency mixing [99, 100]. One scheme in particular uses a combination of five colours at
0.5ω,ω, 2ω, 3ω, 4ω to attempt to achieve the theoretical maximum electron return energy
for a given excursion duration and driving field energy [101]. Such extended harmonic
plateaus may be utilised to generate ever shorter attosecond pulses.
The addition of intermediate harmonics to the spectrum through frequency-mixing
will correspond to a reduction in the periodicity of the generated attosecond pulse train
(APT). For example, an ω + 2ω scheme will result in an APT consisting of attosecond
pulses half as frequently as that generated by the fundamental alone, namely every cycle
of the fundamental [102]. The consecutive pulses within this train will also not alternate
in polarity as in the single colour case. By using ultrashort driving pulses or through
the introduction of optical gating, the reduced periodicity can then be used to isolate
individual attosecond pulses [103, 104, 105].
As indicated above, in a commensurate frequency scheme the relative phase between
the component colours becomes a key parameter for multicolour HHG. Given the correct
phase relationship, harmonic yield enhancements of up to and exceeding two orders of
magnitude have been observed, with modulations of over 50% of the maximum [98, 96,
106]. Figure 5.2, taken from reference [96], shows these modulations for a helium gas
target illuminated by an 800 nm fundamental of intensity 5×1014Wcm−2 and its second
harmonic at 8 × 1014Wcm−2. Plotted are the 34th, 38th and 42nd harmonics of the
fundamental. Zeng et al have also found the degree of cut-oﬀ extension in multicolour
HHG to be highly dependent on relative phase [99, 100].
Figure 5.2: Modulation of spectral yield of three plateau harmonics with relative phase in a ω+2ω
scheme, as measured in reference [96]
The second subcategory of parallel multicolour HHG represents schemes where the
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colours are of incommensurate frequency. These schemes may be used either with short
CEP-stable component pulses, as previously described. Alternately we may use longer
driving pulses and escape from the strict requirement of CEP stabilisation. This is
because the relative phase between the colours is eﬀectively scanned across the duration
of the combined pulse, being only periodic over a time period given by the lowest common
multiple of period of the component colours.
Incommensurate frequencies were first used for multicolour HHG by Eichmann et al
[107]. This scheme was based on the combination of a Ti:Sapph laser delivering an 800 nm
pulse with a tunable optical parametric generator (OPG), converting a portion of the
energy into the frequency range 520-650 nm. Due to a relatively low OPG intensity, its
influence was limited to sidebands about the odd-harmonic spectral peaks of the 800 nm
field. These sidebands resulted from the replacement of a single 800 nm photon with an
OPG photon and were seen to shift in spectral position according to the central wave-
length of the OPG. With an increased OPG intensity the emergence of more significant
satellite peaks was soon observed [108].
As with commensurate frequencies, 800 nm+OPG schemes have been used increase
harmonic yields [109, 110] and to significantly extend the harmonic cut-oﬀ both with
[109, 111], and without [112], phase stabilisation.
A particularly interesting method to isolate a single attosecond pulse without the
need for short pulses was proposed for incommensurate frequencies by Merdji et al [113].
This scheme used a 27 fs, 800 nm fundamental with its second harmonic detuned to 2.18ω
to obtain the emission of only two strong attosecond pulses, located either side of the
peak of the intensity envelope. By increasing the driving intensity such that the ground
state is strongly depleted between these two attosecond pulses, the second is heavily
suppressed. We are thus left with a single isolated attosecond pulse.
We will now describe two examples of the manipulation of harmonic emission via
multicolour fields in much more detail. The first is a theoretical scheme using the simplest
form of commensurate frequency mixing with ultrashort pulses to greatly increase the
harmonic cut-oﬀ whilst avoiding the drawbacks of increased intensity. The second is an
experimental scheme using longer pulses of incommensurate frequency to greatly increase
the harmonic yield.
5.2 Cut-oﬀ extension using two ultrashort pulses
This section builds upon and extends the work published in collaboration with the Uni-
versity of Salamanca as published in reference [100]. We demonstrate that a significant
cut-oﬀ extension may be achieved by combining two ultrashort pulses of the same colour.
These pulses are both sine-like, being identical but for a π-flip in CEP and a temporal
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delay, τ . The combined multicolour field may then be expressed as
E(t, τ) = E˜(t+
τ
2
)￿ˆ− E˜(t− τ
2
)￿ˆ (5.1)
where E˜(t) =
￿
E0 cos2
￿
ωt
2N
￿
sin(ωt) if |t| < NT2
0 otherwise
(5.2)
Here we use a cos2 envelope for the two component pulses, with N representing the
number of cycles within the total pulse duration, NT . The number of cycles within the
FWHM duration of §2.3.2 is therefore given by 0.364N . Since the component pulses are
both antisymmetric, E(t, τ) integrates to zero prohibiting a DC component. We thus
escape the necessity of defining the pulse envelope via its vector potential.
The crucial parameter here is the delay between the two pulses. A delay of τ =
0.5T , as shown in figure 5.3(a), closely approximates a single-colour pulse of increased
amplitude and the same central frequency. Below the saturation limit this pulse will thus
provide increased harmonic yield and an extended cut-oﬀ. It will, however, suﬀer the same
limitations as merely increasing the intensity of a single pulse and one might justifiably
ask: why not simply do this rather than the more complicated task of introducing and
aligning a second pulse?
Figure 5.3: Driving fields formed from two ultrashort sine-like pulses diﬀering by π2 in phase and
temporally delayed by (a) τ = 0.5T and (b) τ = 0.8T . Adapted from reference [100].
On the other hand, a delay of τ = 0.8T , as shown in figure 5.3(b), does not increase
the peak amplitude of the combined field over that of its component pulses. The central
‘half-cycle’ has, however, been modified into a flat-top shape and broadened to a time
period equivalent to 85T . Recall that, by equations 2.44 and 3.24, the harmonic cut-oﬀ
increases quadratically with the time period of the driving field. We might therefore
expect this field shape to more eﬃciently use the laser energy to deliver an increased
cut-oﬀ. Indeed, this value of τ was chosen based upon a delay scan to maximise the
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cut-oﬀ conditional on total ionisation not exceeding that of the two component pulses
fully separated (τ → ∞). Since there is no increase in ionisation, we would expect the
cut-oﬀ extension to survive up to the single-colour saturation intensity, as is confirmed
below.
We now assume a central wavelength of λ = 800 nm and duration of N = 2 illuminat-
ing a hydrogen gas target of ionisation potential Ip = 13.6 eV. Using a a 3D single-atom
TDSE code we calculate the harmonic spectrum for three delay values, the two afore-
mentioned cases and fully separated pulses (τ →∞, averaged over one cycle). Figure 5.4
plots these spectra for E0 = 27.4Vnm−1, corresponding to a intensity I0 = 1014Wcm−2,
well below the saturation intensity for hydrogen. As expected, the τ = 0.8T pulse sees a
significant cut-oﬀ extension of over 20 eV compared to the fully separated pulses, albeit
with a drop in harmonic yield of up to a factor of five below 30 eV. However, the τ = 0.5T
pulse possesses a cut-oﬀ over 23 eV higher as well as one order of magnitude greater har-
monic yield across its plateau. This is also indicative of a placing all of the laser energy
into a single pulse and so the mulitcolour field oﬀers no benefit at these relatively low
intensities.
Figure 5.4: Single-atom harmonic spectra calculated for hydrogen illuminated by 800 nm, N = 2
component pulses of I0 = 1014Wcm−2 and delayed by τ = 0.5T, 0.8T and τ ￿ T .
In figure 5.5 we recalculate these spectra for E0 = 47.5Vnm−1, corresponding to a
intensity I0 = 3× 1014Wcm−2, exceeding the saturation intensity for hydrogen. In this
case the greatly increased intensity of the central peak of the τ = 0.5T pulse quickly
depletes the ground state and the harmonic yield is heavily suppressed with increasing
energy. On the other hand, the τ = 0.8T pulse suﬀers from significantly less depletion
and maintains a yield comparable to the fully separated pulses while providing a cut-oﬀ
extension of over 60 eV. The new cut-oﬀ of approximately 116 eV is suﬃcient to be used
to probe core electrons in atoms (see, for example, reference [114]). With suﬃcient flux
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these pulses may be used in XUV pump - XUV probe experiments. The relatively flat
nature of the extended plateau may be utilised to generate short attosecond pulses upon
appropriate filtering.
Figure 5.5: As figure 5.4 but with the intensity of the component pulses increased to I0 =
3× 1014Wcm−2, beyond the saturation limit for hydrogen. The yield for the τ = 0.5T pulse, as
with single-colour fields, is thus heavily suppressed while the cut-oﬀ extension of the τ = 0.8T
pulse is preserved.
Note that in both figures 5.4 and 5.5 the cut-oﬀ energy for the τ = 0.8T pulse is
found to obey the modified cut-oﬀ law Emax = 1.32Ip + 5.5Up.
To fully explore the eﬀects of relative delay a scan of harmonic energy and yield was
calculated by Jose´ Antonio Pe´rez-Herna´ndez for these two component pulse intensities,
with the results displayed in figure 5.6 [100]. Also overlayed are the classically calculated
single-colour cut-oﬀ energy and modified cut-oﬀ energy for τ = 0.8T .
Pane (a) shows the case where I0 = 1014Wcm−2 and the cut-oﬀ energy is confirmed
to be strongly optimised at τ = ±0.5T . Since the two pulses are indentical but for a
π-phase flip, the harmonic scan is seen to be symmetric about τ = 0 and vanish as the
two pulses cancel at zero delay.
Pane (b) shows the case where I0 = 3× 1014Wcm−2. Within the set intensity range
the cut-oﬀ energy is seen to be maximised at τ = 0.8T , with harmonic yield from shorter
delays being heavily suppressed due to depletion of the ground state as shown above.
Since this is a theoretical study and we have considered only exceptionally short
component pulses equivalent to less than a single optical cycle FWHM duration, we
now repeat this scan for N = 3 cycles in figure 5.7. As before pane (a) plots for I0 =
1014Wcm−2 and pane (b) for I0 = 3× 1014Wcm−2. We observe very similar behaviour,
with the cut-oﬀ energy maximised at τ = ±0.5T for the I0 = 1014Wcm−2 case and at
τ = ±0.8T for I0 = 3 × 1014Wcm−2. However, while we still maintain a strong cut-oﬀ
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Figure 5.6: Scan of harmonic intensity, given by the false-colour scale, and energy with relative
delay for N = 2 and (a) I0 = 1014Wcm−2 and (b) I0 = 3 × 1014Wcm−2. Taken from reference
[100].
extension with the τ = ±0.8T pulse, it is reduced with increasing pulse duration, being
given by Emax = 1.32Ip + 4.7Up for N = 3.
Figure 5.7: Scan of harmonic intensity, given by the false-colour scale, and energy with relative
delay for N = 3 and (a) I0 = 1014Wcm−2 and (b) I0 = 3 × 1014Wcm−2. Taken from reference
[100].
In order to determine the cause of the cut-oﬀ extension we now revert to a duration of
N = 2 and perform a classical simulation to obtain the electron trajectories and classical
kinetic energy upon recollision. Figure 5.8(a) plots returning kinetic energy with time
and clearly shows the cut-oﬀ extension to be caused solely by recollisions during the
central, flat-topped half-cycle. This was expected from figure 5.5, where the extended
plateau above 60 eV possesses a structure very much reminiscent of the single half-cycle
spectra of §3.3.5. Furthermore, the classical calculation confirms the cut-oﬀ electrons
return with an energy of 5.5Up. Recollisions during the adjacent two half-cycles yield
energies reaching up to 2.3Up, so below this energy we would expect to see contributions
from the latter of these two (the former being of a much lesser intensity at ionisation).
This is in further agreement with figure 5.5 since 2.3Up equates to a photon energy of
59.3 eV for hydrogen, λ = 800 nm and I0 = 3 × 1014Wcm−2, which marks the lower
energy bound of the extended plateau.
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Figure 5.8: Classical calculation showing (a) returning kinetic energy and (b) excursion trajecto-
ries of electrons influence of the τ = 0.8T pulse. The trajectories are also coloured according to
returning energy, with the most energetic within each ‘half-cycle’ being plotted in black and its
ionisation time marked by a hollow circle overlayed on the driving pulse.
In figure 5.8(b), we have plotted the recombining electron trajectories, calculated
numerically according to equation 3.14 and normalised according to the maximum single-
colour CW excursion displacement (see equation 3.25). The trajectories are coloured
according to returning kinetic energy, with the highest returning energy trajectory within
each group overlayed in black. The dashed black line plots the electric field normalised to
the maximum of a single component pulse. The overlayed hollow black circles mark the
field amplitude at the ionisation time of the highest returning energy trajectory within
each group.
Firstly we note the extended excursion duration of electrons across the central peak of
the combined field, up to a maximum of tR−tI > τ+ T2 = 1.3T . The maximum excursion
displacement is seen to be approximately double that of the single-colour CW case.
Furthermore, the time range for recollisions this central peak is significantly extended to
∆tR > τ + T4 = 1.05T which may have useful applications in, for example, the PACER
technique [115].
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If we now focus on the maximum returning energy trajectory, we see this too has a
considerably longer excursion (tR − tI = 0.99T ) than in the corresponding single colour
case (0.65T ). This trajectory therefore has a excursion distance of more than double the
single colour case and has an additional 50% longer which to absorb kinetic energy from
the driving field.
A second important point is that due to the expanded central peak, recombining tra-
jectories are ionised correspondingly earlier in the preceeding half-cycle. The maximum
returning energy trajectory is shifted back to launch just before the field peak and so
further benefits from a more eﬃcient use of this energy to accelerate the electron away
from the core. In turn, a greater proportion of the energy of the central flat-top peak may
therefore be used to return the electron with an increased kinetic energy. Furthermore,
the high field value at launch results in a strong ionisation rate and thus maintains a
high harmonic yield up to the cut-oﬀ, oﬀsetting the reductions from a longer excursion
duration.
We have now gone some way to justify and explain the benefits of this delayed pulse
scheme, but we must now consider the macroscopic propagation eﬀects. As was seen
in Chapter 4, significant build up of harmonics is easily inhibited and the increased
complexity of a multiple pulse scheme warrants additional calculations to determine is
these benefits survive to the far-field. On the other hand, since the scheme is built upon
not increasing overall ionisation across the pulse, one might expect that it benefits from
reduced saturation eﬀects when compared to single-colour HHG.
To test these ideas, we have used the propagation model of §4.1 combined with the
SFA model of §3.3.4 to calculate the single-atom HHG response across the entire pulse.
The calculations were performed assuming a hydrogen gaseous medium provided
by a Gaussian gas jet as described by equation 4.15. The peak density was Na =
1017 atoms/cm3 and the jet was centred at zj = 4mm downstream of the foci with a
FWHM width zw = 1mm. Each of the driving fields were adjusted to have the follow-
ing properties at the centre of the gas jet. Each component pulse was taken as having
λ = 800 nm, I0 = 3 × 1014Wcm−2, N = 2 and beam waist w0 = 40µm. The driving
fields were examined, with the resulting harmonic emissions plotted in figure 5.9. The
left column plots the spatio-spectral output with photon energy plotted vertically and di-
vergence horizontally. The right column shows the radially-integrated harmonic emission
throughout the duration of the driving pulse, shown as a dashed grey line and normalised
to reflect the relative amplitude between cases. In both columns the harmonic intensity
is given by a false-colour scale, normalised to the same maximum within each column.
Panes (a-b) are calculated for a reference case of a single-colour driving field given
in terms of equation 5.2 by E(t) = 2E˜(t)￿ˆ. As expected, in pane (b) we see that at this
intensity the hydrogen ground state is quickly depleted, eliminating emission from after
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Figure 5.9: Propagated HHG spectra for three driving fields: (a-b) single-colour reference pulse of
double the field amplitude, (c-d) multicolour τ = 0.5T pulse of figure 5.3(a) and (e-f) multicolour
τ = 0.8T pulse of figure 5.3(b). The left column plots the spatio-spectral harmonic emission
and the right column plots the radially-integrated harmonic emission through the duration of the
driving pulse. Each column plot harmonic intensity as a false-colour scale, normalised to its own
maximum.
the peak of the pulse envelope. Electrons recombining during the half-cycle immediately
following this peak would otherwise dominate the high energy signal. Pane (a) also
shows that the low-energy harmonics are dominated by a divergent region, most intense
at approximately 16mrad.
Panes (c-d) are calculated using the multicolour τ = 0.5T pulse of figure 5.3(a) as a
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driving field. Again the highly intense central peak of the driving field is seen to deplete
the ground state, killing oﬀ subsequent emission. As in the previous case the emission we
do see is dominated by the divergent contribution, particularly towards higher energies.
Panes (e-f) use for a driving field the τ = 0.8T pulse of figure 5.3(b). Unlike the
previous two cases, we see strong emission across the central peak up to energies in excess
of 100 eV, shown in pane (f) to be solely arising from short trajectory contributions. More
intense emission is seen below 60 eV as a result from emission during the subsequent half-
cycle, shown to survive excessive ground state depletion. Emission from this half-cycle
is dominated by the cut-oﬀ and high-energy long trajectory contributions.
We have thus shown that the extension of the harmonic cut-oﬀ for the τ = 0.8T pulse
survives propagation to outperform both the corresponding single-colour and maximised-
intensity multicolour cases. We may now examine applications of this extended plateau
in the production of attosecond pulses. Figure 5.10(a) plots the radially-integrated har-
monic spectrum of this pulse (i.e. the harmonic emission of figure 5.9(f) integrated over
time). By filtering out energies below 72 eV, the remaining red portion of the spectrum
transforms back into the time-domain to yield the single, isolated attosecond pulse of
figure 5.10(b). Through this filtering we calculate a FWHM duration of the attosecond
pulse of 150 as.
We now conclude this section and turn our attention to recent experimental and
theoretical work performed with the aim of increasing harmonic yield through multicolour
fields.
5.3 Harmonic yield enhancement using incommensurate fre-
quencies
The bulk of the experimental data and theoretical analysis reported in this section was
published as reference [110]. The original experiment was performed as part of an inves-
tigation into HHG using aligned molecules by Thomas Siegel and Ricardo Torres at the
Rutherford Appleton Laboratory (RAL). It was noticed that temporally- and spatially-
overlapped, parallely polarised pulses of incommensurate frequency resulted in orders of
magnitude enhancement in harmonic signal. The data recorded inspired the calculations
included in this section.
The laser setup used consisted of an 780 nm Ti:Sapph laser source which provided a
long pulse of 80 fs FWHM duration. A selectable portion of the energy was reflected via
a beam splitter through an OPG system to produce a second, 1290 nm pulse of 50 fs. The
two pulses were then overlapped using a translation stage to control temporal delay and
a half-wave plate was used to realign their respective polarisation vectors. The beams
were focussed down to a waist of approximately 50µm. Although the setup was designed
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Figure 5.10: (a) Radially-integrated harmonic spectrum calculated for the multicolour τ = 0.8T
pulse, filtered to select energies exceeding 72 eV and (b) the resulting isolated attosecond pulse
in the time domain.
for aligned molecules, this data was taken for argon, supplied via a gas jet of 100µm
width and backing-pressure 2 bar.
Three intensity regimes were examined: (i) equal intensity for both colours, (ii) strong
1290 nm, weak 780 nm and (iii) weak 1290 nm, strong 780 nm. The peak intensity was
measuring in isolation for each colour from the single-colour HHG cut-oﬀ energy.
In case (i), I1290 = I780 = 5 × 1013Wcm−2. Figure 5.11(a) shows the spatially-
integrated harmonic spectrum as the 780 nm pulse is scanned in units of 10 fs temporal
delay with respect to the 1290 nm field. We see a significant enhancement of harmonic
yield across the entire energy range of the MCP (up to 80 eV) when temporal delay
|τ | ￿ 100 fs, and exceeding two orders of magnitude for E ￿ 40 eV and |τ | ￿ 20 fs.
Also seen is a clear extension of harmonic cut-oﬀ, reaching the limit of the MCP for
|τ | ￿ 10 fs, to produce an extended second plateau of reasonably constant intensity. A
third result of the incommensurate frequency mixing is the appearance of intermediate
spectral peaks as described above, visible at low energies in the figure. Due to the fact
that 3 × 1290 = 3870 ≈ 3900 = 5 × 780, when I1290 = I780 these intermediate peaks
roughly correspond to the odd harmonics of a 3885 nm field and will will see two new
peaks emerge between the odd harmonics of 1290 nm (or alternately four appear between
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the odd harmonics of 780 nm).
Finally, we note the stability of the enhancement and cut-oﬀ increase to small changes
in delay. As will be shown, this is a characteristic feature and strong advantage of using
incommensurate frequencies in multicolour HHG.
In figure 5.11(b) we plot the corresponding delay scan for case (ii), with the measured
intensities I1290 = 1.5 × 1014Wcm−2 and I780 = 2 × 1013Wcm−2. In this instance the
harmonic cut-oﬀ of the 1290 nm field alone is 96 eV exceeding the MCP range, so we
cannot comment on cut-oﬀ extension. As in case (i), harmonic yield enhancement is
observed for |τ | ￿ 100 fs, but to a much lesser degree in this case: only a factor of four.
Intermediate spectral peaks are also observed from incommensurate frequency mixing, as
previously, but since I1290 ￿ I780 now correspond to odd harmonics of a field of central
wavelength much closer to 3870 nm.
The final case (iii), not plotted, was also measured for intensities I1290 = 2×1013Wcm−2
and I780 = 1.5 × 1014Wcm−2. This case also saw the appearance of intermediate har-
monics, but no increase in harmonic yield or cut-oﬀ extension was observed.
Figure 5.11: Experimental HHG spectra scanned over delay in 10 fs intervals for two intensity
ratios: (a) I1290 = I780 = 5 × 1013Wcm−2 and (b) I1290 = 1.5 × 1014Wcm−2 and I780 =
2× 1013Wcm−2.
Beyond these results, the polarisation dependence of the observed yield enhancement
and cut-oﬀ extension was investigated, but were found to decrease monotonically away
from parallel polarisation. We will therefore neglect these results from this discussion
and concentrate solely on the parallel case.
To explain the observed data, we now seek to model the results using a number of the
techniques described in §3.3. Firstly, we consider a scan over delay of the intensity of the
25th harmonic of the 1290 nm field, calculated by integrating the harmonic spectrum over
a window covering ±0.3 eV. This was compared for experimental data and corresponding
single-atom SFA calculation in the cases (i) and (ii), with the results as calculated by
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Ricardo Torres displayed in figure 5.12. The left hand column shows the experimental
data and is extracted directly from the scans of figure 5.11 by integrating over the spectral
window. The right hand column is the SFA calculation, shown in each case for two
intensity ratios: the aforementioned values calculated from the experimental cut-oﬀs,
plotted in black, and the ratio found to best match the experimental data, plotted in
red. The latter ratio was obtained from a scan over intensity with all other parameters
kept as previously stated. All of the curves are normalised to their respective large delay
limit.
Figure 5.12: Experimental and numerically calculated delay scans of the intensity of the 25th
harmonic of 1290 nm for the cases I1290 ￿ I780 and I1290 = I780. Each of the curves is normalised
to its value at large delay. The calculation plots the harmonic intensity for the extracted driving
field intensities used in the experiment and those found to best match the experimental data.
In both cases we see qualitative agreement between the experimental data and the
calculation using the extracted intensities. The stability to small changes in delay is
preserved in the calculation and the delay below which yield enhancement is observed
is reproduced reasonably accurately. The degree of enhancement is overestimated, how-
ever, severely so in the I1290 ￿ I780 case. Nevertheless, good quantitative agreement
is observed with the adjusted intensity calculations, with the majority of experimental
features accurately reproduced. This requires in both cases an increase of the inten-
sity of the 1290 nm field and decrease for the 780 nm field, the amount being 20% in
the I1290 ￿ I780 case and 50% when I1290 = I780. The discrepancy is large, but may
be explained by a lack of propagation eﬀects in both the calculation of the single-atom
spectra and the extraction of the experimental intensity from the classical cut-oﬀ values.
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Furthermore, experimental inaccuracy will also have contributed.
It is worth noting the cause of the dips seen in both the experimental data and
calculation for the I1290 ￿ I780 case. This represents not a drop in total harmonic
signal, but rather a transfer of energy from the odd-harmonics of the 1290 nm field into
the intermediate peaks, and thus out of our integration window. These are seen as the
pulses first begin to overlap, at delays between around 50 fs and 100 fs, and before the
strong yield enhancements raise the intermediate peaks to above the intensity of the
odd-harmonics of 1290 nm alone.
We now investigate the mechanism by which the yield enhancements occur. We focus
on case (i) above, retaining the intensities I1290 = I780 = 5 × 1013Wcm−2, since this
provides the greatest enhancement. To begin we first perform a calculation to examine
the classical behaviour of the electron trajectories.
Figure 5.13(a) plots the classical trajectories for a zero delay between the 1290 nm
and 780 nm pulses, resulting in a combined waveform given by the dashed red line. A
selection of the trajectory groups are coloured according to their energy upon recollision.
It is the contributions from these groups which will be seen to dominate the harmonic
emission. The remaining groups are plotted in greyscale (a deeper grey equating to a
larger returning energy). It is clear that the trajectories are significantly altered, with
both the most energetic and those oﬀering the strongest contribution being delocalised
throughout the pulse. Nevertheless, envelope eﬀects notwithstanding, the waveform is
seen to follow approximately the same shape every 13 fs (3 cycles of 1290 nm) and very
accurately every 35 fs.
Unlike a commensurate frequency scheme, the relative phase between the two colours
is fully scanned across this time window. Incommensurate frequencies are thus resilient
to relative phase for long pulses and remove the requirement for CEP stability in ex-
periments. To illustrate this, we plot in figure 5.13(b) the same calculation but now
with the 780 nm field delayed such that ω(780)0 τ =
π
2 . The waveform in this case appears
very similar to that of 5.13(a), but advanced in time by just over 5 fs (equivalent to
2 cycles of 780 nm). Indeed, the dominant trajectory groups remain identical but for the
corresponding time shift and small changes in returning energy. It can be shown that
introducing any delay or equivalent relative phase small compared to the pulse duration
has no significant eﬀect on the observed harmonic spectrum. This explains the relatively
flat tops of the harmonic intensity curves in the delay scans of figures 5.11 and 5.12.
Due to the scanning of relative phase throughout the pulses of figures 5.13(a) and
(b), the majority of the dominant trajectory groups are seen in both panes to be approx-
imately equidistant, separated by approximately 6.5 fs.
In order to explain the origins of the yield enhancement we must examine the be-
haviour of the individual trajectory groups which dominate the emission. In figure 5.13
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Figure 5.13: Classical electron trajectories driven by the multicolour laser field for a temporal de-
lay corresponding to (a) zero and (b) π2 relative phase between colours. The groups of trajectories
which dominate the harmonic spectrum are coloured according to returning kinetic energy, with
the remaining groups being plotted in greyscale. Beyond a temporal shift, the diﬀerence of π2 in
relative phase between panes (a) and (b) is seen to have only a small eﬀect on the trajectories.
it was clear that the interference of the two colours leads to some half-cycles having a
significant increase in peak amplitude while others are diminished. Furthermore, we see
that eﬀects of the irregular waveform lead to shorter excursion durations for a particular
return energy over some half-cycles and increased durations over others. It is of no sur-
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prise that the nine trajectory groups which dominate the emission benefit on both counts
over the single-colour case. In figure 5.14 we plot explicitly the excursion time and ADK
ionisation rate at launch time (see equation 2.117) for the nine dominant groups of figure
5.13(a).
Figure 5.14: Comparison of ADK ionisation rate and electron excursion duration with generated
harmonic energy for the nine most significant trajectory groups of figure 5.13(a) and those of a
single-colour 1290 nm driving field of 2× 1014Wcm−2.
As with the theoretical study of §5.3, we wish to know if this technique is beneficial
over simply increasing the intensity of a single pulse. For comparison we thus also plot
in figure 5.14 the nine dominant half-cycles of a single-colour 1290 nm pulse of 50 fs
duration and four times the intensity, i.e. I1290 = 2 × 1014Wcm−2. Of course, in the
absence of depletion or saturation eﬀects these are the nine half-cycles across the envelope
peak. While in the single-colour case the cut-oﬀ will be significantly higher, reaching up
to 121 eV, here we only consider energies up to 79 eV, the cut-oﬀ of the multicolour
pulse. The grey lines on the figure are added to mark rough energy contours for ease of
comparison.
It is apparent that the dominant contributions of the multicolour pulse are both
ionised at a higher rate and travel for a shorter duration below approximately 60 eV.
This strongly eﬀects harmonic yield since it depends linearly on ionisation rate and with
the cube of the excursion duration. We should therefore expect yield of the multicolour
pulse to be significantly higher than that of the single-colour pulse for energies below
60 eV, even well below the saturation limit. This is in spite of the fact that the total
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fluence of the multicolour field is less than 65% of that of single-colour field.
From the gradient of the energy contours we see the diﬀerence in excursion times
reduces monotonically from approximately 0.1 fs at 20 eV to zero at 60 eV before reversing
and favouring the single-colour case. Across this energy range the ionisation rate remains
greater for the multicolour pulse, albeit by a diminishing amount. By the cut-oﬀ of the
multicolour pulse at 79 eV, the electrons are travelling for significantly longer than the
1290 nm pulse alone and the ionisation rates are also approximately equal. We might
thus expect that above 60 eV, the yield of the multicolour pulse will rapidly diminish
with respect to the single-colour pulse.
The decision to highlight and describe only the nine most dominant trajectory groups
in figures 5.13 and 5.14 was based on plotting ADK ionisation rate and excursion time
with energy across the entire pulse. The quasi-classical calculation showed that only these
nine groups performed better that the single-colour reference case and so only these nine
are of interest to us here for harmonic yield enhancement.
We have gone some way to reproduce and explain the causes of the observed yield
enhancements but, as in §5.2, to fully justify the theory we need to perform a full propa-
gation calculation to obtain the macroscopic harmonic response. Using the propagation
and the single-atom SFA models we use a Gaussian gas jet (see equation 4.15) located at
zj = 4mm downstream of the foci and with a FWHM width of zw = 100µm. Argon is
supplied at a peak density Na = 1018 atoms/cm3. We calculate for both the multicolour
driving pulse of 5.13(a) and single-colour reference case of 1290 nm, 2 × 1014Wcm−2.
Each of the colours is described with a beam waist of w0 = 50µm.
In figure 5.15 we first plot the radially-integrated harmonic emission throughout the
multicolour pulse. The total emission is seen to be comprised of three groups, each con-
sisting of a number of events where short-trajectory harmonics are emitted over timescales
up to approximately 1.5 fs.
The first group consists of seven emissions and is emitted earliest in the pulse, begin-
ning with the first at t ≈ −33 fs relative to the envelop peak and tailing oﬀ at t ≈ 7 fs.
These represent the most energetic harmonic emissions, reaching up to 83 eV at t ≈ 0.
The second group consists of eight events between t ≈ −18 fs and t ≈ 29 fs. These
emissions are not as energetic as the first group, reaching only up to 62 eV at their
peak. However, they are seen to be significantly more intense, approaching two orders of
magnitude more so in the region between 0 and 10 fs. It is this group which is the source
of the observed harmonic yield enhancements.
The third group, consisting of four events beginning from t ≈ 17 fs is neither partic-
ularly energetic nor intense, and plays little role in the total harmonic spectrum.
Within each of these groups, the events are separated by approximately 6.5 fs, rep-
resenting one half-cycle of a 3885 nm field. As stated earlier this arises from frequency
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Figure 5.15: Radially-integrated harmonic emission throughout the multicolour driving pulse of
figure 5.13(a), showing three overlaping regions of short-trajectory emission. Within each region
we see periodic emission, approximately equivalent to harmonics being emitted every half-cycle
of a 3885 nm field.
mixing since 3 × 1290 ≈ 5 × 780 ≈ 3885. The fact that these are not strict equalities
results in the presence of the three groups of events rather a purely periodic emission.
If we ignore emission events not exceeding 30 eV, which were less easily compared
with the single-colour case in the previous analysis, then the remaining nine most intense
events correspond extremely well with those which were stated to dominate in figure
5.13(a). This justifies the use of the quasi-classical analysis above. The main diﬀerence
lies in the propagated calculations showing the long-trajectory contributions being uni-
versally suppressed with respect the short. This agrees well with experiment since the
gas jet was placed downstream to optimise the short trajectory harmonics, as described
in §4.2.
By integrating figure 5.15 over the duration of the pulse we obtain the harmonic
spectrum, plotted as the blue curve in figure 5.16. Plotted in red is the spectrum for
the 1290 nm, 2 × 1014Wcm−2 reference case. The spectrum for single-colour 1290 nm,
5 × 1013Wcm−2 was also calculated (but not plotted here) and is essentially what was
measured in figure 5.11(a) at large delays. The calculated spectrum peaked at an intensity
below 10−3 using the scale of figure 5.16, consistent with the experimental spectrum which
was more than two orders of magnitude (the detector contrast) less intense than at zero
delay.
As predicted, we see a harmonic yield of up to a factor of five greater in the mul-
ticolour case for energies below 60 eV. This is true not only for the odd-harmonics of
the 1290 nm field but also the approximate odd-harmonics of 3885 nm introduced by fre-
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Figure 5.16: Comparison of the radially-integrated harmonic spectra for the multicolour pulse of
5.13(a) and the single-colour, 1290 nm field of 2× 1014Wcm−2.
quency mixing. Since these represent an additional two spectral peaks we see order of
magnitude enhancement over a given 2ω(1290)0 energy interval below 60 eV.
With the observed enhancement below 60 eV, the propagated spectrum is seen to
agree extremely well with the quasi-classical analysis of figure 5.14. The intensity of
the multicolour spectrum begins to drop rapidly beyond approximately 45 eV, dropping
below the single-colour spectrum at 60 eV before reaching a cut-oﬀ at 75 eV. This is also
predicted by the quasi-classical analysis.
We re-emphasise that the yield enhancement seen below 60 eV is despite the multi-
colour phase having less that 65% of the fluence of the single-colour pulse. To reflect
this, figure 5.17 plots the total ionisation across the pulse as the residual ground state
fraction. This is calculated at the centre of the gas jet. As before the blue line shows the
multicolour case and the red line the single-colour, 1290 nm, 2× 1014Wcm−2 case. Also
plotted for reference is the ionisation due to the second colour (780 nm, 80 fs) in isolation
assuming a peak intensity 2× 1014Wcm−2.
This figure confirms the significantly smaller degree of ionisation across the multi-
colour pulse than for either of its component colours, if given the corresponding peak
intensity. The single-colour pulses would contain significantly more energy in this case
due to shapes of the respective waveforms. The reduced level of ionisation for the mul-
ticolour pulse is due to the high intensity regions being spaced much less frequently (at
approximately half-cycles of a 3885 nm field), as evidenced by time between dips in the
three curves. As described in 5.2, we may take advantage of this fact by increasing the
intensity of the driving fields. The multicolour field is able to support a higher peak
intensity before running in the problems of depletion or saturation of the medium. We
may thus expect to see even greater yield enhancements over the single-colour case in
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Figure 5.17: Total ionisation measured by the remaining ground state throughout the multicolour
driving field and single-colour, 2× 1014Wcm−2 reference cases of 1290 nm and 780 nm.
this regime.
Finally, we apply a spectral filter modelled as a sin2 ramp between 40 and 60 eV to
eliminate the low-order harmonics. This may be provided using a thin layer of zirconium
(Zr). After applying this filtering to the two spectra of figure 5.16 we transform into
the time domain giving the APTs shown in figure 5.18. These are normalised to the
maximum amplitude of the single-colour train, with the multicolour APT exceeding this
value by a factor of three. We see two overlapped sub-trains of attosecond pulses, each
train having approximately three times the period between pulses compared to the single-
colour case. As previously noted, this reduced periodicity may be taken advantage of to
produce isolated attosecond pulses even with long driving fields [104, 112].
Figure 5.18: Attosecond pulse trains obtained from filtering of the harmonic spectra of figure 5.16
to suppress energies below 40 eV and with sin2 increase up to 60 eV.
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The earlier of these two sub-trains contains pulses reaching a greater frequency and
the latter reaching a higher amplitude, consistent with figure 5.15. Due to the filtering
used to obtain the APTs, however, this diﬀerence in amplitude between the two sub-trains
is strongly reduced from that indicated by that figure.
We finally observe that the attosecond pulses of the multicolour APT which possess a
greater amplitude than their single-colour counterparts exactly match with the trajectory
groups predicted to dominate in the classical analysis of figures 5.13 and 5.14. This further
supports the validity of our discussion on the origins of the yield enhancement.
5.4 Conclusion
In this chapter we have discussed briefly some applications of using multicolour fields
of parallel polarisation in atomic HHG. We described two cases in detail, both of which
showed considerable benefits over equivalent single-colour driving fields. The first of these
used a scheme of two delayed pulses with the same frequency to significantly increase
the cut-oﬀ energy avoiding increased depletion or saturation eﬀects. The second scheme
reported considerable harmonic yield enhancement by using incommensurate frequencies.
In the next chapter we will examine multicolour HHG using perpendicularly polarised
colours. Not only does this oﬀer many of the benefits seen here, but we will see it can
act as a precise method of harmonic filtering through trajectory selection.
Chapter 6
Control of HHG using
Multicolour Fields of
Perpendicular Polarisation
6.1 Introduction
The second major class of multicolour HHG schemes are those which involve a non-zero
angle between polarisation axes of the component colours. Up until now, this category is
almost entirely driven by two-colour fields of commensurate frequencies, linearly polarised
along perpendicular axes. We begin this chapter with a brief description of such schemes.
The first multicolour HHG experiment with orthogonal polarisation was performed by
Perry and Crane in 1993, using an ω+2ω scheme with a 1053 nm glass laser fundamental
and its second harmonic [95]. As in their experiments using parallel polarisation, inter-
mediate even-harmonic peaks were observed from frequency mixing. These results also
seen by Eichmann et al with a 773 nm Ti:Sapph fundamental and its second harmonic
[116].
Unlike the case of parallel polarisation, however, we find here that the odd-harmonics
are polarised along the axis of the fundamental field and the even-harmonics along the
axis of the second harmonic field. This is because, in terms of the fundamental, the
dipole response resulting from this field remains periodic every π radians (with alter-
nating polarity). In terms of the second harmonic field, this symmetry is broken by the
fundamental and the dipole response is now periodic every 2π radians. Along this polari-
sation axis we thus see every harmonic of the 2ω field, equivalent to every even-harmonic
of the fundamental.
As in the case of parallely polarised colours, a great deal of eﬀort has been put into
enhancing harmonic yield with orthogonal schemes. Kim et al have shown theoretically
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a strong enhancement of short-trajectories, producing a very clean, intense spectrum
consisting of odd and even harmonics of the fundamental [117]. They [96], and other
groups [97, 118], then succeeded in experimentally observing harmonic enhancement up
to one order of magnitude when compared to the single-colour case.
Also proposed has been a scheme utilising orthogonal multicolour driving fields to
generate shorter attosecond pulses through chirp compensation [119].
A major branch of the work on multicolour HHG with orthogonal fields covers the
selection and control of electron trajectories within the continuum. Kim and Nam have
theoretically demonstrated the preferential selection of short- and long-trajectories by
controlling the relative phase between colours of the driving field [120]. This is set such
that undesired trajectories are accelerated away from the core transverse to the fun-
damental. Only trajectories which would recombine within a certain temporal window
remain able to do so. The duration of this window is dictated by the frequency ratio
between colours and by changing the relative phase between colours it may be scanned
across cycles of the fundamental. For a given recombining trajectory, the second colour
will leave its excursion duration unchanged. This colour will, however, increase the elec-
tron’s returning kinetic energy by an amount dependent on field intensity, thus reducing
excursion duration for a given emitted photon energy. In turn, we would expect this to
increase harmonic yield.
With a non-zero angle between polarisation axes we also gain a handle on the angle of
launch and return for permitted electron trajectories. Kitzler et al proposed a scheme to
steer tunnelling electrons around the ionic core with attosecond precision and to control
the temporal structure of the recombining wavepacket [121, 122]. This control can then
be utilised for the imaging of molecular orbitals [123, 124].
Of course, a variable recombination angle of electron trajectories leads to the gen-
eration of nonlinearly polarised attosecond pulses. This has been demonstrated in an
ω + 2ω scheme as a further technique for orbital tomography [125] and for ω + 1.5ω,
with applications in generating APTs of reduced periodicity [126]. Nonlinear attosecond
pulses have also been shown to be generated in a proposed scheme using two circularly
polarised colours of alternate helicity [127, 128].
We will spend the rest of this chapter in describing two schemes based on orthogonally
polarised multicolour HHG. As in chapter 5, the first is a theoretical scheme designed
to control the polarisation of emitted attosecond pulses. The second is based upon two
experiments performed at Imperial College and RAL, which exhibit both harmonic yield
enhancement and short- and long-trajectory selection.
6.2. Trajectory selection using perpendicular polarisation 143
6.2 Trajectory selection using perpendicular polarisation
As shown previously, a single-colour field permits groups of classical electron trajectories
to return to the core, with one such group every half-cycle. We begin this section by
considering the ability of a second perpendicular field to select only a subset of these
trajectories for return, by limiting the possibility of return along the transverse direction.
Through our control of the parameters of this second colour we gain a handle on exactly
which trajectories we permit to return and thus on the properties of the resultant high-
harmonic radiation.
Recall that classically, and excepting for envelope eﬀects, only trajectories launched
between a peak of each driving field and its subsequent minimum will recombine. This
applies for both colours of a two-colour field and so for a strong harmonic signal the fields
must be set up such that these two regions overlap. For longer driving pulses the relative
phase, or time delay, between the two colours will dictate exactly which of the trajectories
are permitted to recombine in a two-colour HHG experiment. For short driving pulses
the CEP of both colours becomes important.
A crucial point to note is with perpendicularly polarised fields the excursion duration
of selected subsets of the recombining trajectories is essentially unchanged. So while
the second colour is of a relatively low intensity compared to the fundamental, both the
mappings of intensity at ionisation and excursion duration to returning energy will not
be significantly perturbed. This allows for a very good comparison with single-colour
HHG.
When the second colour is harmonic to the fundamental, it is clear that every half-
cycle of the fundamental will experience an identical influence from the second colour,
except for a polarity reverse when it is odd-harmonic. Again excepting envelope eﬀects,
each half-cycle of the fundamental will thus observe an identical subset of its recombining
trajectories selected to remain so. These subsets will typically be continuous within the
larger group, representing a single band of recombining trajectories.
Of course, the returning energy of those trajectories which remain permitted to re-
combine will be increased by the second colour, to a degree dictated by its intensity. A
high intensity second colour will further allow for a finer trajectory selection, although
it will undermine any comparison with the fundamental alone as the returning energy of
those selected trajectories will be significantly enhanced by the perpendicular component.
To explain this concept we first consider an ω + 2ω scheme. The fundamental colour
has a wavelength of 800 nm, intensity 5×1014Wcm−2 and zero CEP. The second-harmonic
field has an intensity of 2× 1014Wcm−2 and both fields have a FWHM duration of 10 fs
(3.7 cycles of the fundamental). In figure 6.1 we consider three values of CEP for the
second harmonic field, φ0 = 0.5π, 0.75π and π, giving three distinct two-colour fields.
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Pane (a) plots the amplitude of the fundamental and second-harmonic driving fields.
Pane (b) plots the classical electron trajectories which return to within 10 a.u. of the
core, projected into the plane of the fundamental polarisation vector. The correspond-
ing single-colour trajectories, under the influence of the fundamental alone, are plotted
sparsely as a grey background. Superimposed upon these are the recombining subsets as
a result of adding each of the second-harmonic fields, coloured according to their closest
return displacement. To distinguish the recombining trajectories arising from the three
driving fields, the blue false-colour scale used when the second-harmonic has φ0 = π, the
red when φ0 = 0.75π and the green when φ0 = 0.5π. For clarity we only consider returns
with an excursion duration less than a single cycle of the fundamental.
Figure 6.1: (a) Amplitude of the fundamental and second-harmonic fields, for φ0 = π (blue),
φ0 = 0.75π (red) and φ0 = 0.5π (green). (b) Classical electron trajectories which subsequently
return to within 10 a.u. of the core, projected onto the polarisation axis of the fundamental field.
Plotted are the trajectories as a result of the fundamental alone (grey) and with the addition of
the second-harmonic field, at the aforementioned three CEP values. The two-colour trajectories
are shaded according to their closest return displacement.
When φ0 = π we see the second-harmonic field permits only the low- to mid-plateau
single-colour long-trajectories to return to the core, with all others being accelerated away.
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The temporal range across which classical recollisions are permitted is drastically reduced
within each half-cycle of the fundamental, down from a single cycle of the fundamental
(2.7 fs) to approximately 550 as.
By shifting the CEP of the second-harmonic to φ0 = 0.75π, the range of launch times
permitting recollision is shifted forward to cover the high-plateau and cut-oﬀ trajectories
of the single-colour case. Both the short- and long-trajectory contributions within this
energy range are permitted. This value of relative phase between the two colours results
in a much finer filtering of the single-colour trajectories. We observe classical recollisions
limited to a window as small as approximately 170 as.
By further reducing the CEP of the second-harmonic to φ0 = 0.5π we are able to select
only the low- to mid-plateau single-colour short-trajectories for recollision. The relatively
weak field strength of the fundamental at ionisation for these trajectories results in a
much more permissive filtering and we see recollisions across a temporal range covering
approximately 750 as. For this reason we would also expect broader (and overlapping)
bands of filtered trajectories towards the wings of any given pulse envelope as both colours
become less intense.
Of course, analysis of classical trajectories provides only a rough schematic of the
physics involved in spectral filtering with a second, perpendicular colour. We must also
consider the eﬀects of, for example, wavepacket-spreading and phase-matching, both of
which will tend to inhibit the long-trajectory signal compared to the short.
To test these ideas an ω + 2ω scheme was implemented in the QOLS laboratory at
Imperial College. The experiment, principally performed by Leonardo Brugnera, used an
800 nm, 1.2 × 1014Wcm−2 fundamental and 400 nm, 3 × 1013Wcm−2 second-harmonic.
Both driving colours were of 40 fs FWHM duration and so the critical parameter is the
relative phase φr = φ
(800)
0 − φ(400)0 between the two colours, rather than the individual
CEPs. φr was controlled by tilting a 300µm fused-silica plate placed in the path of the
beam, after the second-harmonic crystal. The experimental, spatially-resolved spectra
obtained for the relative phases φr = 0 and 0.5π are displayed in figure 6.2. The harmonic
intensity is plotted with a linear false-colour scale, normalised to the same maximum in
both plots.
Recall from §4.2 that the long-trajectory contribution to the harmonic emission will
typically reside oﬀ-axis at a higher divergence than the short-trajectory contribution,
which is typically most intense on-axis. From such experimental plots we are thus able
to distinguish the two separate contributions. In both panes we highlight the short-
trajectory (solid box) and long-trajectory (dashed box) emission for the 19th harmonic
of the fundamental. In qualitative agreement with the previous classical analysis we see
a significant increase in the intensity of the long-trajectory emission in the case of φr = 0
compared to φr = 0.5π, at the expense of a reduction in the short-trajectory emission.
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Figure 6.2: Spatially-resolved harmonic spectra recorded at two angular positions of the fused
silica plate, corresponding to φr = 0 and 0.5π. The short- and long-trajectory contributions are
both spatially and spectrally displaced, as highlighted by the solid and dashed boxes, respectively,
for the 19th harmonic of the fundamental. Taken from reference [129].
In the experiment the spatially-resolved spectrum was in fact recorded for a full scan
of φr over several π radians. By integrating the short- and long-trajectory contributions
we can examine their relative amplitudes across this phase range. This analysis is shown
in figure 6.3, with the top pane giving the two contributions individually and the bottom
pane their ratio. The relative phase is given by the top axis and the corresponding angle
of the fused-silica plate by the bottom axis.
Firstly we can note that the yield of the short-trajectory emission is always strong
compared the long. This is due to the aforementioned factors: a lesser degree of wavepacket-
spreading and more favourable phase-matching. The classical analysis is confirmed, how-
ever, in predicting a most intense long-trajectory contribution at φr ≈ nπ, where n ∈ Z.
At these phases the long-trajectory emission exceeds that of the short by a factor of 1.35.
We also confirm a most intense short-trajectory contribution at φr ≈ (n + 0.5)π, where
it exceeds the (weakest) long-trajectory emission by over three times.
A more quantitative agreement with theory is achieved at these two optimum values
of φr if we perform an SFA calculation with excursion duration filtered to separate the
short- and long-trajectories. The results of such a simulation, with all parameters set
to match those of the experiment, are plotted in figure 6.4. When φr = 0 we observe
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Figure 6.3: Variation with relative phase of the spatially- and spectrally-integrated yield of the
short- and long-trajectory contributions to the harmonic emission (top pane) and the ratio of
these two yields (bottom pane). Taken from reference [129].
the amplitude of the long-trajectory harmonics exceeding that of the short and when
φr = 0.5π the short-trajectory harmonics are significantly more intense than the long.
As explained above, due to the structure of the ω + 2ω field, all of the trajectory
groups experience the second-harmonic field progressing across the same phase range.
Consequently, all of the trajectories of figure 6.1 are launched into the same perpendicu-
lar direction as a result of the second-harmonic (the positive direction for these examples).
The angular distribution of returning trajectories will have important implications in the
polarisation of emitted harmonics, as will be discussed in §6.3. However, for a relatively
low intensity second colour we are justified in ignoring these eﬀects for now and con-
sidering the second colour as merely filtering the returning trajectories of the dominant
fundamental.
The handle we gain over the recollision process by CEP control is potentially a very
useful tool for HHG in isolating diﬀerent aspects of the resultant spectrum, for example
in spectral filtering or to produce cleaner harmonic spectra by eliminating unwanted
long-trajectories. Before we move on to demonstrate this control with more rigorous
calculations, however, we first demonstrate that we may use perpendicularly polarised
two-colour fields to reduce the periodicity of harmonic emission. As mentioned in chapter
5, this is a major avenue towards producing isolated attosecond pulses.
To do this we now consider an ω + 1.5ω scheme. In such a scheme, for every two
half-cycles of the fundamental, the 1.5ω field will undergo three-half cycles. Every sec-
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Figure 6.4: Theoretically calculated SFA spectra for laser parameters matching those of the exper-
iment of figure 6.2 and at relative phases φr = 0 and 0.5π. By filtering the excursion duration of
returning trajectories we separate the contributions from the short- and long-trajectory electrons.
Taken from reference [129].
ond half-cycle of the fundamental will therefore see an identical influence from the 1.5ω
field, but for a reverse in polarity, while the intermediate half-cycles will see drastically
diﬀerent eﬀects. By a clever choice of CEP we may therefore enforce some desirable
property in every second half-cycle while eliminating significant harmonic emission from
the intermediates.
We choose a fundamental field of 800 nm, 5×1014Wcm−2 and φ0, and a second colour
of 533 nm, 2 × 1014Wcm−2. The duration of both pulses is 5.3 fs, 2 cycles of the funda-
mental. As previously, we consider two values of CEP for the 1.5ω field, now φ0 = 0.375π
and 0.875π. Figure 6.5(a) plots the amplitude of the fundamental and second-harmonic
driving fields and pane (b) plots the classical electron trajectories which return to within
10 a.u. of the core, projected into the plane of the fundamental polarisation vector. The
corresponding single-colour trajectories, under the influence of the fundamental alone,
are plotted sparsely as a grey background. Superimposed upon these are the recombin-
ing subsets as a result of adding each of the 1.5ω fields, coloured according to their closest
return displacement, with the blue false-colour scale used for φ0 = 0.375π and the red
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for φ0 = 0.875π. For clarity we again only consider returns with an excursion duration
less than a single cycle of the fundamental.
Figure 6.5: (a) Amplitude of the fundamental and 1.5ω fields, for φ0 = 0.375π (blue) and φ0 =
0.875π (red). (b) Classical electron trajectories which subsequently return to within 10 a.u. of the
core, projected onto the polarisation axis of the fundamental field. Plotted are the trajectories as
a result of the fundamental alone (grey) and with the addition of the 1.5ω field, at φ0 = 0.375π
(blue) and φ0 = 0.875π (red). The two-colour trajectories are shaded according to their closest
return displacement.
When φ0 = 0.375π the 1.5ω field is set to select only the high-plateau and cut-oﬀ
trajectories of the single-colour case of every second half-cycle. In this case the temporal
range of recollision is again very short, below 250 as for the central half-cycles. Further-
more, we have indeed eliminated any returning classical trajectories within intermediate
half-cycles. We may thus expect an emitted APT where the periodicity is reduced by a
factor of two. By shifting the CEP by π2 to φ0 = 0.875π we would expect to select the
high-plateau and cut-oﬀ trajectories of the opposite set of half-cycles, and this is indeed
observed.
As was seen in figure 6.1, by reducing the CEP of the 1.5ω field, we may also select
trajectories which recombine at continuously earlier times. This allows us to isolate
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a subset of the short-trajectories. Conversely, by increasing the CEP we continuously
select those recombining later, isolating a subset of the long-trajectories. The important
point to note here is when changing the CEP of the 1.5ω field we preserve the full-cycle
temporal delay between successive harmonic emission.
When using short driving pulses this reduced periodicity may be used to isolating
individual half-cycle emission, and thus single attosecond pulses. To demonstrate this,
and to justify the classical analysis used above, we run a series of single-atom HHG
calculations using a three-dimensional TDSE model (see §3.3.3). We use helium (Ip =
24.6 eV) and consider a total of seven driving fields. In each case the fundamental field
has a wavelength of 800 nm, intensity of 5×1014Wcm−2, 5.3 fs FWHM duration (2 cycles)
and zero CEP, as previously. The second colour is 533 nm (1.5ω) and 5 × 1014Wcm−2,
5.3 fs duration and we scan across CEP.
A time-frequency analysis of the total harmonic spectrum resulting from each case
is given in figure 6.6. The false-colour scale gives harmonic intensity, with each figure
normalised to the same maximum to enable easy comparison.
The top pane plots the single-colour harmonic emission due to the fundamental alone,
with emission visible from each half-cycle of suﬃcient intensity. A clear T2 = 1.3 fs
periodicity is seen.
The left-hand column plots the harmonic emission resulting from the ω + 1.5ω field,
where the second colour has φ0 = 0.375π, matching the blue trajectories of figure 6.5,
and ±0.125π. As predicted classically, we see emission dominated by the high-plateau
and cut-oﬀ harmonics, particularly those centred at 0.5 fs and 3.2 fs. Increased ionisation
due to the second colour leads to emission being enhanced here by up to a factor of
four. The two outlying half-cycles of figure 6.5 are of insuﬃcient intensity for strong
harmonic emission. Furthermore, the period between strong emission is clearly doubled
compared to the single-colour case to one full period of the fundamental. The faint, low-
energy emission between these two is due to ionisation from two half-cycles previously
(c.f. figures 3.7 and 3.8). This is also the cause of the interferences in the half-cycle
emission centred at 3.2 fs.
Reducing φ0 by 0.125π allows us to very cleanly select the short-trajectories of the
aforementioned two half-cycles, albeit with the most intense emission from the high-
plateau and cut-oﬀ region. Conversely, increasing φ0 by 0.125π selects only the long-
trajectories from these two half-cycles, with the half-cycle emission centred at 3.2 fs dom-
inating here. Again, due to increased ionisation these regions are up to a factor of four
more intense than the single colour case.
In the right-hand column we consider φ0 = 0.875π, corresponding to the red trajec-
tories of figure 6.5, and ±0.125π. The story here is much the same, with good agreement
with the classical calculations for φ0 = 0.875π in that the harmonic emission is domi-
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Figure 6.6: Harmonic emission from a 2 cycle, 800 nm field of 5 × 1014Wcm−2 and φ0 = 0
alone, and with the addition of a perpendicularly polarised 1.5ω (533 nm) field of equal duration,
2 × 1014Wcm−2 and at a series of CEP values. Harmonic intensity is plotted as a false-colour
scale, with all plots normalised to the same maximum.
nated by the high-plateau and cut-oﬀ harmonics of the alternate set of half-cycles. We
see extremely strong half-cycle emission centred at 1.8 fs, with close to an order of mag-
nitude enhancement compared to the single-colour case. This is due to these electrons
ionising at 0.1 fs, very close to the peaks of both field envelopes. Approximately one
order of magnitude less intense half-cycle emission is also observed centred at -0.7 fs, one
full-cycle of the fundamental earlier. This weaker emission remains stronger than the
single-colour case, however.
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As previously, reducing φ0 by 0.125π allows us to generate harmonics dominated
by the short-trajectory contributions and increasing it by 0.125π selects only the long-
trajectories. Both cases remain dominated harmonic emission from a single half-cycle,
with a cut-oﬀ located at 1.8 fs.
Since the figures in this column are so strongly dominated by emission from a single
half-cycle, by using this two-cycle pulse duration we will indeed obtain harmonic emission
as a single, isolated attosecond pulse. As will be discussed in the next section, we may
take advantage of the polarisation of APTs emitted from such schemes to further reduce
the periodicity of such trains, and thus be able to generate single attosecond pulses from
significantly longer driving fields.
6.3 Polarisation control in HHG
Up to this point we have neglected the eﬀects of the second colour on the polarisation
of the emitted harmonics. This section, which builds upon much of the work published
in reference [126], will investigate this aspect of perpendicular two-colour HHG in more
detail.
In section §6.2 we described how an ω+ 1.5ω scheme yields harmonic emission every
second half-cycle of the fundamental. Since for each of these half-cycles the fundamental
has the same polarity, all electron trajectories will be accelerated away from the core in
the same direction by this field. The dominant returning trajectories will also therefore
do so from this direction and with this component of their velocity having the same sign.
We also noted that consecutive emitting half-cycles will see the 1.5ω field as having
opposite polarity, resulting in electron trajectories travelling in opposite directions when
projected along this axis. Returning electrons will therefore do so with an opposite
perpendicular velocity component from one emitting half-cycle to the next.
Taken together we would see electrons accelerated, and possibly returned, in two
directions: symmetric about the polarisation vector of the fundamental and alternating
between consecutive emitting half-cycles. We would therefore expect emitted harmonics
to be polarised along two alternating planes with consecutive bursts separated by one
cycle of the fundamental.
To illustrate this concept we take a fundamental field of 800 nm, 5 × 1014Wcm−2
and φ0 = 0, this time with a FWHM duration of 30 fs (11.2 cycles). We use a 1.5ω field
of equal duration with intensity increased to 5× 1014Wcm−2 in order to accentuate the
angle between polarisation planes. Motivated by figure 6.6, we set the CEP of this field as
φ0 = 0.75π to select the most intense short-trajectory emission. This still holds true for
the increased intensity 1.5ω field as intensity does not aﬀect the position of the temporal
selection window, only its width.
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A projection through time of the central two cycles of the two-colour field is plotted
in black on figure 6.7(a). The two grey arrows indicate the direction of positive time.
Highlighted on the figure are the field values at ionisation (red) and recollision (green)
of electron trajectories which return to within 5 a.u. of the core. Figure 6.7(b) plots the
components of the classical electron velocity upon recollision, assuming a fundamental
polarised along the x-axis and 1.5ω field along the y-axis. The velocities are normalised
to the maximum returning (two-dimensional) velocity.
Figure 6.7: (a) ω + 1.5ω field plotted in black with positive time indicated by grey arrows.
The fundamental is 800 nm, 5 × 1014Wcm−2 fundamental of 30 fs duration and zero CEP. The
perpendicularly polarised second colour is 533 nm, 5 × 1014Wcm−2, equal duration and has a
CEP of φ0 = 0.75π. Highlighted are the field values at ionisation (red) and recollision (green) for
trajectories returning within 5 a.u. of the core. (b) Electron velocity upon recollision for these
returning trajectories.
We see these two adjacent emitting half-cycles returning with velocities symmetric
about the fundamental polarisation axis. These velocities are strongly indicative of the
angle of return. From the approximately linear nature of the two half-cycle velocity
distributions we would expect the harmonic emission to be tightly confined to the two
polarisation planes that they define. To investigate this we perform a three-dimensional
TDSE simulation for a helium target illuminated by these laser parameters. The fun-
damental polarisation vector, ￿ˆω, is aligned along the x-axis and the 1.5ω polarisation
vector, ￿ˆ1.5ω, is aligned along the y-axis. The resulting harmonic spectrum, projected
along the two polarisation axis, is plotted in figure 6.8.
By filtering the two spectra to kill oﬀ all but cut-oﬀ region, i.e. energies above 130 eV,
we can construct the APT of figure 6.9. Note that if such a filter is not available, a reduc-
tion in driving field intensities (whilst retaining the same 1:1 ratio) yields qualitatively
the same behaviour. In the figure we plot the APT in blue, together with its projections
through each of the three axes in red.
The harmonic field consists of six bursts, separated by one cycle of the fundamental.
Consecutive bursts do indeed alternate between two polarisation axes at ±43◦ with re-
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Figure 6.8: Harmonic spectrum arising from the ω + 1.5ω field of figure 6.7, projected into
polarisation planes of the fundamental (blue) and 1.5ω field (red).
Figure 6.9: Attosecond pulse train obtained from filtering the spectra of figure 6.8 to include only
the cut-oﬀ harmonics. The APT is plotted in blue and the three projections through each of the
axes are plotted in red. The emission is tightly constrained into two polarisation planes, labelled
A and B.
spect to the x-axis, indicated by the labels A and B respectively. The two central bursts
are seen to be the most intense, with approximately equal amplitude. The latter of these
two is caused by electrons ionised closer to the peak of the driving field envelope, but is
reduced in amplitude due mild ground state depletion across that peak. These two bursts
are also the shortest, possessing FWHM durations of approximately 200 as. Note that
for the long (30 fs) driving pulses used here this result is dependent only on the relative
phase between the two colours, rather than the individual CEPs themselves.
We may take advantage of the alternating polarisation of the APT by introducing a
polariser in the path of the emitted harmonics. Such polarisers may be found for XUV
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radiation, see e.g. [130]. In figure 6.10 we plot the APT after passing through a polariser
at three diﬀerent alignments: (a) along the polarisation vector of the fundamental field,
(b) along the polarisation plane A and (c) along the polarisation plane B. Each of the
trains is normalised to the maximum of the unpolarised field.
Figure 6.10: Projections of the APT of figure 6.9 onto three axes: (a) that defined by the
polarisation vector of the fundamental, (b) the polarisation axis A and (c) the polarisation axis
B.
When aligned along ￿ˆω the polariser results in a linearly polarised train of attosecond
pulses. These pulses are spaced by one cycle of the fundamental and the peak amplitude
of the train is reduced by a factor of 0.73 due to the polariser.
The two polarisation planes are very close to perpendicularly aligned, being separated
by an angle of 86◦. When the polariser is aligned along either plane A or B we therefore
almost entirely eliminate every second attosecond pulse, resulting in a train periodicity
of two cycles of the fundamental. This is extremely advantageous for isolating a single
attosecond pulse. In each of these two cases we observe an APT consisting of only two
intense attosecond pulses, and recall this is for a driving field as long as 30 fs. By reducing
this duration to 10 fs we obtain the APT of figure 6.11, consisting of a single attosecond
pulse linearly polarised along each plane. Either of these may then be isolated through
use of the polariser.
Returning to the long pulse duration of 30 fs, we now demonstrate that control over
the ellipticity of the APT is possible through changing the relative phase between the
two colours. We do this here by changing the CEP of the 1.5ω field. We keep the driving
field parameters of figure 6.7, but we now set φ0 = 0.875π. From figures 6.5 and 6.6
we know that this allows for both short- and long-trajectory returns, with the emission
dominated by the high-plateau and cut-oﬀ harmonics. Filtering the resultant harmonic
spectrum at 130 eV as previously, we obtain the APT of figure 6.12.
156 6. Control of HHG using Multicolour Fields of Perpendicular Polarisation
Figure 6.11: Attosecond pulse train obtained from filtering the cut-oﬀ harmonics of the spectra
arising from the field parameters of figure 6.7, but with the reduced duration of 10 fs. The APT
is plotted in blue and the three projections through each of the axes are plotted in red.
Figure 6.12: Elliptically polarised APT obtained from filtering the harmonic spectrum arising
from an ω + 1.5ω scheme of a 800 nm, 5 × 1014Wcm−2 fundamental of 30 fs duration and zero
CEP with a perpendicularly polarised 533 nm, 5 × 1014Wcm−2 second colour of equal duration
and φ0 = 0.875π.
As in the previous case we see the harmonic emission polarised along two axes, here
at angles ±31◦ with respect to the x-axis. The separation between attosecond pulses
remains one cycle of the fundamental but each pulse is seen to be elliptically polarised.
The average ellipticity across the central four attosecond pulses is measured as ε = 0.27.
The elliptical polarisation results from a phase diﬀerence between the two components
of the harmonic radiation. The FWHM duration of the central two most intense attosec-
ond pulses is longer in this case, approximately 420 as. This corresponds to the longer
temporal range during which electrons recombine for this CEP value.
6.4. Conclusion 157
Elliptical polarisation does not allow for further filtering with a polariser. To obtain
isolated elliptically polarised attosecond pulses we must thus reduce the duration of the
driving pulses to a greater degree. The full-cycle separation between the pulses of the
APT does still allow for the generation of isolated attosecond pulses with durations as
long as two cycles of the fundamental.
6.4 Conclusion
In this chapter we began by briefly describing some applications of using perpendicularly
polarised multicolour fields in HHG. We then explained in detail two cases with significant
benefits over single-colour HHG.
By control of the relative phase between colours, we were able to demonstrate precise
trajectory and half-cycle selection in harmonic emission with a view to generating reduced
periodicity APT and isolated attosecond pulses.
Finally, we demonstrate control over the polarisation and ellipticity of these pulses,
again by changing relative phase, and discuss the a potential use of such control to
produce isolated attosecond pulses with still longer driving fields.
Chapter 7
Conclusion
This thesis presents work theoretically modelling high harmonic generation using single-
colour fields and multiple-colour fields of parallel and perpendicular linear polarisation.
In this section we will review the content of the preceding chapters and give a brief
outlook towards future work in the field.
7.1 Summary
Chapter 2: Atoms in Strong Fields
This chapter began with a description of the history of high-intensity, ultrashort pulsed
laser systems from the initial inception of the laser, through the development of Q-
switching and mode-locking, and on to the current standards of chirp-pulse amplification
and hollow-fibre pulse compression.
We then presented a theoretical description of the ultrashort pulses produced by these
laser systems, focussing on the treatment of the pulse envelope and carrier-envelope phase,
the zeroth-order term of the phase of the pulse. We also briefly discussed higher-order
phase terms which result in a chirp applied to the pulse.
This pulse description was then used to explain the motion of free-electrons in an
intense single-colour laser field. We derived the oscillatory motion along the laser po-
larisation axis, characterised by its ponderomotive potential, and a potential relativistic
drift-velocity perpendicular to this axis.
We concluded the chapter with a detailed discussion of various nonlinear optical
processes which are relevant to high harmonic generation. We considered diﬀerent mech-
anisms of atomic ionisation and derived the Keldysh parameter, which acts as a limit
between the multiphoton and tunnel ionisation regimes. We described a perturbative ap-
proach to multiphoton ionisation and its extension to above-threshold ionisation, before
explaining the non-perturbative Keldysh-Fraisal-Reiss and Perelomov-Popov-Terent’ev
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theory.
Chapter 3: High Harmonic Generation
In this chapter we presented the historical development and fundamental concepts of high
harmonic generation from ultrashort pulses. These included the conceptual three-step
model and the generation of dipole radiation.
We presented four numerical models used throughout this thesis to describe single-
atom HHG, together with the approximations adopted. The first is a semi-classical
model, where electrons trajectories are modelled according to Newtonian dynamics. The
second is a full numerical integration of the time-dependent Schro¨dinger equation, with
the atomic ground state approximated as a soft-core potential. The third model is built
upon the strong-field approximation, where an electron may exist as bound within the
field-free ground state of an atomic potential, or as a Volkov wave in the continuum.
The fourth and final model is the quantum orbit model, an extension of SFA model to
further apply the saddle-point equation to the integrals over ionisation and recollision
time, giving us the complex-saddle point solutions.
We then described the characteristic features of the frequency spectrum of the emitted
harmonic radiation, making particular use of the quantum orbit model to illustrate the
construction of the spectrum from individual half-cycle contributions. We explained
the dependence on carrier-envelope phase for few-cycle pulses and discussed the major
limitations of using single-colour driving fields.
We concluded with a brief description of the spectral filtering resulting in the gener-
ation of individual attosecond duration pulses and trains of such pulses.
Chapter 4: Propagation & Phase-Matching
We first presented a spatial definition of a Gaussian laser pulse and described the prop-
agation model we use to simulate the macroscopic harmonic response arising from the
coherent spontaneous emission across a gaseous medium. The model is based upon a
numerical integration of Maxwell’s wave equation in the slowly-evolving wave approxi-
mation and with the single-atom harmonic response as a source term. The propagating
electric field is split into driving laser and generated harmonic field components so that
appropriate approximations may be taken for each component. After leaving the in-
teraction region the near-field is propagated to the far-field analytically via a Huygen’s
integral.
We then described in detail the crucial concept of phase-matching in high harmonic
generation. This amounts to setting up the laser geometry to minimise the phase-
mismatch vector between the intensity-dependent dipole phase gradient and the gradient
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of the phase variation through the laser focus (given by the Gouy phase on-axis). We
reproduced the well-known experimental result of maximising short-trajectory emission
while inhibiting long-trajectory emission when the gas-jet is placed downstream of the
focus. By using the propagation and quantum-orbit models, we demonstrated these con-
cepts by propagating to the far-field two harmonics of a single half-cycle for two distinct
gas-jet positions.
Finally, we considered the eﬀects of plasma dispersion through the focus on the driving
laser field and the knock-on eﬀects for harmonic emission.
Chapter 5: Control of HHG using Multicolour Fields of Parallel Polarisation
In this chapter we introduced the use of multicolour fields in high harmonic generation.
We first gave a brief history of multicolour HHG using parallely-polarised colours and
highlight some of the benefits oﬀered over using single-colour fields.
We presented a theoretical scheme which uses two ultrashort pulses identical but for
a π phase-flip and a temporal delay. With a delay of 0.8 times the laser period we were
able to increase the harmonic cut-oﬀ energy to Ip+5.5Up without increasing the amount
of ionisation across the combined field. This is important at or near the saturation limit
when merely increasing the intensity of a single-colour field would significantly reduce
harmonic yield due to ground state depletion. These results were analysed by the semi-
classical and propagated SFA models.
The chapter is concluded with a report of strong harmonic yield enhancement seen in
experiments using two parallel colours of incommensurate frequencies. These results are
replicated with propagated SFA calculations and explained by the semi-classical model
where stronger ionisation and shorter excursion durations are seen for the multicolour
driving field compared to a comparable single-colour field. As well as being significantly
more intense, the periodicity of the attosecond pulse train generated by the multicolour
field is reduced by approximately a factor of three, with further benefits towards isolating
single attosecond pulses.
Chapter 6: Control of HHG using Multicolour Fields of Perpendicular Po-
larisation
This chapter focussed on multicolour high harmonic generation using perpendicular po-
larisation. We began with a brief discussion of the development and benefits to such
schemes.
We next described the potential of a second perpendicularly polarised colour to filter
harmonic emission by permitting only a subset of the returning single-colour trajecto-
ries to still do so. By altering the relative phase between fields the temporal window
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permitting recollisions is scanned across the pulse allowing for robust selection of which
trajectories and half-cycles contribute to the emission.
This trajectory selection was supported by SFA calculations and experimental data of
a 800 nm fundamental and its perpendicularly polarised second-harmonic. These showed
a modulation of the short- and long-trajectory contributions to the harmonic spectrum,
in anti-phase and with both having a period of π radians.
By considering an ω + 1.5ω scheme a more precise selection was achieved due to
recollisions being permitted only every second half-cycle of the fundamental. The at-
tosecond pulses generated by this scheme were found to be linearly polarised along two
alternating axes, approximately perpendicular. With an polariser we may thus obtain
trains of attosecond pulses separated by two full cycles of the fundamental, allowing for
the production of single attosecond pulses with driving pulses in excess of 10 fs.
Alternately, we demonstrated that by tweaking the carrier-envelope phase of the
second colour to cover allow a subset of both short- and long-trajectories to return, we
are able to generate elliptically polarised attosecond pulses.
7.2 Outlook
This thesis has described the generation and propagation of high harmonics from atoms
irradiated by intense laser fields. However, there is currently increasing interest in HHG
from molecular systems and much of the future work in the field will lie in this direction.
In such experiments the spectral amplitude, phase and polarisation of the emitted har-
monics will encode the shape, location and momentum of the hole left within a molecule
whilst the ejected electron evolves in the continuum. By measuring the harmonic far-
field with adequate resolution we can thus record the sub-fs charge migration in real-time
and observe how this first step evolves into molecular rearrangement and potential bond-
breaking. Furthermore, by utilising multicolour fields we may control the precise region
of the molecule which is probed by the recolliding electron.
Future theoretical work will therefore be strongly influenced by two requirements.
Firstly, we need to extend the single-atom models described in Chapter 3 to adequately
describe HHG from individual molecules, with the molecular evolution being described in
terms of a Dyson orbital expansion. With the increasing complexity of larger molecular
systems, this will necessarily require the collaboration of colleagues working in the field
of Quantum Chemistry. Secondly, the propagation model of Chapter 4 must be extended
to be able to deal with molecular alignment and multicolour driving fields of arbitrary
polarisation.
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