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INVARIANTS OF 2× 2 MATRICES, IRREDUCIBLE SL(2,C) CHARACTERS
AND THE MAGNUS TRACE MAP
CARLOS A. A. FLORENTINO
Abstrat. We obtain an expliit haraterization of the stable points of the ation of G =
SL(2,C) on the artesian produt G×n by simultaneous onjugation on eah fator, in terms
of the orresponding invariant funtions, and derive from it a simple riterion for irreduibility
of representations of nitely generated groups into G. We also obtain analogous results for the
ation of SL(2,C) on the vetor spae of n-tuples of 2×2 omplex matries. For a free group Fn
of rank n, we show how to generially reonstrut the 2n−2 onjugay lasses of representations
Fn → G from their values under the map Tn : G×n ∼= Hom(Fn, G)→ C3n−3 onsidered in [M℄,
dened by ertain 3n− 3 traes of words of length one and two.
1. Introdution and main results
Representation varieties and harater varieties of nitely generated groups have been exten-
sively studied in the last three deades, not only for their many interesting properties, but also
in relation to subjets suh as knot theory and spetral geometry of hyperboli manifolds, among
several others (see for example [CS, Go, H, M℄ and referenes therein).
Here, we mainly onentrate on two problems related to the variety of onjugay lasses of
representations of nitely generated groups into G = SL(2,C), and partiularly the ase of rep-
resentations of a free group. The rst is the haraterization of the stable points (in the sense of
geometri invariant theory) of the ation of G on the artesian produt G×n under simultaneous
onjugation, in terms of the orresponding invariant funtions. As a onsequene, we obtain a
simple numerial ondition for the irreduibility of representations of nitely generated groups.
The seond is a detailed study of a map onsidered by Magnus [M℄, following earlier work by Vogt
[V℄ and Frike and Klein [FK℄, whih is related to the question of nding a minimal number of
invariant funtions on G×n required to get all the other invariants by algebrai extensions.
We now desribe the main results. Let G be the algebrai Lie group SL(2,C) and, for a xed
integer n ≥ 1, let Xn denote the artesian produt G×n. We are interested in the orbit spae of
the ation of G on the ane variety Xn under simultaneous onjugation on every fator. This is
equivalent to the spae of onjugay lasses of SL(2,C) representations ρ : Fn → G of a free group
Fn on n elements, sine
Hom(Fn, G) ∼= Xn
by xing a hoie of generators of Fn.
In the ontext of algebrai geometry, we an onsider the ane quotientXn//G, whose oordinate
ring is the ring C[Xn]
G
of regular funtions on Xn that are invariant under the ation of G. This
is a ategorial quotient where the geometri points parametrize losed orbits. It is a onsequene
of a very general result, the rst fundamental theorem of invariants of m × m matries (see [P℄
for m ≥ 2, or Thm. 2.1 below for m = 2), that the building bloks of these G-invariant funtions
are the following trae funtions. To any given word w ∈ Fn, the orresponding trae funtion tw
(sometimes alled Frike harater) is the algebrai G-invariant funtion
(1.1) tw : Hom(Fn, G)→ C
that sends a representation ρ to the trae of the SL(2,C) matrix ρ(w). Moreover, it is a very old
result of Vogt and Frike (see [V℄ and also [H℄) that the ring of these trae funtions is nitely
generated. One of these niteness results is as follows. Let ǫ1, ..., ǫn ∈ Fn denote a xed hoie of
1
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generators of Fn and dene the subset of Fn onsisting of the lexiographially ordered words of
length ≤ 3 with no repeated letters
Hn = {ǫj , 1 ≤ j ≤ n} ∪ {ǫjǫk, 1 ≤ j < k ≤ n} ∪ {ǫjǫkǫl, 1 ≤ j < k < l ≤ n} ⊂ Fn,
of ardinality N = n+
(
n
2
)
+
(
n
3
)
= n
3+5n
6 . One an show that given any word w ∈ Fn, the funtion
tw is a polynomial with rational oeients in the variables tγ , γ ∈ Hn (see [V℄, Cor. 4.14). These
generators give an embedding of the ategorial quotient in CN , so that Xn//G orresponds to
some polynomial ideal in C[tγ , γ ∈ Hn].
In the present paper, inspired by geometri invariant theory (GIT), we obtain a simple riterion,
in terms of trae funtions (1.1), for an element A ∈ Xn to be in the subset Xstn of Xn = G×n of
stable points for the ation of G. By standard arguments of GIT, the ane stable quotient Xstn /G
will be an ane variety whih is a geometri quotient of Xstn by G in the sense that all bers of the
quotient map are indeed orbits of the ation. This is in ontrast to the ategorial ane quotient
Xn//G where the points only parametrize losure-equivalene lasses of orbits.
In another diretion, we show that a similar numerial riterion an be used to hek the
irreduibility of a representation of a nitely generated group Γ in G = SL(2,C), as follows. Let
ǫ¯1, ..., ǫ¯n be a hoie of generators of Γ. If ρ : Γ→ G is a representation, dene A ∈ Xn by setting
A = (ρ(ǫ¯1), ..., ρ(ǫ¯n)).
On the other hand, a given point A = (A1, ..., An) ∈ Xn produes a representation ρ of the free
group Fn, by letting ρ(ǫj) = Aj for j = 1, ..., n. For three indies 1 ≤ j, k, l ≤ n, denote by
ρjkl : F3 → G the representation assoiated to (ρ(ǫ¯j), ρ(ǫ¯k), ρ(ǫ¯l)) ∈ X3. In setion 4, we show.
Theorem 1.1. For a representation ρ : Γ→ G, the following sentenes are equivalent.
(i) ρ : Γ→ G is reduible.
(ii) (ρ(ǫ¯1), ..., ρ(ǫ¯n)) ∈ Xn is not stable for the onjugation ation of G.
(iii) There is a g ∈ SL(2,C) suh that all matries gρ(ǫ¯k)g−1 are upper triangular.
(iv) For all triples of indies 1 ≤ j, k, l ≤ n, ρjkl : F3 → G is reduible.
In [CS℄ (Cor. 1.2.2), Culler and Shalen proved that ρ : Γ→ G is reduible if and only if tr(h) = 2
for every element h in the ommutator subgroup [Γ,Γ]. Part (iv) of Theorem 1.1 shows that
irreduibility an be deided by a nite proess, looking only at all the assoiated representations
of F3. Furthermore, the analysis of irreduibility for the ase of F3 leads to the following onrete
numerial ondition. For eah triple of indies 1 ≤ j, k, l ≤ n, dene the following G invariant
funtions σjk,∆jkl : Xn → C (see also denition 2.4 below).
σjk(A) = tr([Aj , Ak])− 2,
∆jkl(A) = (tr(AjAkAl)− tr(AlAkAj))2,(1.2)
where [Aj , Ak] = AjAkA
−1
j A
−1
k is the ommutator of SL(2,C) matries. The funtion ∆jkl may
be alled the Frike disriminant, being the disriminant of the polynomial assoiated to the Frike
relation (see [Go, M℄). We prove
Theorem 1.2. Let A = (A1, ..., An) ∈ Xn be the n-tuple assoiated with the representation ρ :
Γ→ G. Then ρ is reduible if and only if σjk(A) = ∆jkl(A) = 0 for any triple 1 ≤ j, k, l ≤ n.
The omputations involved in the theorems above an be easily adapted for the ase of SL(2,C)
ating by simultaneous onjugation on the vetor spae Vn of n-tuples of arbitrary omplex 2 × 2
matries. In setion 3, after briey realling the relevant denitions in geometri invariant theory,
we desribe the stable lous for this bigger spae, and prove results analogous to the above theorem
(see Theorem 3.3). All these results are based on the expliit haraterization of the n-tuples of
2× 2 matries that are simultaneously similar to a set of n upper triangular matries, in terms of
invariant funtions, whih is obtained in setion 2 (see Theorem 2.7). In setion 4, we also briey
omment on the relation between this notion of stability and the stability of the holomorphi vetor
bundle on a ompat Riemann surfae S arising from a representation of the fundamental group
of S into G (see Proposition 4.4).
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Setion 5 fous on the problem of reonstruting an orbit of the ation ofG onXn from a minimal
number of traes, whih was motivated by the artiles [M℄ and [Go℄. Consider an arbitrary nite
sequene of words J = (w1, ..., wN ) ∈ (Fn)N and let TJ denote the map
TJ : Xn ∼= Hom(Fn, G) → CN
ρ 7→ (tw1(ρ), ..., twN (ρ)).(1.3)
Given that the quotient G×n//G is a variety of dimension 3n − 3, and TJ fators through this
quotient, it is natural to look for a sequene J of N = 3n−3 words, suh that TJ is surjetive onto
a Zariski open subset of C3n−3 and that all the preimages are nite (when non empty). Under
the algebra-geometry ditionary, this is equivalent to nding a minimal set of trae funtions
tw1 , ..., twN suh that the eld of invariant rational funtions on G
×n
is an algebrai extension of
C(tw1 , ..., twN ).
In this paper, we onsider only those sequenes J omposed of the n basi trae funtions of
length one tǫ1 , ..., tǫn and some hoie of 2n− 3 other words of length 2. The basi example is the
result attributed to Vogt and Frike that, for n = 2, the map
T(ǫ1,ǫ2,ǫ1ǫ2) : X2 → C3
is surjetive. In [Go℄, Goldman presents an almost self-ontained proof of this, showing also that
for n = 3, the trae map
T(ǫ1,ǫ2,ǫ3,ǫ1ǫ2,ǫ1ǫ3,ǫ2ǫ3) : X3 → C6
is again surjetive. To onsider the ase of a free group of arbitrary rank n ≥ 4, rst note that
we annot take as J the sequene with the n words of length one together with the
(
n
2
)
ordered
words of length two, sine this would have length greater than the wanted 3n− 3. Let us hoose
the sequene of length 3n− 3 omitting those words of length two ǫjǫk suh that {j, k}∩{1, 2} = ∅,
(1.4) Jn := (ǫ1, ǫ2, ǫ1ǫ2, ..., ǫk, ǫ1ǫk, ǫ2ǫk, ..., ǫn, ǫ1ǫn, ǫ2ǫn),
and denote the orresponding trae map by Tn = TJn . Of ourse, it would be ompletely analogous
to use another sequene of the form (1.4) with another pair of indies playing the role of {1, 2}. In
terms of the n-tuple A = (A1, ..., An) ∈ G×n orresponding to ρ : Fn → G we have
(1.5) Tn(A) = (t1, t2, t12, ..., tk, t1k, t2k, ..., tn, t1n, t2n),
where we use the notation tj = tr(Aj), tjk = tr(AjAk). In setion 5, we show that Tn is almost
surjetive for n ≥ 4, and omits a set ontained in a very expliit irreduible subvariety of C3n−3 of
odimension 1. Examples of points z ∈ C3n−3, with T−1n (z) empty are given in the Appendix.
The algebrai map Tn : Xn → C3n−3 (1.5) will be alled the Magnus trae map. In [M℄, Magnus
showed that, given three matries A1, A2 and A3 verifying σ12(A1, A2) 6= 0 and ∆123(A1, A2, A3) 6=
0 and given any q ∈ C3n−9 (thought as the last 3n−9 oordinates in C3n−3) one an nd n−3 other
matries A4, ..., An suh that Tn(A) = (p,q), where p = (t1, t2, t12, t3, t13, t23). He also proved that
the number of dierent solutions (A4, ..., An) realizing this equation is bounded by 2
n−2
. It turns
out that the Frike disriminant ondition ∆123 6= 0 is not really neessary, and we only need
to impose the ondition σ12(A1, A2) 6= 0 to be able to nd A3, ..., An suh that tr(Ak), tr(A1Ak)
and tr(A2Ak) assume preassigned values for k = 3, ..., n. Moreover, the ondition σ12(A1, A2) 6= 0
allows us to express the (at most 2n−2) orbits in the preimage of Tn in very expliit terms.
Theorem 1.3. Let B1, B2 ∈ SL(2,C) be suh that tr([B1, B2]) 6= 2. Then, there exists a g ∈ G
suh that Aj := gBjg
−1
, j = 1, 2 are invariant under transposition. Let n ≥ 3 and r = (t1, t2, t12).
Then, given any s ∈ C3n−6 there exist n− 2 matries A3, ..., An ∈ SL(2,C) suh that
(1.6) Tn(A) = (r, s).
Moreover, given any solution A ∈ Xn of (1.6) with tr([A1, A2]) 6= 2 and AT1 = A1 and AT2 = A2
(where T denotes transposition) the inverse image T−1n (r, s) onsists of the G orbits of the nite
set {
(A1, A2, B3, ..., Bn) : Bj = Aj or Bj = A
T
j for j = 3, ..., n
}
.
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We would like to mention that most of the methods in this artile are onstrutive, in the sense
that they an be used to implement algorithms to eetively ompute the quantities involved.
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2. Degenerate simultaneous similarity of 2× 2 matries
In this setion, we are interested in the simultaneous onjugay lasses of a nite set of 2 × 2
omplex matries. We will desribe the most degenerate ases, in partiular give neessary and
suient onditions, in terms of invariant funtions, for n matries to be simultaneously onjugated
to matries in upper or lower triangular form.
Let the general linear group GL(2,C) at on the vetor spae of n-tuples of 2 × 2 matries
(n ≥ 1)
Vn := (M2×2(C))
×n
by simultaneous onjugation
(2.1) g · A := (gA1g−1, ..., gAng−1),
where A = (A1, ..., An) ∈ Vn and g ∈ GL(2,C). There are plenty of GL(2,C)-invariant regular
(i.e, polynomial) funtions on Vn and, by the rst fundamental theorem of invariants of m × m
matries [P℄, the trae funtions dened by
Vn → C, A 7→ tr(Ai1 · · ·Aik )
and labelled by `words' Ai1 · · ·Aik in the omponents Aj of A ∈ Vn, generate the ring of invariants
C[Vn]
GL(2,C)
. Moreover, this ring is nitely generated and we have
Theorem 2.1. (Proesi [P℄) Any GL(2,C)-invariant regular funtion on Vn is a polynomial in
the following set of (n+ 1)3 funtions
A 7→ tr(AjAkAl), 0 ≤ j, k, l ≤ n,
where A = (A1, ..., An) ∈ Vn and A0 = I is the identity 2× 2 matrix.
The many relations between these funtions, desribed by the seond fundamental theorem of
invariants of matries (see [P℄), will not be important here.
As in the ase n = 1, two elements A and A′ of Vn will be alled similar if they are in the same
GL(2,C) orbit. Note that an element A ∈ Vn an be viewed either as a vetor of 2× 2 matries as
above or, alternatively, as a single matrix with vetor valued entries
(2.2) A =
(
a b
c d
)
, a, b, c, d ∈ Cn.
This justies the following terminology and notation.
Denition 2.2. A point A = (A1, ..., An) ∈ Vn will be alled an n-matrix. We will say that A is
an upper triangular n-matrix if the vetor c ∈ Cn is zero, and we will denote by UT n ⊂ Vn the
GL(2,C) orbit of the subset of upper triangular n-matries. Hene, A ∈ UT n if and only if A is
similar to an upper triangular n-matrix. Aj is alled the jth omponent of A.
Note that A is similar to an upper triangular n-matrix if and only if there is a proper nonzero
subspae of C2 whih is xed by every omponent Aj of A. The ondition A ∈ UT n is also
equivalent to A being similar to a lower triangular n-matrix (one with zero b ∈ Cn).
The similarity lasses of a pair of m × m matries were obtained in [Fr℄, and in the simplest
m = 2, n = 2 ase, the following irreduible algebrai subset of V2 plays an important role
(2.3) W =
{
(A1, A2) ∈ V2 : (t11 − 1
2
t21)(t22 −
1
2
t22) =
(
t12 − 1
2
t1t2
)2}
.
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Here and below, we are using the following notation
tj := tr(Aj)
tjk := tr(AjAk)
for a general element A = (A1, ..., An) ∈ Vn and any pair of indies j, k ∈ {1, ..., n}. The relevane
of W an be seen from the fat that if (A1, A2) does not belong to W , then its GL(2,C) orbit is
uniquely determined by t1, t2, t11, t22, t12 ([Fr℄). Moreover, the following is not diult to prove.
Proposition 2.3. (see, for instane, [Fr℄) A pair (A1, A2) ∈ V2 belongs to W if and only if it is
in the orbit of a pair of upper triangular matries.
To generalize this result to higher n, let us abbreviate some frequently used GL(2,C)-invariant
funtions on Vn as follows
Denition 2.4. Dene, for every triple of indies 1 ≤ j, k, l ≤ n,
τjk := tjk − 1
2
tjtk,
σjk := τ
2
jk − τjjτkk,
∆jkl := (tjkl − tlkj)2.
We omit the dependene on A = (A1, ..., An) where no ambiguity arises. For A ∈ Vn and g ∈
GL(2,C), we will always write
Aj =
(
aj bj
cj dj
)
, j = 1, ..., n, g =
(
x y
z w
)
or sometimes Aj = (aj , bj, cj , dj), g = (x, y, z, w). In terms of these variables and of ej := aj − dj ,
we have:
τjk =
ejek
2
+ bjck + cjbk,
σjk = (bjck − cjbk)2 − (bjek − ejbk)(cjek − ejck).(2.4)
We also use the abbreviation
νj := τjj = tjj − 1
2
t2j =
e2j
2
+ 2bjcj ,
so that νj 6= 0 if and only if Aj has distint eigenvalues. The funtions σjk and ∆jkl are fully
symmetri under index permutation and vanish whenever two indies oinide. Note that −σjk
and − 12∆jkl are, respetively, the top left 2×2 minor and the determinant of the symmetri matrix
(2.5)

 τjj τjk τjlτkj τkk τkl
τlj τlk τll

 .
With slightly dierent normalizations, the restritions of these funtions to SL(2,C)×n were
used in [GM℄ and [M℄. Sine the equation (2.3) that denes W ⊂ V2 is σ12 = 0, the ondition
σjk(A) = 0 for some j, k ∈ {1, ..., n} is equivalent to (Aj , Ak) ∈ UT 2, by Proposition 2.3. Therefore,
we have
Proposition 2.5. If A ∈ Vn is similar to an upper triangular n-matrix, then σjk(A) = 0 for all
distint 1 ≤ j, k ≤ n.
Proof. If A = (A1, ..., An) ∈ UT n then g ·A is upper triangular, for some g ∈ G. Hene, g · (Aj , Ak)
is an upper triangular 2-matrix, for any 1 ≤ j, k ≤ n, and σjk = 0 by Proposition 2.3. 
For n ≥ 2, dene, for distint j, k ∈ {1, ..., n}, the following algebrai subsets of Vn
Wjk = Wkj := {A ∈ Vn : σjk(A) = 0},
Σn :=
⋂
j,k
Wjk.
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Then, A ∈ Σn if and only if every pair of matrix omponents of A is in UT 2. From Proposition
2.5, we have
UT n ⊂ Σn ⊂ Vn
for all n ≥ 2. However, the vanishing of all σjk is not suient for A to be in UT n, for n ≥ 3, as
the next example shows.
Example 2.6. Let A = (A1, A2, A3) be dened by
A1 =
(
a1 0
0 d1
)
, A2 =
(
a2 b2
0 d2
)
, A3 =
(
a3 0
c3 d3
)
.
Then σ12 = σ13 = 0 and σ23 = b2c3(e2e3+ b2c3). Assume that e2e3+ b2c3 = 0 and that e1b2c3 6= 0,
so that all σjk vanish, neither A2 or A3 are diagonal, and (sine these assumptions imply e2e3 6= 0)
all three matries have distint eigenvalues. Let g = (x, y, z, w) ∈ SL(2,C). Then
gA1g
−1 =
( ∗ −xye1
zwe1 ∗
)
gA2g
−1 =
( ∗ x(xb2 − ye2)
z(we2 − zb2) ∗
)
(2.6)
gA3g
−1 =
( ∗ −y(xe3 + yc3)
w(ze3 + wc3) ∗
)
,
from whih it follows that A is not similar to an upper triangular 3-matrix.
On the other hand, we have.
Theorem 2.7. Let n ≥ 1. A = (A1, ..., An) ∈ Vn is similar to an upper triangular matrix if and
only if for all triples 1 ≤ j, k, l ≤ n, (Aj , Ak, Al) is similar to an upper triangular 3-matrix.
For the proof, we will use the following lemmata.
Lemma 2.8. Let A be an upper triangular n-matrix with νj =
e2j
2 6= 0, for some 1 ≤ j ≤ n. Then,
A is similar to another upper triangular n-matrix A′ = (A′1, ..., A
′
n) with A
′
j diagonal.
Proof. We only need to nd g ∈ GL(2,C) suh that gAkg−1 is still upper triangular for any
k, and suh that gAjg
−1
is diagonal. Letting g = (x, y, 0, x−1) for some x 6= 0, we alulate
gAkg
−1 = (ak, bkx
2−yxek, 0, dk), for every k = 1, ..., n. Therefore, all gAkg−1 are upper triangular
matries, and using y = bjx/ej (sine ej 6= 0), gAjg−1 is diagonal. 
Lemma 2.9. As in Example 2.6, let A = (A1, A2, A3) be a triple of the form
(2.7) A1 =
(
a1 0
0 d1
)
, A2 =
(
a2 b2
0 d2
)
, A3 =
(
a3 0
c3 d3
)
,
Then A ∈ UT 3 if and only if e1b2c3 = 0.
Proof. If e1b2c3 = 0 at least one of the fators is zero. In eah ase, A1 is a salar, A is lower
triangular, or A is upper triangular, respetively, so A ∈ UT 3. Conversely, suppose that e1b2c3 6= 0.
Then, from equations (2.6) we see that there is no g ∈ G that will make g · A upper or lower
triangular, so A /∈ UT 3. 
We an now nish the proof of Theorem 2.7.
Proof. The Theorem is obvious for n ≤ 3, so let n ≥ 4. If A ∈ Vn is similar to an upper triangular
n-matrix, then obviously any m-tuple (Aj1 , ..., Ajm) of m ≤ n omponents of A will be in UT m.
Conversely, let all triples of omponents be in UT 3 and suppose, by indution, that the result is
valid for n−1. Then, in partiular, all the σjk and all ∆jkl are zero, for indies j, k, l between 1 and
n− 1. To reah a ontradition, assume that A is not similar to an upper triangular n-matrix. By
indution, we an suppose that (A1, ..., An−1) has been onjugated so that it is already an upper
triangular (n − 1)-matrix. Let An = (an, bn, cn, dn) with cn 6= 0. None of the Aj an be entral,
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otherwise the result would follow by indution. The n−1 onditions σjn = 0, j = 1, ..., n−1 imply
(beause cn 6= 0)
b2jcn + bjejen − e2jbn = 0, for j = 1, ..., n− 1.(2.8)
If one of the ej , j = 1, ..., n−1 vanishes then, sine Aj is non-salar, bj 6= 0 and the equations (2.8)
beome b2jcn = 0 and have no solution. As a onsequene, none of these ej 's an be zero. Then, by
lemma 2.8, one an assume that b1 = 0, and the equation (2.8) with j = 1 implies bn = 0. Now, we
have all triples (A1, Ak, An), with k = 2, ..., n− 1, in the form (2.7). Sine (A1, Ak, An) ∈ UT 3 by
hypothesis, lemma 2.9 implies e1bkcn = 0. So, bk = 0 for all k = 2, ..., n− 1. But then (A1, ..., An)
is lower triangular, and we have a ontradition. 
Note that the Theorem is true for any algebraially losed eld of harateristi 0 in plae of
the eld of omplex numbers. The following statement is also useful.
Lemma 2.10. Let A = (A1, A2, A3) ∈ Σ3 \ UT 3. Then, A is similar to a triple of the form (2.7)
with e2e3 + b2c3 = 0 and e1b2c3 6= 0.
Proof. Assume that A ∈ Σ3. In partiular, σ12 = 0, so we an suppose that A1 and A2 are both
upper triangular. Let A3 = (a3, b3, c3, d3). Sine A /∈ UT 3, none of the Aj an be a salar, and c3
is nonzero. The 2 onditions σj3 = 0, j = 1, 2 imply (beause c3 6= 0)
b2jc3 + bjeje3 − e2jb3 = 0, for j = 1, 2.(2.9)
If one of the ej, j = 1, 2 vanishes then, sine Aj is non-salar, bj 6= 0 and the equations (2.9)
beome b2jc3 = 0 and have no solution. So, neessarily e1e2 6= 0. Then, by lemma 2.8, one an
assume that b1 = 0, and the equation (2.9) with j = 1 implies b3 = 0. Sine A annot be lower
triangular, we need to have b2 6= 0, and (2.9) for j = 2 simplies to b2c3 + e2e3 = 0. 
Corollary 2.11. (A1, A2, A3) ∈ V3 is similar to an upper triangular 3-matrix if and only if
σ12 = σ13 = σ23 = ∆123 = 0.
Proof. If A ∈ UT 3, then σjk = 0 for all j, k, by Proposition 2.5 and by diret omputation
t123 = t321. Conversely, if all σjk = 0 and A /∈ UT 3, by lemma 2.10, we an suppose that A is in the
form (2.7) with e1b2c3 6= 0. An easy alulation then gives ∆123 = (t123 − t321)2 = e21b22c23 6= 0. 
This Corollary extends to all 2× 2 matries the result stated in Prop. 4.4 of [GM℄ for triples of
SL(2,C) matries. The following Proposition will be useful later.
Proposition 2.12. Let A be a 2-matrix with σ12 6= 0. Then A is similar to a 2-matrix B invariant
under simultaneous transposition (BT1 = B1 and B
T
2 = B2).
Proof. We onsider rst the ase when at least one of the matries A1 or A2 is diagonalizable.
Without loss of generality let A1 be diagonal and A2 = (a2, b2, c2, d2). Then σ12 = −e21b2c2
from (2.4). Conjugation of A by the diagonal matrix g = (x, 0, 0, x−1) produes the assignment
b2 7→ b2x2, c2 7→ c2x−2 and so, we just solve b2x2 = c2x−2 for an appropriate x 6= 0, whih is
possible sine σ12 6= 0. Now, onsider the ase ν1 = ν2 = 0. Assuming that A1 is already in Jordan
anonial form, write A = (A1, A2) as
(2.10) A1 =
(
a1 b1
0 a1
)
, A2 =
(
a2 b2
c2 d2
)
,
with b1c2 6= 0 aording to the hypothesis σ12 6= 0. Suppose rst that b2 = 0, whih implies
d2 = a2, sine ν2 = 0. Conjugating (A1, A2) by a diagonal matrix as before, we an further assume
that b1 = c2. Then, using
g =
1√
2
(
1 i
i 1
)
,
and we obtain expliitly the transposition invariant pair,
B1 = g ·A1 =
(
a1 + λ iλ
iλ a1 − λ
)
, B2 = g ·A2 =
(
a2 − λ iλ
iλ a2 + λ
)
,
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with b1 = c2 = 2iλ. Finally, if b2 6= 0 in (2.10), using the equation ν2 = e
2
2
2 + 2b2c2 = 0, whih
implies e2 6= 0, it is a simple omputation to show that onjugation by g = (x, 1, 0, x−1) with
x = e22b2 redues that pair to one with A1 upper and A2 lower triangular. Note that in both ases,
the transposition invariant 2-matrix B veries σ12 = −e21b22 = 16λ4. 
3. Stability of the SL(2,C) ation on 2× 2 matries
In this setion, we determine, in terms of invariant funtions, the stable points of the ation
of SL(2,C) on the vetor spae Vn of n-tuples of omplex 2 × 2-matries, under simultaneous
onjugation on eah fator.
Reall that, in the general situation of a general algebrai linearly redutive Lie group K ating
on an ane variety V one denes the ane quotient variety V//K as the spetrum of the ring of
invariant funtions on V , whih omes equipped with a projetion
q : V → V//K
indued from the anonial inlusion of algebras C[V ] ⊂ C[V ]K . The set of losed orbits is in
bijetive orrespondene with geometri points of the quotient V//K. Reall also that a vetor
x ∈ V is said to be stable if the orresponding map
ψx : K → V, g 7→ g · x
is proper. It is easy to see that x ∈ V is stable if and only if the losure of the K-orbit of x
does not interset the losed subset onsisting of points x ∈ V with positive dimensional stabilizer
subgroup. Another useful riterion for stability is the Hilbert-Mumford numerial riterion, whih
is stated in terms of nontrivial homomorphisms φ : C∗ → K, alled one parameter subgroups (1PS)
of K. To any suh φ and to a point x ∈ V one assoiates the morphism φx : C∗ → V given by
mapping λ ∈ C∗ to the point φ(λ) · x. If φx an be extended to a morphism φx : C → V , we say
that limλ→0 φx exists and equals φx(0).
Theorem 3.1. (Hilbert-Mumford [MFK℄, see also [Gi℄) A point x ∈ V is stable if and only for
every one parameter subgroup φ of K, φx annot be extended to a morphism C→ V .
It is easy to see that the onjugation ation of GL(2,C) on the spae of n-tuples of 2×2matries
Vn has no stable points, sine the salar nonzero matries will stabilize any point A ∈ Vn. This
is not a big problem, sine the same orbit spae an be obtained with the onjugation ation
of G ≡ SL(2,C) on Vn whih has generially nite stabilizers. This is just the restrition to
G ⊂ GL(2,C) of the ation (2.1). One ould as well onsider the ation of PSL(2,C) whih
would have generially trivial stabilizers, but we will keep using G = SL(2,C). It is lear that any
diagonal n-matrix A (one for whih both vetors b and c in (2.2) are zero) has the subgroup
(3.1) H =
(
λ 0
0 λ−1
)
⊂ G, λ ∈ C∗
ontained in its stabilizer. The following is then an easy appliation of the Hilbert-Mumford
riterion, Theorem 3.1.
Proposition 3.2. A ∈ Vn is stable if and only if A is not similar to an upper triangular n-matrix.
Proof. If A is an upper triangular n-matrix, a simple omputation shows that the losure of the
orbit of A under the subgroup H ⊂ G (3.1) will interset D. Therefore, no point in the orbit
of A will be stable. Conversely, let A ∈ Vn be not stable and apply the numerial riterion. By
elementary representation theory, any one parameter subgroup of G is onjugated to
λ 7→ φn(λ) =
(
λn 0
0 λ−n
)
, n ∈ N0.
In other words, any 1PS an be written as φ = g−1φng, for some g ∈ G and some φn so,
(3.2) lim
λ→0
φ(λ) ·A = g−1 lim
λ→0
φn(λ) · (g · A).
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Writing g ·A as
g ·A =
(
a(g) b(g)
c(g) d(g)
)
,
we obtain
φn(λ) · (g ·A) =
(
a(g) b(g)λ2n
c(g)λ−2n d(g)
)
.
By the Hilbert-Mumford riterion, the limit (3.2) exists for some 1PS, so we must have c(g) = 0,
for some g ∈ G. This means that g ·A is an upper triangular n-matrix. 
Note that this result an be easily generalized to desribe the stable points of the ation of
SL(m,C) under simultaneous onjugation on the vetor spae of n-tuples of m×m matries. To
summarize, for the ation of SL(2,C) on Vn we have shown the following, whih is a onsequene
of Theorem 2.7 and Proposition 3.2.
Theorem 3.3. The following are equivalent for an element A = (A1, ..., An) ∈ Vn, n ≥ 1.
(i) A ∈ Vn is stable.
(ii) There exists 1 ≤ j, k, l ≤ n suh that (Aj , Ak, Al) ∈ V3 is stable.
(iii) There exists 1 ≤ j, k, l ≤ n suh that σjk(A) 6= 0 or ∆jkl(A) 6= 0.
(iv) A is not similar to an upper triangular n-matrix.
(v) There is no proper nonzero subspae of C2 preserved by the set {A1, ..., An}. 
4. Irreduibility of representations of finitely generated groups
We now use the numerial ondition for stability found above to derive a similar riterion for
irreduibility of a representation of a nitely generated group Γ into G = SL(2,C). As in the
introdution, by xing a set of generators ǫ¯1, ..., ǫ¯n of Γ, we assoiate to a representation ρ : Γ→ G
the point A = (A1, ..., An) ∈ Xn given by
A = (ρ(ǫ¯1), ..., ρ(ǫ¯n)).
In this setion we are therefore dealing with the onjugation ation of G = SL(2,C) restrited
to the ane subvariety Xn = G
×n ⊂ Vn. For G-invariant funtions on Xn, we ontinue to use the
same notations desribed in Denition 2.4, in partiular, we still denote by tj (resp. tjk) trae of
the matrix Aj (resp. AjAk). Beause of the standard identities
tr(B1B2) + tr(B
−1
1 B2) = tr(B1)tr(B2)
tr(B1) = tr(B
−1
1 )
tr(B21) = tr
2(B1)− 2,
valid for any two SL(2,C) matries B1, B2, some of those G invariant funtions aquire a new form
νj =
t2j
2
− 2,
σjk = t
2
j + t
2
k + t
2
jk − tjtktjk − 4 = tr([Aj , Ak])− 2,
where [B1, B2] = B1B2B
−1
1 B
−1
2 denotes the ommutator of two SL(2,C) matries.
Reall that a representation ρ : Γ → G is alled irreduible if there are no proper nonzero
subspaes of C
2
whih are invariant under ρ(Γ). Therefore, if all matries ρ(γ), γ ∈ Γ are upper
triangular, ρ is reduible. In this ase, tr([ρ(h1), ρ(h2)]) = 2 for any h1, h2 ∈ Γ. This ondition is
also suient for reduibility as proved in [CS℄.
Theorem 4.1. (Culler & Shalen [CS℄) A representation ρ : Γ → G is irreduible if and only if
tr(c) 6= 2 for some element c of the ommutator subgroup [Γ,Γ].
Making use of Theorem 3.3, we obtain neessary and suient onditions for irreduibility,
depending only on the n-matrix A assoiated to ρ, via the xed hoie of generators of Γ.
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Theorem 4.2. Let A = (ρ(ǫ¯1), ..., ρ(ǫ¯n)) ∈ Xn be the n-tuple assoiated with the representation
ρ : Γ→ G. Then, the following sentenes are equivalent.
(i) A ∈ Xn is stable.
(ii) There exists 1 ≤ j, k, l ≤ n suh that (ρ(ǫ¯j), ρ(ǫ¯k), ρ(ǫ¯l)) ∈ X3 is stable.
(iii) There exists 1 ≤ j, k, l ≤ n suh that σjk(A) 6= 0 or ∆jkl(A) 6= 0.
(iv) A is not similar to an upper triangular n-matrix.
(v) ρ : Γ→ G is irreduible.
Proof. The equivalene between (i)-(iv) follows easily from the equivalene of (i)-(iv) for the
SL(2,C) ation on Vn proved in Theorem 3.3. Let us show that (iv) is equivalent to (v). If
A /∈ UT n there is no subspae of C2 preserved by the set {ρ(ǫ¯1), ..., ρ(ǫ¯n)}, so ρ is irreduible.
Conversely, if A ∈ UT n then, after onjugating ρ with some g ∈ G, all the matries ρ(h), h ∈ Γ
will be upper triangular beause the ǫ¯j are the generators of Γ. So ρ is reduible. 
This result ompletes the proof of theorems 1.1 and 1.2; it an be viewed as a sharpening of
Theorem 4.1 (it also generalizes prop. 1.5.5 of [CS℄), sine part (iii) implies that irreduibility of
a representation ρ : Γ → G an be veried by omputing the values of a nite number (preisely(
n
2
)
+
(
n
3
)
= n
3
−n
6 ) of funtions of the n matries ρ(ǫ¯j) ∈ SL(2,C), j = 1, ..., n. Again, note that
Theorem 4.2 is true for any algebraially losed eld of harateristi 0.
Above, the riterion for irreduibility is written in terms of onditions for pairs and for triples
of SL(2,C) matries. However, when working with representations of a free group Fn, the most
important onditions are the ones for pairs beause of the next result, whih also shows that the
ondition νj = 0 an be easily removed in the irreduible ase.
Proposition 4.3. Let ρ : Fn → G be an irreduible representation. Then, there exists a hoie of
generators of Fn suh that the orresponding n-matrix satises σ12 6= 0 and ν1 6= 0.
Proof. First note that hoosing a new set of generators of Fn is equivalent to performing an
automorphism of Fn. Hene, we will nd suh an automorphism whih, upon ating on the n-
matrix A assoiated with the irreduible ρ, will verify σ12 6= 0 and ν1 6= 0. If some σjk 6= 0
we an just permute the indies to obtain σ12 6= 0. So, suppose that all σjk are zero and let
(Aj , Ak, Al) be a stable triple, so that ∆jkl 6= 0. Permute the generators again so that the triple
beomes (A1, A2, A3) and assume this triple is already in the form (2.7) with e1b2c3 6= 0 and
e2e3 + b2c3 = 0. Then, perform the shift automorphism ǫ1 7→ ǫ1ǫ3 of Fn, whih orresponds to
A1 7→ A′1 = A1A3 and an easy omputation shows σ12 7→ σ′12 := d1b2c3(d1b2c3 + (a1a3 − d1d3)e2).
Sine none of the fators d1, b2, c3, e2 and a3 an be zero, the ondition e2e3 + b2c3 = 0 implies
that σ′12 6= 0. Similarly, using the shift automorphism A1 7→ A1Ak2 , for some k ∈ Z, we end up
with ν1 6= 0. 
Consider now the stable quotient Xstn /G, where X
st
n ⊂ Xn is the subset of stable points in
Xn. As mentioned in the introdution, this is a geometri quotient and has the struture of an
ane algebrai variety. Beause of the identiation between Xstn /G and Hom(Fn, G)
irr/G, where
Hom(Fn, G)
irr
is the subset of irreduible representations in Hom(Fn, G), it is not diult to
show that Xstn /G is nonsingular, and is therefore a omplex analyti manifold of dimension 3n− 3
(see for example [Gu℄). Also, when the nitely generated group Γ = π1S is the fundamental
group of a surfae S of genus g > 1, the spae of onjugay lasses of irreduible representations
Hom(π1S,G)
irr/G an be given the struture of a omplex manifold (of dimension 6g − 6), and
this an be interpreted as the spae of irreduible at SL(2,C) bundles on S ([Gu℄).
In general, when the nitely generated group Γ is the fundamental group of a manifold M , it
is lear that a representation ρ : Γ → G will dene a at rank 2 vetor bundle Eρ over M with
trivial determinant. If M is an algebrai variety, one an onsider moduli spaes for these bundles,
and in partiular, the moduli spaes of stable and semistable vetor bundles on ompat Riemann
surfaes are well known.
In this ontext, one might ask what is the relationship between stability of the holomorphi
vetor bundle Eρ and the stability of the n-matrix A ∈ Xn assoiated with ρ. This relation is
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simple in one diretion. It is a general fat that if Eρ is stable then ρ is irreduible, so A is stable,
by what we saw above. However, the onverse is not true and there are irreduible representations
giving rise to unstable vetor bundles. An example of suh a vetor bundle on a genus g > 1
Riemann surfae S is the following. Let L be a degree g − 1 line bundle whose square is the
anonial bundle of S. Then the unique (up to isomorphism) indeomposable vetor bundle whih
is an extension of the form
0→ L→ E → L−1 → 0,
is assoiated to an irreduible representation ρ : π1S → SL(2,C). Atually, ρ is a Shottky
representation, as it fators through a representation ρ˜ : Fg → G of a free group of rank g, for a
ertain natural projetion π1S → Fg, and ρ˜ denes a Shottky group in PSL(2,C) uniformizing S
(see [Fl℄). Therefore, the orresponding matrix A is stable, although Eρ = E is learly unstable as
a vetor bundle. Let Hom(π1S,G)
st/G be the spae of onjugay lasses of representations ρ suh
that Eρ is a stable vetor bundle on S. Sine under the map ρ 7→ Eρ, the spae Hom(π1S,G)irr/G
is the parameter spae for a holomorphi family of vetor bundles over S, by a result of Narasimhan
and Seshadri (see [NS℄, Thm. 3), we onlude the following.
Proposition 4.4. The omplement of Hom(π1S,G)
st/G inside Hom(π1S,G)
irr/G is a nonempty
analyti subset.
The haraterization of this analyti subset in terms of the geometry of S seems to be a diult
open problem.
5. The Magnus trae map Tn
In this setion, we will study the Magnus trae map Tn dened in the introdution
Tn : Xn → C3n−3
A 7→ (t1, t2, t12, t3, t13, t23, ..., tk, t1k, t2k, ..., tn, t1n, t2n)
and determine when a given point in C3n−3 determines a nite (and nonzero) number of orbits of
the ation of G = SL(2,C) on Xn = G
×n
. Reall the denitions (1.2) of σjk and of the Frike
disriminant ∆jkl. One of the results in [M℄ states that
Theorem 5.1. (Magnus [M℄) Let n ≥ 4 and A1, A2, A3 ∈ SL(2,C) be three xed matries verifying
σ12 6= 0 and ∆123 6= 0. Let p = (t1, t2, t12, t3, t13, t23) ∈ C6. Then given any q ∈ C3n−9 there exist
A4, ..., An suh that
Tn(A1, ..., An) = (p,q).
The number of solutions (A4, ..., An) is bounded by 2
n−2
. 
This result ould suggest that the image of Tn does not interset the sets in the image or-
responding to the onditions σ12 = 0 and ∆123 = 0, as these are dened by polynomials in the
variables tj and tjk. It turns out that the Frike disriminant ondition is not really neessary, and
we only need to prevent σ12 from being zero.
Theorem 5.2. Let n ≥ 2 and A1, A2 ∈ SL(2,C) be xed matries with σ12 6= 0, and let r =
(t1, t2, t12). Then given any s ∈ C3n−6 there exist A3, ..., An suh that
Tn(A1, ..., An) = (r, s).
In proving Theorem 5.2, we will use systematially the transposition invariant forms of a pair
of matries A1, A2 verifying σ12 6= 0, given in Proposition 2.12. We will also regard elements of
SL(2,C) as omplexied SU(2) matries, or as omplexied quaternions with unit norm, writing
them in the form
(5.1) Aj =
(
αj + iβj γj + iδj
−γj + iδj αj − iβj
)
∈ SL(2,C), j = 1, ..., n,
with
(5.2) αj , βj, γj , δj ∈ C, and α2j + β2j + γ2j + δ2j = 1.
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For matries in G = SL(2,C), and using the parameterizations of Aj as in (5.1), the following is
an immediate onsequene of the proof of Proposition 2.12.
Proposition 5.3. Let A = (A1, A2) ∈ X2 verify σ12 6= 0. If ν1 6= 0, then A is similar to a pair
B = (B1, B2) of the form
B1 =
(
α1 + iβ1 0
0 α1 − iβ1
)
, B2 =
(
α2 + iβ2 iδ2
iδ2 α2 − iβ2
)
,
with α21 + β
2
1 = 1, α
2
2 + β
2
2 + δ
2
2 = 1 and δ
2
2 =
σ12
2ν1
6= 0. In ase ν1 = 0 and ν2 6= 0, the situation is
ompletely analogous swithing B1 with B2. If ν1 = ν2 = 0, then A is similar to a pair B = (B1, B2)
of the form
B1 =
(
α1 + λ iλ
iλ α1 − λ
)
, B2 =
(
α2 − λ iλ
iλ α2 + λ
)
,
with α21 = α
2
2 = 1 and λ
4 = σ1216 6= 0. 
To adapt our notation to the trae map Tn, let us denote the omponents of an arbitrary element
z of the range C3n−3 by
(5.3) z = (z1, z2, z12, ..., zk, z1k, z2k, ..., zn, z1n, z2n),
and dene
νj(z) =
z2j
2
− 2,
σjk(z) = z
2
j + z
2
k + z
2
jk − zjzkzjk − 4.
In this way, given any polynomial p(z) in the oordinates of z, its pullbak under Tn will be the same
polynomial in the variables (t1, t2, t12, ..., tn, t1n, t2n). To simplify the notation, we will sometimes
write these polynomial funtions without referene to the variables. Consider the following Zariski
losed subsets of Xn and of C
3n−3
, respetively,
U12 = {A ∈ Xn : σ12(A) = 0}
Z12 = {z ∈ C3n−3 : σ12(z) = 0},
so that Tn(U12) = Z12. It is immediate that Theorem 5.2 above an be restated as
Theorem 5.4. The algebrai map Tn : Xn \ U12 → C3n−3 \ Z12 is surjetive for n ≥ 2.
Proof. We need to show that, for any given z as in (5.3) verifying z21 +z
2
2 +z
2
12−z1z2z12 6= 4, there
is a set of n matries
Aj =
(
αj + iβj γj + iδj
−γj + iδj αj − iβj
)
∈ SL(2,C), j = 1, ..., n,
suh that tr(Aj) = zj and tr(AjAk) = zjk, for all oordinates of z. Let us start with the ase when
ν1(z) 6= 0 whih means z1 6= ±2 and orresponds under Tn to ν1(A) 6= 0. Then, using Proposition
5.3, if there is a solution, there is one in the form
(5.4) A1 =
(
α1 + iβ1 0
0 α1 − iβ1
)
, A2 =
(
α2 + iβ2 iδ2
iδ2 α2 − iβ2
)
,
Ak =
(
αk + iβk γk + iδk
−γk + iδk αk − iβk
)
, k = 3, ..., n.
Then, we need to solve
zk = 2αk, k = 1, ..., n,
z1k = tr(A1Ak) = 2(α1αk − β1βk), k = 2, ..., n,(5.5)
z2k = tr(A2Ak) = 2(α2αk − β2βk − δ2δk), k = 3, ..., n,
and an expliit solution is obtained by setting αk = zk/2, for k = 1, ..., n and
β1 =
√
1− α21, βk =
z1zk − 12z1k
β1
, k = 2, ..., n,
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(5.6) δ2 =
√
q22, δk =
q2k
δ2
, k = 3, ..., n, and
γk =
√
q22qkk − q22k
δ2
, k = 3, ..., n,
where we have used the abbreviations qkk = 1− α2k − β2k and qjk = αjαk − βjβk − 12zjk, if j 6= k.
The denominators β1 and δ2 are both nonzero beause of our assumptions on ν1(z) = −2β21 and
σ12(z) = −4β21δ22 = 2ν1δ22 . Observe that, after assuming A1 diagonal and A2 = AT2 , the above
are the only solutions, and dierent solutions orrespond to dierent hoies of square roots in the
above expressions. Also note that the Frike disriminant appears as ∆12k = 16β
2
1δ
2
2γ
2
k.
When ν1(z) = ν2(z) = 0, from Proposition 5.3, we may use the parametrization
(5.7) A1 =
(
α1 + λ iλ
iλ α1 − λ
)
, A2 =
(
α2 − λ iλ
iλ α2 + λ
)
, λ 6= 0
Ak =
(
αk + iβk γk + iδk
−γk + iδk αk − iβk
)
, k = 3, ..., n,
where α1 and α2 are square roots of 1. Now, the equations Tn(A) = z beome
zk = 2αk
z1k = 2α1αk + 2λ(iβk − δk)(5.8)
z2k = 2α2αk + 2λ(−iβk − δk), k = 3, ..., n
whih one an easily solve for αk, βk, and δk. The variables γk are then obtained from the
normalization (5.2). As before, the solutions in this form will be in nite number. 
As remarked, the proof of Theorem 5.4 implies that any point z ∈ C3n−3 \ Z12 determines an
orbit up to a nite ambiguity. More onretely, we desribe all the solutions as follows.
Theorem 5.5. Let z ∈ C3n−3 \Z12 and A = (A1, A2, ..., An) be a solution of Tn(A) = z, suh that
A1 and A2 are invariant under transposition. Then T
−1
n (z) is the G orbit of the nite set
(5.9)
{
(A1, A2, B3, ..., Bn) : Bk = Ak or Bk = A
T
k
} ⊂ Xn
of ardinality ≤ 2n−2.
Proof. First, let z ∈ C3n−3 \Z12 verify z1 6= ±2, and let S1 be the spae of solutions of Tn(A) = z
with A1 diagonal and A
T
2 = A2. From the proof of Theorem (5.4) and from Propoposition (5.3),
any A ∈ S1 is obtained from formulas (5.4) and (5.6), for a ertain hoie of square roots of β1,
δ2 and γ3,..., γn. Changing all the signs of β1, ..., βn, γ3, ..., γn simultaneously, gives a well dened
map σ1 : S1 → S1. Similarly, let σ2 : S1 → S1 be the operation of hanging simultaneously the
signs of δ2, ..., δn, γ3, ..., γn. The signs of eah γk, k = 3, ..., n an be hanged independently of
the rest, giving maps σk : S1 → S1, k = 3, ..., n. For matries in the form (5.1), it is lear that
onjugation by g = (0, i, i, 0) hanges the triple of vetors (β, γ, δ) into (−β,−γ, δ), and onjugation
by g = (i, 0, 0,−i) maps (β, γ, δ) into (β,−γ,−δ) (naturally any onjugation xes the vetor α).
Therefore, σ1 and σ2 at trivially on the spae S1/G. Sine transposition of a single Ak hanges
the sign of a single γk, k = 3, ..., n, the orbits are as in (5.9). Similarly, to treat the ase z1 = ±2,
let S0 be the spae of solutions of Tn(A) = z of the form (5.7), (5.8). As before, dene σ0 : S0 → S0
by hanging simultaneously the signs of λ, β1, ..., βn, δ1, ..., δn. By the same reason as before, this
ats trivially on S0/G, so also in this ase, the set of solutions is given by (5.9). 
We have thus nished the proof of Theorem 1.3.
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Appendix A. Reonstrution of matries from traes
In this Appendix, we briey indiate the generi reonstrution of (the SL(2,C) orbit of) general
n-tuples of 2 × 2 matries A ∈ Vn from a minimal number of traes given by the analogous trae
map
Tˆn : Vn → C4n−3
A 7→ (t1, t11, t2, t22, t12, t3, t33, t13, t23, ..., tn, tnn, t1n, t2n).(A.1)
The formulas are idential to the ones in Theorem 5.4, when written only in terms of the funtions
τjk : C
4n−3 → C, given by
τjk(z) = zjk − 1
2
zjzk, j, k ∈ {1, n},
exept that now we allow oordinates zjk with j = k and, writing Aj in the form (5.1) we don't
require the normalization ondition (5.2). For instane, for σ12(z) 6= 0, and ν1(z) 6= 0, the following
matries form a solution to Tˆn(A) = z.
A1 =
(
α1 + iβ1 0
0 α1 − iβ1
)
, A2 =
(
α2 + iβ2 iδ2
iδ2 α2 − iβ2
)
,
Ak =
(
αk + iβk γk + iδk
−γk + iδk αk − iβk
)
, k = 3, ..., n,
with
β1 =
√
−τ11
2
βk = − τ1k
2β1
, k = 2, ..., n,
δ2 =
√
σ12
2τ11
, δk =
τ2kτ11 − τ12τ1k
2δ2τ11
, , k = 3, ..., n,
γk =
√
−∆12k
4σ12
, k = 3, ..., n,
where the `Frike disriminant', as a funtion of τjk(z), is given by
∆12k(z) = 2(τ
2
12τkk + τ
2
1kt22 + τ
2
2kτ11 − 2τ12τ1kτ2k − τ11τ22τkk),
in agreement with (2.5). The ase with z1, z2 ∈ {−2, 2} an be treated similarly.
Appendix B. Examples with T−1n (z) = ∅.
Here, we show that the image of Tn, for n ≥ 4, does not ontain ertain points z ∈ C3n−3.
From Theorem 5.2, if the equation Tn(A) = z has no solution A ∈ Xn, then σ12(z) = 0. Take, for
example, any z verifying z1 = z2 = z12 = 2, and for whih there are two indies k, l /∈ {1, 2} suh
that
(B.1) (z1k − zk)(z2l − zl) 6= (z1l − zl)(z2k − zk).
Then, without loss of generality A an be taken in the form:
A1 =
(
1 b1
0 1
)
, A2 =
(
1 b2
0 1
)
,
Aj =
(
αj + iβj bj
cj αj − iβj
)
, j = 3, ..., n.
Suppose Tn(A) = z. Then, we should have, for all j = 3, ..., n,
zj = 2αj
z1j = 2αj + b1cj(B.2)
z2j = 2αj + b2cj ,
In the ase that b1 and b2 are nonzero, this implies
ck =
z1k − zk
b1
=
z2k − zk
b2
, cl =
z1l − zl
b1
=
z2l − zl
b2
,
Invariants of 2× 2 matries and irreduible SL(2,C) haraters 15
whih is impossible by our hypothesis (B.1). Similarly, if b1 = 0, equations (B.2) imply z1k = zk
and z1l = zl, ontraditing again (B.1). The same happens if b2 = 0.
More generally, a similar situation ours in the ase that σ12(z) = 0 but, for example, ν1(z) is
nonzero. In this ase, without loss of generality (see lemma 2.8), we have the parametrization
A1 =
(
α1 + iβ1 0
0 α1 − iβ1
)
,
A2 =
(
α2 + iβ2 1
0 α2 − iβ2
)
, or A2 =
(
α2 + iβ2 0
0 α2 − iβ2
)
,
Ak =
(
αk + iβk bk
ck αk − iβk
)
, k = 3, ..., n,
Assuming A2 non-diagonal, we need to solve the equations, for every k = 3, ..., n.
zk = 2αk
z1k = tr(A1Ak) = 2(α1αk − β1βk)
z2k = tr(A2Ak) = 2(α2αk − β2βk) + ck.(B.3)
One nds that β1 =
√
− ν1(z)2 6= 0, β2 =
√
− ν2(z)2 and
βk =
2α1αk − z1k
2β1
= −τ1k(z)
2β1
ck =
β1τ2k(z) − β2τ1k(z)
β1
If ck 6= 0, then the bk an be found using the normalization α2k + β2k − bkck = 1. However, when
β1τ2k(z) = β2τ1k(z), for some k 6= 1, 2, in the above expression we obtain ck = 0 whih implies
that A2 has to be in diagonal form, and then ck disappears from equation (B.3), so we need to
have β1τ2j(z) = β2τ1j(z) for all j 6= 1, 2. Obviously, this does not hold in general. Note also that
these omputations, ombined with the previous ase z1 = ±2, allows one to reprove surjetivity
for n = 3 (in this ase, c3 = 0 is exatly equivalent to the neessary ondition β1τ23(z) = β2τ13(z)).
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