We consider the Cauchy problem for a loaded partial differential equation arising in coefficient inverse problem. The convergence of Tonelli's and weak approximation methods for this problem is previously proved. In the article we will prove linear rate of convergence of given methods.
Auxiliary symbols and theorems
We will use the following notation. Ω is bounded domain in the E n space. x = (x 1 , . . . , x n ) is a point in E n . ∂Ω is the boundary of Ω. Q T is the cylindrical domain (0, T ) × Ω.
is the set of all k times continuously differentiable functions ofΩ (Ω), having bounded derivatives up to k-th order.
is the set of all functions of n + 1 variables (t, x 1 , . . . , x n ) in Π [0,T ] , which are k times continuously differentiable with respect to t and m times continuously differentiable with respect to spartial variables. All the derivatives listed above are bounded in Π [0,T ] .
τ is a real-valued parameter, τ ∈ [0, τ 0 ], τ 0 > 0. A, B, C i , i ∈ N, are nonnegative constants depending on the initial data of problems being investigated but do not depending on τ .
Mean value theorem for Definite integral. Let f (x) be a continuous function defined
The Cauchy problem
We consider the inverse problem with unknown coefficient µ(t):
u 0 (x) and f (t, x) are bounded and arbitrary smooth functions. By substitution x = 0 into (1) and using (3) we find unknown µ(t)
Using (5) we reduce inverse problem (1)-(3) to the Cauchy problem for a loaded equation
where ϕ(t, x) = f (t, x)/f (t, 0).
Lemma 1
Consider the one-dimensional problem
in domain 
Here, C 1 is a constant limiting |ϕ(t, x)|. By applying sup Π [0,t] to both sides of previous inequality,
We differentiate (8), (9) two times with respect to x and apply the maximum principle to the resulting equation,
where
By summing up (10) and (11),
(
Let t * > 0 be a constant such as
We consider (8), (9) in domain
Similarly to (10), (11), we prove
and finally,
By applying exact same reasoning in domain Π [2t * ,3t * ] , we prove
Making K steps, we prove
Tonelli's method
Let τ ∈ [0, τ 0 ] be a constant such that N τ = T , N is integer. We make time shift by τ in trace of unknown function:
The method of solving problems like (6), (7) by approximation (14), (15) is called Tonelli's method [1] . We consider initial data of the Cauchy problem (6), (7) to satisfy the following conditions:
By (16), the problem (14), (15) 
Remark. The problem (14), (15) is a particular case of problem (4.1.8), (4.1.9) [2, p. 60] with a(t) = 1, b(t) = c(t) = γ = 0. Under Theorem 4.1.1 [2, p. 64], the solution u τ (t, x) of problem (14), (15) converges to solution u(t, x) of problem (6), (7) with τ → 0.
We prove inequalities (4. 
Here and later, C i are constants (maybe different ones) depending on initial data of the problem (6), (7), but not depending on τ .
We denote z τ = u τ − u. With substraction (6), (7) from (14), (15), function z τ is a solution to ∂z
whereF
We add and substract u τ xx (t, 0) toF τ :
Thus, function z is a solution to
Let t τ . By initial condition (15) (14) and (17), |u τ xxt | C 9 . Thus,
Let t > τ . By mean value theorem,
Thus, F τ (t) C 9 τ . Under Lemma 1, 
Weak approximation method
Let τ > 0 be a constant such that N τ = T , N is integer. We make a split (see [3, 5, 6] ) of the problem (6), (7) to two fractional steps, making time shift by τ /2 in trace of unknown function:
Remark. The problem (23)-(25) is a particular case of problem (2.2.18) investigated in arti-
cle [7] . Inequalities (17), (18), and convergence of u τ to u are proved.
We denote averaging function (see [3, p. 41 
Note that u
. By applying mean value theorem to right-hand side of (26) (u τ (t, x) is continuous function of t),
By (17), u τ and u τ xx are satisfying Lipschitz condition with respect to t, thus
We apply averaging function to the problem (23)- (25):
Note that the term ) dθ+
From ( 
