It is shown how the weak disorder expansion of the Liapunov exponents of a product of random matrices can be derived when the unperturbed matrices have two degenerate eigenvalnes. The general expression of the Liapunov exponents at the lowest nontrivial order in disorder is given.
INTRODUCTION
The analytic calculation of the Liapunov exponents of products of random matrices is a problem that arises often in the physics of disordered systems (~) (random magnets, diffusion, or localization in random media: see Refs. 2 and 3 and references therein) and in the study of dynamical systems/4-6) It is also a very important problem in the theory of probability. (7,15 ls) Apart from a few special cases which can be solved exactly, (8"9) there does not exist any general method for calculating analytically the Liapunov exponents of products of random matrices. At present, one can only hope to develop a perturbation method that gives the weak disorder expansion of the Liapunov exponents. The problem can then be formulated as follows: Consider a product of N random n.x n matrices M~ :
where Ms = A + #B=
(2)
The matrix A is fixed (i.e., does not depend on ~), the matrices B~ are random and independent, and one wants to calculate the expansion in powers of p of the Liapunov exponents. Such an expansion has recently been obtained in the nondegenerate case, o) i.e., when the matrix A has all its eigenvalues with different moduli where <... > means the average over disorder, i.e., 
One has assumed that <B~ )= 0. The next question, of course, is whether condition (4) could be entirely relaxed and if one could extend the result (5) to more general cases. In particular this would include cases where several eigenvalues of the matrix A are degenerate, the matrix A being diagonalizable or not, and where some eigenvalues have the same modulus. This final goat has not yet been reached.
In the present paper, we describe one step toward the solution of this question. We consider the case of a diagonalizable matrix A with only two degenerate eigenvalues and we calculate the Liapunov exponents up to order #2.
In Section 2 we describe our main calculation, which concerns the case of 2 x 2 matrices, where
where and
The matrix A does not change with ~ and the matrices B~ are independently distributed. We assume that (as) = (b=) = (c~) = (d~) =0 (10) and arbitrary correlations between the elements of B~. For simplicity we will consider that the elements of the matrix B~ are real. The constants ~Pi in (8) allow us to go continuously from the degenerate case to the nondegenerate case. We will show that the largest Liapunov exponent 71 of the product (7) is given by
= 2 LJ_oo
where Po(R) and G(R) are given by the correlations between the elements of the matrices B~ :
where
Hz(X ) = q~3 x2 -t-(p4 x --(pl x --(tO 2
The expression (11) depends on G(R) and therefore depends in principle on the parameter 0 which appears in (12) . It turns out that when one performs the integral (11), the dependence on 0 disappears as long as 0r and 0r
Once 71 is known, the second Liapunov exponent 72 is easy to obtain, since 71
and therefore (17) In Section 3 we discuss two simple examples for which the integral (11) can be done explicitly: one example for which a~ =0, d~= 0 for all c~ and (c~) = 2 (b~), ca and b~ being independent, and another example for which (a 2) = (b~) @2) 2 = = (d~), these four elements being independent. In Section 4 we extend the results of Section2 to the case of two degenerate eigenvalues in an n x n matrix.
~(d~)--(bo~co~)]--~l-t-O(# 3 )

THE CASE OF 2x2 MATRICES
In this section we calculate 71 up to order #2 for the case where the matrices A and B are given by (8) and (9) . Consider the sequence of vectors V~ such that V~+I = (A +#B~) V= (18) If .~-(1) and u~ 2) are the two components of the vector V:, they satisfy the following recursion relations:
The largest Liapunov exponent 71 is then given by consists in looking for the stationary probability distribution P(R) of a variable R~ which gives the direction of the vector V~ :
The recursion relation on R~ is a homographic transformation T~ [see Eq. (19)]
R:,+~ T~(R~)=(#c~+#zfps)R~+l+itd~+#aq~4
The stationary probability distribution P(R) satisfies the following integral equation: 
I-(u~+i) +0 (U~+l) q
In principle, if one could solve exactly the integral equation for P(R), then (24) would give 71 for all value of/~. In practice, the integral equation (23) is too hard to solve for general/t and it is only the expansion around # = 0 that can be done. Let us first determine P(R) in the limit # ~ 0. One can rewrite (23) as where
P(R)=(dTd~R)p(T~-I(R))I
For # small, T~(R) is very close to the identity and one has where
T~ I(R) = R + #E~(R) + #2F~(R) + O(1~ 3)
(26)
E~(R) = -b~ + R(d~ -am) + R2c~
(29)
If one replaces T~-I(R) by its expansion (28) in (26), one gets
#2 ( F'~P + F~P' + E~E~ P + 2~-
Using (10), one sees that the linear term in/~ vanishes and that the order #2 of (30) gives a differential equation for P:
If one considers that P can be expanded,
one sees from (33) that P0 must satisfy 
HI(R)-~(E~),
Looking at (14), (15) 
where in (38) and (39) (11) is independent of 0. However, this can be checked already on the expression (24), which can be rewritten as
We see from Eq. (26) that the second integral is equal to the third one in (42), so the 0 dependence disappears in the expression for 71. Let us now look at the expression (41). Once we have the expansion for u small, from 
~-~ IH2(R) Po(R) + HI(R) ~] =0
(43) 
aRj de 0 (E 3 ) d2po~ ----(I") P~ + (E~F")--d-R + 6 -d-~J (49)
P2 -~ (E2) dP2~
-d-RJ dp 1 (E 3 ) d2pl~ ----(I~) PI + (E.F~)--~+ 6 -d--~-YJ ---((J~,) Po+(E~t~,+@) dP~ -dg
dR ~-4-(-. --d--l~-]
J~ are the next terms in the expansion (28):
(50)
T:I(R) = R + #E~, + #2F~, + #3I~, + #4j~ _.[_ 0(#5)
Knowing P0, we can in principle determine P, from (49) and then P2 from (50) and by this method get higher orders in the expansion of the Liapunov exponents. Lastly let us notice that the expression (13) of Po(R) could be simplified by using instead of R an angular variable ~9 (0 < ~ < 2re),
Then, defining a density Q0P) by This expression is more symmetric than (13), since all directions ~, play a similar role [-the special role of the direction R= oo in (13) has disappeared].
Q(~O)=Po(tg~) 2 (l +tg2~)
EXAMPLES
In order to illustrate the calculations presented in Section 2, we now study two simple examples. The first example is a case where the matrix A is unity (q~i = 0) and the matrices B have only off-diagonal elements, which are random and independent a~=0; d~=0; (b~c~) = 0; (b~) = (e~)
The expression (13) for Po becomes
and then 71 is given by [see Eqs. (11) and (12) 
This result can be checked, because this example is soluble for any value of #.(8,11) The probability distribution of the matrices B~ is a function of trtB~ -B s only and therefore is rotationally invariant. So is the probability distribution of the matrices M~ and of the vector vs. Therefore P(R) = cste/(1 + R 2) is the exact solution of (23).
If we expand the expression
in #, we can use (24) to get the expansion of 71 up to any order in #. Let us notice with Newman (8"1~) that the probability distribution of (M~V. M~V)/V.V does not depend on the choice of V, because of the rotational invariance of the distribution probability of tMsM s. Then Since as and c~ are Gaussian variables with zero means and (a~) = (c~)= 1, one can reduce the calculation of the average (71) to the calculation of Gaussian integrals using
(l~ '-(e-tx)
and one gets ~fl o~ C -u This exact expression for 71 shows that the expansion in powers of # is zero at all orders in # and this agrees with (67).
= du
TWO DEGENERATE EIGENVALUES IN AN nxn MATRIX
In this section, we extend the results of Section 2 to the case of an n x n matrix where the pth and (p + 1)th eigenvalues are degenerate with 21 0 ) 0 2,
The expansion (5) gives us the weak disorder expansion of any sum ~j~-l 7j, m #p. We shall show that 7p can also be calculated by the same method as 71 in Section 2: The result will be (75) where Po(R) and G(R) are still given by formulas (13) and (12) 
Yp= 89 I Po(R)G(R)dR/I Po(R)dR
The multiplicative constants v~ are normalization factors, which allow us to keep the jth component of the vector V{ normalized for 1 ~< j ~< p-1 and to keep x2(c0 + y2(e) = 1. Because all the eigenvalues have different moduli except the pth and the (p+ 1)th ones, one knows that in the limit /t~0 each vector V~, j~< p-1, becomes an eigenvector of matrix A, whereas VP belongs to the degenerate subspace associated with the eigenvalue 2p.
Moreover, since they are orthogonal, we have
Then the pth Liapunov exponent is given by for all indices i, j, k, l. Moreover, (83) and (84) give us, at the lowest order in ]2, where Po(R) and G(R) are still given by formulas (13) and (12) , where the q)i and a~, b~, %, d~ are replaced by the ~ and 8~, ~, ~, d~.
L logV~+l"VP+l
1 (z~(~) 2 ) = 22 _ 2p 2 ((B~,J) 2 )(90)
CONCLUSION
In this work we have developed a method which gives the weak disorder expansion of the Liapunov exponents when the matrix A has two degenerate eigenvalues. It would be interesting to generalize this calculation to many cases. (1) a degeneracy larger than 2; (2) nondiagonalizable matrices; (3) the case where matrix A has several complex eigenvalues with the same modulus.
In principle the main result (11 )- (15) In that limit the two eigenvalues of matrix A can be considered as nondegenerate and therefore we can use expression (5) . The term of order #4
gives the 1/A~o correction, and so from (5) and in all the cases we could solve, we found an agreement between the degenerate expansion (11) (15) and the nondegenerate expansion (5).
To conclude, we mention that the problem of the sensitivity of the Liapunov exponents of products of random matrices to small perturbations has been discussed in the mathematics literature (is 18) and that there exist conditions under which Liapunov exponents are smooth functions of the perturbation.
