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Learning-parameter adjustment in neural networks
Tom M. Heskes and Bert Kappen
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We present a learning-parameter adjustment algorithm, valid for a large class of learning rules in
neural-network literature. The algorithm follows directly from a consideration of the statistics of the
weights in the network. The characteristic behavior of the algorithm is calculated, both in a fixed and a
changing environment. A simple example, Widrow-HofF learning for statistical classification, serves as
an illustration.
PACS number(s): 87.10.+e
I. INTRODUCTION
Recently, some progress has been made in understand-
ing learning processes in neural networks [1]. Instead of
considering the dynamics of the fast variables, such as the
spins in Hopfield-type neural networks, one focuses on
the dynamics of the slow variables, the synapses and the
thresholds. We will refer to these adaptive elements as
weights and will denote them by an X-dimensional vector
w. These weights are adapted according to a learning
rule, which is typically of the form
b w =w(t +1)—w(t) =rtf(w, x) .
That is, the change in the network representation at time
t is fully determined by the current network representa-
tion w and the presented training pattern, denoted by an
n-dimensional vector x. This training pattern x is drawn
at random from the set 0 of all possible training patterns
according to some probability function p(x, t). The learn-
ing parameter q sets the typical magnitude of the change.
Most learning rules for neural networks obey Eq. (1). Ex-
amples are backpropagation [2] for multilayered percept-
rons, Kohonen-type learning [3,4] for topological maps,
and Hebbian learning [5,6] for attractor neural networks.
In an abstract sense, learning is the way the network
builds up an internal representation of its environment Q.
This representation is encoded in the weights w of the
network. Consider for example a multilayered perceptron
that is trained with backpropagation to perform a
classification task. The environment 0 in this case is the
set of all input-output relations to be learned. Learning
takes place by presenting the examples x EQ, where each
x represents an input-output pair. For every training pat-
tern x, the backpropagation learning rule is applied. If
learning is successful, the relationship between input and
output is encoded in the network state w and the network
is ready for its classification task. In general, the func-
tion of a neural network, e.g., classification, recognition,
feature extraction, or memory, depends on the internal
representation that is formed, and thus on the network
architecture and learning procedure.
In most neural networks, learning takes place only dur-
ing a so-called learning phase. During this phase, the set
of training patterns is presented to the network a (large)
number of times. It is customary to choose the learning
parameter g either as a constant or as a slowly decreasing
function of the learning iteration. The learning phase
usually stops as soon as a preset criterion is met. For in-
stance, for a multilayered perceptron with backpropaga-
tion this can be the average quadratic error over the
training set, or for a Kohonen network this may be some
measure of topological order. After this, the network
enters the operation mode, during which, usually, no
learning takes place.
Both from a biological and from an applications point
of view, this is an undesirable situation. Biological sys-
tems "learn" and "operate" throughout their existence.
An example is the adaptation of motor programs as a re-
sult of limb growth. For industrial applications it is
desirable to have systems that autonomously decide
whether different operations are necessary and thus adapt
their internal representations to meet the new require-
ments. Examples are easily found in many application
areas, such as robotics, speech recognition ("cocktail par-
ty" efFect), and financial modeling (the relation between
economic quantities changes over time). We are there-
fore interested in neural networks that are capable of
learning in fixed as well as in changing environments.
In a previous paper [1], we studied the behavior of
learning rules obeying Eq. (1) for small constant learning
parameters, both in a fixed environment, i.e., for
p(x, t)=p(x), independent of time t, and in a gradually
changing environment. Since the training patterns are
drawn at random, learning becomes a stochastic process.
It is possible to write a master equation for the probabili-
ty that the network will have a certain state w at time t;
and from this master equation, evolution equations for
the average network state and the fluctuations around
this average can be derived. For large times, small learn-
ing parameters, and a slowly changing or nonchanging
environment, the network has a very high probability of
being in the neighborhood of an attractive fixed point w'
of the differential equation
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dw(t)
dt
d"xp x, t f w t, x =g f w t, x
(2)
This equation is the differential form of Eq. (1), but with
the right-hand side averaged over the set of training pat-
terns Q. By linearizing around this fixed point or "local-
ly optimal solution" w*, it is found that in a fixed envi-
ronment the final average network state is almost equal to
the desired state w*, but that there are remaining fluctua-
tions in the network's representation, which are propor-
tional to the learning parameter g.
In a changing environment, the fixed points w'(t) of
Eq. (2) are a function of time. Now, there is a conflict.
On the average, the network state lags behind the desired
state w*(t). The difference between these two, which we
will call the bias, can be shown to be inversely propor-
tional to the learning parameter. On the other hand, the
fluctuations are still proportional to the learning parame-
ter, as in the static case. So, in order to obtain a great
adaptability, one would like to choose a large learning pa-
rameter, but this leads to relatively large fluctuations and
thus to inaccuracy. In order to quantify a trade-off be-
tween these two effects, we introduced an error 8 of the
form
timate the dynamical properties of the variable O'. These
properties, which are worked out in the Appendix, can be
used to obtain the final autonomous algorithm in Sec. III.
In Sec. IV an attempt is made to study the perfor-
mance of the algorithm in three cases. In each of these
cases a specific behavior is required. In a fixed environ-
ment, the learning parameter must converge slowly to
zero, obeying the conditions derived by Ljung [7] and
Kushner and Clark [8] for general stochastic processes.
In case of a sudden change in the environment, the learn-
ing parameter must grow; in other words, the algorithm
must act as a sort of "arousal detector. " In a gradually
changing environment, the algorithm must yield a learn-
ing parameter that gives a compromise between the adap-
tability and the accuracy of the network.
The performance of the algorithm is illustrated in Sec.
V. A perceptron consisting of two weights and one
threshold, trained with the Widrow-Hoff learning rule
[9], has to find the decision boundary between two input
classes. The algorithm is tested in the three different situ-
ations theoretically investigated in Sec. IV.
In Sec. VI the main results are summarized, a compar-
ison is made with other adaptive algorithms, and the lim-
itations of the algorithm are discussed.
c =& iw —w'['&-, (3) II. ERROR CRITERION
i.e., the squared distance between the network state and
the desired state w*, averaged over a large ensemble = of
identical networks. This error has two components, the
squared bias and the variance, so
The constants a and p depend on the rate of change in
the environment, the fluctuations in the learning rule,
and so on. Once the constants u and p are known, the
"optimal" learning parameter that minimizes the error 8
can be calculated. In the simple examples discussed in [1]
it was possible to compute these constants.
In general, however, all the information needed to cal-
culate these constants is not directly available. In this
paper, we will develop an algorithm that estimates the
optimal learning parameter automatically from the statis-
tics of the weights. We are faced with two practical
problems. In the first place, the theory described in [1] is
about an ensemble of networks. Yet it is very
unprofitable to gather statistics from a large number of
networks to update the learning parameter of the one
that is trained. Therefore, we wi11 replace the averages
over an ensemble of networks by time averages for the
network that is trained. Another problem is the huge
amount of memory and computation needed to keep
track of the statistics of all the weights in a large net-
work. This problem is solved by considering the statistics
of just one variable O'. This 8' a linear function of the
weights in the network, is introduced in Sec. II. We
derive a working hypothesis, which describes an approxi-
mate dynamics for this variable, as well as an error cri-
terion similar to the one in Eq. (3).
The working hypothesis gives us the opportunity to es-
Learning drives the network state w to "locally op-
timal solutions, " which are attractive fixed points w* of
the differential equation (2). For an ensemble = of net-
works, the dynamics of the average network state can be
found by expanding around the fixed point w" [1]
g&w, )=—= « bw;)„&-=il« f (w, x))n&=
(4)
where the positive-definite matrix G is the first derivative
of the average learning rule
a& J;(w, x))„
G1J W=W
J
We introduce the variable Was
W—:ga;w;, %*=g a;w
where a is some fixed N-dimensional vector, to be dis-
cussed below. Using Eq. (4), we find the average behavior
of this variable in the neighborhood of the optimal 8'*
with "spring constant"
ga;G,, (w, —w,')
A.(w) = ga;5;.(w,. —w,.*)
Note that A,(w) does not depend on the network state w if
and only if the vector a is a left eigenvector of the matrix
G. We will avoid the difficult search for such an eigen-
vector and take a random vector a, still assuming that we
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may treat A. as a constant in our analysis.
Equation (5) describes the dynamics of the average be-
havior of the stochastic process W(r). Our second as-
sumption is that we can write this stochastic process as
b, W= W(r +1)—W(r) = —g[A( W —W')+g], (7)
With g white noise obeying (g)n=0 and (g )n=y, in-
dependent of w and q. This noise is due to the fact that
the training patterns are drawn at random from the envi-
ronment Q. Equation (7), together with A,(w) =A, , is our
working hypothesis. Basically it says that the variable 8'
is attracted to its optimal value W* like a noisy spring.
Later on, we will give some arguments to support the
rather crude approximations that led to this hypothesis.
We will consider a network in a gradually changing en-
vironment. In a changing environment the locally op-
tirnal solution w* and thus the system variable 8'* are
functions of time. We will define v=hS'* as the rate of
change of W'(t) An. indication for the network perfor-
mance is the average quadratic distance between 8' and
W' (compare with Eq. [3])
e= &(w —w*)')-=M'+x'.
12
(10)
The last term in this equation is a correction for the aver-
age change of 8'.
To find an estimate for the bias M, we have to use the
specific dynamics of W as given in Eq. (7). It is not possi-
ble to express the bias M directly in terms of the desired
averages. A reasonable guess can be found by assuming
that the variance is stationary. The details can be found
in the Appendix. Equation (A4) yields, after replacing
the ensemble averages by the time averages,
time T, denoted by ( ) r instead of ( )-, just for the net-
work that is trained. That is, we are searching for esti-
mates
guestimate
and
guestimate
for the bias and the variance
in terms of the measurable quantities (W)r, (hw)r,
( W )r, and ((6W) )r.
A way to find an estimate for the variance is to make a
least-squares fit on the values of 8'during the time period
T. The slope of the best straight line yields an estimate
for the average change (Aw)=, the remaining error an
estimate for the variance X . We find
T (hw)
This error has two components, the squared
bias (M = ( W) =—W') and the variance[X:—(( W —( W )=) )=]. Note that Eq. (7) can be inter-
preted as a learning rule of the form (1). In [1] we de-
rived for general learning rules of this type, operating in a
gradually changing environment,
M~ —,X ~g.1
vl
There is a confiict: for a small bias one would like to
choose a large learning parameter, for a small variance a
small learning parameter. The compromise between
these two convicts is given by the minimum of the error
6 with respect to g. Suppose the system is learning with
learning parameter g. As we will see, from the statistics
of 8' we can estimate M and X . The new learning pa-
rameter g „,„can be obtained by minimizing the error
2
8(ri„,„)= M + X
9 new '9
yielding
' 1/3
2M 2
9 new
III. THE ALGORITHM
In order to calculate the new learning parameter q„,„
from Eq. (9), we must have estimates for the bias and the
variance. In fact, the bias and variance in the preceding
section are averages over an ensemble of networks. Of
course, it is very expensive to gather statistics from a
large ensemble of networks if one is only interested in an
acceptable learning parameter for one of them. The solu-
tion to this problem is to replace the averages over the
ensemble of networks by averages over a certain period of
Thus our algorithm for on-line learning-parameter ad-
justrnent reads as follows.
(i) Gather statistics from learning with learning pa-
rameter g during time T, yielding ( W) z., ( W ) r,
&b, w&, d((bW) & .
(ii) Calculate X„„„,and M „„„,using Eqs. (10) and(ll) and substitute these into Eq. (9) to obtain the new
learning parameter g „,„.
A basic assumption in the derivation of this algorithm
is that Eq. (7) describes the evolution of the variable W
with constant parameters A, , v, and y . Now, we can re-
lax this requirement. We only require that these parame-
ters be more or less constant during one time interval of
length T. Furthermore, a learning-parameter adjustment
algorithm has no need to be very precise since the learn-
ing of the weights is the primary issue and the adaptation
of the learning parameter is secondary. The choice of the
time window T afFects the rate of change of the learning
parameter. The time window must be large enough so
that the network can get a rough impression of its envi-
ronment. On the other hand, the time window must be
small enough to justify the assumption that the pararne-
ters A, , v, and y can be treated as constants. In most
practical cases, a time window of a few hundred learning
steps wi11 do.
IV. PERFORMANCE OF THE ALGORITHM
A. Statement of the problem
In this section we will analyze the dynamics of I, X,
and q, as a function of time under the following assump-
tions.
(i) The variable W obeys Eq. (7) with constant A., v,
andy .
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(ii) The time averages, used to estimate the bias and
the variance, are equal to the ensemble averages we
would have found by simulating with a number of net-
works instead of just one.
I new
1/3
Sk, gM X
( g2X2+ ~2 )2
(13)
Equations (12) and (13) describe the learning system un-
der the assumptions made above. However, they are still
unsolvable. To proceed, we will make two more
simplifications. Since we will work only in the limit
gi, ((1, we can neglect the term gk if compared with 2
in Eq. (12) and the term A, X if compared with g, since
X is of order rI, as can be seen from Eq. (8). And finally,
we replace the difference equations (12) and (13) by the
corresponding differential equations
dM(t)
rl(t)AM(t) —v, —dt
d X'(t)
dt
= —2rl(t)AX'(t)+ g'(t)y',
1/3
Tdg(t) 8A, 'rt(t)M'(t)X'(t)dt X'
—g(t) .
(14)
Of course, in most practical situations these assumptions
are violated. Therefore, the aim of this section is not to
give rigorous quantitative results that can be checked in
simulations, but is more a way to gain some insight to the
tendency of the algorithm.
The first assumption means that the evolution equa-
tions of the bias and the variance, as given by Eq. (A3) in
the Appendix, are exact within each time interval, i.e.,
b,M= rtA, M—v, —b,X = —rtiL(2 —gg)X2+r12y~ . (12)
The second assumption implies that we can take
X„„„,=X, but not that M„„„,=M, because in the
derivation of this estimate, we had to make the assump-
tion that the variance X was stationary. Since the evolu-
tion of q is defined in terms of the estimated bias
estimate~ we must express M estimate in terms of the real
bias M and the variance X . This relation can be found
using Eqs. (11) and (A2), so
2XMX
estimate 2 2 2 ~ ~ estimate
rl(A, X +y )
These values are substituted in Eq. (9) to find the new
learning parameter g„,„in terms of the old one q, yield-
ing
dM(t)
dt
dX(t)
dt
2&2'' M(t)iM(t)iX(t),X'
X (t)~M(t)~+ M (t}X(t) .
Doing some rescaling and rewriting with definitions
2&2k' f 1V'ZM' 't,
the set of first-order differential equations (15) reduces to
one second-order differential equation for f (r)
d f d( lnf)
dr2 dr
The long time, i.e., large r behavior, is characterized by
f (r)=r lnr 1+ +1n lnrlnr
where integration constants are left out since they do not
affect the long-time behavior. So, taking only the first
term into account, we find
2
M(t)=+
4A, t lnt
' 1/2
y lnt
8A, t
1/2
(16)
g(t) = 2it '
The sign of M (t) depends on the initial conditions. A pos-
teriori, we can easily check that it is justified to neglect
the derivative of rt(t) in Eq. (14) in the long time, since it
is of order 1/t, whereas the other terms are of order 1/t
It is well known in the literature [7,8, 10,4] that, in or-
der to ensure convergence to a locally optimal solution
w*, as given by Eq. (2), the learning parameter as a func-
tion of time or learning step must obey the requirements
we make the ansatz that we can treat the learning param-
eter as being instantaneous, yielding
2&2k, ~M(t) ~X(t)
X'
3 posteriori, we can check if this ansatz is correct. Now,
we have two coupled differential equations for the bias
and the standard deviation
We will study this set of differential equations in three
different cases: a fixed environment, a suddenly changing
environment, and a gradually changing environment.
B. A fixed environment
First we will consider the static case v=O. Since for
sma11 learning parameters T &(1/gA, , it seems reasonable
to assume that the learning parameter changes much
more rapidly than the bias and the variance. Therefore
The first requirement is necessary to prevent asymptotic
fluctuations, the second one to be sure that the network
can reach any state from any initial state. Algebraic de-
cay rI(t) ~ 1/t, as found in Eq.(16), is the fastest possible
decay still satisfying these two requirements. So, al-
though originally designed for learning in a changing en-
vironrnent, the algorithm works properly in a fixed envi-
ronment as well.
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C. A sudden change with
In this subsection, we study the characteristic behavior
of the algorithm in case of a sudden change in the envi-
ronment. We will model this by assuming that the envi-
ronment is fixed for t & 0 and that the network is in a sta-
tionary state with a small learning parameter g(0) and
corresponding variance X (0)= rt(0}g j2A, . At t =0,
there is a sudden discontinuous change in the environ-
ment and thus a large bias M(0). For short times t, Eq.
(14) gives
M (t) =M (0)—A rt(0)M(0) t+ 8(t'),
' 1/3
X'(t }=X'(0)+ —X'(0)t'+ 0(t '),
X (0)
1/3
g(t) =g(0)+ —g(0)t+ e(t'),2M (0) 1X'(0)
where we assumed a large initial bias, i.e.,
2M (0) ))1 .
X (0)
Indeed, the algorithm acts as a sort of arousal detector:
the change in the environment is noticed and leads to a
larger learning parameter. However, the change of the
learning parameter, and thus the speed of adaptation to
this new situation, depends not only on the ratio between
the initial squared bias M (0) and the variance X (0) and
the choice of the time window T, but is also proportional
to the initial learning parameter ri(0). Therefore it seems
a good idea to keep the learning parameter always above
a certain minimal value, say, g 0.001, instead of letting
it decrease to zero.
D. A gradually changing environment
—A, ri( oo ) 0 —A,M( oo )
0 —2A,g(oo } 2A, X (oo)
2 ri(oo) 1 r)(oo) 2
3T M(oo} 3T X (oo) 3T
The smallest eigenvalue of this matrix yields the typical
decay time. Up to lowest order in A,ri( oo ), the eigenval-
ues are
A, 2= ,'—+ ,—'&3—i A, ri( oo ), A3=—
2
3T '
The eigenvector corresponding to the eigenvalue A3 is ap-
proximately (0,0, 1), i.e., in the direction of the learning
parameter. The other two eigenvectors lie in the space
spanned by the bias and the variance. So, first the learn-
ing parameter decays rapidly to (almost) the correct
value, followed by the combined convergence of the bias
and the variance. Of course, during this final conver-
gence, the learning parameter undergoes slight correc-
tions.
Considering the algebraic decay in a fixed environ-
ment, the arousal detection in case of a sudden change in
the environment, and the exponential decay in a changing
environment, we can conclude that it is a good strategy
to try and minimize 8 during the learning procedure.
Since the real parts of all eigenvalues are negative
definite, we can conclude that in a changing environment
there is an exponential decay (unlike the algebraic decay
in a fixed environment) to the stationary solutions given
in Eq. (17), with typical decay time
2/3
x
3A,ri( oo ) 3 2A, v
' 1/3
M(oo )=— X&
4A,
4 2 1/3
X2( ) — X
2X4
(17)
g( oo )=
Making a linear expansion around this stationary point,
we will try to show that it is an attractive fixed point and
to calculate the typical convergence time. We write
M(t) — M( oo ) M(t) — M( oo )
X (t) — X (oo) =& X (t) — X (oo)dt
g(t) — q( ~ ) g(t) — q( ~ )
In a gradually changing environment, there is a con-
stant, nonzero velocity v, which we choose to be positive.
The set of equations (14) has a nontrivial stationary solu-
tion
V. AN EXAMPLE
We consider a perceptron with two input units, one
output unit, two weights (w, and wz), and a threshold
(wo). The output of the network is given by
2
y(w, x)= tanh
i=0
where x, and x2 are the two input values and xo =——1.
The learning rule is the Widrow-Hoff rule [9]
bw;=7J[yd„;„~—y(w, x}][1—y (w, x}]x; .
The desired output yd„;„d depends on the particular in-
put. There are two classes of inputs, one corresponding
esired=0. 9, the other one to ydesired —0.9. InPuts
belonging to the first class are Gaussian distributed
around the center point (&2sing, &2cosg) and
those belonging to the second class around
( —&2 sing, —&2 cosP)
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1
P Xi 2 ydesired) 2 X 2 P2&0'
(x, +&2sing) +(x2+&2cosg)
fi(y desired—
2cT
P is the angle between the line joining the two center
points and the x, axis.
In the optimal situation, the weights and threshold of
the network correspond to a decision boundary going
through the origin perpendicular to the line joining the
two center points. In other words, the attractive fixed-
point solution w* of Eq. (2) corresponds to a decision
boundary that is described by the line
xz= —x, taniI) .
By changing the center points, i.e., re(t), as a function of
time, learning in a changing environment can be
modeled. During the learning process, the algorithm de-
scribed in Sec. III takes care of the recalibration of the
learning parameter. Figures 1 —3 show snapshots of the
learning system in the three situations studied in the pre-
vious section. The bold line in each of these figures is the
decision boundary at that time. Inputs belonging to posi-
tive outputs are indicated by diamonds, those belonging
to negative outputs by crosses. The last 100 training pat-
terns are shown. In the graphs on the right, the learning
parameter, the squared bias, and the variance are plotted
as a function of time, all calculated from the statistics of
I
the variable IK Unless stated otherwise, simulations
start with random weights, an initial learning parameter
g=0. 1, o =1, (()(0)=m./4, and a constant time window
T=500 learning steps.
In the first simulation (Fig. 1), the environment is fixed,
that is, the probability of drawing a combination
(x„xz,yd„;„d) is time independent. Since we start with
a relatively large learning parameter, the decision bound-
ary approaches its optimal position quickly. The algo-
rithm decreases the learning parameter to reduce the
fluctuations. The final result is a correct, constant posi-
tion of the decision boundary. The asymptotic learning
parameter is very small.
The second simulation (Fig. 2) serves to illustrate the
arousal mechanism. We start with the network and the
learning parameter in the situation of the first simulation
at time t =5000, after ten updates of the learning param-
eter. Now the center points of the two distributions are
suddenly displaced from (1,1) and ( —1,—1) to (1,—1) and
( —1,1), and thus P changes from ~/4 to rr/4. Th—e al-
gorithm reacts to this change by raising the learning pa-
rameter. As explained in Sec. IV, it takes some time be-
fore the learning parameter reaches its maximum. Of
time: 250 time: 500
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0 tl
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FIG. l. A fixed environment: P( r )
=p(Q)=m. /4. The bold line is the decision
boundary found by the network. The last 100
training patterns are shown; diamonds
represent positive outputs, crosses represent
negative outputs. Graphs on the right give the
learning parameter, squared bias, and variance
as a function of time, all calculated from the
statistics of the weights. Variance of input ex-
amples o.= 1 and time window T= 500.
tin&t' 4000
.005
1O'
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course, after a while the learning parameter is turned
down again.
To study the behavior of the algorithm in a continu-
ously changing environment (Fig. 3), we rotate the center
points P(t) =cot with co=2m/1000. Because of the large
fluctuations, little can be said about the convergence to a
stable asymptotic solution. Nevertheless, as can be seen
from the pictures, the overall performance is acceptable.
Besides the presence of the fluctuations, which were
neglected in the preceding section, there seems to be a
good qualitative correspondence between the calculated
behavior of the algorithm and the features seen in the
three simulations.
VI. DISCUSSION
In this paper we have derived an algorithm for on-line
adaptation of the learning parameter. The algorithm op-
timizes an error criterion with respect to the learning pa-
rameter. The elegance and usefulness of this algorithm
can be summarized in the following notions
(i) The algorithm is completely general. It can be used
for all learning rules that can be written in the form (1).
In addition, the algorithm operates well in any arbitrary
environment, i.e., fixed or changing.
(ii) The algorithm has a theoretical basis that enables
us to describe its qualitative behavior. Calculations pre-
dict algebraic decay of the learning parameter in a fixed
environment, arousal detection in case of a sudden
change, and exponential convergence in a gradually
changing environment.
(iii) The algorithm requires only a small amount of ex-
tra memory and computation power. One has to keep
track of four extra variables to calculate the averages(8')r, (b W)T, ( W )T, and ((58') )T. The new
learning parameter follows directly from these averages.
Most of the algorithms for adaptation of the learning
parameter are designed specifically for one learning rule
(see [11]for a short review on learning-parameter adjust-
ment for backpropagation), and only for operation in a
fixed environment. Since the adaptation rules for the
learning parameter are usually just posed instead of de-
rived, their usefulness can only be judged from experi-
mental evidence in these specific cases. The lack of a
theoretical basis makes it difficult to understand why they
work and how they can be generalized to other situations.
The "learning of the learning rule" for adaptive pattern
classifiers in a fixed environment [12] shows a behavior
similar to the algorithm we derived. Far from the op-
timal solution the learning parameter is increased to ac-
celerate the convergence; near the optimal solution the
learning parameter is decreased to obtain a greater accu-
racy. However, since this algorithm is not derived from
an error criterion like Eq. (3), it is not clear how this al-
gorithm behaves in a changing environment.
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FIG. 2. A sudden change in the environ-
ment: P(t} changes abruptly from rr/4 to
—n./4 at t =5000. See Fig. 1 for further ex-
planation.
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further explanation.
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We conclude with a discussion on a few limitations of
our algorithm.
(i) The algorithm is not local. That is, the statistics of
all the weights is needed. However, if one agrees upon
having one learning parameter, this immediately implies
that one needs global information, in this case the statis-
tics of the global variable W, to update this learning pa-
rameter. It is possible to use this algorithm for each
weight separately, each weight having its own learning
parameter, but this requires much more memory (four ex-
tra variables for each weight) and far more computations.
(ii) The algorithm has no obvious physiological
equivalent. We do not know an explicit physiologically
plausible model or scheme for this algorithm. Neverthe-
less, the qualitative features of the algorithm, i.e., turning
down the learning parameter if there is no new informa-
tion, raising the learning parameter in case of a sudden
change ("arousal detection"), and continuous learning in
a constantly changing environment, seem very natural
from a psychological and a biological point of view.
(iii) There is no guarantee that a learning algorithm
yields the best solution in a global sense. This is the case
with or without learning-parameter adaptation and is a
general problem of learning rules. However, dynamic
adaptation of the learning parameter might help to es-
cape local minima. To derive a learning-parameter adap-
tation algorithm that can distinguish between global and
local minima, a better understanding of the effect of the
learning parameter on global optimization for learning
rules of the form (1) is necessary.
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APPENDIX
The various expectation values can be calculated using
Eq. (7):
(aW) == —~X~,
((~W)')- —(~W)' =~'~X'+&'y',
&(W—( W)-)bW&-= —FAX',
yielding
(A2)
In this Appendix, we derive an expression for the bias
M in terms of averages that can be calculated on-line.
The change in the bias M and the variance X follow
directly from the working hypothesis (7)
aM=(aW) aW'=(aW- —) v, -— (A)
bX =((b, W) )-—(bW)-+2&(W —( W)-)b, W& = .
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hM = —gAM —v,
b,X = —gA(2 —qA, )X +g y
(A3)
These are the evolution equations of the bias and the
variance for constant g, A, , v, and y .
For a stationary process, i.e., AX =0, we obtain from
Eq. (Al) and (A2) the relation
This can be used to eliminate A, in Eq. (A2), yielding
(A4)
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