ABSTRACT
INTRODUCTION
Engineering design is a sequential and iterative process, consisting of the phases of product planning, clarification of task, conceptual design, embodiment design, and detail design [1] . As has been studied in decision-based design research [2] [3] [4] , decisions are necessary in each of these phases. In addition, one can think of the decision-making process itself as having two phases-problem formulation and problem solution. The focus of this paper is on the decision formulation phase in which the decision maker (DM) must consider which models to acquire and use to support the decision at hand.
Engineers use models to support decision making throughout the design process. Although more accurate models may provide value to the designers by leading to a better final design, until resources are spent acquiring and using a model, the exact information obtained from the model is unknown and its value is therefore uncertain. In this paper, we incorporate the management of this model cost-benefit trade-off into the design decision. The principles for such management are studied in information economics [5] .
In related work, the authors applied the principles of information economics to guide decisions about statistical data collection [6] . In this paper, we extend the applicability of the information economic approach to model selection. We present this extension in the context of an I-beam structure design. The primary contribution is the development of an approach that bounds the expected value of using a more accurate model through the use of an imprecise representation of the DM's current state of knowledge [7] .
RELATED WORK Information Economics
Economics is the study of choice under conditions of scarcity [8] . Extending this definition, information economics is the study of choice in information collection and management when resources to expend on information collection are scarce. Designers face a scarcity of resources, such as time and money in the design process; hence, the principles of information economics can-and should-be applied to model selection in engineering design.
The area of information economics grew out of statistical decision theory in the 1950s when Marschak published a series of papers on the economics of information and organization [9] . Recently, with the explosion of new information technologies, information economics has regained attention within the broader context of information management. Current areas of research focus on corporate finance and industry policy, such as intellectual property rights, industry regulation, and fostering innovation [10, 11] , or on the infusion of information technology into a corporation [12, 13] . Within engineering, the focus of information management has been primarily on data exchange, interoperability, and visualization to support collaborative design without much emphasis on the economic value of information. In a broader context, information economics presents principles by which information costbenefit trade-offs can be managed. Our goal here is to relate these concepts directly to the model selection problem in engineering design.
Current engineering design practice
In current engineering practice, the principles of information economics are rarely used to guide model selection decisions. Provided below are two examples common in engineering practice, each of which illustrates the lack of an information economic perspective.
Model selection: In current practice, the DM has little systematic guidance in model selection. Providing guidance is difficult because the choice of an appropriate model may depend on specific characteristics of the decision at hand, including the preference of the DM, the uncertainty in other problem parameters, and the importance (in dollars) of the decision. To compensate for this lack of guidance, the DM is often conservative and chooses to acquire and use a model that is more accurate then is really required, unnecessarily spending additional resources. Clearly, a framework that allows the DM to trade-off explicitly the value derived from using more accurate models with the cost of such models would be useful.
Finite element models: A more structured model selection decision is the choice of the number of elements to use in a finite element model. In current practice, the DM often studies the convergence of finite element models as the number of elements is increased. The DM then selects a number of elements that will yield a result within a specified error tolerance. But such an approach does not factor in the cost of executing the selected model, which can be significant for complex models.
Information economics provides a framework in which the DM's accuracy preferences can be traded off explicitly with respect to the cost of executing the model.
Engineering design research
In related research, Gupta and Xu have demonstrated the importance of incorporating the decision-making cost (in terms of number of design alternatives considered) into the overall design decision model [14] . However, they do not provide a method for estimating the value of information in actual design problems. Radhakrishnan and McAdams consider the costbenefit trade-offs in selecting models of various levels of abstraction in engineering design [15] . They present a framework in which a designer can reason about model uncertainty assuming a perfect model is available. This perfect model is then used as a benchmark for rating other possible model alternatives. However, when using their proposed framework, the designer is left with little guidance in estimating the actual value of different models. Along similar lines, Bradley and Agogino use precisely characterized probability distributions to guide and prioritize information collection using a cost-benefit analysis of resource expenditures in a decision-analytic approach [16] , but they do not explain how to estimate these distributions. In this paper, we address the limitations of these previous approaches by presenting a practical approach for model selection for the particular scenario in which the systematic error in the models can be bounded by an interval.
PROBLEM DEFINITION
In this section, we lay the foundation for our approach. The section summarizes how the payoff of a decision is measured, provides our definition of a model, and then explains how models are used to guide decisions.
The payoff of a decision
There are two layers to simulation-based design: deciding which models to use to guide the design decision and the design decision itself. The outcome of both decisions is evaluated by measuring the success of the design (i.e., the design decision). The outcome of a decision problem can be evaluated using a payoff function, ( , )
x a π , which depends on both the chosen action a and the realized state of the world x . Because of uncertainty in the state of the world x , the DM cannot know the outcomes, or payoff, of any action with certainty.
We measure the payoff in terms of utility. As originally proposed by von Neumann and Morgenstern [17] , utility analysis is used for making decisions under uncertainty in traditional statistical decision theory [18] . In general, utility expresses preference-more preferred decision outcomes are assigned higher utility values. If constructed properly, a utility function reflects the DM's preferences even under probabilistic uncertainty. By applying the expected value operator, the DM weights all possible outcomes according to their likelihood of occurring, and then chooses the action that maximizes the expected utility. For a general overview of utility theory see [19, 20] .
Model definition
A model is any incomplete representation of reality [21] . In engineering design, models are typically based on theory or extensive empirical data; however, even with such a rigorous development, it should be acknowledged that "all models are wrong, but some are useful" [22] .
In general, the uncertainty in the output of a model consists of a systematic and a random error. The random error is often due to variability in the model parameters and initial and boundary conditions. The systematic error is often due to simplifications in the model structure: a nonlinear relationship is approximated by a linear one, or a less significant factor is omitted altogether and its influence is assumed to be constant.
In this paper, the focus is on selecting models with different systematic errors. We assume that systematic error, ε , is represented by interval bounds. Additionally, we assume that ε is quantified in relative terms, by a multiplicative constant.
Relative error was chosen because it is the most common representation of uncertainty used in engineering practice. It is typically expressed by a statement similar to: the model output, ( ) f x , is accurate to the nominal value ± 5%. Rather than the model output being a scalar, one can thus think of it as an interval:
Throughout the analyses in this paper, we assume that such an interval-based characterization of the model output is available and truthful.
Decisions under imprecision
The outputs of models are typically used to guide decision making. For this work, we assume the use of utility theory for decision making so the DM maps model outputs into expected utility, as illustrated in Figure 1 . Note that due to the intervalbased model uncertainty in Equation 1, this mapping results in an interval of expected utility. If, in addition to the intervalbased model uncertainty, there exists probabilistic uncertainty in some of the model parameters, then the output of the model and consequently the utility of a design alternative must be represented in terms of imprecise probabilities or probability boxes [7, 23] . After applying the expected value operator to such an imprecise utility, one obtains again an interval of expected utility. To focus initially on the influence of systematic errors on model selection decisions, we assume henceforth that there is no probabilistic uncertainty and, for the sake of brevity, will refer to intervals of utility rather than of expected utility; we label such a quantity as [ , ] U U .
Once the model is has been applied and the utility intervals are known, the DM must either make the design decision based on the current utility intervals or choose to develop a more accurate model. When a DM chooses to make the decision based on the current utility intervals-a decision under imprecision-he or she must select the most desirable interval of utility by using some decision policy which accounts for imprecision. Possible policies for making decisions under imprecision include maximality [7] , maximax [24, 25] , maximin [26] , E-admissibility [25] , and the Hurwicz criterion [27, 28] . For this paper, we chose to use the Hurwicz criterion, which generalizes the maximax and maximin decision policies and provides a flexible framework for decisions under imprecision.
The Hurwicz decision criterion is based on an optimismpessimism index, 0 1 Based on the Hurwicz decision policy and the utility bounds shown in Figure 1 , suppose the DM would make the decision (select a design variable) shown in Figure 1 . Due to the imprecision in the utility, the decision policy could lead to a non-optimal decision given the precise utility curve, as shown in Figure 2 . Since the DM did not make the decision yielding the highest utility, he or she could have improved the decision The loss in utility due to a decision under imprecision by using a more accurate model. In other words, the DM paid an opportunity cost, shown in Figure 2 , for making a decision under imprecision.
In the scenario we are considering in this paper, the DM may elect not to make the design decision based on the currently available imprecise utilities. Instead, the DM may consider gathering more information by using a more accurate model for predicting the performance of the design alternatives. As models become more accurate the bounds on utility become narrower. These narrower utility bounds tend to decrease the opportunity cost. However, more accurate models cost more, so a trade-off exists. A formalization of such trade-offs has been summarized in the context of information by Lawrence [5] . In his work, the value of a model is not inherent; rather, the value is measured in the context of a particular decision as the expected increase in the pay-off of the decision resulting from the use of the model. According to information economics, a DM should continue to gather additional information as long the value of the information outweighs its cost. In the next section, we explain how to determine the bounds on the value of information obtained from a more accurate model.
BOUNDING THE VALUE OF MODELS
The actual value of a more accurate model is the change in realized utility between the decision made using the model and the decision made without using the model. Since we do not know the precise utilities that will be realized given the two decisions, we can only bound the value of more accurate models. We consider four factors that influence the bounds on the value of a more accurate model, [ , ] V V : 1) the output of the initial coarse model, 2) the actual output of the more accurate model, 3) the DM's decision policy, and 4). the accuracy of the more detailed model. As more of these factors are taken into account, the value bounds become tighter, but the derivation of such bounds becomes increasingly complex. These four factors are taken into account successively in the following four scenarios.
We start with the case of measuring the value of a model after it has been used (i.e., knowing the actual output of the more accurate model). This is the simplest case and provides the reader with an intuitive understanding of value bounding. Next, we determine the bounds on the value of a perfect model, a model that predicts the performance of design alternatives perfectly, without any imprecision (although probabilistic uncertainty may still be present). This case is helpful because it identifies the maximum value of using more accurate models. Neither of these cases can be used to guide model selection because the first requires that the DM use the model before determining its value and the second relies on perfect models which do not exist in practice. The third case predicts the value bounds of more accurate models considering the Hurwicz criterion [27, 28] . The fourth and final case incorporates the accuracy of the model into the third case. This fourth case, the most useful for guidance of the model selection decision, is illustrated in the context of a design problem for an I-beam structure.
In all four cases, we focus on the scenario in which a less accurate model has already been used in the analysis. In this scenario, the DM must either make a decision under the current level of imprecision or acquire and use a more accurate model.
The value of a model after it has been used
If the DM decides to acquire and use a more accurate model, he or she will have a set of refined, narrower utility bounds from which a new decision can be made. By making a new decision, the DM is specifying a new, most desired interval of utility, as shown in Figure 3 .
The DM can bound the value of the more accurate model based on the two intervals depicted in Figure 3 . In this figure, the decisions before and after using the more detailed model have been labeled as 0 d and 1 d , respectively. The corresponding utility intervals represent the possible values of utility for the two design decisions.
The value of a more accurate model is the change in realized utility between the decision made using the model, 1 d , and the decision made without using the model,
Using basic interval arithmetic we obtain:
It should be noted that any time the utility intervals for the decisions overlap, the lower bound will be negative,
In such situations, the utility may decrease by using a more accurate model. This reflects the fact that it is always possible that even a very crude model happens to result in a good decision in which case using a more accurate model may result in a worse decision. However, as the model becomes more accurate, the possibility of this happening decreases and the lower bound on the value post V approaches zero.
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Figure 3: Updated intervals of utility after a more accurate model has been used
Value of a perfect model
Now that we have derived the value bounds for a model after it has been used, we move to predicting the bounds on the value of a model for the simplest case: the value bounds of a perfect model. A perfect model outputs the precise performance over the feasible design space, which can be mapped through the utility function to precise utilities.
The lower bound on the gross value of a perfect model is zero. Remember the case in which a decision is made under imprecision as shown in Figure 1 . One should consider two cases: acquisition of precise utility values can either change the DM's decision or not. If acquiring precise utilities changes the DM's decision, the DM must be changing from a non-optimal prior decision to a new optimal decision. Since, by definition, the new optimal decision has maximum utility, the perfect model must therefore have positive value. In the second case where the DM does not change the decision, the prior decision based on imprecision, must have been optimal already so that the perfect model has zero value. In conclusion, the lower bound of the value of a perfect model, p V , is zero.
The upper bound on the value of a perfect model is the difference between the lower bound of utility for the current decision under imprecision, 0 U , and the highest utility that could be realized, max U :
This bound is found by considering the extreme case in which the worst utility that can be realized given the current decision under imprecision, 0 U , would be realized if the initial model were used, while the perfect model would have led to a decision yielding the highest possible utility, max U (see Figure  1 ). p V , is equivalent to the maximum possible opportunity cost for making a decision under the current level of imprecision. If the DM is unwilling to tolerate this opportunity cost, then he or she should acquire and use a more accurate model.
The value of a more accurate model when using the Hurwicz decision policy
In the previous sections, we derived value bounds based solely on prior knowledge in the form of existing bounds on performance. Now, we incorporate the DM's selection of the Hurwicz decision policy into the value bounds derivation. We derive expressions for the value bounds for the scenario illustrated in Figure 4 , in which the decision based on the current model is labeled with subscript 0 and the decision based on the more accurate model is labeled with subscript 1. There are three possible cases that must be considered, listed below and shown in Figure 5 : Case 1) both decision points lie outside the intersection of the utility intervals, and the intervals overlap; Case 2) one or both decision points are contained in the intersection of the utility intervals, and Case 3) one interval dominates the other interval. If the utility intervals do not overlap under the current level of imprecision, the gross value of all more accurate models is zero since the DM's decision cannot possibly change. Regardless of the value of α , the upper bound, V , of the value of a more accurate model is always the same. The possibility always exists that the lower bound, 0 U , on the utility interval for the current decision is realized while the best possible utility, 1 U , for the alternative not selected (or max U for the continuous case) corresponds to reality. Hence, the upper bound on value is:
The lower bound on value, V , of a more accurate model is dependent on the utility bounds predicted by the coarse model. Suppose that the coarse model yielded the utility bounds shown in Figure 4 . From the previous derivation, the lower bound on the value of a model after it has been used is
This formula is only valid for cases in which the decision changed from design variable 0 d to design variable 1 d due to the use of the model. To find the lower bound on the value of a more accurate model before it is used, we must find min( )
, the minimum lower bound for any more accurate model, given that the decision changes. We assume that the more accurate model can lead to any reduced interval of utility for the two design alternatives, as long as those intervals are contained within the utility intervals predicted by the coarse model. Under this assumption, we search for utility intervals that result in a worst-case scenariothe largest possible upper bound on the value and the most negative lower bound. A possible set of reduced utility intervals based on the utility intervals shown in Figure 4 are denoted with solid lines and primes in Figure 6 .
Case 1: In case one, both decision points, 0 U α and 1 U α , lie outside the intersection of the two utility intervals as shown in Figure 7 for 0.5
To isolate the set of utility bounds that yield V , we must find the set of reduced utility bounds that maximize 0
, where primes denote the output from the most accurate model. We isolate this set through a constructive proof in which we start by assuming that the more accurate model outputs the same utility intervals as the coarse model. We then shift the bounds on the utility intervals of the more accurate model as necessary to find V . 
, we have that (1 ) α α > − so that it is most beneficial to shift 1 U ′ up until either the decision is changed or the interval is reduced to a scalar, an interval of size zero. For case 1, the decision cannot be changed by only increasing 1 U ′ , so the interval of utility for decision 1 is reduced to the scalar 1
as shown in Figure  8 .
The unaltered decision point, 0 U α ′ , is now shifted down the At this point, the decision has changed and the lower bound on the value, V , of the more accurate model for 0.5 α ≥ is:
For 0.5
, the same solution approach applies except that the bounds on utility are reduced in the opposite order since (1 ) α α − > , resulting in the equation:
Similarly, the lower bounds on the value of a more accurate model for Case 2 can be determined to be [29] :
Solving equation (9) for the maximin decision policy, 1 α = , yields a simplified formula:
When using the maximin decision policy, the lower bound on 
The value of a more accurate model when using the Hurwicz decision policy and the model accuracy
In the previous sections, the value bounds derivation was based only on the assumption that the model accuracy statements are valid over the domain of interest (#1 key assumption below). The bounds on value derived from these analyses were bounds on any more accurate model; they could help the DM decide if a more accurate model may be valuable, but not which more accurate model to choose.
In this section, we develop an approach that allows us to bound the value of a particular model by expanding the results of the previous section, specifically for the maximin decision policy. Use of the maximin design decision policy allows us to focus on the model selection decision by simplifying the search for the lower bound on the value, V , as was shown previously. Additionally, we assume that we know the cost and accuracy of each of the model alternatives. In summary, the key assumptions are:
Key assumptions 1. The interval-based model accuracy statements are valid over the domain of interest. 2. The design decision is based on a maximin decision criterion ( 1)
3. The cost and accuracy of the more accurate model alternatives are known.
When the DM selects the maximin design decision policy, he or she can derive the bounds on the net value of a particular more accurate model using the bounds on performance given by the coarse model, knowledge about the accuracy of the prospective model, and his or her utility function, as shown in Figure 9 . Since we do not know 1 d (i.e. the decision alternative that will be selected after the more accurate model is used) we derive bounds on the value over the set of possible decision alternatives (design variable selections). In contrast, the previous value bounding analyses only considered bounds on utility for two design alternatives. By selecting two design variable alternatives and the corresponding utility intervals from the top-right box of Figure 9 , we return to the previous value bounding cases.
To find the lower bound on the value of a particular more accurate model, the DM begins by mapping the known performance bounds (given by the coarse model) to utility bounds using his or her utility function, Figure 9 top. With bounds on utility and a selected decision criterion, the DM makes the initial design decision. This initial design decision corresponds to a preferred interval of performance, the performance bounds of the initial design decision, Figure 9 topleft. This interval of performance is discretized into m new intervals whose widths are determined based on the accuracy of the new model, Figure 9 bottom-left. These discretized performance bounds are mapped through the utility function to derive a set of m possible utility bounds, 
In the context of the disretization, this becomes: max( )
For simplicity we explain the approach for finding V using an exhaustive discretization, but optimization should be used in more complex problems.
Once the bounds on the gross value interval for each possible more accurate model are determined, the cost of the model is subtracted to arrive at net value intervals. Net value intervals are used in the model selection decision, as is illustrated in the example problem.
A PRACTICAL METHOD FOR MODEL SELECTION
In this section, we illustrate the model selection approach with an I-beam structure design adapted from [30] . The section begins with a description of the design scenario and the computational experiment, and concludes with a step-by-step illustration of the application of the method to the example problem.
Design scenario
Consider the scenario in which the DM needs to design an Ibeam structure to resist uniform loading, while satisfying deflection requirements. The goal is to determine the thickness, t , of the I-beam flanges and web that maximizes utility, see Figure 10 . It is assumed that the engineering code book set a 
A sigmoid function was used to approximate the price at which the DM could sell the I-beam structure, as illustrated in Figure  11 .
We assume the DM does not know the exact deflection that will result for thicknesses, t ; instead, he or she only has bounds on the deflection, which are derived using a model. The bounds are based on the model prediction and the maximum error of the model. The designer therefore must not only make the design decision by specifying the thickness, t , but also must make the model selection decision by deciding how accurate of a model to use in the specification of t . The model selection decision is the focus of this computational experiment.
For this example problem, an analytical solution exists. Similar to the derivation in [30] , assuming pure bending, the maximum deflection in the I-beam structure is Figure 10 . The finite element model used in this experiment converges to a slightly different maximum deflection because it accounts for shear deformation effects in addition to pure bending. For example, with a thickness of 0.043m (1.68in), the predicted maximum deflection assuming pure bending is 0.0090m (0.353in), while the finite element model converges to a solution of 0.0097m (0.382in). In general, an analytical solution is not available for more complex systems.
Consequently, for this example problem, we assume that the DM has no knowledge of the analytical solution.
As specified previously, the design decision is made using a maximin decision criterion ( 1) , the DM selects the most preferred model based on the middle between the upper and lower bounds on the net value of the model.
Computational experiment
The computational experiment was conducted as follows. ANSYS ® [31], a finite element analysis software, was used to construct the models of the I-beam structure that were used in the model selection decision. The number of finite elements used in the models ranged from 6 to 192 5 (6 2 ) ⋅ . The elements were arranged such that 4 times as many elements were used in the span as in the columns. For each model, the maximum deflection prediction was computed and the computational time recorded for thicknesses between 0.038m and 0.089m (1.5in and 3.5in). The deflection predictions for a model with 384 6 (6 2 ) ⋅ elements was assumed to be the truth. The difference in the predictions between the varying models and the 384 element model was assumed to be the error for that particular model. The maximum percent error taken over the range of possible thickness values was recorded for each model and is shown in Figure 12 . Figure 13 shows the average computational cost for each model measured in seconds of CPU time. For the purpose of this example, the cost of acquiring and using the model is assumed to be proportional to the computational time:
$1000 ModelCost CompTime s = ⋅ .
Given the cost and accuracy of the finite element models for varying numbers of elements, the approach for model selection can be applied to find the most preferred model, i.e., the most preferred number of elements.
A walk-through of the approach for model selection
Step 1: Define the DM's preferences. This step requires the DM to specify his or her utility function, Equation (13).
Step 2: Select an initial model. For this example, we assume that the DM chooses to use an initial coarse model of 12 elements.
Step 3: Use the model to select a value for the design variable (thickness) based on the maximin decision policy. In this example, the output of the initial model consists of the bounds on the maximum deflection in the structure for a specified thickness, t . These bounds are mapped through the DM's utility function to obtain utility bounds for the specified t .
In general, an optimization is performed on the model to find the thickness corresponding to the highest lower bound on utility (the maximin solution). However, for illustrative Figure 14 . Mapping these performance bounds through the DM's utility function, results in the utility bounds for the range of t , shown in Figure 15 . Based on these utility bounds and the maximin decision policy, the DM selects a thickness of 0.059 m, which guarantees the DM of a design with utility of at least $7170. Figure 14 and Figure 15 correspond to the top half of Figure 9 . At the maximin solution, the interval of utility is: [$7170,$9630] . We assume that the DM considers this interval to be too wide and decides to perform a more detailed analysis.
Step 4: Calculate the upper bound on the value of more accurate models. As derived earlier, the upper bound on the value of more accurate models is max 0 Figure 15 , we see that max $11330 U = and 0 $7170 U = ; with these values, we find that $4160 V = .
Step 5: Determine the cost and accuracy of other possible models.
To simplify step 5 for this example problem, we only consider one possible model alternative, a model with 24 elements. Based on the error curve and computational time curve shown in Figure 12 and Figure 13 , the maximum error in the model is 2.17%, while the model cost is $290.
Step 6: Determine the lower bound on the value of each more accurate model. For this example, the DM needs to determine the lower bound on the value, V , of the 24 element model. The procedure for finding V is summarized in Figure 9 . First, the DM finds the performance (deflection) bounds for the design decision selected in Step 4, top-left in Figure 9 . These performance bounds are 5.7mm and 6.8mm, as shown in Figure 14 . With these performance bounds, the DM determines the interval of possible midpoints for the performance bounds of the more accurate model. This interval is uniformly discretized into a set of possible midpoints for the performance interval output by the more accurate model. Based on the set of midpoints and the model's accuracy, a set of performance intervals can be constructed, bottom-left in Figure 9 . These intervals of performance are mapped through the DM's utility function to utility intervals, bottom-right in Figure 9 .
This process is shown for a set of three possible midpoints in Figure 16 . Although three discretizations suffice for illustrating the approach, it should be noted that 1000 discretizations were used to obtain the computational results.
To complete step 6, the DM finds, max( )
, which is obtained for the largest interval of utility that could be output by the more accurate model. For the illustration in Figure 16 , in which we are only considering three discretization intervals, finding V is simple; the interval that yields V is circled. The lower bound on value is ($8100 $7170) $930 V = − − = − . The DM now knows that the bounds on gross value of the 24 element model are [ , ] [ $930,$4160] V V = − .
Step 7: Subtract the cost of the model from the value bounds to find net value bounds.
The cost of the model ($290) is subtracted from the gross value bounds to find the bounds on net value, [ $1220,$3870] − , of the 24 element model based on an initial 12 element model.
Step 8: Find the lower bound on value for the remaining models by returning to step 6.
We save the reader from this repetition skipping to the point where the bounds on net value are computed for all models ranging from 13 to 200 elements. This requires the designer to repeat steps 6 (an optimization) and 7 (a subtraction) to find the lower bound on value of each more accurate model being considered. The optimization does not require the model to be performed; instead, it only requires hypothetical performance bounds to be mapped to intervals of utility. For this experiment, the computational time is negligible. Such computations could be much less expensive than performing the actual model, especially when dealing with complex models. It is in these cases that this analysis would be most worthwhile. Once the net value bounds are known, they can be plotted, as shown in Figure 17 .
Step 9: Select the most preferred more accurate model. In this step, the DM selects a more accurate model using U α = is negative. This would mean that the DM finds the risk of using a more detailed model unacceptable, preferring to base the design decision on the current model for which $0 U α = (both the upper and lower bound on value are zero).
Step Figure 19 and Figure 20 and are discussed in more detail in a later section. The 96 element model now becomes the coarse model and the value bounding analysis is repeated to see if a more accurate model is preferred. We save the reader from such repetition and present the net value bounds for more accurate models that are derived based on a coarse model of 96 elements, shown in Figure 18 . From Figure 18 , it can be noted that once a model with 96 elements is acquired and used, no further more accurate model has a positive net value. For example, developing a model with 97 elements would lead to a loss of at least $281 and possibly a loss as great as $390. Consequently, the DM would stop the analysis and make the design decision based on the 96 element model.
EXPLANATION OF RESULTS
Now that we have walked through the application of the model selection method, it is useful to discuss some aspects of the approach further.
The value of the 96 element model after it has been used
In this section, we use the results from the section on "The value of a model after it has been used" to compute the gross value bounds of the 96 element model after it has been used. We then subtract the cost of the model from the gross value interval to find the net value bounds. These net value bounds should be a subset of the net value bounds for the 96 element model predicted based on an initial 12 element model, [ , ] [ $400,$3820] Figure 17 , because the DM now knows the actual output from the 96 element model. Figure 19 and Figure 20 show the performance bounds output by the 12 and 96 element model. Figure 19 is similar to Figure  15 with the addition of the performance bounds output by the 96 element model. Figure 20 shows a larger picture of the zoom area depicted in Figure 19 .
The value bounds for the 96 element model after it has been used are computed based on Equation (2):
Substituting the utility values shown in Figure 20 into equation (2) 
, that was predicted before the model was used. We can attribute the large difference in size between these intervals to the large amount of imprecision in the output of the 12 element model. The difference in the imprecision about the output of the two models can be indirectly observed by noting the difference in width of the utility bounds predicted by the two models, as shown in Figure  19 and Figure 20 .
Lower bound is always non-positive
The lower bound on value of all more accurate models is nonpositive, as illustrated in Figure 17 and Figure 18 . There are two cases to consider. If the DM chooses not to acquire a more accurate model, he or she cannot gain or lose any money; hence, both the upper and lower bounds on the value of this decision are zero. If a more accurate model is acquired and used, there is always the chance that a more accurate model will cause the DM to change his or her decision to an alternative with a lesser payoff; in this case, the model has negative value. It should be noted that the magnitude of the possible reduction in payoff decreases as the model accuracy increases. In both cases, the lower bound on value is nonpositive.
Model selection
In this section, we explore the model selection decision by investigating the net value bounds for more accurate models based on an initial model of 24 elements, as shown in Figure  21 .
Note the dramatic difference between the value bounds for the most preferred model illustrated in Figure 17 and Figure 21 . The more accurate models selected are almost identical, 96 elements and 94 elements. From Figure 17 , the bounds on value of moving from a 12 element model to a 96 element model are [ $400,$3820] − , while Figure 21 shows that the bounds on value of moving from a 24 element model to a 94 element model are [ $395,$645] − .
This large difference in the value intervals occurs because there is a decrease in the relative improvement in accuracy from one model to the next as the models become more detailed. Additionally, increasingly detailed models cost more to acquire and use. Consequently, as the process of acquiring and using more accurate models proceeds, the DM is spending more to acquire and use the suggested models and is realizing less improvement for the investment, which reduces the possible upside of moving to a more accurate model. − . The midpoint of this interval, $1710, is the greatest value predicted for a more accurate model based on an initial model of 12 elements, and is marked with an X in Figure 22 . When this predicted value is negative, the DM chooses not to acquire a more accurate model; instead, the design decision is made using the initial model, the transition point is marked by the dotted line in Figure 22 and Figure 23 . Figure 23 shows the model that is suggested for use over the range of possible initial models. For example, based on a twelve element model, the suggested model has 96 elements, marked with an X in Figure 23 . At some point, the value of all more accurate models is predicted to be negative, as shown in Figure 22 . At this point, the DM chooses to use the initial model in the design decision. In Figure 23 , we see that this point occurs for initial models with more than 26 elements. With an initial model of 27 elements or more, the benefit of moving to any more accurate model is predicted to be less than the cost of that model.
FUTURE WORK
Although this paper lays a foundation for applying information economics to model selection in engineering design and provides a practical method for doing so, there is still room for improvement and additional exploration.
Design decision policy
The approach for model selection is based on a maximin decision policy for the design decision. It is necessary to generalize the approach by studying which decision policies yield the best decisions for certain classes of design problems. Such information would help the DM select a policy suitable for the decision problem at hand. Whether such generalizations are possible is an open research question.
Decision policy for model selection
In order to perform model selection, the DM must consider the bounds on net value of the available models. Any point in between the bounds on the interval of possible value could be the actual value of the more accurate model. The DM needs to resolve this ambiguity about the value of the more accurate model into a clear decision. Any policy that uses a point between the bounds is admissible-such policies can be defended as rational based on the available information.
In this paper, we explore the Hurwicz decision criterion with 0.5 α = , but the model selection approach could be extended to other decision policies under imprecision. The selection of a decision policy is not a trivial matter. What we seek is a decision policy that usually results in good designs and reflects the DM's preferences under uncertainty. Determining such a 
Considering model dependence
The value bounds that were derived in this paper are often overly conservative because the models are assumed nondependent [32] . If a coarse model and a more accurate model are nondependent, nothing can be said about the output of the more accurate model except that it will be a subset of the output of the coarse model. On the contrary, models that smoothly converge to a particular prediction are dependent. In some cases, assuming nondependence among the models is justified; however, in many engineering problems, including finite element models, the models are dependent and accounting for this dependence could possibly lead to better model selection decisions. A method for accounting for interval dependencies has been recently introduced [32] . Integrating such a method into the model selection approach should be considered.
Design problems
The I-beam structure design used in this paper is deliberately simple in order to illustrate the application of the model selection approach clearly. To assess the general applicability of the approach, other design examples need to be considered. Specifically, several variations of the design problem could be investigated. First, a design problem in which there are multiple uncertain parameters and multiple sources of information should be explored. Such an extension may lead to determining not only which model to develop, but also which uncertainties impact the decision most. Second, a decision problem involving both irreducible and reducible uncertainty could be considered to investigate how both types of uncertainty impact information management decisions. Finally, the effects of varying levels of risk-preference could be explored. Each possible extension would lead to more general conclusions about the applicability of the approach presented in this paper.
SUMMARY
Engineers inherently lack knowledge during the design process. To make good decisions, the engineer must often reduce the amount of imprecision in his or her knowledge by developing and using more accurate models. The main contribution of this paper is a method for bounding the value of more accurate models and for selecting the most preferred model based on these bounds. The results of the example problem illustrate that the method is practically applicable and provides meaningful recommendations for model selection.
