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Abstract
In the natural language processing (NLP) literature, neural networks are becoming increas-
ingly deeper and more complex. Recent advancements in neural NLP are large pretrained
language models (e.g. BERT), which lead to significant performance gains in various down-
stream tasks. Such models, however, require intensive computational resource to train and
are difficult to deploy in practice due to poor inference-time efficiency. In this thesis, we are
trying to solve this problem through knowledge distillation (KD), where a large pretrained
model serves as teacher and transfers its knowledge to a small student model. We also
want to demonstrate the competitiveness of small, shallow neural networks.
We propose a simple yet effective approach that transfers the knowledge of a large pre-
trained network (namely, BERT) to a shallow neural architecture (namely, a bidirectional
long short-term memory network). To facilitate this process, we propose heuristic data
augmentation methods, so that the teacher model can better express its knowledge on the
augmented corpus. Experimental results on various natural language understanding tasks
show that our distilled model achieves high performance comparable to the ELMo model
(a LSTM based pretrained model) in both single-sentence and sentence-pair tasks, while
using roughly 60–100 times fewer parameters and 8–15 times less inference time.
Although experiments show that small BiLSTMs are more expressive on natural lan-
guage tasks than previously thought, we wish to further exploit its capacity through a dif-
ferent KD framework. We propose MKD, a Multi-Task Knowledge Distillation Approach.
It distills the student model from different tasks jointly, so that the distilled model learns
a more universal language representation by leveraging cross-task data. Furthermore, we
evaluate our approach on two different student model architectures, one is bi-attentive
LSTM based network, another uses three layer Transformer models. For LSTM based stu-
dent, our approach keeps the advantage of inference speed while maintaining comparable
performance as those specifically designed for Transformer methods. For our Transformer-
based student, it does provide a modest gain, and outperforms other KD methods without
using external training data.
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In the natural language processing (NLP) domain, a wide range of neural networks such
as convolutional neural networks (CNNs) [31, 32], recurrent neural networks (RNNs) [76]
and attention mechanisms [2] have been employed to solve different downstream tasks.
These neural models usually use distributed representations to implicitly capture semantic
and syntactic information of the language. Most of them are relatively shallow and only
comprise less than three neural layers. These models, such as RNN, are typical for sequence
modeling tasks. However, the sequential nature of RNN makes it difficult in learning long-
term dependencies [24] and taking advantage of parallel computing devices.
Recently, Devlin et al. [80] propose a new type of deep model Transformer, which is
solely based on attention mechanisms and can directly model the dependency between ev-
ery pair of words in a sequence. It advances the model architectures from shallow to deep.
After that, various pretrained language models (PLMs) built with Transformers have been
highly successful in effectiveness gains across many NLP tasks. They learn highly effec-
tive general language representations from large-scale unlabeled data. A few prominent
examples include ELMo [61], BERT [17], RoBERTa [51], and XLNet [88]. However, such
models use dozens, if not hundreds, of millions of parameters. Due to large number of
parameters, they are undeployable in resource-restricted systems such as mobile devices.
They may be inapplicable in real-time systems either, because of low inference-time effi-
ciency. The consensus [68, 75, 29] is that we need to cut down the model size and reduce
the computational cost while maintaining comparable quality.
One approach to solve this problem is knowledge distillation [1, 23] - where a larger
model serves as a teacher and a small model learns to mimic the teacher as a student. This
approach is model agnostic: the choice of student model does not depend on the teacher
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model architecture; The teacher model can be easily switched to any powerful PLMs. This
advantage makes it easy to further compare both the influence of teacher and student
models.
To the best of our knowledge, we are the first to explore distilling knowledge from
BERT, one of the most influential PLMs [78]. We transfer task-specific knowledge from
BERT to a shallow neural architecture — in particular, a bidirectional long short-term
memory network (BiLSTM). Our motivation is twofold: we question whether a simple
architecture actually lacks representation power for text modeling, and we wish to study
effective approaches to transfer knowledge from BERT to a BiLSTM. To facilitate effective
knowledge transfer, however, we often require a large, unlabeled dataset. To this end, we
further propose a novel, rule-based textual data augmentation approach for constructing
augmented samples. We evaluate our approach on six tasks in sentence classification and
sentence matching. Experiments show that our knowledge distillation procedure signif-
icantly outperforms training the original simpler network alone. With our approach, a
shallow BiLSTM-based model achieves results comparable to ELMo, a LSTM-based pre-
trained model, while using around 100 times fewer parameters for single sentence tasks.
Besides our work mentioned above, all other previous methods [75, 29, 91] all focus on
task-specific KD, which transfers knowledge from a single-task teacher to its single-task
student. Put it another way, the knowledge distillation process needs to be conducted all
over again when performing on a new NLP task. The inference speed of the large-scale
teacher model remains the bottleneck for various downstream tasks distillation. Our goal
is to find a distill-once-fits-many solution.
To achieve this goal, we explore [45] the knowledge distillation method under the setting
of multi-task learning (MTL; [7, 3]). We propose to distill the student model from different
tasks jointly. The reason is twofold: firstm the distilled model could learn a more universal
language representation by leveraging cross-task data. Second, the student model achieves
both comparable quality and fast inference speed across multiple tasks. We evaluate our
approach on two different student model architectures. One uses three layers Transformers,
since most of the KD works [75] use Transformers as their students. Another is LSTM
based network with bi-attention mechanism. Since we already examine the representation
capacity of a simple, single-layer Bi-LSTM only in [78], we are interested in whether adding
more previous effective modules, such as an attention mechanism, will further improve
its effectiveness. We evaluate our approach on GLUE benchmark [81]. For LSTM based
student, our approach keeps the advantage of inference speed while maintaining comparable
performances as those specifically designed for Transformer methods. For our Transformer
based student, it does provide a modest gain, and outperforms other KD methods without
using external training data.
2
1.1 Contributions
We summarize our contributions in this thesis as follows:
• The task data is usually limited for teacher to fully express its knowledge for the
student to learn. However, text augmentation is not as easy as image synthesis by
rotating or adding noises. We propose two heuristic data augmentation methods for
NLP: random word masking and POS-guided word replacement.
• We explore distilling the knowledge from BERT (teacher) into a simple BiLSTM-
based model (student). The distilled model achieves comparable results with ELMo
(a pretrained deep contextualized word representation), while using much fewer pa-
rameters and less inference time. Our results suggest that shallow BiLSTMs are more
expressive for natural language tasks than previously thought.
• We propose a general framework for multi-task knowledge distillation. The stu-
dent is jointly distilled across different tasks from a multi-task refined BERT model
(teacher model). We evaluate our approach on Transformer-based and LSTM-based
student model. Compared with previous KD methods using only data within tasks,
our approach achieves better performance. In contrast to other KD methods using
large-scale external text corpus, our approach balances the problem of computational
resources, inference speed, performance gains and availability of training data.
1.2 Thesis Organization
The thesis is organized as follows: In Chapter 2, we go over related work and background
concepts for Pretrained Language Models. In Chapter 3, we describe our first KD work
which distills Task-Specific Knowledge from BERT into simple neural networks. In Chap-
ter 4, we describe our Multi-Task Knowledge Distillation framework (MKD). Chapter 5




Background and Related Work
2.1 Neural Contextual Encoders
Human languages exist as a free form of text. In order to enable computational models
understand and process natural language, we need to transform text into low-dimensional
real-valued vectors [67, 56, 57]. We can calculate the word vectors based on its neigh-
bors in a corpus. According to whether the word vector changes in different contexts,
word embeddings can be classified as non-contextual and contextual embeddings. For
non-contextual embeddings, there are multiple pre-trained word vectors, such as word2vec
trained on Google News, GloVe [60] trained on Wikipedia/Gigaword/Common Crawl, and
fastText[67] trained on Wikipedia/Common Crawl. However, non-contextual embeddings
can hardly capture the meaning of polysemous words. For example, the word bank have dif-
ferent meanings in phases“ money from the bank” and “the bank of the river”. The address
this issue, we need contextual embedding approaches to distinguish word semantics from
its own context. Given a sentence of length T x1, x2..., xT , the contextual representation
for each token xt is calculated as:
h1, h2, ..., hn = fenc(x1, x2..., xT ) (2.1)
where fenc is the neural encoder, ht is the learnt word embeddings. I’ll mainly introduce two
kinds of neural contextual encoders: recurrent models and fully-connected self-attention
model (Transformer). Recurrent models are strictly expressive but hard to capture long-
range word dependencies, while Transformer can directly model the dependency between
every pair of words and offers an advantage in training speed.
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Figure 2.1: The architecture of LSTM2. Green boxes represent a chain of repeating mod-
ules, each repeating module contains four interacting layers. Each line carries an vector
from the output of one node to the input of others. Lines merging denote vector concate-
nation, while lines forking denotes their vector being copied to different locations.
2.1.1 Recurrent Models
Recurrent models are often applied on sequences whose elements are dependent on each
other. The model maintains hidden states (memory) at each time step to capture informa-
tion about what has been calculated so far. The model uses previous outputs and current
token as inputs, perform the same operation for every token in the sequence. In theory it
can process arbitrary length of input sequences. In practice, during backpropagation, the
gradient at each output depends on not only the calculation of the current step, but also
that of all the previous steps. It will cause the vanishing/exploding gradient problems for
lone-term dependencies.
Long Short Term Memory Networks (LSTM) [25] is a popular variant of RNN which
is capable of learning long-term dependencies. It is designed to get around the vanishing
gradient problems through gating mechanism. Figure 2.1 shows the architecture of LSTM.
Different from vanilla RNN, the key to LSTM is the cell state, regulated by the structure
called gates. Each gate is comprised of a sigmoid layer and a pointwise multiplication
operation. There are three kinds of gates in charge of different functions: forget gate
decides how much of the information from previous cell state should be kept; input gate
decides what new information should be stored in the cell state; output gate filters what
part of the cell state we are going to output. By learning the parameters for its gates, the
model learns how the memory should behave.
Bidirectional Long Short Term Memory networks (BiLSTM) [70, 21] is an extension of
LSTMs. It trains two LSTMs instead of one to model the input sequence. The first on the
2http://colah.github.io/posts/2015-08-Understanding-LSTMs/
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regular sequence as it is and the second on a reversed copy of the sequence. It models the
context of the whole utterance, utilizing more information than a linear interpretation.
Recurrent models have been widely applied in sequence modeling problems such as
language modeling and machine translation [76, 2]. However, the sequential nature of
recurrent models precludes parallelization within training examples. It’s critical when
processing longer sequence due to memory constraints.
2.1.2 Fully-Connected Self-Attention Model
Unlike recurrent models which capture word context in a sequential order, fully-connected
self-attention model breaks the limitation of recurrence and draw global dependency be-
tween input and output sequences depending on attention. Transformer [80] is a most
successful and popular example of fully-connected self-attention models.
The Transformer follows the overall encoder-decoder architecture. Each Transformer
layer is comprise of two sub-layers: a multi-head self-attention layer and a position wise
fully connected feed-forward layer. The residual connection and layer normalization are
employed around each of the sub-layers. The key to Transformer is the self-attention
mechanism. For each of the input vectors, we first create a Query vector Q, Key vector
K and Value vector V of dimension dk by multiplying the corresponding embedding with
three matrices. Then we calculate the self-attention using the three vectors by scoring each
word against the whole sequence:




It determines how much attention should be placed on other parts of the sequence when
encoding certain word. The resulting vector is then sent to the feed-forward neural network.
Instead of performing the single attention function, Transformer linearly projects queries,





i , V W
V
i )
MultiHead(Q,K, V ) = Concat(head1, head2, ..., headh)W
O
(2.3)
where WQ,WK ,W V ,WO are learnable projection matrices. Multi-head attention expands
the model’s ability to focus on different positions in the sequence, and also help to project
the input embeddings to various representation subspace. Self-attention could further help
yield more interpretable models by inspecting the attention distributions.
6
Transformer contains no recurrence. In order for the model to make use of the order
of the words in sequence, it adds a positional vector to each input embedding. They use







where pos is the position of the token and i is dimension. The intuition is that adding
these vectors provide meaningful distances between the embedding vectors when they are
calculated with self-attention.
2.2 Pretrained Language Models for NLP
Substantial works have shown that pretrained language models (PLM) are extremely ben-
eficial for downstream natural language processing tasks. They learn universal language
representations from large-scale unlabeled corpora. Pre-training provides better model
initialization. It not only leads to better generalization performance across all tasks, but
also accelerates the convergence speed on the target task. The major differences between
PLMs are contextual encoders types and pretraining tasks [63]. In terms of neural en-
coders, CoVe [54] and ELMo [61] capture contextual word embeddings through LSTM
architecture. More recently, deep PLMs, such as OpenAI GPT [64] and BERT [17] are
built with Transformer. I’ll first introduce BERT in details since I use it as the teacher
model, then introduce the following PLMs and pretraining tasks following the birth of
BERT.
2.2.1 BERT
BERT stands for Bidirectional Encoder Representations from Transformers. It pretrains
deep bidirectional representations by jointly conditioning on both left and right context in
all layers. There are two steps in their framework (as shown in Figure 2.2): pre-training
and fine-tuning. In order to make it fit into a variety of downstream tasks, they design a
uniform input format. The input sequence is always prepended by a special token [CLS]
and sentence pairs are separated by another special token [SEP]. The representation for
each token is constructed by summing up its corresponding token, segment (belongs to
which sequence) and position (denotes order of the sequence) embedding.
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Figure 2.2: Pre-training and fine-tuning procedures for BERT [17]. For both pre-training
and finetuning, they have the same layers in blue boxes, but differ in the output layers.
[CLS] is added in front of the input examples, [SEP] is a special separator token.
They use two unsupervised tasks to pretrain BERT. The first is Masked Language
Model (MLM). They randomly mask 15% of input tokens, and then predict those masked
tokens according to both the left and right context. This task trains the deep bidirectional
representations. The second is Next Sentence Prediction (NSP). Given sentence A, they
select the actual next sentence that follows A in 50% probability, select random sentence
from the corpus in another 50% probability. This task trains a model to understand
sentence relationships. For the pre-training corpus they use the BookCorpus (800M words)
[92] and English Wikipedia (2500M words).
After pretraining, we can fine-tune BERT on different downstream tasks. For each
task, they add task-specific layers (usually linear layers) on top of BERT and fine-tune all
the parameters end-to-end. At the output, for token-level tasks (e.g. sequence tagging),
the token representations are fed into an output layer; for sequence classification task (e.g.
sentiment analysis), the [CLS] representation is a proxy for the sequence representation
and is fed into an output layer for prediction.
BERT has been widely used in many NLP tasks, such as question answering [87],
natural language inference [28] and text summarization [50]. Recent papers have probed
the information learnt by different layers of BERT [27, 10]. They show that BERT captures
rich linguistic information in a hierarchical way: phrase-level information in lower layers,
syntactic features in middle layers and semantic features in higher layers. Other works
[62] study relational knowledge already present (without fine-tuning) in BERT. They show
that BERT contains relational knowledge competitive with traditional NLP methods that
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have some access to oracle knowledge.
2.2.2 Pretraining Tasks and Models
The widely used PTM pretraining tasks can be regarded as self-supervised learning. Some
prominent examples and their corresponding models are listed as follows: Masked Language
Modeling (MLM) masks out partial tokens in the input sequence and trains the model to
predict the masked tokens. MLM is first adopted by BERT, SpanBERT [30] masked
out continuous tokens, RoBERTa[51] generates masking pattern dynamically and MASS
[74] adds a decoder producing masked tokens sequentially. The use of [MASK] token in
MLM could leads to the problem of pretraining and fine-tuning gap. Permuted Language
Modeling (PLM) is proposed by [88] in XLNet to solve this problem. Denoising autoencoder
(DAE) is another pretraining task which takes a partially corrupted sequence as input and
train the model to recover the original undistorted input. BART [42] proposed several text
corruption methods. Contrastive learning [69] is also applied in pretraining tasks, the idea
is to force the learner to distinguish similar data points from negative samples. ELECTRA
applies this idea by learning a discriminator to justify if the input token is replaced or not.
2.2.3 GLUE Benchmark
Most of the pretrained language models (e.g. BERT, RoBERTa) are evaluated on the
General Language Understanding Evaluation (GLUE) benchmark [81]. It is a collection of
NLU tasks consisting of natural language inference, question answering, sentiment analysis
and textual similarity. All the tasks are built on existing datasets and covering diverse
dataset sizes and task difficulties (as shown in Table 2.1). GLUE is a public leaderboard
3 to keep track of performances of different submitted models. The groundtruth labels of
test datasets for all tasks are not available to users. Users should submit their prediction
results on test data to the GLUE server. The tasks can be broadly classified into three
categories: 1) Inference tasks which include MNLI, QNLI, RTE and WNLI. Given a premise
sentence and a hypothesis sentence, the task is to predict the relationships between the
premise and hypothesis, whether it’s entailmemnt, neutral or contradiction. 2) Similarity
and paraphrase tasks which include QQP, MRPC and STS-B. In general, it predicts if the
sentence pairs are semantically similar to each other. 3) Single sentence tasks which consist
of two tasks. SST-2 predicts the sentiment of a given sentence. CoLA predicts whether
the input sentence is grammatically acceptable.
3https://gluebenchmark.com
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The Old One always comforted Ca’daan, except today.








How many alumni does Olin Business School have worldwide?







Both candidates are making a major push in Iowa.















How is air traffic controlled?







Only Intel Corp. has a lower dividend yield.








A woman is sitting at a desk.












Matthews corr. The house destroyed John.
acceptable
unacceptable
Table 2.1: Statistics and examples for all tasks in GLUE. There is only one regression task
STS-B, the others are single sentence or sentence pair classification.
There are two caveats about GLUE benchmark: 1) WNLI is often excluded from eval-
uation since GLUE webpage notes construction issues with this dataset. The train and
dev contains same sentence but have opposite labels, also the test set has different label
distribution than the train / dev sets. 2) There are two versions of QNLI datasets. Version
1 is expired on January 30, 2019. Users should submit the results with newer version of
QNLI.
2.3 Knowledge Distillation
The goal of knowledge distillation (KD) is to train a shallow neural networks to mimic
complex functions learned by the deep neural nets without sacrificing significant model
quality [1, 23]. The deep neural nets in this scenario are referred to as Teacher Model,
since it transfers its knowledge on the target dataset to the shallow neural nets, which
called Student Model.
Unlike in computer vision domain where deeper and larger models are widely applied
ever since AlexNet [38], in NLP models are relatively shallow and small. Thus in early
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years there are only limited works focusing on KD in NLP. Kim et al. [33] investigate
KD in the context of neural machine translation, Yu et al. [89] distill a deployable neural
language model on mobile devices.
With the birth of BERT-series pretrained language models, more research begin to
focus on distilling PLMs into small and shallow neural nets. To the best of our knowledge,
we are the first work to explore BERT distillation [78]. Besides our work, many other
efforts are also along this line: BERT-PKD [75] extracts knowledge not only from the
last layer of the teacher, but also from previous layers. TinyBERT [29] introduces a two-
stage learning framework which performs transformer distillation at both pretraining and
task-specific stages. Zhao et al. [91] train a student model with smaller vocabulary and
lower hidden states dimensions. DistilBERT [68] reduces the layers of BERT and uses this
small version of BERT as its student model. All these distillation methods are specifically
designed for Transformers-based students. However, we hope to take the advantage of the
model-agnostic nature of KD, i.e., the choice of student model does not depend on the
teacher model architecture; The teacher model can be easily switched to other powerful
language models other than BERT.
Besides knowledge distillation, another prominent line of work is devoted to compressing
large neural networks to accelerate inference. Early pioneering works include Lecun et al.
[41], who propose a local error-based method for pruning unimportant weights. Recently,
Han et al. [22] propose a simple compression pipeline, achieving 40 times reduction in model
size without hurting accuracy. Unfortunately, these techniques induce irregular weight
sparsity, which precludes highly optimized computation routines. Thus, others explore
pruning entire filters [43, 52], with some even targeting device-centric metrics, such as
floating-point operations [77] and latency [9]. Still other studies examine quantizing neural
networks [84]; in the extreme, Courbariaux et al. [13] propose binarized networks with
both binary weights and binary activations. Regarding to PLMs, Google recently released
24 BERT miniatures (e.g. BERT-Tiny, BERT-Mini and BERT-Medium) by cutting down




Distilling BERT into Simple Neural
Networks
In this chapter, we propose a simple yet effective approach that transfers task-specific
knowledge from BERT to a shallow neural architecture — in particular, a bidirectional long
short-term memory network (BiLSTM). Recently, deeper and larger models [17, 42, 65, 6]
greatly improve the state of the art on many tasks. We are interested in investigating
whether a simple architecture actually lacks representation power for text modeling, and
wish to study effective approaches to transfer knowledge from BERT to a BiLSTM.
3.1 Model Architecture
3.1.1 Teacher Model
We use the pretrained, fine-tuned BERT [17] (described in 2.2.1) as our teacher model.
BERT computes a feature vector h ∈ Rd for a given input sentence (pair). We then directly
build a classifier upon h for the task. During training, we jointly fine-tune the parameters




The student model is a single-layer BiLSTM with a non-linear classifier. We design sep-
arate model architectures for single-sentence tasks (figure 3.1) and sentence-pair tasks
(figure 3.2). We restrict the architecture engineering to a minimum to revisit the repre-
sentation power of BiLSTM itself, avoiding additional components such as attention and
layer normalization.
Single-Sentence Tasks Given a sequence of n tokens, let w = (w1, w2..., wn) represent
the word embedding vectors in the sequence. We first feed the input word embeddings into
the BiLSTM for context modeling. BiLSTMs consist of two LSTMs that run in parallel in
opposite directions: one on the input sequence and the other on the reverse of the sequence.
The concatenation of the hidden states of the last step in each direction are then fed to a
fully connected layer with rectified linear units (ReLUs).
hs = BiLSTM(w)
h′s = RELU(Whs + b)
(3.1)
where hs represents the concatenated last step hidden states in both directions. The output
h′s is passed to a fully connected layer and then Softmax layer for classification.
Sentence-Pair Tasks Given a pair of sentences, we share BiLSTM weights in a siamese
architecture between the two sentence encoders. Siamese networks [5, 36] are neural net-
works containing two or more identical subnetwork components. The two input sequences
are encoded as hs1 and hs2 through their respective BiLSTM. We then apply a standard
concatenate–compare operation between the two sentence vectors:
hs = [hs1, hs2, hs1  hs2, |hs1 − hs2|]
h′s = RELU(Whs + b)
(3.2)
where  denotes elementwise multiplication. We feed the output hs to a RELU activated
classifier.
3.2 Distillation Objective
The student network learns to mimic a teacher network’s behaviour given any data point
at the output level. The discrete probability output of a neural network is calculated by
the softmax layer:

















Figure 3.1: The BiLSTM model for single-sentence classification. The labels are (a) input
embeddings, (b) BiLSTM, (c, d) backward and forward hidden states, respectively, (e,
g) fully-connected layer; (e) with ReLU, (f) hidden representation, (h) logit outputs, (i)
softmax activation, and (j) final probabilities.
where wi denotes the ith row of softmax weight W , and z is equivalent to w
ᵀh. z is also
called logit, before the softmax activation. In addition to one-hot predicted labels, training
on logarithms of predicted probabilities makes learning easier for the student model [1]. The
relationship learned by the teacher model across all of the targets are equally emphasized.
For example, in paraphrase identification. some sentence pairs are obviously distinct from
each other, whereas others appear neutral. If we use only the teacher’s predicted one-
hot label to train the student, we may lose valuable information about the prediction
uncertainty.
The distillation objective is to minimize the mean-squared-error (MSE) loss between
the student network’s logits against the teacher’s logits:
Ldistill = ||z (B) − z (S)||22 (3.4)
where z(B) and z(S) are the teacher’s and student’s logits, respectively. It should be empha-
sized that it is inappropriate to penalize MSE loss with predicted probabilities, because a
probability is always in the range of [0, 1], and thus MSE could be insensitive. By contrast,
the range of a logit could be the entire real space, and thus MSE loss is much stronger
if the gap between the student and the teacher is large. Also, the teacher model’s logit












Input #1 Input #2
Figure 3.2: The siamese BiLSTM model for sentence matching, with shared encoder weights
for both sentences. The labels are (a) BiLSTM, (b, c) final backward and forward hidden
states, respectively, (d) concatenate–compare unit, (e, g) fully connected layer; (e) with
ReLU, (f) hidden representation, (h) logit outputs, (i) softmax activation, and (j) final
probabilities.
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analysis, a more positive sentence could yield a larger logit value than a less positive one,
although both may belong to the “positive” category.
Hinton et al. [23] proposes an alternative way to distill by penalizing the cross entropy







i . Directly using the teacher’s predicted probabilities, however, might also
be less effective, as the y is likely to peak in a certain category, strongly resembling a one-
hot distribution. Therefore, Hinton et al [23] introduce a temperature T when computing
the probability: ỹi =
exp{zi/T}∑
i exp{zj/T}
, and their distilling objective becomes the cross-entropy
against the softened probabilities (with T > 1). However, in our preliminary experiments,
we found that this alternative works slightly worse than matching logits.
It might be intuitive to use the distilling objective in conjunction with a traditional
cross-entropy loss against the one-hot ground-truth label as in [1]. In our preliminary
experiments, this lead to no further improvement.
3.3 Data Augmentation for Distillation
In the distillation approach, a small dataset may not suffice for the teacher model to
fully express its knowledge [1]. Therefore, we augment the training set with a large,
unlabeled dataset, with pseudo-labels provided by the teacher, to aid in effective knowledge
distillation.
However, unlike in computer vision, data augmentation in NLP is usually more difficult.
First, there exist a large number of homologous images in computer vision tasks. For
example, CIFAR-10 is a subset of the 80 million tiny images dataset [37]. Second, it is
easy to synthesize a near-natural image by rotating, adding noise, and other distortions.
But if we manually manipulate a natural language sentence, the sentence may not be fluent,
and its effect in NLP data augmentation less clear.
In this work, we propose a set of heuristics for task-agnostic data augmentation: we
use the original sentences in the small dataset as blueprints, and then modify them with
our heuristics, a process analogous to image distortion. Specifically, we randomly perform
the following operations.
Masking. We randomly replace a word in the sentence with [MASK] with probability
pmask. The [MASK] corresponds to an unknown token in our models and the masked word
token in BERT. Intuitively, this rule helps to clarify the contribution of each word towards
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the label, e.g., the teacher network produces less confident logits for “I [MASK] the movie”
than for “I loved the movie.”
POS-guided word replacement. With probability ppos, we replace a word with another
of the same POS tag. In order to preserve the original training distribution, the new word
is sampled from the unigram word distribution re-normalized by the part-of-speech (POS)
tag. This rule aims to slightly alter the semantics of each example, e.g., ”What does fox
say?” is different from ”Where does fox say?”.
The data augmentation procedure is as follows: given a training example w = (w1, w2..., wn),
we draw from the uniform distribution Xi ∼ UNIFORM[0, 1] to sample a probability Xi
for each word wi. If Xi < pmask, we apply masking to wi. If pmask ∈ [pmask, pmask+ppos),we
apply POS-guided word replacement. These two operations are mutually exclusive: once
one rule is applied, the other is disregarded. Both pmask and ppos are set to 0.1. With the
remaining probability we do not perform modification on this word. The final synthetic
example is appended to the augmented, unlabeled dataset.
For single sentence datasets, we apply this procedure niter times per example to generate
up to niter samples from a single exam- ple, with any duplicates discarded. For sentence-
pair datasets, we cycle through augmenting the first sentence only while holding the second
fixed, the second sentence only while holding the first fixed, and both sentences.
3.4 Experimental Setup
3.4.1 Implementation Details
Suppose the number of Transformer layers are denoted as L, the hidden size H, the number
of self-attention heads A. [17] introduces two BERT variants: BERTBASE(L=12, H=768,
A=12, Total Parameters=110M) and BERTLARGE(L=24, H=1024, A=16, Total Parame-
ters=340M). In our experiments, we use BERTLARGE as our teacher model. When adapting
to a specific task, we take the pretrained model hyperparameters and fine-tune both the
BERT parameters and top task-specific parameters. Same as [17], we use the Adam opti-
mizer with learning rates chosen from {2, 3, 4, 5} × 10−5 according to the development set
loss on each task. We only use the original training data for each task without the data
augmentation.
For the student BiLSTM model, we choose the number of BiLSTM hidden units from
{150, 300}, the dimension of the last hidden layer from {200, 400}, depending on the devel-
opment set performance on each task. Following [32], we use the multichannel embedding
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technique with 300-dimensional word2vec trained on Google News. For optimization, we
use AdaDelta [90] with its default learning rate of 1.0 and ρ = 0.95. For SST-2, STS-B,
and MRPC, we use a batch size of 50; for MNLI and QQP, due to their larger size, we
choose 256 for the batch size.
For our dataset augmentation hyperparameters, we fix pmask = ppos = 0.1 across all
datasets. In our preliminary experiments, these values are not sensitive. The size of the
augmented dataset is 40 times the size of the original corpus for the smaller datasets STS-B
and MRPC, and 10 times for the larger datasets MNLI, QQP and SST-2. The original
corpus is also included.
3.4.2 Datasets
The General Language Understanding Evaluation (GLUE) [81] benchmark is a collection
of NLU tasks including question answering, sentiment analysis, and textual entailment. We
conduct our experiments on five most widely used datasets: SST-2, QQP, STS-B, MRPC
and MNLI. Details about each dataset are described in section 2.2.3.
3.4.3 Baseline Models
BERT [17] is a multi-layer, bi-directional Transformer encoder that comes in two variant:
BERTBASE and BERTLARGE. We use BERTLARGE as our teacher model and list BERTBASE
as a competing method.
OpenAI GPT [64] is, like BERT, a generative pretrained transformer (GPT) encoder
fine-tuned on downstream tasks. Unlike BERT, however, GPT is unidirectional and only
makes use of previous context at each time step. They first train a transformer encoder on
a very large corpus using language modeling as a training signal, and then fine-tune this
model on a much smaller dataset of specific tasks.
ELMo [61] is a deep contextualized word representation that models both complex char-
acteristics of word use (e.g., syntax and semantics), and the various of their use under dif-
ferent contexts. ELMo word representations are computed on top of a deep bidirectional
language model (biLM). They are pre-trained on a large text corpus. The pre-trained
word representations can be easily added to existing models and significantly improve the
performance of various downstream tasks. In GLUE paper, [81] provide a BiLSTM-based
model baseline trained on top of ELMo and jointly fine-tuned across all tasks. This model
contains 4096 units in the ELMo BiLSTM and more than 93 million total parameters.
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# Model
SST-2 QQP STS-B MRPC MNLI-m MNLI-mm
Acc F1/Acc Acc Acc r/ρ F1/Acc
1 BERTLARGE [17] 94.9 72.1/89.3 87.6/86.5 89.3/85.4 86.7 85.9
2 BERTBASE [17] 93.5 71.2/89.2 87.1/85.8 88.9/84.8 84.6 83.4
3 OpenAI GPT [64] 91.3 70.3/88.5 82.0/80.0 82.3/75.7 82.1 81.4
4 ELMo (reported by GLUE) 90.4 63.1/84.3 74.2/72.3 84.4/78.0 74.1 74.5
5 Distilled BiLSTM 91.6 68.5/88.4 79.6/78.2 82.7/75.6 72.5 72.4
6 BiLSTM (our implementation) 86.7 63.7/86.2 66.9/64.3 80.9/69.4 68.7 68.3
7 BiLSTM (reported by GLUE) 85.9 61.4/81.7 66.0/62.8 79.4/69.3 70.3 70.8
Table 3.1: Test results on different datasets. All of our test results are obtained from the
GLUE benchmark website. We cannot compare with GPT-2, as they have neither released
the full model nor provided any results of these datasets in their paper.
3.5 Results and Analyses
In this section, we first present the model quality on different datasets (in Table 3.1), and
compare inference efficiency of our distilled BiLSTM with other models (in Table 4.4).
Then, we provide detailed model analysis and a case study.
3.5.1 Model Quality
We first show that our implementation of student architecture is fair. Line 7 reports
BiLSTM results evaluated on all datasets from the GLUE platform. We train a base
BiLSTM model on the original labeled set, without using distillation and report results
in Line 6. The scores of Line 6 are comparable with that of Line 7, suggesting that our
implementation is fair, and that we’re ready to conduct the distillation research. It’s also
evident that BiLSTM performs much worse than a pretrained models. For exmaple, the
gap between the BiLSTM and BERT is around 10 percentage points in all experiments.
We then apply our distillation approach on both the original training set and augmented
samples. The results show that: 1)In general, Distilled BiLSTM achieves an improvement
of 1.8-4.9 points compared to the base BiLSTM without distillation. 2) Compared with
ELMo, distilled BiLSTM outperforms the best reported ELMo (Line 4) on SST-2, STS-
B, and QQP. On STS-B, we achieve higher results than ELMo by 5 points in Pearson’s
r, a 10-point improvement over original BiLSTM. On MNLI and MRPC, our results are
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Model BERTLARGE ELMo Distilled BiLSTM
SST-2
# of Par. 335(349×) 93.6(98×) 0.96(1×)
Inf. Time 1060(434×) 36.71(15×) 2.44(1×)
QQP
# of Par. 335(211×) 93.6(59×) 1.59(1×)
Inf. Time 5766(185×) 256(8×) 31.14(1×)
Table 3.2: Model size and inference speed on SST-2 (single sentence task, 67k) and QQP
(sentence pairs task, 363k) training set. # of Par. denotes number of millions of parame-
ters, and inference time is in seconds.
slightly worse than ELMo’s by 1.6–2.4 points; however, they still show improvement of
1.8–6.2 points against our BiLSTM. 3) Interestingly, the MRPC result is even better than
the Open AI GPT model (Line 3) in F1-measure.
To the best of our knowledge, this work is the first to achieve such high performance
with a very lightweight, single-layer BiLSTM; in this sense, the distilled BiLSTM is the
state-of-the-art “small” model on the GLUE benchmark.
3.5.2 Inference Efficiency
In this part, we provide a quantitative analysis of inference-time efficiency. We use the
open-source PyTorch implementations for BERT1 and ELMo.2 The model inference is
performed on a single NVIDIA V100 GPU with a batch size of 512. Since the inference time
depends only on the network architecture, but not the task itself, we report results on the
SST-2 and QQP, which contains 67,350 sentences and 363,850 sentence pairs, respectively.
As shown in Table 3.2, our model Distilled LSTM is 15 and 434 times faster in inference
time than ELMo and BERTLARGE for single-sentence tasks, while using 98 and 349 times
fewer parameters, respectively. Moreover, for sentence-pair tasks, Distilled LSTM is 8
and 185 times faster than ELMo and BERTLARGE, while using 59 and 211 times fewer
parameters, respectively.
3.5.3 Model Analysis





SST-2 (Acc) QQP (F1/Acc)
Dev Test Dev Test
No Aug. (label) 85.43 86.2 81.44/86.05 64.6/85.6
No Aug. (logit) 87.50 88.9 83.87/88.26 66.3/87.3
Aug (Mask only) 88.76 89.8 84.61/88.75 67.7/88.0
Aug (Mask + POS) 90.25 91.6 84.68/88.94 68.5/88.4
Table 3.3: Ablation study. We compare the masking and POS-guided augmentation tech-
niques, as well as no data augmentation. In the augmentation settings, we control the
number of samples to be 10 times the size of original corpus.
objective and data augmentation heuristics. We choose one single-sentence input task SST
and one sentence-pair input task QQP as the testbeds.
In Table 3.3, we first compare the logits matching distilliong objectve with the tradi-
tional one-hot cross-entropy loss the originial training set (without augmented samples).
When distilling with a labeled dataset, the one-hot target is simply the ground-truth label.
Results of first two lines show that using matching logits leads to consistent improvement.
This confirms our hypothesis in Section 3.2 that logits reflect more information than one-
hot labels. And the distilling objective effectively aids the model to transfer knowledge
from teacher (BERT) to student (a small BiLSTM).
We then compare the augmentation techniques in the following two lines of the table.
Comparing with the above lines, data augmentation is an indispensable component in
the distillation approach. Masking technique contributes around one point on the overall
performance, POS-guided replacement improves on SST-2 dataset by another point, but
not clear improvement on QQP dataset.
We conclude that both the distilling objective and data augmentation technique play a
role in the distilling process. The approach is valid and effective in transferring knowledge
from teacher to student.
Effect of the Size of Augmented Samples. The left part of figure 3.3 plots the model
performance distilled with different size of augmented samples. The x-axis indicates the
augmentation dataset is in multiples of the original dataset’s size. When feeding more
data, the model performance increases gradually. The improvement gradually saturates
when the augmented dataset is 10 times as the original corpus.
Effect of BiLSTM Size. As we desire that the student model to be shallow and small,
we further investigate how small the student can be. In right part of figure 3.3, the x-axis is
21








































































Figure 3.3: Left: Development set accuracy compared to the size of the augmented dataset,
expressed in multiples of the size of the original corpus. Right: Development set accuracy
compared to the number of BiLSTM hidden units. In this analysis, the smallest hidden
size of the BiLSTM is two.
the varying size of BiLSTM hidden units with minimum two in the experiment. We present
both the distilled BiLSTM results and regularly trained BiLSTM without distillation.
Although there exists clear gap between distilling approach (blue line) and BiLSTM
trained alone (yellow line), they generally have the same trend that the performance is
better with more hidden units. An interesting observation is that SST-2 only requires very
few hidden units for high accuracy. However, this is not observed on QQP dataset. The
potential reasons could be: SST-2 dataset is much smaller than the QQP dataset, and the
SST-2 sentiment analysis task is relatively easy. Therefore, a very small network suffices
to achieve high performance if it is trained with BERT as a teacher.
3.5.4 Case Study
We conduct a case study on the sentiment analysis task to examine the robustness of
the model. We mask out each word in the sentence and see if model could detect the
consequent lack of sentiment of the sentence. From the development set, we select two
sample sentences which only have a single sentiment word. For example, in sentence “my
reaction in a word : disappointment .” We mask out the word disappointment and feed
the ablated sentence “my reaction in a word : [MASK] .” into the model. Here we mainly
examine three models: the teacher model BERT, the distilled BiLSTM and non-distilled
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Figure 3.4: Illustration of the importance of the masked word to each model to make
sentiment predictions, where the x-axis denotes masked words. Darker colors denote higher
values; white is zero. The model labels are as follows: (A) BERT, (B) distilled BiLSTM,
and (C) non-distilled BiLSTM.
BiLSTM.
We then compute the associated entropy for the probability output. This metric mea-
sures the degree of uncertainty, i.e., the lower the entropy, the more certain the model
is. Ideally, model should predict high entropy for the ablated sentences since they lack
sentiment key word being neither positive nor negative.
In Figure 3.4, we illustrate the model output of two example sentences. Each word on
x-axis indicates the masked-out word in the sentence. The corresponding cell is colored
according to the magnitude of the entropy associated with the masked sentence. BERT
and the distilled BiLSTM can accurately characterize the lack of sentiment on both exam-
ples. When disappointed and good are masked, the model entropy increases substantially.
However, non-distilled BiLSTM fails and inaccurately yielding a high-confidence predic-
tion. These results show that through knowledge distillation, the student distilled BiLSTM
successfully learns knowledge from BERT and it’s more robust than non-distilled BiLSTM.
23
Chapter 4
A Multi-Task Knowledge Distillation
Approach
In the previous chapter, we explore distilling knowledge from BERT into a small, single-
layer BiLSTM. The distilled model achieves comparable results to ELMo, while having
much fewer parameters and less inference time. These results suggest that small BiLSTMs
are more expressive on natural language tasks than previously thought. However, can we
further maximize the expressive capacity of the small student model?
Previous methods focus on task-specific KD, which transfer knowledge from a single-
task teacher to its single-task student. We propose to distill the student model from
different tasks jointly, so that the student could learn a more universal language represen-
tation by leveraging cross-task data. Multiple training objectives from different tasks serve
as a form of regularization, discouraging the student model from overfitting to a specific
task. The overall framework is illustrated in Figure 4.1. The left figure shows the task-
specific KD, the knowledge distillation process needs to be conducted all over again when
performing on a new NLP task. In the right figure, the student model is distilled from all
tasks together into shared layers. For a specific task it only needs to further fine-tune the
shared layers together with its task-specific layer.
Since we already examine the representation capacity of a simple, single-layer BiLSTM
only as a student, we are interested in whether adding more previous effective modules, such
as attention mechanism, will further improve its effectiveness. So we use the LSTM based
network with bi-attention mechanism as the student model. Since most of the KD works
[75, 29] use Transformer as their students, we also evaluate the KD approach on a three-



















Figure 4.1: The left figure represents task-specific KD. The distillation process needs to
be performed for each different task. The right figure represents our proposed multi-task
KD. The student model consists of shared layers and task-specific layers.
that our approach is model agnostic, the choice of student model does not depend on the
teacher model architectiure.
We conduct experiments on seven datasets across four different tasks. For LSTM based
student, our approach keeps the advantage of inference speed while maintaining comparable
performances as those specifically designed for Transformer methods. For our Transformer
based student, it does provide a modest gain, and outperforms other KD methods without
using external training data. We also study several important problems in KD in ablation
studies, such as the influence of different tokenization methods and the influence of MTL
in KD.
4.1 Model Architecture
In this section, we introduce the teacher model and student model for our distillation
approach. For student, we explore two different network architecture: a traditional bidi-
rectional long short-term memorynetwork (BiLSTM) with bi-attention mechanism, and
the popular Transformer.
4.1.1 Multi-Task Refined Teacher Model
Multi-task learning learn multiple task jointly so that the knowledge learned in one task
can benefit others. It also leverages the regularization of different tasks via alleviating
overfitting to a specific task. Language models under this setting can be more effective
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in learning universal language representations. Given this consideration, We employ the
bidirectional transformer language mode (BERT) as bottom shared text encoding layers,
and fine-tune the task-specific top layers for each type of NLU task. There are mainly two
stages for the training procedure: pretraining the shared layer and multi-task refining.
Shared layer pretraining. Following Devlin et al. [17], input tokens are first encoded as
summation of their corresponding token embeddings, segmentation embeddings (learned
embeddings indicating the token belongs to which sentence) and position embeddings (in-
formation relative or absolute position of tokens in the sequence). The input embeddings
are then mapped into contextual embeddings C through a multi-layer bidirectional trans-
former encoder. The pretraining of these shared layers use the cloze task and next sentence
prediction task. We use the pretrained BERTLARGE to initialize these shared layers.
Multi-task refining. The contextual embeddings C output from the shared pre-trained
text encoding layers are then fed into the above task-specific layers. Following Liu et
al. [49], we classify the natural language understanding tasks on GLUE [81] into four
categories: single-sentence classification (CoLA and SST-2), pairwise text classification
(RTE, MNLI, WNLI, QQP, and MRPC), pairwise text similarity (STS-B), and relevance
ranking (QNLI). Each category corresponds to its own output layer.
Here we take the single-sentence classification task and text similarity task as examples
to demonstrate the implementation details. The process for other two categories of tasks
are similar to these two, interested readers can see more details in [49]. For single-sentence
classification, the contextual embedding of the special token [CLS] can be viewed as the
semantic representation of the input sentence X. We use a logistic regression with softmax
to predict the probability that X is labeled as class c:
P (c|X) = softmax(W>c · x) (4.1)
where Wc is the task-specific parameter matrix. For text similarity task. For text similarity
task, the input sentence pair (X1, X2) is still represented as the contextual embedding of
the [CLS] token. The similarity score is predicted by the similarity ranking layer:
Sim(X1, X2) = W
>
simx (4.2)
where Wsim is a task-specific learnable parameter matrix.
In the multi-task refining stage, all the model parameters, including bottom shared
layers and task-specific layers, are updated through mini-batch stochastic gradient descent
[44]. The training samples of each task is first packed into mini-batches, the collection of all
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Figure 4.2: Architecture for the bi-attentive student neural network.
epoch approximately optimizes the sum all of all multi-task objectives. In each epoch, the
model is updated according to the selected mini-batch and its task-specific objective. we
still take the text similarity task as an example, where each pair of sentences is labeled with
a real-value similarity score y. We use the mean-squared error loss as objective function:
‖y − Sim(X1, X2)‖22 (4.3)




1(X, c)log(P (c|X)) (4.4)
The tasks are not limited to the presented categories, new task can be easily added
to the current models by simply adding its own task-specific layer and refine the model
together with all the tasks.
4.1.2 LSTM-based Student Model
We are interested in exploring whether a simple architecture such as LSTM, plus additional
modules such as attention mechanism, has stronger representation capacity to transfer
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knowledge from teacher network. We incorporate bi-attention module since it’s widely
used between sentence-pair tasks [61, 81]. And the inputs in most our experiments are two
sentences. The overall architecture is shown in figure 4.2.
For equation representations, the embedding vectors of input sequences are denoted as
wx and wy. For single input task, the input sequence is duplicated to form two sequences,
wy is the same as wx in this case. So I’ll assume the input is a pair of sequences in the
following descriptions. ⊕ represents vectors concatenation.
The input sequence wx and wy are first converted into ŵ
x and ŵy through a feedforward
network with ReLU activation [58] function. For each token in ŵx and ŵy, we then use
a bi-directional LSTM encoder to compute its hidden states at each step. We stack the
hidden states of all steps to form matrices X and Y separately.
x = BiLSTM(ŵx) y = BiLSTM(ŵy) (4.5)
X = [x1;x2; ...;xn] Y = [y1; y2; ...; ym] (4.6)
where n and m are the length of each sequence. Next, we apply the biattention mechanism
[86, 71] to compute the attention contexts A = XY >. The attention weight Ax and Ay is
extracted through a column-wise normalization for each sequence:
Ax = softmax(A) Ay = softmax(A
>) (4.7)
Then we multiply the representation of each token with attention weight to compute the
context vectors. The context vector of one sequence condition on the other.
Cx = A
>
xX Cy = A
>
y Y (4.8)
Same as [54], we reinforce the relationship between the original representation and
context vector through three different computations: the original representation itself (to
ensure conditioning on complete information), the difference from the context vector, and
the element-wise product. Another BiLSTM layer is applied on the concatenation of these
three computation results.
Xy = BiLSTM([X ⊕X − Cy ⊕X  Cy])
Yx = BiLSTM([Y ⊕ Y − Cx ⊕ Y  Cx])
(4.9)
In order to get the final sentence representation, we aggregate the output hidden states
along the time step by pooling operation. Besides the regular max, mean pooling. We also
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use the self-attentive pooling to extract features. The self-attentive pooling xself and yself
are weighted summation of each sequence:
ax = softmax(Xyv1 + d1)




y ax yself = Y
>
x ay (4.11)
The max, min, mean, and self-attentive pooled representations are then concatenated to
get one context representation:
xpool = [max(Xy), ;mean(Xy);xself ]
ypool = [max(Yx), ;mean(Yx); yself ]
(4.12)
We feed this context representation through a fully-connected layer to get final output.
4.1.3 Transformer-based Student Model
The pre-trained language models [17, 51], which can be employed as teacher, are mostly
built with Transformers. Most of the KD works [75, 29] use small-sized or shallow layers
Transformers as their students. We have described Transformer in detail in section 2.1.2.
It draws global dependencies between input and output entirely relying on an self-attention
mechanism. We use three layers of Transformers in student model. Same as BERT [17],
[CLS] is added in front of every input example, and [SEP] is added between two input
sentences. We apply average-pooling on the [CLS] representations of all layers as the final
output.
4.2 Multi-task Distillation
We described the distillation objectives in section 3.2, which minimize the mean-squared
error (MSE) between the student network’s logits and the teacher’s logits. Considering one
text classification problem, denoted as task t, a softmax layer will perform the following
operations on the ith dimension of z to get the predicted probability for the ith class, and






Ltdistill = ‖ztT − ztS‖22 (4.14)
Similar to teacher model, the parameters of student model, introduced in Section 4.1.2
and 4.1.3, are shared across all tasks. To distill the student model from different tasks
jointly, each task has its individual layer on top of it. For each task, the hidden represen-
tations learnt from the shared layers are first fed to a fully connected layer with rectified
linear units (ReLU). Its outputs are then passed to another linear transformation to get
logits z = Wh. During multi-task distillation, the parameters from both the bottom shared
layers and upper task-specific layers are jointly updated.
The training samples are collected from each dataset and packed into task-specific
batches. For task t, we denote the current selected batch as bt. For each epoch, the model





distill + ...+ L
t
distill (4.15)
We first train the teacher model under multi-task setting. The teacher model first
uses the pretrained BERT model [17] to initialize its parameters of shared layers. It then
follows the multi-task refining procedure described in Section 4.1.1 to update both the
bottom shared-layers and upper task-specific layers.
The next step is performing the multi-task distillation. For each batch, the MTL refined
teacher model first predicts teacher logits for the training samples. The student model then
updates both the bottom shared layer and the upper task-specific layers according to the
training signals of teacher logits. The complete procedure is summarized in Algorithm 1.
4.3 Experimental Setup
4.3.1 Datasets
We conduct the experiments on seven most widely used datasets in the General Language
Understanding Evaluation (GLUE) benchmark [81]: one sentiment dataset SST-2 [73], two
paraphrase identification datasets QQP and MRPC [18], one text similarity dataset STS-B
[8], and three natural language inference datasets MNLI [82], QNLI [66] and RTE. For the
QNLI dataset, version 1 expired on January 30, 2019; the result is evaluated on QNLI
version 2. Details of the datasets have been described in Section 2.2.3.
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Algorithm 1 Multi-task Distillation
Initialize the shared layers with PLM parameters, multi-task refine the teacher model
Initialize the student model parameters
Set the max number of epoch: epochmax
// Pack the data for T Tasks into batches
for t← 1 to T do
1. Generate augmented data: taug
2. Pack the dataset t and taug into batch Dt
end for
// Train the student model
for epoch← 1 to epochmax do
1. Merge all datasets:
D = D1 ∪D2 ... ∪DT
2. Shuffle D
for bt in D do
3. Predict logits zT from teacher model
4. Predict logits zS from student model
5. Compute loss Ldistill(θ)
6. Update student model:





Teacher Model. We use the released MT-DNN model1 to initialize teacher model. We
further refine the model against the multi-task learning objective for one epoch with learn-
ing rate set to 5e-4. The performance of our refined MT-DNN is lower than reported results
in [49].
Student Model. The LSTM based student model (MKD-LSTM) is initialized randomly.
For multi-task distillation, we use the Adam optimizer [34] with learning rates of 5e-4. The
batch size is set to 128, and the maximum epoch is 16. We clip the gradient norm within 1 to
avoid gradient exploding. The number of BiLSTM hidden units in student model are all set
to 256. The output feature size of task-specific linear layers is 512. The Transformer-based
student model (MKD-Transformer) consists of three layers of Transformers. Following the
settings of BERT-PKD [75], it is initialized with the first three layers parameters from
pre-trained BERT-base.
For further performance improvement, we fine-tune the student model for each task
after MTL distilled. During fine-tuning, the parameters of both shared layers and upper
task-specific layers are updated. The learning rate is chosen from {1, 1.5, 5}×10−5 accord-
ing to the validation set loss on each task. Other parameters remain the same as above.
For both teacher and student models, we use WordPiece embeddings [85] with a 30522
token vocabulary.
Data Augmentation. As stated in Section 3.3, it’s desirable to augment original training
corpus so that the student can better learn from teacher. There are two methods for text
data augmentation: masking and POS-guided word replacement. Preliminary experiments
show that the second method does not lead to consistent improvements in quality across
most of the tasks. Therefore, for each word in sentence, we perform masking with proba-
bility pmask = 0.1. We don’t perform any other modifications on this word with remaining
probabilities.
4.3.3 Methods and Baselines
Table 4.1 shows that results on test data reported from the GLUE test server. Each entry
in the table is briefly introduced below. Some entries have been described in previous






SST-2 MRPC STS-B QQP MNLI-m/mm QNLI RTE
Acc F1/Acc r/ρ F1/Acc Acc Acc Acc
MTL-BERT (Teacher) 303.9M 94.7 84.7/79.7 84.0/83.3 72.3/89.6 85.9/85.7 90.5 77.7
OpenAI GPT 116.5M 91.3 82.3/75.7 82.0/80.0 70.3/88.5 82.1/81.4 - 56.0
ELMo 93.6M 90.4 84.4/78.0 74.2/72.3 63.1/84.3 74.1/74.5 79.8 58.9
Distilled BiLSTM 1.59M 91.6 82.7/75.6 79.6/78.2 68.5/88.4 72.5/72.4 - -
BERT-PKD 21.3M 87.5 80.7/72.5 - 68.1/87.8 76.7/76.3 84.7 58.2
TinyBERT 5.0M 92.6 86.4/81.2 81.2/79.9 71.3/89.2 82.5/81.8 87.7 62.9
BERTEXTREME 19.2M 88.4 84.9/78.5 - - 78.2/77.7 -
MKD-LSTM 10.2M 91.0 85.4/79.7 80.9/80.9 70.7/88.6 78.6/78.4 85.4 67.3
MKD-Transformer 21.3M 90.1 86.2/79.8 81.5/81.5 71.1/89.4 79.2/78.5 83.5 67.0
Table 4.1: Results from the GLUE test server. The first group contains large-scale pre-
trained language models. The second group lists previous knowledge distillation methods
for BERT. Our MKD results based on LSTM and Transformer student model architectures
are listed in the last group. The number of parameters doesn’t include embedding layer.
MTL-BERT. We use the multi-task refined BERT (described in Section 4.1.1) as our
teacher model. We tried to replicate the results of the released MT-DNN [49] model.
Distilled BiLSTM. [78] distill BERT into a simple BiLSTM. They use different models
for single and pair sentences tasks.
BERT-PKD. The Patient-KD-Skip approach [75] which student model patiently learns
from multiple intermediate layers of the teacher model. We use their student model con-
sisting of three layers of Transformers.
TinyBERT [29] propose a knowledge distillation method specially designed for transformer-
based models. It requires a general distillation step which is performed on a large-scale
English Wikipedia (2,500 M words) corpus.
BERTEXTREME. [91] aims to train a student model with smaller vocabulary and lower
hidden state dimensions. Similar to TinyBERT, they use the same training corpus to train
BERT to perform KD.
4.4 Results and Analyses
The results of our model are listed as MKD-LSTM and MKD-Transformer in the tables.
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4.4.1 Model Quality
Compared with large-scale pre-trained models in the first group, MKD-LSTM achieved
better or comparable performance while using much less parameters. It has higher per-
formance than ELMo over all seven datasets: notably 8.4 points for RTE, 8.6 points in
Spearman’s ρ for STS-B, 7.6 points in F-1 measure for QQP, and 0.6 to 5.6 points higher
for other datasets. Compared with OpenAI GPT, MKD-LSTM is 11.3 points higher for
RTE and 4 points higher for MRPC.
It’s not fair to directly compare MKD-LSTM and Distilled BiLSTM, since the former
model additionally incorporates bi-attention module and is distilled jointly from all tasks.
It’s only reasonable to compare these two models under variate controlling principle. In
this sense, more comparisons are presented in ablation studies: 1) BiLSTM and bi-attentive
BiLSTM student models trained without distillation; 2) two models distilled from single
specific task; 3) two models distilled from multiple tasks.
While using the same Transformer layers and same amount of parameters, MKD-
Tranformer significantly outperforms BERT-PKD by a range of 0.4 ∼ 9.1 points. MKD-
LSTM leads to significant performance gains than BERT-PKD while using far less param-
eters.
TinyBERT and BERTEXTREME, these two approaches both use the large-scale unsuper-
vised text corpus, same as the ones to train the teacher model, to execute their distillation
process. However, we only use the data within downstream tasks. There are two caveats
for their methods: (1) Due to massive training data, KD still requires intensive computing
resources, e.g. BERTEXTREME takes 4 days on 32 TPU cores to train their student model.
(2) The text corpus to train the teacher model is not always available due to data privacy.
Under some conditions we can only access to the pretrained models and their approach are
not applicable.
While not resorting to external training data, our model has the best performance
across the state-of-the-art KD baselines (i.e., BERT-PKD). It also achieves comparable
performance compared to intensively trained KD methods (i.e, BERTEXTREME) on external
large corpora.
4.4.2 Ablation Study
We conduct ablation studies to investigate the contributions of: (1) different training
procedures (in Table 4.2); (2) Different training tasks in multi-task distillation (in Table
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# Model SST-2 MRPC STS-B QQP MNLI-m/mm QNLI RTE
1 Biatt LSTM 85.8 80.4/69.9 12.24/11.33 81.1/86.5 73.0/73.7 80.3 53.1
2 Single Task Distilled Biatt LSTM 89.2 82.5/72.1 20.2/20.0 84.6/88.4 74.7/75.0 82.0 52.0
3 BiLSTMMTL 87.5 83.2/72.8 71.6/72.6 81.6/87.0 70.2/71.3 75.4 56.3
4 MKD-LSTM Word-level Tokenizer 87.3 84.2/75.7 72.2/72.6 71.1/79.3 69.4/70.9 75.1 54.9
5 MKD-LSTM 89.3 86.8/81.1 84.5/84.5 85.2/89.0 78.4/79.2 83.0 67.9
Table 4.2: Ablation studies on GLUE dev set of different training procedures. All mod-
els are not fine-tuned. Line 1 is our bi-attentive LSTM student model trained without
distillation. Line 2 is our bi-attentive LSTM student distilled from single task. Line 3 is
the Multi-task distilled BiLSTM. Line 4 is the Multi-task distilled model using word-level
tokenizer.
Model SST-2 MRPC STS-B QQP MNLI-m/mm QNLI RTE
Sentiment Task X
MKD-LSTM 89.9 81.4/70.8 51.2/49.9 84.9/88.3 74.3/74.7 83.2 50.9
PI Tasks X X
MKD-LSTM 89.3 85.2/77.2 83.4/83.3 84.9/88.7 73.2/73.9 83.8 59.6
NLI Tasks X X X
MKD-LSTM 90.4 87.9/82.1 84.1/84.1 84.8/88.4 77.1/78.1 84.5 66.8
All Tasks X X X X X X X
MKD-LSTM 90.5 86.9/80.2 85.0/84.8 84.8/89.0 77.4/78.3 84.9 68.2
Table 4.3: Ablation experiments on the dev set using different training tasks (marked with
X) in multi-task distillation. The results are reported with the original corpus, without
augmentation data. The model is fine-tuned on each individual task.
4.3). The ablation studies are all conducted on LSTM-based student model since it has
the advantage of model size and inference speed compared to Transformers.
Do we need attention in the student model? Yes. Tang et al. [78] distill BERT into
a simple BiLSTM network. Results in Table 4.1 demonstrates that our model is better
than Distilled BiLSTM and achieves an improvement range of 2.2 ∼ 6.1 points across six
datasets. To make fair comparison, we also list the results of multi-task distilled BiLSTM
in Line 3 in Table 4.2. It’s obvious that Line 5, which is the model with bi-attentive
mechanism, significantly outperform Line 3. We surmise that the attention module is an
integral part of the student model for sequence modeling.
Better vocabulary choices? WordPiece works better than the word-level tokenizers in
our experiments. The WordPiece-tokenized vocabulary size is 30522, while the word-level
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Distilled BiLSTM BERT-PKD TinyBERT MKD-LSTM
Inf. Time 1.36 8.41 3.68 2.93
Table 4.4: The inference time (in seconds) for baselines and our model. The total inference
time is reported on QNLI training set with a single NVIDIA V100 GPU.
tokenized vocabulary size is much larger, along with more unknown tokens. WordPiece
effectively reduces the vocabulary size and improves rare-word handling. The comparison
between Line 4 and Line 5 in Table 4.2 demonstrates that the method of tokenization
influences all the tasks.
The influence of MTL in KD? The single-task distilled results are represented in Line 2
of Table 4.2. Compared with Line 5, all the tasks benefit from information sharing through
multi-task distillation. Especially for STS-B, the only regression task, greatly benefit from
the joint learning from other classification tasks.
We also illustrate the influence of different number of tasks for training. In Table 4.3,
the training set incorporates tasks of the same type individually. Even for the tasks which
are in the training sets, they still perform better in the all tasks training setting. For
example, for RTE, the All Tasks setting increases 1.4 points than NLI Tasks setting. For
other training settings which RTE is excluded from training set, All Tasks leads to better
performance.
4.4.3 Inference Efficiency
To test the model efficiency, we ran the experiments on QNLI training set. We perform
the inference on a single NVIDIA V100 GPU with batch size of 128, maximum sequence
length of 128. The reported inference time is the total running time of 100 batches.
From Table 4.4, the inference time for our model is 2.93s. We re-implemented Distilled
BiLSTM from [78] and their inference time is 1.36s. For fair comparison, we also ran
inference procedure using the released BERT-PKD and TinyBERT model on the same
machine. Our model significantly outperforms Distilled BiLSTM with same magnitude




Conclusion and Future Work
In this thesis, we explore effective knowledge distillation methods to distill pretrained
language models (e.g. BERT) into small student models. In order for the teacher model
to fully express its knowledge, it’s desirable to augment the original corpus, which is
usually limited in size. In chapter 3, we first propose two strategies for task-agnostic data
augmentation: random word masking and replace a word with another of the same part-of-
speech (POS) tag. In order to corroborate our hypothesis that shallow neural architecture
also has the representation power for text modeling, we distill BERT into a small, single-
layer BiLSTM. Experiments show that our distilled BiLSTM achieves considerably better
results than directly training the base BiLSTM itself. The results are competitive with
ELMo, while using 98 times fewer parameters and 15 times faster inference times for
single-sentence tasks, and 59 times fewer parameters and 8 times faster inference times for
sentence-pair tasks. Ablation studies represent that both the distilling objectives and the
data augmentation techniques contribute their own role in the process.
In chapter 3 we transfer knowledge from a single-task teacher to its single-task stu-
dent. It has a downside that the KD process needs to be conducted all over again when
performing on a new NLP task. The inference speed of the large-scale teacher model still
remains the bottleneck for various downstream tasks distillation. In order to get around
this problem and further improve the performance of the distilling approach, we propose
to distill the student model from different tasks jointly in chapter 4. Also, we evaluate
our approach on a LSTM-based student model and a Transformer-based student model.
Compared with previous KD methods using only the training corpus within tasks, our
approach achieves better performance. In contrast to other KD methods using large-scale
external text corpus, our approach balances the problem of computational resources, infer-
ence speed, performance gains and availability of training data. Ablation studies show that
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attention module is an integral part of the LSTM-based student model for sequence mod-
eling. Training the student with all tasks leads to better performance than task-specific
distillation.
In future studies, besides using distilled student model as a proxy for cutting down
the model size of pre-trained models, we are also interested in using PLMs effectively in
other aspects. One direction is to introduce syntactic structures to guide the learning
of lightweight models. Jawahar et al. [27] demonstrates that BERT captures linguistic
information in a compositional way that mimics tree-like structures. A recent work [46]
demonstrates that incorporating structural information contributes to consistent improve-
ments over strong baselines. We are curious what will happen to combine the syntactic
information from PLM with traditional lightweight models. The other direction is how
to apply such a model for a specific task. Currently, all tasks whose input are sentence
pairs use BERT in the same way. All the information is squeezed into a single [CLS] word
representation. Nevertheless, different tasks focus on different features. We would like to
formulate a framework on the basis of pre-trained models which could be easily customized
to each specific task.
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