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Abstract
Sparse networks can be found in a wide range of applications, such as biological and communication networks. Inference of
such networks from data has been receiving considerable attention lately, mainly driven by the need to understand and control
internal working mechanisms. However, while most available methods have been successful at predicting many correct links,
they also tend to infer many incorrect links. Precision is the ratio between the number of correctly inferred links and all
inferred links, and should ideally be close to 100%. For example, 50% precision means that half of inferred links are incorrect,
and there is only a 50% chance of picking a correct one. In contrast, this paper infers links of discrete-time linear networks
with very high precision, based on variational Bayesian inference and Gaussian processes. Our method can handle limited
datasets, does not require full-state measurements and effectively promotes both system stability and network sparsity. On
several of examples, Monte Carlo simulations illustrate that our method consistently has 100% or nearly 100% precision, even
in the presence of noise and hidden nodes, outperforming several state-of-the-art methods. The method should be applicable
to a wide range of network inference contexts, including biological networks and power systems.
Key words: System Identification; Variational Inference; Dynamical Structure Function; Network Inference; Sparse Networks
1 INTRODUCTION
In systems biology, mathematical modelling has been
central to the study of biological networks. Dynami-
cal models are frequently developed to predict the be-
haviour of systems in response to external or internal
stimulus for example, drug treatment or mutation. Yet
only input-output dynamics are learned without explor-
ing the topology, whereas in many other applications,
comprehensive knowledge of the network topology is re-
quired. For example, the information about the struc-
ture of control systems is essential for fault diagnosis.
Hence, both the inference of system dynamics and the
detection of network topology are important.
Precision is the ratio between the number of correctly
inferred links and all inferred links. It indicates whether
inferred networks can be trusted. For example, if pre-
cision is close to or even below 50%, it is impossible to
tell which inferred links are correct. Therefore, preci-
sion should be the first priority when solving network
inference. However, most state-of-the-art methods can
rarely achieve 100% precision, meaning that not all in-
ferred links are correct. The motivation of this work
? For correspondence: yye@hust.edu.cn.
is to develop a method that prioritises precision over
true positive rate (TPR). Several examples consistently
achieved 100% or nearly 100% precision outperforming
other state-of-the-art methods.
Sparsity and stability are fundamental properties of
most real-world networks. Communication networks, as
artificial systems, are designed to be stable for robust
operation and sparse to reduce energy consumption.
Thus, sparsity and stability are primary constraints in
network inference, especially in the case of limited data
source or high amount of noise. When dealing with prac-
tical networks, often, not all the nodes in the network
can be measured, because of either high experimental
cost or technical limitations. The difficulty here is that
many inference methods nonetheless assume full-state
measurements. It is important to reconsider this issue
carefully.
In recent years, kernel-based methods have become pop-
ular in the system identification community [23]. For lin-
ear systems, the methods effectively impose system sta-
bility and greatly simplify the estimation of model com-
plexity. Kernel-based methods have successfully identi-
fied SISO continuous linear time invariant (LTI) mod-
els [23] and been further extended to discrete LTI sys-
tems [5,8,23]. In particular, kernel-based methods have
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been used to infer sparse networks described by Granger
causality [9]. They have been further developed to infer
the so-called sparse plus low rank networks where it is
assumed that the majority of nodes can be described by
a few other components that are not accessible for obser-
vation [37]. In addition, system identification of a variety
of model classes have been considered: the models in-
clude NFI, NARX, NARMAX, linear parameter-varying
(LPV) Box-Jenkins models, Hammerstein models, and
cascaded linear systems [11,25,27,28]. System dynamics
and network topology are controlled by the hyperparam-
eters of kernel functions. Under the Bayesian paradigms,
kernel-based methods apply emprical Bayes to estimate
hyperparameters (KEB). By incorporating Automatic
Relevance Determination (ARD), kernel-based methods
are able to enforce sparsity, where the sparsity profile of
the solution implies network topology [5, 9, 37]. Never-
theless, this framework is not ideal for topology detec-
tion. Due to local optimal solutions, it is very difficult
to achieve 100% precision.
Variational inference (VI), as empirical Bayes, is a
Bayesian deterministic approximation technique that
has been applied to a number of cases, including sparse
regression models [1, 31] and neural networks [2, 14, 18].
Instead of estimating hyperparameters directly, VI
searches for an approximation of the posterior distribu-
tion of hyperparameters (functional estimation). With
well-posed models of exponential families, VI is as effi-
cient computationally as empirical Bayes [15]. Whilst
rigorous evaluation remains elusive, Monte Carlo sim-
ulations show that VI can be more accurate than em-
pirical Bayes [15, 16]. More importantly, VI is able to
estimate model evidence for each possible model struc-
ture: this enables evaluation of the relative confidence
between models. However, VI is barely used in kernel-
based system identification, probably due to nonlinear-
ities introduced by kernel functions (non-gaussianity).
VI does no hold a closed-form update in the algorithm,
and it has to deal with high-dimensional ill-conditioned
covariance matrices, which seriously increases compu-
tational burden and degrades numerical stability. Nev-
ertheless, thanks to recent developments on analysis of
kernel functions [3], VI achieves considerably higher ef-
ficiency and robustness by using special kernel functions
(Tuned/Correlated kernel).
This paper combines Gaussian processes and VI to infer
sparse networks. Dynamical structure functions are used
to describe sparse linear networks where the informa-
tion of hidden nodes is encoded via transfer functions.
By expressing DSF models in a non-parametric way, the
system can be identified without knowing the number
of hidden nodes and the connectivity among them. VI
is employed to identify system dynamics and infer net-
work topology. Moreover, by applying backward selec-
tion strategies, the proposed method encourages high
inference precision. Monte Carlo simulations show that
our method produces more reliable networks than KEB
under various experimental conditions, such as different
topologies, noise levels, kernel functions and number of
data points. Most importantly, the proposed method al-
ways achieves 100% or nearly 100% precision so that al-
most all inferred links are correct.
The paper is organized as follows. Section 2 introduces
variational inference algorithms. Section 3 introduces
dynamical structure function and formulates the full
Bayesian model. Section 4 discusses network inference
using variational inference and analyses algorithm prop-
erties. Section 5 compares the method with other ap-
proaches via Monte Carlo simulations. Finally, Section 6
concludes and discusses further developments in this
field.
Notation: The notation in this paper is as follows. In de-
notes a n × n identity matrix. For L ∈ Rn×n, diag{L}
denotes a vector which consists of the diagonal elements
of matrix L. [L]ij presents the ijth entry and L
j
i de-
notes the ith j × j diagonal block of L. For a series
of matrices, {Li|i = 1, ..., n}, blkdiag{L1, ..., Ln} de-
notes a block diagonal matrix. For l ∈ Rn, diag{l} de-
notes a diagonal matrix whose diagonal elements come
from vector l. lij denotes the jth element of the ith
group of l. A vector, y(t1 : t2) denotes a row vector[
y(t1) y(t1 + 1) · · · y(t2)
]
.N (x|m,Σ) denotes a Gaus-
sian distribution of x with mean m and covariance ma-
trix Σ. asc{a1, ..., an} means to rearrange the elements
in an ascending order of the magnitude.
2 OVERVIEW OF VARIATIONAL INFER-
ENCE
Variational inference (VI) approximates a full Bayesian
model analytically so that the intractable marginaliza-
tion or expectation can be easily calculated [19,32]. Em-
pirical Bayes was more frequently used in the kernel-
based system identification, where system dynamics are
the main concern. Under the context of network infer-
ence, model selection (detection of network topology)
is another important aspect. Model evidence is usually
required to compare different model structures. Whilst
empirical Bayes does not evaluate model evidence, vari-
ational inference generates a lower bound for it, which
motivates advanced strategies for model selection. Con-
sider a model structure Mk with model parameters, θ
and data, y. The model evidence, p(y|Mk) is expressed
as:
p(y|Mk) =
∫
p(y|θ,Mk)p(θ|Mk)dθ. (1)
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Assuming an arbitrary distribution Q(θ|Mk) is used to
approximate p(θ|y,Mk), we have:
ln p(y|Mk) = ln p(θ|y,Mk)p(y|Mk)
p(θ|y,Mk)
= ln
p(y|θ,Mk)p(θ|Mk)
p(θ|y,Mk)
=
∫
Q(θ|Mk) ln p(y|θ,Mk)p(θ|Mk)
p(θ|y,Mk) dθ
=
∫
Q(θ|Mk) ln p(y|θ,Mk)p(θ|Mk)
Q(θ|Mk) dθ
+
∫
Q(θ|Mk) ln Q(θ|Mk)
p(θ|y,Mk)dθ
= L[Q(θ|y,Mk)] +KL[Q(θ|Mk)||p(θ|y,Mk)].
(2)
where
L[Q(θ|y,Mk)] =
∫
Q(θ|Mk) ln
p(y|θ,Mk)p(θ|Mk)
Q(θ|Mk)
dθ
KL[Q(θ|Mk)||p(θ|y,Mk)] =
∫
Q(θ|Mk) ln
Q(θ|Mk)
p(θ|y,Mk)
dθ.
(3)
The second term of (2) is the Kullback-Leibler
(KL) divergence between Q(θ|Mk) and p(θ|y,Mk).
KL divergence is non-negative and equal to zero
if and only if Q(θ|Mk) = p(θ|y,Mk). Therefore,
KL divergence measures the difference between the
true and the approximate distributions. More im-
portantly, since KL[Q(θ|Mk)||p(θ|y,Mk)] ≥ 0,
ln p(y|Mk) ≥ L[Q(θ|y,Mk)], meaning L[Q(θ|y,Mk)]
is the lower bound of the logarithm of model evidence.
Hence, it can be used as an approximation of model
evidence for model selection.
VI employs KL divergence as the metric to measure the
accuracy of the approximation. Therefore, the goal is
to find the optimal Q(θ|y,Mk) that minimizes the KL
divergence:
Qopt(θ|y,Mk) = arg min
Q
KL[Q(θ|Mk)||p(θ|y,Mk)].
(4)
Equation (2) implies thatKL[Q(θ|y,Mk)||p(θ|y,Mk)] =
ln p(y|Mk) − L[Q(θ|y,Mk)] where ln p(y|Mk) is inde-
pendent onQ. Hence, the optimization problem is equiv-
alent to maximizing the lower bound L[Q(θ|y,Mk)]:
Qopt(θ|y,Mk) = arg max
Q
L[Q(θ|y,Mk)]. (5)
Without further constraints onQ(θ|y,Mk), the solution
is Q(θ|y,Mk) = p(θ|y,Mk), which offers no help to re-
solve intractable Bayesian estimation. To relax the com-
plicated Bayesian model, Q(θ|y,Mk) is assigned with a
simple structure. VI expresses Q(θ|y,Mk) in a factor-
ized form based on the mean field theorem in physics:
Q(θ|y,Mk) =
∏
q(θi|Mk). (6)
where q(θi|Mk) are independent distributions for each
element of θ. Consequently, problem (5) becomes:
Qopt(θ|y,Mk) = arg max
Q
L[Q(θ|y,Mk)]
subject to: Q(θ|y,Mk) =
∏
q(θi|Mk)∫
q(θi|Mk)dθi = 1, i = 1, 2, ...
(7)
By substituting the constraints, the cost function be-
comes convex with respect to each factor, q(θi|Mk). Ac-
cording to the theory of variational calculus, the solution
to the problem is:
ln q(θi|Mk) = Ej 6=i[ln p(y, θ)] + cθj 6=i . (8)
where the expectation is conducted with respect to the
factors, q(θj |Mk) (j 6= i). cθj 6=i is a term independent on
θi. Although equations in (8) indicates the consistency
conditions of the optimal solution to problem (7), they
cannot be solved analytically. To seek for the solution,
the factors are updated cyclically following the scheme of
the coordinate descent method. Since the cost function
is convex, convergence is guaranteed [1].
3 MODEL FORMULATION
3.1 The dynamical structure function
The sparse network of n nodes is described by a linear
state space model as follows:
x(t+ 1) = Ax(t) +Buu(t) +Bee(t)
y(t) = Cx(t).
(9)
where x ∈ Rn are states of the system, each of which rep-
resents a node. u ∈ Rm denote inputs. y ∈ Rp present
the measurements of the states. e ∈ Rq are i.i.d white
Gaussian noise with zero mean and covariance matrix
Pe. Without loss of generality, Pe is assumed to be diag-
onal. If the covariance matrix is full, one can decompose
the matrix using singular value decomposition (SVD) as
Pe = RΣR
′. By replacing Be with BeR, noise e have
a diagonal covariance matrix. A ∈ Rn×n, Bu ∈ Rn×m,
Be ∈ Rn×q and C ∈ Rn×p are system matrices.
It is normal in practice that some of the nodes are un-
observable (hidden states). For example, in a gene regu-
latory network, the concentration of proteins is usually
not measured due to high experimental cost. Therefore,
the target of inference is to build a network consisting
of measurable nodes. In regard to the gene regulatory
network, this means the network is inferred on the tran-
scriptional level.
Assuming the first p < n states are observable (i.e. C =
3
[I,0]), model (9) is rewritten as follows:[
y(t + 1)
h(t + 1)
]
=
[
A11 A12
A21 A22
] [
y(t)
h(t)
]
+
[
Bu1
Bu2
]
u(t) +
[
Be1
Be2
]
e(t),
(10)
where h ∈ Rn−p are hidden states. To avoid inferring
hidden states, they are removed from the model. Dy-
namical structure functions (DSF) encode the informa-
tion of hidden states via transfer functions [35]:
Y = QY + PU +HE. (11)
where q denotes the time shift operator (y(t+1) = qy(t))
and:
Q = (qI −D)−1(W −D)
P = (qI −D)−1Vu
H = (qI −D)−1Ve.
(12)
with
W = A11 +A12(qI −A22)−1A21
Vu = A12(qI −A22)−1Bu2 +Bu1
Ve = A12(qI −A22)−1Be2 +Be1
D = diag{W11,W22, ...,Wpp}.
(13)
Q, P and H are transfer matrices, each element of which
is a strictly proper transfer function, indicating that
the network is a causal system [34]. Matrix Q implies
the connectivity among observable nodes, whose diago-
nal elements are zero. P and H matrices relate inputs
and process noise to nodes, respectively. The topology
of the network (i.e. model structure) is reflected by the
zero structure of these three matrices. For example, if
[Q]ij is zero, the jth node does not control the ith node.
Model structures are denoted by Mk and Mk presents
the number of links. In particular, M0 represents the
fully-connected topology. The internal dynamics of the
network are described by the transfer functions. The or-
der of a transfer function is relevant to the number of
hidden states involved in that regulation pathway.
The input-output map of the network is associated with
the DSF as follows:
Y = GuU +GeE. (14)
where
Gu = (I −Q)−1P
Ge = (I −Q)−1H.
(15)
Ideally, the input-output map can be perfectly recov-
ered based on measurement data. Nevertheless, the cor-
responding DSF may not be unique, meaning that the
network topology is unidentifiable. To ensure the infer-
ence problem is well-posed, additional constraints are
imposed.
Proposition 1 (Identifiability of DSF networks) [13]
Given a p × (m + q) transfer matrix G = [Gu, Ge], the
DSF is identifiable if and only if p − 1 elements in each
column of [Q,P,H]′ are known, which uniquely specifies
the component of (Q,P,H) in the null space of [G′, I].
A sufficient condition for network identifiability is that
matrix H is diagonal so that p − 1 elements in each
column of [Q,P,H]′ are known to be zero. In what fol-
lows, we make following assumptions so that no prior
knowledge of matrix P (structure of input channels) is
required.
Assumption 2 Noise matrix H is diagonal, monic
(limq→∞ qH = I) and minimal phase.
Stability and sparsity are the basic nature of many prac-
tical networks such as biological networks and power sys-
tems. Therefore, we assume the target network is stable
and sparse.
Assumption 3 Each elements of transfer matrices, Q
and P are stable. Matrices Q and P are sparse.
3.2 The likelihood distribution
After simple manipulations, the DSF in (11) can be
rewritten as:
Y = FyY + FuU + E¯. (16)
where
Fu = (qH)
−1P, Fy = I − (qH)−1(I −Q), E¯ = q−1E.
(17)
Model (16) is a valid causal system. According to the
assumptions, transfer matrices, Fu and Fy are stable. In
addition, since H is diagonal, Fu and Fy have the same
zero structure as P and Q. As a result, Fu and Fy are
sparse matrices and imply the network topology.
Identifying model (16) is non-trivial. Since the number
of hidden states and the connectivity among them are
unknown, estimating the order of transfer functions re-
quires an exhaustive search of all possible combinations,
which is computationally prohibitive for large-scale net-
works. Additionally, imposing stable transfer matrices
is problematic. To simplify the identification problem,
we express model (16) in a non-parametric way. By do-
ing so, the selection of model complexity is avoided and,
more importantly, system stability can be promoted ef-
fectively. The dynamical system for the ith target node,
is formulated below:
yi(t) =
p∑
j=1
∞∑
k=1
hyij(k)yj(t− k)
+
m∑
j=1
∞∑
k=1
huij(k)uj(t− k) + e¯i(t).
(18)
where hyij and h
u
ij are the impulse responses of transfer
functions [Fy]ij and [Fu]ij , respectively. The objective is
to estimate the impulse responses.
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Due to the implementation purpose, the impulse re-
sponses are truncated after sample time T . T is set suffi-
ciently large in order to catch the major dynamics of the
impulse responses (i.e. |h(k)| ≈ 0 for k ≥ T ). Assume
the availability of time-series data collected from L in-
dependent experiments for each node and input. For the
ith target node with M0, we define following matrices
and vectors. For other possible model structures, Mk,
the corresponding terms are defined in the same way.
Yq =

yq,i(Nq)
.
.
.
yq,i(Tq + 1)
 , wq =

wq,1
.
.
.
wq,p+m

Φq =
[
Φq,y Φq,u
]
Φq,y =

yq,1(Nq − 1 : Nq − Tq) · · · yq,p(Nq − 1 : Nq − Tq)
.
.
.
.
.
.
.
.
.
yq,1(Tq : 1) · · · yq,p(Tq : 1)

Φq,u =

uq,1(Nq − 1 : Nq − Tq) · · · uq,m(Nq − 1 : Nq − Tq)
.
.
.
.
. .
.
.
.
uq,1(Tq : 1) · · · uq,m(Tq : 1)

σ
−1
= E{e¯i(t)2}.
(19)
where subscript q is the index of experiments. Under dif-
ferent experimental conditions, data are produced from
different internal dynamics (i.e. independent impulse re-
sponses) whilst the network topology is unchanged.Nq is
the number of data points. Yq ∈ RNq−Tq are time-series
of the ith node. wq ∈ RTq(p+m) contain p+m groups of
impulse responses, each of which corresponds to a trans-
fer function of Fy or Fu. Φq ∈ R(Nq−Tq)×Tq(p+m) include
time-series of all the nodes and inputs. σ is the noise
precision. Note that the dimension of these quantities
varies with respect to the model structure.
Based on Bayes’ rules, the likelihood distribution of the
ith target node withMk is:
p(Y
∣∣w, σ,Mk)
=
L∏
q=1
(2piσ−1)−
Nq−Tq
2 exp{−σ
2
‖Yq − Φqwq‖22}.
(20)
3.3 The prior distributions
Full Bayesian treatment deploys prior distributions for
each random quantity to build up a hierarchical struc-
ture. The prior distributions play a similar role of penal-
ties in regularized optimization problems. They are the
key elements to incorporate prior knowledge and impose
desired constraints.
Since the impulse responses of model (16) are stable
(i.e.
∑∞
k=1 |h(k)| < ∞), regularizations for stability
are imposed to incorporate the prior knowledge. Ker-
nel machines provide an effective way to construct a
functional space as the feasible domain of stable im-
pulse responses [10]. A reproducing kernel Hilbert space
(RKHS) is established using a proper kernel function,
which contains stable impulse responses [12]. The im-
pulse responses of the model are estimated by solving a
regularized optimization problem in that RKHS [24].
From the Bayesian perspectives, kernel machines can
be formulated by introducing Gaussian processes for
impulse responses and solving a maximum a poste-
riori problem (MAP) [8, 22, 26]. Therefore, we as-
sume the impulse responses of the model are indepen-
dent Gaussian processes whose covariance functions
are Tuned/Correlated kernels (TC kernel). TC ker-
nel has been widely used to characterize stable im-
pulse responses [3]. Other valid kernels include Diago-
nal/Correlated kernel (DC kernel) 1 and second order
stable spline kernel (SS kernel) 2 [12, 23]. The reason
why TC kernel is applied in this paper will be explained
in the following sections. As a result, the prior distribu-
tion for w is:
p(w|λ, β, σ,Mk) =
L∏
q=1
Mk∏
i=1
N (wq,i|0, σ−1λ−1i Kq,i).
(21)
where β are hyperparameters of TC kernels, which con-
trol the exponential decaying rate of impulse responses.
λ are scale variables of the kernel functions. In kernel
machines, they introduces the effect of Automatic Rel-
evance Determination (ARD) that promotes sparsity
estimation [9]. In the Bayesian model, λ influence the
probability of model structure (i.e. network topology).
As λi approaches infinity, distribution p(wi|λi, βi, σ) de-
ploys an impulse at the origin, enforcing zero impulse
responses. In this case, the ith node or input does not
control the target node. Note that hyperparameters β
and λ are shared in all experiments. As the standard
setting of variational inference, noise precision σ is also
used to scale the covariance matrix. Kq,i ∈ RTq×Tq ,
λ = [λ1, ..., λMk ]
′, β = [β1, ..., βMk ]
′ and
[Kq,i]ts = k(t, s;βi), k(t, s;βi) = β
max(t,s)
i
0 <βi < 1, λi ≥ 0.
(22)
Since σ is non-negative, the Gamma distribution is as-
signed as its conjugate prior. Without specific preference
on σ, parameters a0 and b0 of the distribution are set to
0.001, resulting in a non-informative prior.
p(σ|a0, b0) = Gamma(σ|a0, b0) = b
a0
0
Γ(a0)
σa0−1e−b0σ.
(23)
where Γ(·) is the gamma function.
1 kDC(t, s;β1, β2) = β
(t+s)
2
1 β
|t−s|
2 , β1 ∈ (0, 1) and β2 ∈
(−1, 1)
2 kSS(s, t;β) =
βt+s+max(t,s)
2
− β3max(t,s)
6
, β ∈ (0, 1)
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Finally, hyperpriors are assigned to hyperparameters
to complete the hierarchy. For hyperparameter λi, the
Gamma distribution is applied as the conjugate prior.
Similar to σ, a non-informative prior is adopted.
p(λi|a0, b0) = Gamma(λi|a0, b0) = b
a0
0
Γ(a0)
λa0−1i e
−b0λi .
(24)
For hyperparameter βi, the uniform distribution on
(0, 1) is employed as the prior, i.e., p(βi) = 1, 0 < βi < 1.
3.4 The full Bayesian model
By incorporating the likelihood and prior distributions,
the full Bayesian distribution for model (18) is:
p(w, σ, λ, β|Y,Mk)
∝
L∏
q=1
{
(2piσ−1)−
Nq−Tq
2 exp{−σ
2
‖ Yq − Φqwq ‖22}
×|2piσ−1Λ−1q Kq|−
1
2 exp{−σ
2
w′qΛqK
−1
q wq}
}
× b
a0
0
Γ(a0)
σa0−1e−b0σ ×
Mk∏
i=1
ba00
Γ(a0)
λa0−1i e
−b0λi .
(25)
where Kq = blkdiag{Kq,1, ...,Kq,Mk} and Λq =
diag{λ} ⊗ ITq .
3.5 Estimation of hyperparameters
Given (25), impulse responses are estimated as the
mean of the marginal posterior distribution (i.e.
p(w|Y ) = ∫ p(w, σ, λ, β|Y )dσdλdβ). Nevertheless, dis-
tribution p(w|Y ) is intractable because the full Bayesian
model is highly nonlinear with respect to hyperpa-
rameters. Therefore, the estimate of impulse responses
cannot be calculated in a closed form.
In the system identification community, deterministic
Bayesian approximations have been widely used as the
remedy to accommodate non-gaussianity [1]. A candi-
date distribution, p(w) is proposed to approximate the
marginal distribution, p(w|Y ) analytically. A metric is
designed to measure the error between the approximate
and the true distributions. The approximate distribu-
tion is optimized by minimizing the metric. Finally, the
estimate of w is calculated as the mean of the optimal
candidate distribution.
Empirical Bayes and variational inference are two
typical methods of deterministic Bayesian approxima-
tions whilst empirical Bayes is more prevalent in the
kernel-based system identification. The conditional dis-
tribution, p(w|λ, β, σ, Y ) is used to approximate the
marginal distribution, p(w|Y ). The hyperparameters
are optimized by solving a type II or evidence maximiza-
tion problem (i.e. (λopt, βopt, σopt) = argminλ,β,σ −
log p(λ, β, σ|Y )). Consequently, the optimal conditional
distribution is p(w|σopt, λopt, βopt, Y ). The estimate of
w can be easily calculated as wˆ = Ew|σ,λ,β,Y (w).
Empirical Bayes provides an effective way to estimate
the hyperpameters of kernels. This framework has been
shown very powerful in exploring system dynamics [21].
Due to the effect of ARD, the estimated λ can also be
used for model selection (detection of network topol-
ogy), leading to sparse networks. The zero structure of
λ−1 indicates the network topology. Nevertheless, empir-
ical Bayes does not evaluate model evidence, p(Y |Mk).
Hence, it is difficult to assess the relative confidence of
the estimated model structure over the other possible
structures.
Compared with empirical Bayes, VI provides a reason-
able approximation of model evidence that is essential
for topology detection.VI has been applied to estimate
models that can be cast as a sparse linear regression,
where it has been shown that VI outperforms empiri-
cal Bayes via Monte Carlo simulations [16] (i.e. sparse
Bayesian learning [17, 20, 30, 33]). Nevertheless, VI is
much less popular in kernel-based system identification.
The updated factors in each iteration no longer have
closed-form expressions due to the complex structure of
kernel functions, which requests inner sampling loops.
In addition, operations of high-dimensional matrices
are more involved in this case. In particular, VI have
to calculate the inversion and determinant of the ill-
conditioned covariance matrix constructed from kernel
functions. Nevertheless, by using TC kernel, the com-
putational efficiency and robustness of VI are dramati-
cally improved, which makes VI applicable to practical
applications.
4 VARIATIONAL INFERENCEOFDYNAM-
ICAL STRUCTURE FUNCTIONS
4.1 Update of random quantities
For each model structure,Mk of (18), the corresponding
full Bayesian model, p(w, σ, λ, β|Y,Mk) is approximated
by a candidate distribution, Q(w, σ, λ, β|Mk) using the
mean field factorization:
Q(w, σ, λ, β|Mk) = q(w, σ|Mk)q(λ|Mk)q(β|Mk).
(26)
where Q(·) and q(·) are valid probability distributions.
Hereafter, the symbol,Mk is suppressed to simplify the
notation.
The factors of (26) are formulated according to (8). In
what follows, the terms independent on the random vari-
ables of the factor under consideration are ignored for
convenience. To begin with, factor q(w, σ) is solved as
the Gaussian-Gamma distribution:
ln q(wq, σ) = lnN (wq|µq, σ−1Σq)− lnGamma(σ|aσ, bσ).
(27)
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where
Σ−1q = Φ
′
qΦq + Eλ(Λq)Eβ(K
−1
q ), µq = ΣqΦ
′
qYq
aσ =
∑L
q=1Nq − Tq
2
+ a0,
bσ = b0 +
1
2
L∑
q=1
(Y ′qYq − µ′qΣ−1q µq),
Eσ,w(σwqw
′
q) =
aσ
bσ
µqµ
′
q + Σq, Eσ,w(σwq) =
aσ
bσ
µq.
(28)
Following the same procedure, factor q(λ) is solved as
independent Gamma distributions:
ln q(λi) = lnGamma(λi|aλi , bλi). (29)
where
aλi =
∑L
q=1 Tq
2
+ a0, Eλ(λi) =
aλi
bλi
bλi = b0 +
1
2
trace
[
L∑
q=1
Eβ(K
−1
q,i )Ew,σ(σwqw
′
q)
Tq
i
]
.
(30)
Finally, factor q(β) is calculated as:
ln q(β) = Ew,σ,λ[ln p(w|σ, λ, β) + ln p(β)] + cw,σ,λ
= Ew,σ,λ[ln p(w|σ, λ, β)] + ln p(β) + cw,σ,λ.
(31)
where
Ew,σ,λ[ln p(w|σ, λ, β)]
=
L∑
q=1
−1
2
ln |Kq| − 1
2
trace
[
Eλ(Λq)K
−1
q Ew,σ(σwqw
′
q)
]
,
ln p(β) = 0.
(32)
Unlike the other random variables, factor q(β) has no
closed-form expression. Nevertheless, the elements of β
are independently distributed as:
q(βi)
= ci
L∏
q=1
|Kq,i|−
1
2 exp
{
− 1
2
Eλi
(λi)trace
[
K
−1
q,iEw,σ(σwqw
′
q)
Tq
i
]}
.
(33)
where ci is the unknown normalization constant.
4.2 Lower bound of model evidence
Combining all the factors above, the lower bound,
L[Q(w, σ, λ, β|Mk)] of model evidence p(Y |Mk) is:
L[Q(w, σ, λ, β|Mk)]
=
1
2
L∑
q=1
ln |Σq| −
[
aσ
bσ
‖Yq − Φqµq‖22 + trace(ΦqΣqΦ′q)
]
− b0 aσ
bσ
− aσ ln bσ −
Mk∑
i=1
aλi ln bλi +
Mk
∑L
q=1 Tq
2
+Mk[a0 ln b0 − ln Γ(a0)]
−
Mk∑
i=1
b0
aλi
bλi
− aλi − ln Γ(aλi) + ln ci.
(34)
where the constant terms independent on Mk are ig-
nored.
4.3 Algorithm for variational inference
Unfortunately, factors q(w, σ), q(λ) and q(β) cannot be
solved analytically. Hence, they are calculated cyclically
in each iteration of the algorithm. The procedure is sum-
marized in Algorithm 1.
In Algorithm 1, term E(K−1) is estimated in each
iteration. However, since q(β) is only known up to
a normalization constant, E(K−1) cannot be calcu-
lated analytically. Hence, numerical sampling meth-
ods are used to estimate the expectation. Since hy-
perparameters βi ∈ (0, 1) are independently dis-
tributed, they can be sampled in parallel. We use
the Metropolis-Hastings sampling method to draw
samples from (33). A uniform distribution is ap-
plied as the proposal distribution for βi. Let pˆ(βi) =∏L
q=1 |Kq,i|−
1
2 exp{− aλi2bλi trace[K
−1
q,i (
aσ
bσ
µqµ′q + Σq)
Tq
i ]}.
At current state βki , a proposal β
p
i is drawn from:
qp(β
p
i |βki ) =

U(βti − ε2 , βti + ε2 ) ε2 < βki < 1− ε2
U(0, ε) ε2 ≥ βki
U(1− ε, 1) 1− ε2 ≤ βki
.
(38)
whereU(a, b) is the uniform distribution on (a, b). ε is the
selection window for sampling, which is set to 0.1. The
acceptance ratio is r(βpi |βki ) = min{1, pˆ(β
p
i
)qp(β
k
i |βpi )
pˆ(βk
i
)qp(β
p
i
|βk
i
)
}. If
the proposal is accepted, βk+1i = β
p
i . Otherwise, β
k+1
i =
βki . With N samples {βki |k = 1, ..., N}, E(K−1q,i ) is esti-
mated as E(K−1q,i ) =
1
N
∑N
k=1(K
k
q,i)
−1.
In addition, in order to calculate the lower bound of
model evidence, one has to estimate the normalization
constant, ci of q(βi) in (33). Since βi is a scalar on (0, 1),
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Algorithm 1 Variational inference of DSF
1: Initialize µ, Σ, aσ, bσ, aλi ,bλi and Eβ(K
−1)
2: for k = 1 : Max do
3: Update q(w, σ) as a Gaussian-Gamma distribu-
tion:
Σ
−1
q = Φ
′
qΦq + Eλ(Λq)Eβ(K
−1
q )
µq = ΣqΦ
′
qYq
a
σ
=
∑L
q−1 Nq − Tq
2
+ a0
b
σ
= b0 +
1
2
L∑
q=1
(Y
′
qYq − µ′qΣ−1q µq)
(35)
4: Update q(λ) as a Gamma distribution:
aλi
=
∑L
q=1 Tq
2
+ a0
bλi
= b0 +
1
2
trace
 L∑
q=1
Eβi
(K
−1
q,i )(
aσ
bσ
µqµ′q + Σq)
Tq
i

E(λi) =
aλi
bλi
(36)
5: Update q(βi) and Eβi(K
−1
i ) according to:
q(βi)
= ci
L∏
q=1
|Kq,i|−
1
2 exp
{
−
aλi
2bλi
trace
[
K
−1
q,i (
aσ
bσ
µqµ′q + Σq)
Tq
i
]}
(37)
6: Update the lower bound, L[Q] of model evidence
according to (34).
7: if L[Q]k − L[Q]k−1 <  then
8: Break
9: end if
10: end for
11: Estimate w as wˆ = µ and store L[Q] for topology
detection
numeric integration methods (e.g. adaptive quadra-
ture [29]) are sufficient to give an accurate estimation
based on c−1i =
∫
pˆ(βi)dβi.
4.4 Algorithm implementation
The algorithm requires to calculate the inversion and
determinant of the covariance matrix, Kq,i in each iter-
ation. These two operations are computationally heavy
because Kq,i is a full matrix, and its inversion and de-
terminant must be calculated thousands of times in the
sampling loop of βi per iteration. With standard meth-
ods, they both demand O(T 3q ) work. More importantly,
Ki may be ill-conditioned if hyperparameter βi is close
to 0, causing numerical instability during implementa-
tion [7]. Therefore, it is necessary to find a robust and
efficient way to deal with matrix operations.
It has been shown that the covariance matrix con-
structed using TC or DC kernels can be decomposed
analytically whilst that of SS kernel cannot [4, 6]. As a
result, SS kernel is not adopted in our VI framework.
Rather, TC kernel that possesses the simplest structure
is applied to improve the robustness and to reduce the
computational cost of the algorithm. The inverse co-
variance matrix, K−1 ∈ RT×T constructed using TC
kernel (i.e. [K]ts = k(t, s;β)) can be decomposed as [3]:
K−1 = U ′WU. (39)
whereU is a upper triangular matrix andW is a diagonal
matrix as follows:
U =

1 −1 · · · 0
0
. . .
. . .
...
... 0
. . . −1
0 · · · 0 1

W = (1− β)−1diag{β−1, β−2, ..., β−T+1, 1− β
βT
}.
(40)
Consequently, the matrix inversion only demands O(T )
work considering the sparse structure of U and W , and
the matrix determinant (|K| = β T (T+1)2 (1 − β)T−1) re-
quires O(1). With N samples of β ({βk|k = 1, .., N}),
the expectation of the inverse matrix costsO(NT ) work:
E(K−1) =
1
N
U ′
[
N∑
k=1
W k
]
U. (41)
4.5 Detection of network topology
Hyperparameter λ−1 are ARD variables, whose zero
structure determines the network topology. Neverthe-
less, due to local optimal solutions and numerical errors,
none of these estimated variables are exactly zero in
practical implementation. To improve the inference ac-
curacy, the backward selection method is used for model
selection.
Model selection is based on the posterior distribution
of model structures (i.e. p(Mk|y) ∝ p(y|Mk)p(Mk)).
Assuming equal probability for each model structure,
the distribution is proportional to model evidence,
p(Mk|y) ∝ p(y|Mk). The by-product of VI provides
a lower bound of model evidence, which can be used
to determine the most probable model structure (net-
work topology). Nevertheless, the complete evaluation
of model evidence requires an exhaustive search of all
possible model structures, which is computationally
prohibitive for large-scale networks. To tackle this prob-
lem, we come up with a heuristic strategy that applies
backward selection to reduce the computational burden.
To begin with, VI is conducted to infer a fully-connected
network (i.e. M0). The confidence of inferred links is
measured by the norm of their impulse responses. These
links are removed from the model one-by-one, each
time producing a particular model structure. The VI
algorithm is implemented repeatedly with the proposed
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model structures until the network becomes empty.
The best model structure is determined according to
the highest lower bound of model evidence. The above
procedure is summarized in Algorithm 2.
Algorithm 2 Variational inference of network topology
1: Implement Algorithm 1 with model structureM0.
2: Set the threshold:
3: R = asc{∑q[‖wq,1‖, ..., ‖wq,n+p‖]}.
4: for k=1:n+p-1 do
5: I = {i|∑q ‖wq,i‖ ≤ Rk}
6: Remove the links in index set I, producingMk
7: Run Algorithm 1 withMk
8: Store the value of L[Q(w, σ, λ, β|Mk)]
9: end for
10: Mopt = argmaxMkL[Q(w, σ, λ, β|Mk)]
4.6 Theoretical analysis of the algorithm
Since the lower bound depends on four variables Σ, µ,
bλ and c (other variables are either constant or deter-
mined by these four), let θ = [Σ, µ, bλ, c]. Define {θk} as
the iterates generated using the coordinate descent. It
is known that convergence of the lower bound is guar-
anteed if all iterates are calculated explicitly without
approximations [1,16]. This section shows that the pro-
posed algorithm still converges even with stochastic ap-
proximations (MCMC) used in our framework. In addi-
tion, the proposed algorithm effectively imposes sparse
topologies. In what follows, {θk} denote iterates with-
out approximations whereas {θkN1,··· ,Nk−1} are produced
from the proposed algorithm where Nk is the number of
samples generated by MCMC in the kth iteration.
Proposition 4 Define following sequences {ΣM},
{µM}, {[bλ]M}, {cM}, {qM (β; ΣM , µM , [bλ]M , cM )} and
q(β; Σ, µ, bλ, c). If sequences are such that limM→∞ ΣM =
Σ, limM→∞ µM = µ and limM→∞[bλ]M = bλ, nor-
malization constants c and {cM} are well defined, and
limM→∞ cM = c. Assuming Markov chains {βkM}
sampled from qM (β) are Harris recurrent, we have
limM,N→∞ 1N
∑N
k=1 V (β
k
M ) = Eq[V (β)] with probability
1 for any bounded continuous function V (·).
Proof: Without loss of generality, consider the distribu-
tion q(β) (33) from a single experiment:
q(β) = c|K|− 12 exp
{
−1
2
Eλ(λ)trace
[
K−1Ew,σ(σww′)
]}
.
(42)
By using the decomposition of matrix K (39), the above
expression can be expanded as:
q(β; c, α) = cp(β;α),
p(β;α) =
T∏
j=1
W
1
2
jj exp
{
−1
2
αjWjj
}
,
c−1 =
∫ 1
0
p(β)dβ,
Wjj =
{
1
βj(1−β) j < T
1
βT
j = T
.
(43)
where α > 0 is a function of Σ, µ, and bλ. According to
(28) and (30), and under the conditions of the proposi-
tion, we have limM→∞ αM = α.
Consider the following function f(x) with x ∈ [0,+∞)
and α > 0:
f(x) = x
1
2 exp
{
−1
2
αx
}
. (44)
Clearly, f(x) is non-negative and attains its maximum
at x? = 1α with f(x
?) = 1√
eα
. Hence, p(β;α) is also
bounded. Since p(β;α) is continuous, it is Riemann in-
tegrable on [0, 1] and hence Lebesgue integrable. Since
limM→∞ αM = α, we have limM→∞ pM (β;αM ) =
p(β;α) pointwise. As {αM} converges, there ex-
ist α and mα such that αM ≥ α > 0 for M >
mα. As a result, pM (β;αM ) ≤ p(β;α) for β ∈
[0, 1],M > mα. Since p(β;α) is Lebesgue integrable,
limM→∞
∫ 1
0
pM (β;αM )dβ =
∫ 1
0
p(β;α)dβ according to
the dominated convergence theorem. Eventually, c and
cM are well defined, and limM→∞ cM = lim c.
It is then clear that limM→∞ qM (β; cM , αM ) = q(β; c, α)
pointwise. According to the Scheffe’s theorem, ran-
dom variables βM (distributed as qM (β)) converge to
β in distribution. Therefore, limM→∞EqM [V (βM )] =
Eq[V (β)]. With Harris recurrent Markov chains, we
have limN→∞ 1N
∑N
k=1 V (β
k
M ) = EqM [V (βM )] with
probability 1. Assuming MCMC proposals are well de-
signed so that the convergence is uniform in M , we have
limM,N→∞ 1N
∑N
k=1 V (β
k
M ) = Eq[V (β)] based on the
theory of double sequence. 
With Proposition 4, we are able to prove the algorithm
convergence.
Proposition 5 Lower bound L(θkN1,··· ,Nk−1) converges
to its maximum L? = maxL(θ) with probability 1 as the
number of samples (Nk) and iterations (k) approaches
infinity.
Proof: Since L[Q(θ)] is convex with respect to each fac-
tor qi(θi), convergence of the lower bound is guaranteed
using the coordinated descent method if updates are
calculated explicitly [1, 36]. Hence, limk→∞ L(θk) = L?
where θkj = arg minL(θj ; θ
k
i<j , θ
k−1
i>j ) (parameters are
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updated in sequence). However, in this paper, some
components θkj are intractable. Rather, they are es-
timated using sampling methods. The objective is to
show that limN1,··· ,Nk−1→∞ θ
k
N1,··· ,Nk−1 = θ
k for ∀k.
The proof is conducted using mathematical induc-
tion. Assuming limN1,··· ,Nk−2→∞ θ
k−1
N1,··· ,Nk−2 = θ
k−1
holds at iteration k − 1, limN1···Nk−1→∞ θkN1,··· ,Nk−1 =
θk also holds at iteration k according to Propo-
sition 4. In addition, we have limN1→∞ θ
2
N1
= θ2
with probability 1 after initialization θ1. Hence,
limN1,··· ,Nk−1→∞ θ
k
N1,··· ,Nk−1 = θ
k for ∀k. Since lower
bound (34) is continuous with respect to all parameters,
we have limk→∞ limN1,··· ,Nk−1→∞ L(θ
k
N1,··· ,Nk−1) = L
?.

Finally, we argue that the proposed algorithm promotes
sparse topologies and is at least competitive with em-
pirical Bayes [9, 36].
Remark 6 The proposed algorithm imposes sparse
topologies and is at least as efficient as empirical Bayes.
For any fixed aσ, bσ and q(β), the proposed algorithm
only needs to update E(λ) which determines the sparsity
of topologies since wi → 0 as E−1(λi)→ 0. Consider the
following optimization problem derived from empirical
Bayes [36]:
arg min
γ
Yˆ ′(σI + ΦˆΓKˆΦˆ′)−1Yˆ + ln |σI + ΦˆΓKˆΦˆ′|.
(45)
where σ = (a
σ
bσ )
− 12 , Φˆ = (a
σ
bσ )
− 14 Φ, Yˆ = (a
σ
bσ )
1
4Y and
Kˆ = E−1(K−1). Γ is a block diagonal matrix whose zero
structure determines the sparsity of topologies.
By using the expectation maximization method (EM) to
solve the problem, the resulting update of Γ is exactly the
same as E−1(λ) in the proposed algorithm.
5 SIMULATION
We conducted Monte Carlo simulations and compared
our method with another kernel-based system identi-
fication approach. The state-of-the-art method applies
empirical Bayes to estimate hyperparameters and to de-
tect network topology, where DC (Kernel DC), SS (Ker-
nel SS) and TC (Kernel TC) kernels were all used for
inference. KEB solves the optimization problem as fol-
lows. More details can be found in [9].
arg min
σ,γ,β
Y ′(σI + ΦΓKΦ′)−1Y + ln |σI + ΦΓKΦ′|.
(46)
where Γ is equivalent to Λ−1 in our framework. K is
the covariance matrix constructed by kernel functions.
If γi is 0, the ith node does not control the target node.
To select the inferred links, a similar backward selection
method is used [9].
The DSF networks for test were generated randomly
with diverse topologies (including an extremely sparse
type, a ring structure), simulated under various noise
levels and inferred using time-series data of different
lengths.
Two criteria are applied to evaluate the performance of
algorithms, namely True Positive Rate (TPR) and Pre-
cision (PREC). TPR shows the percentage of the true
links in the ground truths that were successfully inferred.
TPR implies the information richness of the inference
result. PREC equates to the rate of the correct links
over the all inferred. PREC indicates the reliability or
accuracy of the inferred network. Hence, ensuring a high
PREC is the first priority in real applications. If, for ex-
ample, PREC is below 50%, one cannot tell which in-
ferred links are correct. To investigate whether the in-
fer networks have internal dynamics consistent with the
ground truths, the estimated models were simulated to
predict the validation dataset that was not used for in-
ference. The prediction accuracy is measured based on
the metric as follows.
fitness = 100
(
1− ‖y − yˆ‖‖y − y¯‖
)
(47)
where y are the validation data of a certain node, yˆ are
the predicted output and y¯ are the mean of the validation
data. The fitness of all nodes was averaged to generate
the conclusion.
5.1 Random DSF networks
100 networks were generated with random topologies
and internal dynamics. All networks contained 15 nodes
in total. Each node was independently driven by an in-
put that was known and process noise that was assumed
to be unknown during inference. DSF models were pro-
duced from state space models (9). To be specific, a
sparse stable matrix A ∈ R15×15 was first yielded ran-
domly using the function sprandn(n, n, density) in Mat-
lab. The brute force strategy was applied to guarantee
that matrix A was Hurwitz (that is, no eigenvalue was
outside the unit circle of the complex plane) and that no
isolated nodes existed in the network.
To simulate the models, inputs and process noise were
both i.i.d. white Gaussian signals. The variance of in-
puts was fixed to 1 whilst that of process noise varied.
The Signal-to-Noise ratio is defined as SNR = 10 log σuσe
where σu and σe are signal variance of inputs and noise,
respectively. The first 10 states of the models were mea-
sured, leaving the rest 5 as hidden nodes. Figure 1 dis-
plays one example of the resulting networks. The length
of impulse responses after truncation was set to 20. The
data for inference were collected with different lengths.
The average TPR and PREC over 100 trials are recorded
in Table 1-3. In the best-case scenario (no noise), VI
outperforms all the other methods. In particular, almost
all the inferred links of VI are correct (PREC ≈ 100%),
regardless of the number of data points. Meanwhile, VI
is able to identify most true links of the ground truths.
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Fig. 1. The structure of a randomly generated network. Solid
lines with arrows represent links. Red circles denote nodes.
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Fig. 2. Prediction of randomly generated networks.
With 85 data points, VI recovers the network perfectly.
In contrast, Kernel TC presents the weakest result.
PREC of Kernel TC stays low unless more data points
are available for inference. The poor performance of
Kernel TC indicates the effectiveness of VI that uses
the same kernel function.
As SNR decreases to 10dB, all methods require more
data points to counteract the interference of process
noise. Although TRP of VI is slightly lower than Ker-
nel SS, PREC of VI is much higher than Kernel SS,
which is close to 100%. Kernel TC also achieves accu-
rate results. Nevertheless, many true links are missed
(TPR < 80%).
It is remarkable that the inferred networks of VI are
highly reliable (PREC ≈ 100%) even under the worst-
case scenario (that of pure noise). The lack of data points
only affects TPR of VI whilst PREC remains high. The
gap of TPR between Kernel SS, Kernel DC and VI de-
creases gradually as more data points are available. Simi-
lar to the above cases, Kernel TC is outperformed by VI.
Based on the simulations, VI presents great advantages
on inference accuracy over the other methods. Almost
all the inferred links of VI are correct regardless of the
noise level and number of data points. Generally, TPR
of VI is slightly lower than Kernel SS. However, VI ac-
tually missed only a few more true links compared with
Kernel SS since the target networks were sparse. On av-
erage, there were 18.25 links per network in the simula-
tions. According to the results, VI, at most missed, 2.7
links more than Kernel SS.
The validation result is shown by the box plot in Fig-
ure 2. With negligible process noise, VI clearly outper-
forms all the other methods. The prediction fitness of
VI is above 80% and reaches approximately 100%, given
enough data. As SNR decreases to 10dB, all methods,
except Kernel TC present similar performance. When
process noise overwhelms inputs, the prediction fitness
of all methods drops seriously to below 30%. In this case,
the performance of VI is slightly better than the others.
Note that Kernel TC presents the weakest result under
different noise levels, implying that VI outperforms KEB
at least with TC kernel.
Table 1
Inference of random networks with no noise
No Noise
45 65 85
PREC TPR PREC TPR PREC TPR
Kernel DC 94.3 56.9 97.7 73.1 97.9 85.2
Kernel SS 84.7 58.3 91.4 91.7 100 100
Kernel TC 43.3 16.5 71.1 23.4 98.3 42.9
VI 100 75.0 99.7 98.5 100 100
Table 2
Inference of random networks with 10dB SNR
10dB
100 200 300
PREC TPR PREC TPR PREC TPR
Kernel DC 95.6 77.1 98.6 84.2 96.5 86.9
Kernel SS 74.1 82.5 79.7 88.3 86.3 91.0
Kernel TC 92.5 46.5 100 66.2 99.6 75.7
VI 100 68.2 99.7 81.3 100 86.4
Table 3
Inference of random networks with pure noise
No Input
300 500 1000
PREC TPR PREC TPR PREC TPR
Kernel DC 77.6 72.9 89.1 75.6 96.9 79.1
Kernel SS 64.3 69.6 81.7 76.1 88.0 77.1
Kernel TC 77.9 60.3 87 65.7 93.4 70.9
VI 100 56.5 100 65.0 100 74.9
5.2 Ring networks
100 networks with the fixed ring structure as shown in
Figure 3 were generated and simulated following the
same protocol in the last section. Each node was driven
by independent process noise. Only one input entered
the network through a single node. Since the network
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Fig. 3. A network with the ring structure. Symbol ’∼’ denotes
the input signals.
contains a feedback loop and is extremely sparse, it is
more challenging to infer.
Table 4 presents the inference result. VI is still able to
produce reliable networks with the highest PREC among
all the methods (PREC = 100%). More importantly,
PREC of the other three cases highly relies on the num-
ber of data points whilst that of VI does not. TPR of
VI and Kernel SS is very close. Since the ring network
contained only 10 links, VI at most missed 3 true links.
Simulations indicate that VI is able to provide reli-
able inference results and identify most true links of
the ground truths even if the target networks are ex-
tremely sparse. More importantly, the performance of
VI is robust (PREC ≈ 100%), which is crucial in real
applications where the measurements are not sufficient
for inference.
The validation result is shown in Figure 4. Since the
ring network was mostly driven by process noise, the
prediction fitness of all methods is below 30%. The pre-
diction accuracy of VI is competitive with Kernel DC.
Kernel TC presents the weakest result.
Table 4
Inference of ring networks with 10dB SNR
10dB
100 200 300 400
PREC TPR PREC TPR PREC TPR PREC TPR
Kernel DC 51.0 75.0 75.8 81.0 86.2 84.0 93.8 84.5
Kernel SS 42.2 76.5 64.2 83.5 67.8 86.5 74.6 88.5
Kernel TC 76.9 19.3 99.3 32.5 97.3 55.0 98.5 68.5
VI 100 27.5 100 66.0 100 73.5 100 80.0
6 CONCLUSION AND DISCUSSION
This paper has applied variational inference to identify
DSF models given measured time series data. No prior
knowledge of the hidden nodes including their number
and internal connectivity is required. Both the system
dynamics and topology of sparse linear networks can be
inferred accurately. The proposed method achieves this
by incorporating kernel-based methods to promote sys-
tem stability and by introducing VI to imposing net-
work sparsity. By decomposing the kernel function, the
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Fig. 4. Prediction of ring networks.
resulting algorithm becomes computationally efficient
and robust. Monte Carlo simulations imply that our
method always produces reliable inference result regard-
less of challenging experimental conditions (for exam-
ple, lower number of data points, high levels of noise,
and extremely sparse topologies). The inference of links
is highly accurate (with nearly 100% confidence): only
a few true links are missed. Therefore, the developed
method appears highly reliable for real-world applica-
tions.
Overall, the value of this approach is that it outperforms
KEB at least in regard to TC kernel. Our method raises
the reliability of inference results to the highest level
(100%PREC). In particular, out method is applicable to
real-world networks where full state measurements are
normally unavailable such as gene regulatory networks.
The performance of our method may be further im-
proved using other kernel functions (e.g. DC and SS).
However, the computational cost of doing so is heavy
and the robustness of the algorithm is not guaranteed.
Future developments should include two aspects. The
first is to find an effective decomposition for other kernel
functions so that they can be used in our framework. The
second aspect is to further improve TPR of inferred net-
works while maintaining high PREC. Considering most
real-word networks are nonlinear, it is necessary to ex-
tend our framework to black-box nonlinear systems.
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