ABSTRACT
Introduction
The study of inequalities is an important subject in optimal control. To give a very simple motivational example, let us consider the basic problem of the calculus of variations in the classical setting: given a A function x(·) satisfying (1.1) is said to be admissible. The classical theory of the calculus of variations asserts that ifx(·) is an admissible function satisfying J[x(·)] ≤ J[x(·)] for all admissible x(·), thenx(·) satisfy the Euler-Lagrange equation, i.e.
d dt ∂L ∂v t,x(t),ẋ(t) = ∂L ∂x t,x(t),ẋ(t) .
Let us fix L = v 2 , a = α = 0, b = β = 1. Then, the Euler-Lagrange equation (1.2) give us a unique candidate to minimizer:x(t) = t. It follows from the Schwarz inequality,
Since J[x(·)] = 1, we have just proved thatx(t) = t is indeed the global minimizer of the problem
We remark that similar conclusion can be obtained from Cauchy's inequality
if one consideres the correspondent discrete problem of the calculus of variations. Another example of the usefulness of integral inequalities in optimal control arises in connection with the Lavrentiev phenomenon (cf. e.g., the celebrated example of Maniá which makes use of Jenson's inequality [5] ). Other applications can be found in [8, 12, 13] .
Recently, the theory of the calculus of variations was extended to general time scales, both for delta and nabla integrals: see [2, 6, 7] and references therein. In this paper we generalize some inequalities to generic time scales. In order to cover both delta and nabla integral inequalities, we consider here the more general framework of diamond-α integrals [9, 10, 11] .
Basics on diamond-α dynamic derivatives and integrals
A nonempty closed subset of R is called a time scale, being denoted by T.
The forward jump operator σ : T → T is defined by σ(t) = inf {s ∈ T : s > t}, for all t ∈ T, while the backward jump operator ρ : T → T is defined by ρ(t) = sup {s ∈ T : s < t}, for all t ∈ T,
respectively.
Throughout the text we let a, b ∈ T with a < b and consider the interval [a, b] in T. We then
for all s ∈ U . We call f ∆ (t) the delta derivative of f at t. Similarly, we say that a function
for all s ∈ U . We call f ∇ (t) the nabla derivative of f at t.
With the above definitions we define a combined dynamic derivative:
Definition 2.1. Let f be simultaneously delta and nabla differentiable.
A function f : T → R is called rd-continuous if it is continuous at right-dense points and if its left-sided limit exists at left-dense points. We denote the set of all rd-continuous functions by C rd or C rd [T] , and the set of all delta differentiable functions with rd-continuous derivative by
. It is known that rd-continuous functions possess an antiderivative, i.e., there exists a function F with F ∆ = f , and in this case the ∆-integral is defined by 
We may notice that when α = 1, (2.3) reduces to the standard ∆-integral, and when α = 0 we obtain the standard ∇-integral. 
If f (t) ≥ 0 for all t ∈ [a, b], then f (t) = 0 if and only if
Proof. Let f (t) and g(t) be continuous functions on [a, b].
Since f (t) ≥ 0 for all t ∈ [a, b]
, we know (see [3, 4] ) that 
Proof. We have
and the result follows using Theorem 3.7 (ii) of [11] .
Main Results
We start in §3.1 by proving Hölder's inequality using ♦ α integrals. Then, we obtain the CauchySchwarz and Minkowski inequalities as corollaries. In §3.2 we prove a Jensen's diamond-α integral inequality. 
Hölder, Cauchy-Schwarz and Minkowski Inequalities
where p > 1, and q = p p−1 .
Proof. For nonnegative real numbers x and y, we have (see e.g. [1] )
then f (t) = 0 or g(t) = 0 and the result follows by item 3 of Lemma 2.1. So, we assume that
and apply (3.1) to
Integrating both sides of the obtained inequality between a and b, and using item 2 of Lemma 2.1, we obtain
from which we get Hölder's inequality.
If we let p = q = 2 in the above theorem, we obtain the Cauchy-Schwarz inequality.
Theorem 3.2 (Cauchy-Schwarz Inequality). For continuous functions
Next, we use Hölder's inequality to deduce Minkowski's inequality.
Theorem 3.3 (Minkowski's Inequality). For continuous functions
where p > 1.
Proof. First, note that
by the triangle inequality. Next, we apply Hölder's inequality with q = p/(p − 1) to (3.2) to
The right-hand side of (3.3) equals
and dividing the left-hand side of (3.3) and (3.4) by
we arrive to Minkowski's inequality. 
Jensen's Inequality
Since g is continuous, we can put
A convex function defined on an open interval is continuous, so F • g is also continuous, and hence we may apply (3.5) with x = g(t) and integrate from a to b to obtain
This directly yields the Jensen's inequality.
Further extensions are in progress and will appear elsewhere.
Example
Let T = Z and n ∈ N. Fix a = 1, b = n + 1 and consider a function g : {1, . . . , n + 1} → (0, ∞).
Obviously, F = − log is convex and continuous on (0, ∞), so we may apply Jensen's inequality to obtain log 1 n α n t=1 g(t) + (1 − α) 
