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a b s t r a c t
An n-bit (cyclic) Gray code is a (cyclic) ordering of all n-bit
strings such that consecutive strings differ in exactly one bit. We
construct an n-bit cyclic Gray code Cn whose graph of transitions
is isomorphic to an induced subgraph of the d-dimensional
hypercube where d = ⌈lg n⌉. This allows to represent Cn so that
only 2(log log n) bits per n-bit string are needed. We provide an
explicit description of an algorithmwhich generates the transition
sequence of Cn in linear time with respect to the output size.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
An n-bit Gray code Cn = (u1, u2, . . . , uN),N = 2n, is a sequence of all n-bit strings such that
consecutive strings differ in exactly one bit. If, moreover, the first and the last strings also differ in
exactly one bit, the code is called cyclic.
Gray codes are named after Frank Gray, who in 1953 patented a simple scheme to generate such a
cyclic code for every n ≥ 1 [4]. The resulting code 0n, known as a binary reflected Gray code, may be
defined recursively by
01 = (0, 1), 0n+1 = 00n, 10Rn (1.1)
where b0n denotes the sequence 0n with b ∈ {0, 1} prefixed to each string, and 0Rn denotes 0n
in reverse order [6]. Gray codes have found applications in such diverse areas as image processing,
signal encoding or data compression, and the research of alternative constructions of Gray codes with
additional properties has received a good deal of attention [9].
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Fig. 1. The cyclic Gray code C4 and its transition sequence τ(C4).
Fig. 2. The cyclic Gray code C4 depicted as a Hamiltonian cycle of Q4 and its graph of transitions GC4 .
Let Cn be an n-bit cyclic Gray code. A transition 1(x, y) between two consecutive strings x =
x0x1 · · · xn−1 and y = y0y1 · · · yn−1 of Cn is the unique integer i ∈ [n] = {0, 1, . . . , n − 1} such
that xi ≠ yi. A transition sequence τ(Cn) of Cn = (u1, u2, . . . , uN) is the sequence [t1, t2, . . . , tN ] listing
transitions ti = 1(ui, ui+1) for all i ∈ [N] \ {0} and well as the closing transition tN = 1(uN , u1).
See Fig. 1 for an illustration. Perhaps the most famous transition sequence is known as the ‘‘ruler
function’’ [8]:
1, 2, 1, 3, 1, 2, 1, 4, 1, 2, 1, 3, 1, 2, 1, 5, 1 . . . .
If bits are numbered from the right starting with 1, i.e., x = xnxn−1 · · · x1 for x ∈ {0, 1}n, each prefix of
this sequence of length 2n − 1 corresponds to τ(0n)without the closing transition.
A graph of transitions of Cn, denoted by GCn , also called a graph induced by τ(Cn), is an undirected
graph with vertices V (GCn) = [n] and edges
E(GCn) = {titi+1 | i ∈ [N] \ {0}} ∪ {tN t1}.
For example, the graph of transitions of the code C4 from Fig. 1 is a 4-cycle; see Fig. 2. The graph of
transitions of 0n is star centered at vertex n− 1 with leaves [n− 1], since here1(ui, ui+1) = n− 1 iff
i is an odd number.
Slater [10] was probably the first who asked which graphs are graphs of transitions of (cyclic)
Gray codes. Bultena and Ruskey [1] used computer search to catalog these graphs for n ≤ 5, and
Wilmer and Ernst [13] extended the list to all n ≤ 7. For larger values of n, there are only some partial
results [1,10,12,13]. For example, Bultena and Ruskey [1] proved that every tree of diameter 4 is a
graph of transitions of a cyclic Gray code, but no tree of diameter 3 has this property. Wilmer and
Ernst [13] showed that for an arbitrarily large d ≥ 4 there is a Gray code whose graph of transitions
is a tree of diameter d. Suparta and van Zanten [12] proved that the complete graphs are also graphs
of transitions of cyclic Gray codes. Among many open problems posed in [1,10–13], it is particularly
interesting whether paths and cycles are graphs of transitions of (cyclic) Gray codes.
Each n-bit (cyclic) Gray code may be viewed as a Hamiltonian path (cycle) in the n-dimensional
hypercube Qn [3]; see Fig. 2 for an illustration. It is therefore natural to ask whether there are Gray
codes whose graphs of transitions are hypercubes. This question has been answered in [2], where
we showed that for every positive integer n there exists an n-bit cyclic Gray code Cn whose graph of
transitions is isomorphic to Qd if n = 2d, or to a subgraph of Qn if 2d−1 < n < 2d. In the latter case,
the subgraph of Qd need not be necessarily an induced subgraph.
In this paper, we provide an alternative construction which coincides with that of [2] for n = 2d,
but differs from it for 2d−1 < n < 2d. The resulting n-bit cyclic Gray code then has the property that
its graph of transitions is isomorphic to an induced subgraph of Qd, which has the maximum number
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of edges among all subgraphs of Qd with the same number of vertices. We also describe an efficient
algorithm which generates such a code, and analyze its complexity.
The rest of the paper is organized as follows. The next section introduces necessary concepts
and their basic properties. Section 3 describes four functions that serve as building blocks for our
construction. Our main result, the algorithm generating Gray codes, is described and verified in
Section 4, followed by the analysis of its time complexity in Section 5. The paper is concluded with a
proposed application in the field of data compression and an open problem.
2. Preliminaries
Throughout this paper, N is the set of positive integers, n always denotes an element of N, and [n]
stands for the set {0, 1, . . . , n− 1}. We use lg n to denote log2 n.
Given an n-bit string v = v0v1 · · · vn−1 ∈ {0, 1}n, we use vi to denote the i-th bit of v for all i ∈ [n].
A concatenation of an n-bit string u and anm-bit string v is the string uv = u0 · · · un−1v0 · · · vm−1. For
each b ∈ {0, 1}, bn = bn−1b while b0 is the empty string. We use ⊕ to denote the bitwise addition
modulo 2, i.e.,
u⊕ v = w such thatwi = (ui + vi) mod 2
for all i ∈ [n] and u, v ∈ {0, 1}n. This operation may be extended to the set [2n] in the following way.
Let bn(w) denote the n-bit binary representation ofw ∈ [2n], i.e.,




Now we can define u⊕n v = bn(u)⊕ bn(v) for all u, v ∈ [2n].
Let ein denote the string 0
i10n−i−1 for all i ∈ [n]. Similarly, let eijn = ein ⊕ ejn for distinct i, j ∈ [n].
2.1. Hypercubes
The n-dimensional hypercube Qn is the graph with V (Qn) = {0, 1}n and uv ∈ E(Qn) whenever
u⊕ v = ein for some i ∈ [n]. The integer i is denoted by1(u, v) and called the dimension of the edge
uv. Given a vertex v ∈ V (Qn),Qn−v denotes the graph obtained from Qn by removing v and all edges
incident with v.
Since we deal with graphs of transitions whose vertices are integers rather than binary strings, it
is useful to consider a graph Q ∗n defined by
V (Q ∗n ) = [2n] and E(Q ∗n ) = {xy | x⊕n y = ein for some i ∈ [n]}.
Similarly as above, xy ∈ E(Q ∗n ) is an edge of dimension 1n(x, y) = 1(bn(x), bn(y)). Clearly, Q ∗n is
isomorphic to Qn, as the isomorphism is given by the mapping bn. It should be noted that later we
shall also need to consider Q ∗0 , defined as the graph consisting of a single vertex.
2.2. Subcubes
Let x = x0x1 · · · xn−1 ∈ {0, 1, ∗}n and d = |{i ∈ [n] | xi = ∗}|. The subgraph of Qn, induced by the
set
{v ∈ V (Qn) | if xi ≠ ∗ then vi = xi for all i ∈ [n]}
is called a subcube of Qn of dimension d and denoted by x. Note that this terminology is consistent, as
a subcube of dimension d is indeed isomorphic to Qd.
Next, observe that each hypercube of dimension n ≥ 2 may be expressed as a Cartesian product
Qn = Qk Qn−k for 1 ≤ k < n. Consequently, each vertex v ∈ V (Qn) may be represented as a
concatenation v = v′v′′ of strings v′ ∈ V (Qk) and v′′ ∈ V (Qn−k). Let Qk(v) for some fixed v ∈ V (Qn−k)
denote the subcube ∗k v of Qn. Then, Qn may be viewed as Qn−k in which every vertex v ∈ V (Qn−k)
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represents the subcubeQk(v), and every edge vv′ ∈ E(Qn−k) represents the collection of edges joining
uv with uv′ for all u ∈ V (Qk).




d , induced by
the sets A = [2d] and B = [2d+1] \ [2d]. Note that by the definition, every vertex i ∈ A of Q Ad is in Q ∗d+1
adjacent to the only vertex of Q Bd , namely 2
d + i ∈ B.
2.3. Dense sets
Given a string v ∈ {0, 1}n and a set U ⊆ {0, 1}n, let U ⊕ v = {u⊕ v | u ∈ U}. A set D ⊆ V (Qn) is
called dense if there exists a partition
D = S1∪˙S2∪˙ · · · ∪˙Sm
such that
(i) Si is a set of vertices of a subcube of Qn for every 1 ≤ i ≤ m,
(ii) |Si| < |Sj| and Si ⊕ ekn ⊆ Sj for some k ∈ [n] and every 1 ≤ i < j ≤ m.
We can naturally extend this definition to Q ∗n by calling a set D∗ ⊆ V (Q ∗n ) dense whenever{bn(v) | v ∈ D∗} is a dense set in Qn. It is not difficult to verify that
[m] is a dense set in Q ∗n for everym ∈ [n] \ {0}. (2.1)
Dense sets were introduced by Harper [5] who showed that subgraphs induced by dense sets have the
maximum number of edges among all subgraphs of the hypercube with the same number of vertices.
Putting this together with (2.1), we obtain the following result.
Proposition 2.1. Let n,m ∈ N such that 0 < m ≤ n. Then the subgraph of Q ∗n induced by [m] contains
the maximum number of edges among all subgraphs of Q ∗n with m vertices.
2.4. Codes and transition sequences
The notions of a transition sequence and of a graph of transitions, defined in the previous section
for cyclic codes, may be naturally extended to an arbitrary path or cycle of Qn as follows. The transition
sequence τ(P) = [t1, t2, . . . , tm−1] of a path P = v1, v2, . . . , vm in Qn lists the transitions ti =
1(vi, vi+1) for all 1 ≤ i < m. If P is a cycle, we append to τ(P) the closing transition tm = 1(vm, v1).
Note that the edges of each dimension split Qn into two components. Hence, if C is a cycle which
passes through every vertex of Qn, edges of each dimension occur at least twice in C . Consequently,
the following proposition is true.
Proposition 2.2. If Cn is an n-bit cyclic Gray code, then every i ∈ [n] occurs in τ(Cn) at least twice.
A graph of transitions of the path P , denoted by GP , also called a graph induced by τ(P), is the graph
with vertices V (GP) = [n] and edges
E(GP) = {titi+1 | i = 1, 2, . . . ,m− 2}.
If P is a cycle, we add to E(GP) also the edges tm−1tm and tmt1.
Let T = [t1, t2, . . . , tm] be a transition sequence of a path u1, u2, . . . , um+1 (resp. of a cycle
u1, u2, . . . , um). We say that T contains an occurrence of a segment S = [s1, s2, . . . , sk] at position
j, 1 ≤ j ≤ m− k+ 1 (resp. 1 ≤ j ≤ m) if k ≤ m and
si+1 = ti+j for all i ∈ [k]
where tm+i denotes ti for each i = 1, 2, . . . ,m. A segment at position 1 is called an initial segment.
If T is a transition sequence of a cycle C = v1, v2, . . . , vm, the closing transition tm of T is called
critical ifm > 2 and
• {ti, ti+1} ≠ {tm−1, tm} for all i ∈ [m− 1] \ {0}, or• {ti, ti+1} ≠ {tm, t1} for all i ∈ [m− 1] \ {0}.
Note that tm is not critical iff GC = GP where P is the path obtained from C by removing the edge vmv1.
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3. Tools
This section provides tools that serve as building blocks for the construction of the desired Gray
code, which is described as Algorithm 4.1 in Section 4. We begin with a function that extends a given
mapping of two elements to a permutation of [n].
Function 3.1: Permute-Coordinates(n, i → k, j → l)
Input: n ∈ N; i, j, k, l ∈ [n] such that i ≠ j and k ≠ l.
Output: A permutation π : [n] → [n] satisfying π(i) = k and π(j) = l, expressed as a
composition of at most two transpositions or the identity.
Data: Exchange(n, a ↔ b) denotes the permutation π : [n] → [n] such that
π(a) = b, π(b) = a and π(c) = c for all c ∈ [n] \ {a, b} .
1 if j = k then
2 if i = l then
3 return Exchange(n, j ↔ l)
4 else
5 return Exchange(n, i ↔ k) ◦ Exchange(n, j ↔ l)
6 else
7 return Exchange(n, j ↔ l) ◦ Exchange(n, i ↔ k)
Lemma 3.1 (Correctness of Function 3.1). Let n ∈ N, i, j, k, l ∈ [n] such that i ≠ j and k ≠ l. Then
function Permute-Coordinates (n, i → k, j → l)which returns a permutation π : [n] → [n] satisfying
(i) π(i) = k and π(j) = l,
(ii) π is either an identity, or it is expressed as s composition of at most two transpositions,
may be computed in O(1) time.
Proof. Routine. 
Letπ : [n] → [n] be a permutation, called a permutation of coordinates, andw ∈ {0, 1}n be a string,
called a translation. It is well-known [7, Section 3.1.1] that a mapping ϱ : V (Qn)→ V (Qn) given by
ϱ(u) = uπ(0)uπ(1) · · · uπ(n−1) ⊕ w for every u ∈ V (Qn) (3.1)
is an automorphism of Qn. On the other hand, for every automorphism ϱ of Qn there exist unique π
andw such that ϱ is given by (3.1).
Function 3.2 returns an automorphism of Q ∗d , which permutes the coordinates by a given
permutation π , and maps a given vertex u to a given v.
Function 3.2: Cube-Automorphism (d, u → v, π )
Input: d ∈ N, vertices u, v ∈ V (Q ∗d ), permutation π : [d] → [d].
Output: An automorphism ϱ of Q ∗d such that ϱ(u) = v and ϱ(u⊕ eid) = ϱ(u)⊕ eπ(i)d for every
i ∈ [d].
1 w← uπ(0)uπ(1) . . . uπ(d−1) ⊕ v
2 forall the x ∈ V (Q ∗d ) do ϱ(x)← xπ(0)xπ(1) . . . xπ(d−1) ⊕ w
3 return ϱ
Lemma 3.2 (Correctness of Function 3.2). Let d be a positive integer, u, v vertices of Q ∗d , and π a
permutation of [d]. Then function Cube-Automorphism (d, u → v, π) returns an automorphism ϱ of
Q ∗d such that ϱ(u) = v and ϱ(u⊕ eid) = ϱ(u)⊕ eπ(i)d for every i ∈ [d].
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Proof. First note that the mapping ϱ : V (Q ∗d ) → V (Q ∗d ), returned by Function 3.2, is indeed an
automorphism ofQ ∗d by (3.1). Next, denote xπ(0)xπ(1) · · · xπ(d−1) by xπ for every x ∈ V (Q ∗d ) and observe
that
ϱ(u) = uπ ⊕ uπ ⊕ v = v,
ϱ(u⊕ eid) = uπ ⊕ (eid)π ⊕ uπ ⊕ v = v ⊕ eπ(i)d
for every i ∈ [d]. 
Function 3.3: Code-Automorphism (d, [t1, t2, . . . , tN ], S)
Input: An integer d > 1;
a transition sequence [t1, t2, . . . , tN ] of a 2d-bit cyclic Gray code C inducing Q ∗d with
initial segment [a, b, a, c];
a segment S ∈ {[x, y, x, z], [z, x, y, x]}where x, y, z are pairwise distinct and
xy, xz ∈ E(GC ).
Output: A transition sequence of an 2d-bit cyclic Gray code B inducing Q ∗d such that S is the
initial segment of τ(B) and τ(B) contains two disjoint occurrences of S iff τ(C)
contains two disjoint occurrences of [a, b, a, c].
1 i← 1d(t1, t2); j← 1d(t3, t4); k← 1d(x, y); l← 1d(x, z);
2 π ← Permute-Coordinates (d, i → k, j → l);
3 ρ← Cube-Automorphism (d, t1 → x, π );
4 if S = [z, x, y, x] then [t1, t2, . . . , tN ] ← [t4, t3, t2, t1, tN , tN−1, . . . , t5]
5 return [ρ(t1), ρ(t2), . . . , ρ(tN)]
Function 3.3 shows that under certain conditions, a Gray codemay bemodified so that the graph of
transitions is preserved, and at the same time, the initial segment of its transition sequence is replaced
with a newly prescribed one.
Lemma 3.3 (Correctness of Function 3.3). Let d > 1, n = 2d, and C be an n-bit Gray code with GC = Q ∗d
such that τ(C) starts with an initial segment [a, b, a, c]. Let S be a segment [x, y, x, z] or [z, x, y, x]where
x, y, z are pairwise distinct and xy, xz ∈ E(GC ). Then function Code-Automorphism(d, τ (C), S) returns
a transition sequence of a Gray code B such that
(i) GB = Q ∗d ,
(ii) S is the initial segment of τ(B),
(iii) τ(B) contains two disjoint occurrences of S iff τ(C) contains two disjoint occurrences of [a, b, a, c].
Proof. First assume that S = [x, y, x, z]. Since τ(C) = [a, b, a, c, . . .] is the transition sequence of a
Gray code C inducing Q ∗d , we have ab, ac ∈ E(Qd). As xy, xz ∈ E(Qd) by our assumption, integers
i, j, k, l ∈ [d] obtained on line 1 of Function 3.3 are well-defined dimensions of these edges. By
Lemma 3.1, permutation π : [d] → [d] constructed on line 2 maps i and j to k and l, respectively.
Now consider the mapping ρ received on line 3. By Lemma 3.2, ρ is an automorphism of Q ∗d . Since
ρ is in particular a permutation of V (Q ∗d ) = [n], (3.1) implies that 5 : V (Qn) → V (Qn) defined
by 5(u) = uρ(0)uρ(1) · · · uρ(n−1) is an automorphism of Qn which maps code C = (u1, u2, . . . , uN)
with transition sequence τ(C) = [t1, t2, . . . , tN ] to B = (5(u1),5(u2), . . . ,5(uN)) with τ(B) =
[ρ(t1), ρ(t2), . . . , ρ(tN)]. Consequently, B is also an n-bit Gray code such that GB = Q ∗d . This settles
the part (i) in the statement of the lemma.
Moreover, Lemma 3.2 also says that ρ(a) = x, ρ(a⊕ei) = ρ(a)⊕ep(i) and ρ(a⊕ej) = ρ(a)⊕ep(j).
If follows that ρ maps the segment [a, b, a, c] = [a, a⊕ ei, a, a⊕ ej] to
[ρ(a), ρ(a)⊕ ep(i), ρ(a), ρ(a)⊕ ep(j)] = [x, x⊕ ek, x, x⊕ el] = [x, y, x, z].
We can conclude that [ρ(t1), ρ(t2), . . . , ρ(tN)] returned on line 5 is a transition sequence τ(B) of an
n-bit Gray code B such that each occurrence of segment [a, b, a, c] in τ(C) is replaced with S in τ(B).
This implies validity of conditions (ii)–(iii).
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If S = [z, x, y, x], by the previous part of the proof, lines 1–3 and 5 produce a transition
sequence τ(B′) of an n-bit Gray code B′ such that conditions (i)–(iii) hold for B′ and SR = [x, y, x, z].
Transformation on line 4 then replaces τ(B′) with transition sequence τ(B) of a code B which still
induces the same graph GB = GB′ = Q ∗d (part (i)). Moreover, each occurrence of SR in τ(B′) is replaced
with S in τ(B). This in particular implies that τ(B) starts with S (part (ii)), and disjoint occurrences
of S in τ(B) uniquely correspond to disjoint occurrences of SR in τ(B′) (part (iii)). This establishes the
lemma. 
We conclude this section with Function 3.4, which is used in the divide-and-conquer strategy of
Algorithm 4.1 to put the pieces of k-bit andm-bit codes together and thus obtain the desired (k+m)-
bit code. In particular, it outputs the sequence which determines the endvertices of the paths R(ui);
see Fig. 3 for an illustration.
Function 3.4: Sequence(n, [t1, t2, . . . , tN ])
Input: An integer n ∈ N;
a transition sequence τ(C) = [t1, t2, . . . , tN ] of an n-bit cyclic Gray code C such that
GC ⊆ Q ∗⌈lg n⌉.
Output: Sequence [s1, s2, . . . , sN−1] such that tisi ∈ E(Q ∗d ), d = max{2, ⌈lg n⌉}, for every
1 ≤ i < N , and precisely one of ti = si−1 or si = ti−1 holds for every 1 < i < N .
1 d← max{2, ⌈lg n⌉}
2 s1 ← t1 ⊕d ejd where j ∈ [d] is arbitrary
3 for i ← 2 to N − 1 do
4 if ti ≠ si−1 then si ← ti−1
5 else si ← ti ⊕d ejd where j ∈ [d] \ {ti−1 ⊕d ti} is arbitrary
6 return [s1, s2, . . . , sN−1]
Lemma 3.4 (Correctness of Function 3.4). Let C be an n-bit cyclic Gray code with transition sequence
τ(C) = [t1, t2, . . . , tN ] such that GC is a subgraph of Q ∗d where d = max{2, ⌈lg n⌉}. Then, function
Sequence (d, τ (C)) returns a sequence [s1, s2, . . . , sN−1] such that
(i) tisi ∈ E(Q ∗d ) for every 1 ≤ i < N,
(ii) precisely one of ti = si−1 or si = ti−1 holds for every 1 < i < N.
Proof. First note that s1 is chosen arbitrarily so that t1s1 ∈ E(Q ∗d ), and therefore (i) holds for i = 1.
Hence we can assume that 1 < i < N .
If ti ≠ si−1, then we put si = ti−1, which satisfies (ii). Moreover, tisi ∈ E(Q ∗d ) as ti−1ti ∈ E(Q ∗d ), and
thus (i) holds as well. If ti = si−1, then si is chosen so that si ≠ ti−1 and tisi ∈ E(Q ∗d ). Note that this is
always possible, as degQ∗d (ti) = d ≥ 2. Thus both (i) and (ii) hold even in this case. 
4. Algorithm
In this section, we describe an algorithm for the construction of an n-bit Gray code Cn whose graph
of transitions is the subgraph of Q ∗d , d = ⌈lg n⌉, induced by the set [n].
Before going into details, we briefly sketch the idea of the construction. We represent Qn as a
Cartesian product Qn = QmQk wherem = 2⌊lg(n−1)⌋ and k = n−m. Let A = [m] and B = [2m] \ [m].
First, the copies 0mu of the vertex 0m in all subcubes Qm(u) for u ∈ V (Qk) are interconnected by a path
P such that GP is a subgraph of Q Bd−1 induced by vertices D = [n] \ [m]. Then, a recursive application of
the algorithm combined with Function 3.3 provides in each subcube Qm(u) a Hamiltonian path R(u)
of Qm(u)− 0muwhich induces the subcube Q Ad−1. Lemma 3.3 then guarantees that the path R(u) joins
prescribed neighbors of 0nu, and its first and last edges are of prescribed dimensions, determined by
Function 3.4. This ensures that we can interconnect these paths together into a Hamiltonian cycle of
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Fig. 3. An illustration of the construction of the n-bit code Cn where n = m + k, using a k-bit code Ck and an m-bit code Cm .
In this example, k = 3 and K = 8. Note that the dotted rectangles are laid out as they would appear in the standard planar
representation of Q3 .
Qn, and when we do so, the newly induced edges are only between i ∈ A and m + i ∈ D. See Fig. 3
for an illustration. Note that the bold (green1) paths R(ui) are connected by dash–dotted (red) edges
between the subcubes Qm(ui) while the dashed (blue) path P is connected with R(u1) and R(uK ) by
the solid (violet) edges.
Theorem 4.1 (Correctness of Algorithm 4.1). For every integer n ≥ 1, algorithm Gray-Code(n) returns a
transition sequence τ(Cn) of an n-bit cyclic Gray code Cn such that GCn is a subgraph of Q ∗d , d = ⌈lg n⌉,
induced by the set [n]. Moreover, for τ(Cn) = [T , tN ],
(i) the closing transition tN is not critical,
(ii) if n = 2d and d ≥ 2, then T contains two disjoint occurrences of the initial segment [a, b, a, c].
Proof. We argue by induction on n. For n = 1, 2, 3, Algorithm 4.1 returns the transition sequences of
reflected Gray codes 0n, inducing Q ∗0 ,Q
∗
1 , and Q
∗
2 − 3, which is the subgraph of Q ∗2 induced by the set
[3]. In all three cases, the closing transition of τ(0n) is not critical.
For n = 4, the algorithm returns a transition sequence of a 4-bit cyclic Gray code C4, depicted in
Fig. 2. Observe that GC4 = Q ∗2 and for τ(C4) = [T , t16],
• the closing transition t16 = 2 is not critical,• T contains two disjoint occurrences of the initial segment [0, 1, 0, 2].
Nowwe can assume thatn > 4 and that the statement of the theoremholds forn−1. Let d = ⌈lg n⌉.
Following lines 5–6 of the algorithm, put dm = d− 1,m = 2dm , k = n− m,M = 2m and K = 2k. Let
dk = ⌈lg k⌉. Note thatm is the largest power of 2 satisfyingm < n. Hence we havem ≥ 4 and k ≥ 1.
It follows that dm ≥ 2, dk ≥ 0, and M ≥ K ≥ 2. Moreover, k ≤ m, and therefore dk ≤ dm. This in
particular implies that
dm ≥ max{2, dk}. (4.1)
1 The color version of Fig. 3 is available only in the electronic edition.
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Algorithm 4.1: Gray-Code(n)
Input: An integer n ∈ N.
Output: A transitional sequence of an n-bit cyclic Gray code Cn such that GCn is a subgraph of
Q ∗⌈lg n⌉ induced by the set [n].
1 if n = 1 then return [0, 0]
2 if n = 2 then return [1, 0, 1, 0]
3 if n = 3 then return [2, 1, 2, 0, 2, 1, 2, 0]
4 if n = 4 then return [0, 1, 0, 2, 3, 2, 0, 1, 0, 2, 0, 1, 3, 1, 0, 2]
5 dm ← ⌈lg n⌉ − 1;m← 2dm ; k← n−m;
6 M ← 2m; K ← 2k;
7 κ← [t1, t2, . . . , tK ] ← Gray-Code(k)
8 τ ← [t1 +m, t2 +m, . . . , tK−1 +m]
9 [s1, s2, . . . , sK−1] ← Sequence(k, κ)
10 if k = m then µ← κ else µ← Gray-Code(m)
11 z← tK−1 ⊕dm ejdm where j ∈ [dm] \ {1dm(tK−1, sK−1)} is arbitrary
12 [r1, r2, . . . , rM ] ← Code-Automorphism (dm, µ, [tK−1, sK−1, tK−1, z])
13 τ ← [τ , r3, r4, . . . , rM , r1]
14 for i ← K − 1 downto 2 do
15 [r1, r2, . . . , rM ] ← Code-Automorphism (dm, µ, [ti−1, si−1, si, ti])
16 τ ← [τ , ti +m, r4, r5, . . . , rM , r1]
17 z← t1 ⊕dm ejdm where j ∈ [dm] \ {1dm(t1, s1)} is arbitrary
18 [r1, r2, . . . , rM ] ← Code-Automorphism (dm, µ, [z, t1, s1, t1])
19 τ ← [τ , t1 +m, r4, r5, . . . , rM , r1, r2]
20 return τ
By the induction hypothesis, we may assume that κ = [t1, t2, . . . , tK ] andµ = [m1,m2, . . . ,mM ],
obtained on lines 7 and 10 as results of recursive calls to Gray-Code(k) and Gray-Code(m), are
transition sequences of a k-bit cyclic Gray code Ck = (u1, u2, . . . , uK ) and an m-bit cyclic Gray code
Cm = (v1, v2, . . . , vM), respectively. Furthermore, GCk and GCm are subgraphs of Q ∗dk and Q ∗dm , induced
by [k] and [m], respectively. And finally, both κ and µ satisfy conclusions (i)–(ii) of the theorem.
Algorithm4.1 uses κ andµ to set up a transition sequence τ of an n-bit Gray code. The construction
starts on line 8 by setting
τ ← [t1 +m, t2 +m, . . . , tK−1 +m]. (4.2)
At this point, τ contains a transition sequence of a path
P = 0mu1, 0mu2, . . . , 0muK . (4.3)
In Fig. 3, P is depicted as a dashed (blue) path, which interconnects vertices 0mui in each subcube
Qm(ui).
On line 9, Sequence(k, κ) is called to return a sequence [s1, s2, . . . , sK−1]. Using (4.1) and
Lemma 3.4, we obtain that
(a) tisi ∈ E(Q ∗dm) for every 1 ≤ i < K , and
(b) precisely one of ti = si−1 and si = ti−1 holds for every 1 < i < K .
Note that (a) and (b) imply that
(c) si−1si ∈ E(Q ∗dm) for every 1 < i < K .
Subsequent lines 11–19 use [s1, s2, . . . , sK−1] to modify µ, through calls to function Code-
Automorphism, to obtain transition sequences of m-bit Gray codes starting with given segments.
Applying these sequences to vertices 0mui, i = K , K − 1, . . . , 1, respectively, we obtain Hamiltonian
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cycles of subcubes Qm(ui). Removing vertex ui from each of these cycles results in Hamiltonian paths
R(ui) of Qm(ui) − 0mui. The transition sequence of each such path is appended to the sequence
constructed previously. More precisely, the construction proceeds as follows:
i = K (lines 11–13) A call to Code-Automorphism (dm, µ, [tK−1, sK−1, tK−1, z]) returns a sequence
R = [r1, . . . , rM ]. Recall that tK−1sK−1 ∈ E(Q ∗dm) by (a) and tK−1z ∈ E(Q ∗dm) by the definition
of z on line 11. Furthermore, asm = 2dm , µ startswith a segment [a, b, a, c] by the induction
hypothesis. Hence by Lemma 3.3, R starts with the segment [tK−1, sK−1, tK−1, z] and
[r3, r4, . . . , rM , r1, r2]
is a transition sequence of a Hamiltonian cycle of Qm(uK ), starting at vertex 0muK . By
removing 0muK from the cycle, we obtain a Hamiltonian path R(uK ) of Qm(uK )− 0muK such
that
R(uK ) = etK−1m uK , eztK−1m uK , . . . , esK−1tK−1m uK , esK−1m uk. (4.4)
Note that the transition sequence [r3, r4, . . . , rM , r1], appended to τ on line 13, equals
[tK−1, τ (R(uK ))]. Hence it is actually the transition sequence of the path 0muK , R(uK ), where
0muK is the last vertex of the path P defined by (4.3).
K > i > 1 (lines 14–16) We proceed similarly, only Code-Automorphism is now applied to the
segment [ti−1, si−1, si, ti], which satisfies the assumptions of Lemma 3.3 by (a), (b) and (c).
Again, we obtain a Hamiltonian path R(ui) of Qm(ui)− 0mui where
R(ui) = esimui, esitim ui, . . . , esi−1ti−1m ui, esi−1m ui. (4.5)
The transition sequence [ti+m, τ (R(ui))] of esimui+1, R(ui), where esimui+1 is the last vertex of
the path R(ui+1), is appended to τ on line 16.
i = 1 (lines 17–19) Finally, Code-Automorphism is applied to the segment [z, t1, s1, t1], which
satisfies the assumptions of Lemma 3.3 by the choice of z on line 17 and (a). Similarly as
above, we obtain a Hamiltonian path R(u1) of Qm(u1)− 0mu1 where
R(u1) = es1mu1, et1s1m u1, . . . , et1zm u1, et1mu1. (4.6)
Note that [t1+m, τ (R(ui)), t1], appended to τ on line 19, is actually the transition sequence
of the path et1mu1, R(ui), 0mu1, where e
t1
mu1 and 0mu1 are the last vertex of R(u2) and the first
vertex of P , respectively.
Putting all parts of the construction together, observe that
Cn = P, R(uK ), R(uK−1), . . . , R(u2), R(u1)
forms an n-bit cyclic Gray code, since the endvertices of consecutive subpaths given by (4.3)–(4.6) are
adjacent, and each vertex of Qn occurs exactly once in Cn. Consequently,
τ(Cn) = [τ(P), tK−1, τ (R(uK )), tK−1 +m, τ (R(uK−1)),
tK−2 +m, . . . , t2 +m, τ (R(u2)), t1 +m, τ (R(u1)), t1] (4.7)
returned on line 20 is indeed the desired transition sequence of an n-bit cyclic Gray code.
Next, we verify that GCn is an induced subgraph of Q
∗
d . First recall that by the induction hypothesis,
the transition tK of τ(Ck) = [T , tK ] is not critical, and GCk is a subgraph of Q ∗dk induced by [k]. Since
τ(P) is obtained from T by (4.2), it follows that GP is a subgraph of Q Bd−1, B = [2m] \ [m], induced by
the set D = [n] \ [m]. Furthermore, no other edge is induced between two vertices of D since τ(Cn)
contains no two consecutive transitions from D other than those in τ(P).
Moreover, we claim that for every i = 1, 2, . . . , K ,
GR(ui) = Q Ad−1 where A = [m]. (4.8)
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Fig. 4. Transition sequences of cyclic Gray codes C5 and C6 constructed by Algorithm 4.1.
This follows from the fact that in each of the cases (4.4)–(4.6), Ci = 0mui, R(ui) is a Hamiltonian cycle
of Q (ui) such that GCi = Q ∗d−1 by Lemma 3.3. The same lemma says that τ(Ci) contains two disjoint
occurrences of the initial segment [r1, r2, r3, r4], and thus by removing transitions r2, r3 from τ(Ci)
to obtain τ(R(ui)), no edges or vertices of GCi are lost. It follows that GR(ui) = GCi = Q ∗d−1 = Q Ad−1.
In addition, no other edge is induced between two vertices of A, since the only two consecutive
transitions from A in τ(Cn) other than those in τ(R(ui)) for some i = 1, . . . , K are
• tK−1 and z, where z is defined on line 11, and
• z and t1, where z is defined on line 17,
and they both induce edges of Q Ad−1.
Finally, observe that by (4.7), the remaining edges of GCn are joining ti + m with ti for all i =
1, . . . , K − 1, which means that they are joining vertices m + j and j for some j ∈ [k]. On the other
hand, for every j ∈ [k] there exists such an edge, since every dimension from [k] appears at least twice
in τ(Ck) = [t1, . . . , tK ] by Proposition 2.2, and therefore
{t1, . . . , tK−1} = [k].
Thus,we conclude that the remaining edges ofGCn are exactly those joining each vertex ofD = [n]\[m]
with the corresponding vertex of A = [m]. Altogether, we obtain thatGCn consists of the subcubeQ Ad−1,
the subgraphofQ Bd−1 inducedby the setD, and all edges ofQ
∗
d between them.HenceGCn is the subgraph
of Q ∗d , induced by the set
V (Q Ad−1) ∪ D = [m] ∪ [n \m] = [n]
as required.
To conclude the proof, it remains to verify the validity of conditions (i)–(ii) of the theorem. Let
τ(Cn) = [t ′1, . . . , t ′N ] = [T ′, t ′N ]. Recall that [t ′N−1, t ′N , t ′1] = [z, t1, t1+m]where z is defined on line 17
of the algorithm. We claim that the closing transition t ′N is not critical. Indeed, (4.8) guarantees that
the edge zt1 ∈ E(Q Ad−1) is induced by τ(R(ui)) for any i = 1, 2, . . . , K . Furthermore, the edge of GCn
joining t1 and t1 + m is induced also by the transitions t ′N−K = t1 and t ′N−K+1 = t1 + m. This settles
part (i).
If n = 2d, then k = n−m = 2d−1, and therefore T in κ = [T , tK ] contains two disjoint occurrences
of the initial segment [a, b, a, c]by the inductionhypothesis. Since T ′ contains τ(P), whichwas formed
from T by (4.2), we can conclude that T ′ contains two disjoint occurrences of the initial segment
[a+m, b+m, a+m, c +m]. This settles part (ii). The proof is complete. 
As an illustration, Fig. 4 presents the transition sequences constructed by Algorithm 4.1 for n = 5
and n = 6.
Putting together Theorem 4.1 with Proposition 2.1, we obtain that our variant of Gray codes
possesses the following property.
Corollary 4.2. For every n ∈ N, Algorithm 4.1 constructs an n-bit Gray code Cn such that GCn is isomor-
phic to an induced subgraph of Qn which has the maximum number of edges among all n-vertex subgraphs
of Qn.
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5. Complexity
Now that we have described Algorithm 4.1 and verified its correctness, it is time to analyze its time
complexity. In the following we assume that all operations on numbers of [n], including ⊕d and 1d,
may be performed in constant time.
We start with exploring the time complexity of Functions 3.1–3.4. First recall that function
Permute-Coordinates computes the required permutation π in O(1) time by Lemma 3.1. Moreover,
π is a composition of at most two transpositions. Consequently, if such a π is used as an input for
function Cube-Automorphism (d, u → v, π), each permutation of coordinates by π on lines 1–2
may be realized in O(1) time, and hence the total running time of Cube-Automorphism is bounded by
O(2d). Next, function Code-Automorphism (d, [t1, . . . , tN ], S) calls the previous two functions (lines
3–4), which requires O(1)+ O(2d) time, and then returns a sequence of length N = 22d (line 5). This
leads to the total running time bounded byO(N). Finally, function Sequence (n, [t1, . . . , tN ]) performs
constant-time operations in a cycle withN−1 iterations, and then returns a sequence of lengthN−1,
which also results in O(N) time bound.
Now we are ready to estimate the running time T (n) of Gray-Code(n). Recall that the algorithm
sets m = 2⌈lg n⌉−1 and k = n − m. First observe that the execution of lines 1–6, 11 and 17 requires
only O(1) time. A call to Sequence(k, κ) on line 9 spends O(K) = O(2k) time, while K calls to
Code-Automorphism with input sequence of length M = 2m (lines 12, 15 and 18) require in total
K · O(M) = O(2n) time. Two recursive calls to Gray-Code(k) and Gray-Code(m) on lines 7 and 10
spend T (k) + T (m) time. However, the latter call is not performed if n is a power of 2. To sum it up,
the running time of the algorithm may be expressed as
T (n) =
T (n/2)+ O(2
n) if n = 2d and d > 2,
T (2d−1)+ T (n− 2d−1)+ O(2n) if 2d−1 < n < 2d and d > 2,
O(1) if n ≤ 4.
This recurrence relation implies that T (n) = O(2n). Consequently, the time complexity of our
construction is bounded by O(N), where N = 2n is the length of the output transition sequence.
6. Concluding remarks
As observed in [2], n-bit Gray codes whose graphs of transitions are subgraphs of ⌈lg n⌉-
dimensional hypercubes allow for a more space-saving representation compared to Gray codes in
general. In particular, every Gray code Cn is uniquely determined by its first string u1 and the transition
sequence τ(Cn). Since each transition is an integer from [n], it may be encoded with ⌈lg n⌉ bits. This
provides a representation of Cn with2(log n) bits per one n-bit string.
However, in the case that τ(Cn) induces a subgraph of Q ∗d , each transition ti+1 (i ≥ 1) of τ(Cn) is
determined by the preceding transition ti and by the edge titi+1 ∈ E(Q ∗d ), which may be represented
by its dimension1d(ti, ti+1). Consequently, Cn may be represented by the sequence
u1, t1,1d(t1, t2),1d(t2, t3), . . . ,1d(tN−1, tN).
Since each dimension 1d(ti, ti+1) ∈ [d], it may be encoded with ⌈lg d⌉ bits. Hence we obtain a
representation of Cn which requires only2(log log n) bits on the average to represent one n-bit string
of the code, which outperforms the2(log n) bits obtained previously.
In this paper we have described a construction algorithm of a cyclic n-bit Gray code whose graph
of transitions is an induced subgraph of the d-dimensional hypercube Q ∗d , d = ⌈lg n⌉. The running
time of the algorithm is bounded by O(N), where N is the output size. This trivially means that the
algorithm also works in O(N) space. However, it is well-known [6] that the reflected Gray code 0n
may be generated so that only O(n) space is needed to find the next transition.
Problem. Is there an implementation of Algorithm 4.1 which uses only O(nc)working space for some
constant c?
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