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Abstract
Let u(t, x) be the solution of the heat equation (t −x)u(t, x)= 0 on R1+n+ = (0,∞)×Rn
subject to u(0, x) = f (x) on Rn. The main goal of this paper is to characterize such a
nonnegative measure  on R1+n+ that f (x) → u(t2, x) induces a bounded embedding from the
Sobolev space W˙1,p(Rn), p ∈ [1, n) into the Lebesgue space Lq(R1+n+ , ), q ∈ (0,∞).
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1. Introduction
As is well known, the Carleson measures and the Sobolev spaces are regarded as
two of most important concepts in modern analysis. The former were introduced as
a means of describing measures for which solutions of the Dirichlet problem satisﬁed
particular a priori estimates (see also [13] and references therein); however the latter
appeared very early on to be crucial for settling some limiting-case questions of partial
differential equations (PEDs) around the Yamabe problem (cf. [5]). Having applications
to PDEs in mind, we are keen to ﬁgure out the interaction between both aspects via
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the heat equation which plays a central role in many areas of modern analysis—this is
just our motive for composing this article.
To put this more speciﬁc, for a given integer n > 1 let Rn be the Euclidean n-space
and R1+n+ = (0,∞) × Rn. Denote the heat kernel on Rn × Rn by
et(x, y) = (4t)− n2 exp
(
−|x − y|
2
4t
)
, t ∈ (0,∞), (x, y) ∈ Rn × Rn.
This heat kernel is the unique positive solution of the following Dirichlet problem in
R1+n+
{
(t − )u(t, x) = 0,
u(0, x) = (x − y),
where (·) stands for the Dirac mass and, t and  = x = ∑nj=1 2xj are the partial
derivatives with respect to t and the Laplacian with respect to x = (x1, x2, . . . , xn),
respectively. In other words, et(x, y) is a positive fundamental solution to the heat
equation (t −)u(t, x) = 0. This means especially that if f is bounded and continuous
on Rn then the Dirichlet problem in R1+n+
{
(t − )u(t, x) = 0,
u(0, x) = f (x)
is solved by an operator-valued function in (t, x) ∈ R1+n+ as follows:
u(t, x) = etf (x) =
∫
Rn
et(x, y)f (y) dy.
Next we recall a few facts on the heat kernel (cf. [16, pp. 180–181, p. 209]). First,
if f ∈ Lp(Rn) with 1p2, then the Fourier transform yields
̂etf (x) = exp(−42t |x|2)fˆ (x);
this is the reason why the heat kernel is written as et(·, ·). Second, the heat equation is
a model for heat conduction and u(t, x) is the temperature distribution as a function of
x at time t. Third, if 〈·, ·〉 stands for the L2(Rn)-inner product, if ∇ = (D1,D2, . . . , Dn)
denotes the distributional gradient determined by the ﬁrst-order distributional derivatives
Di with respect to xi , i = 1, 2, . . . , n, and if ‖ · ‖p represents the Lp norm on Rn,
then
lim
t→0+
〈f, f 〉 − 〈f, etf 〉
t
= ‖∇f ‖22, ∀f ∈ L2(Rn) ∩ W˙ 1,2(Rn).
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Additionally, in case |E|, the Lebesgue measure of E = {x ∈ Rn : |f (x)| > } of
f ∈ L1loc(Rn) ∩ W˙ 1,2(Rn), is ﬁnite for any  > 0, one has
‖f − etf ‖2
√
t‖∇f ‖2, ∀t > 0.
These facts have suggested that the heat equation can be studied in the homogeneous
Sobolev space W˙ 1,p(Rn) (where p1)—the completion of those f in C∞0 (Rn) (all
inﬁnitely differentiable functions with compact support in Rn) with respect to the norm
‖f ‖W˙ 1,p = ‖∇f ‖p < ∞. Actually, this paper will demonstrate and then support this
point of view through giving a priori estimates for the heat equation with Sobolev
data.
To state our major results, let us agree to some more conventions. UV means that
there exists a ﬁnite positive constant  (which is independent of the sets or functions
under consideration in both U and V) such that UV , and U ≈ V if UV and
VU ; T (O) is the tent based on an open subset O of Rn:
T (O) = {(t, x) ∈ R1+n+ : B(x, t) ⊆ O},
where B(x, t) is the open ball centered at x ∈ Rn with radius t > 0; capp(S) is the
p-variational capacity of an arbitrary set S ⊆ Rn deﬁned by (cf. [17, p. 63]):
capp(S) = inf
{∫
Rn
|∇f (x)|p dx : f ∈ W˙ 1,p(Rn), S ⊆ Int({x ∈ Rn : f (x)1})
}
,
where Int(E) stands for the interior of a set E ⊆ Rn; cp(; t) denotes the p-variational
capacity minimizing function of t ∈ (0,∞) associated with a nonnegative measure 
on R1+n+ :
cp(; t) = inf{capp(O) : bounded open O ⊆ Rn, (T (O)) > t}.
Theorem 1.1. Let 0 < q < p, 1p < n and  a nonnegative measure on R1+n+ . Then
the following two conditions are equivalent:
(a)
(∫
R1+n+
|et2f (x)|q d(t, x)
) 1
q
‖∇f ‖p, ∀f ∈ W˙ 1,p(Rn).
(b)
∫ ∞
0
(
t
p
q
cp(; t)
) q
p−q
dt
t
< ∞.
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When 0 < q < p changes into pq < ∞, the conditions (a) and (b) of Theorem
1.1 can be replaced by a weak-type one and two simpler ones, respectively.
Theorem 1.2. Let pq < ∞, 1p < n and  a nonnegative measure on R1+n+ . Then
the following four conditions are equivalent:
(a)
(∫
R1+n+
|et2f (x)|q d(t, x)
) 1
q
‖∇f ‖p, ∀f ∈ W˙ 1,p(Rn).
(b)
sup
>0

(

({(t, x) ∈ R1+n+ : |et2f (x)| > })) 1q‖∇f ‖p, ∀f ∈ W˙ 1,p(Rn).
(c)
sup
t>0
t
p
q
cp(; t) < ∞.
(d)
sup
⎧⎪⎨
⎪⎩
(

(
T (O)
)) pq
capp(O)
: bounded open O ⊆ Rn
⎫⎪⎬
⎪⎭ < ∞.
Furthermore, the inequality (d) of Theorem 1.2 in most situations has a convenient
substitute, in which the family of all bounded open sets is replaced by the family of
all open balls.
Theorem 1.3. Let 1 = pq < ∞ or 1 < p < min{q, n} and  a nonnegative measure
on R1+n+ . Then the following two conditions are equivalent:
(a)
(∫
R1+n+
|et2f (x)|q d(t, x)
) 1
q
‖∇f ‖p, ∀f ∈ W˙ 1,p(Rn).
(b)
sup
x∈Rn,r>0
(

(
T
(
B(x, r)
))) pq
capp
(
B(x, r)
) < ∞.
But, this equivalence cannot be extended to the case 1 < p = q < n.
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Such embeddings as in Theorems 1.1–1.3 are referred to as the Carleson embeddings
for the Sobolev spaces via the heat equation, because the condition (d) in Theorem
1.2 is a p-variational capacity analogue of certain Besov-capacitary Carleson conditions
introduced in Stegenga [21], Johnson [13], Wu [25] and Adams–Xiao [4]; because
the inequality (b) in Theorem 1.3 corresponds to the classical Carleson criterion for
Lp(Rn) to be embedded in Lp(R1+n+ , ) per Poisson’s kernel (see for example [11, p.
539, Theorem 7.3.7]); and because an estimate somewhat similar to the condition (a)
in Theorem 1.2 for Rtf = tL˜e−t2L˜f and p = q = 2 has appeared in the solution of
Auscher–Hofmann–Lewis–Tchamitchian [6] to the Kato square root problem.
Surprisingly, if in Theorem 1.3 one takes
d(t, x) = (1 + )−1t dt dx, q = p(1 + n + )
n − p ,  > −1,
respectively
d(t, x) = t0(t) ⊗ dx, q =
pn
n − p ,  → −1,
where t0 is the Dirac measure at t0 > 0, then an application of the capacitary estimate
of a ball (cf. [17, p. 68]):
capp
(
B(x, r)
) ≈ rn−p, x ∈ Rn, r > 0
derives the following Sobolev-type regularity inequalities ((R1+n+ ;  > −1) down to its
limit (Rn;  → −1)) for the heat equation.
Corollary 1.4. Let p ∈ [1, n) and  ∈ (−1,∞). Then the following two conditions
hold:
(a)
(∫
R1+n+
|et2f (x)| p(1+n+)n−p t dt dx
) n−p
p(1+n+)
‖∇f ‖p, ∀f ∈ W˙ 1,p(Rn).
(b)
sup
t>0
(∫
Rn
|et2f (x)| pnn−p dx
) n−p
pn
‖∇f ‖p, ∀f ∈ W˙ 1,p(Rn).
According to Triebel [24, p. 152, Theorem and p. 155, Remark] (see also [7,10,23]),
the condition (a) of Corollary 1.4 amounts to that W˙ 1,p(Rn) is embedded in the
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homogeneous Besov–Lipschitz or Triebel–Lizorkin space
B˙
− +1
q
q,q (R
n) = F˙−
+1
q
q,q (R
n), q = p(1 + n + )
n − p .
Meanwhile, the condition (b) of Corollary 1.4 can be treated as an extreme case of the
condition (a) in Corollary 1.4.
The rest of this paper is organized as follows. In the next section, we give four
preliminary results: Lemma 2.1—a strong-type inequality for the Hardy–Littlewood
maximal operator with respect to the variational capacity in which Mazya’s capacitary
strong-type inequality [18] and Kinnunen’s inequality linking gradient and maximal
operator [14] (whose new advances were made by Hajlasz–Onninen [12] and Korry
[15]) play a key role, Lemma 2.2—an elementary Riesz integral estimate of the heat
kernel, Lemma 2.3—a dyadic covering of the tent based on a given open subset of
Rn (cf. [8]), and Lemma 2.4—four standard estimates involving capacity, measure and
nontangential maximal functions. In the third section, we apply Lemmas 2.1 and 2.4
and the dyadically discrete forms of the left-hand integrals in Theorem 1.1(a)–(b) to
verify Theorem 1.1. In the fourth section, we prove Theorem 1.2 via Lemmas 2.1 and
2.4 and direct adaption of the classical argument for a corresponding question connected
with the Poisson kernel. Finally, in the ﬁfth section, we show Theorem 1.3 through the
equivalences established in Theorem 1.2, Lemmas 2.2–2.3 and more delicate estimates
for measures, functions and integrals under consideration.
We are grateful to the referee for several helpful suggestions which improve and
shorten the paper. In response to the referee’s four immediate questions, we would
like to say that besides the previous explanations for studying the heat equation, the
techniques herein can be modiﬁed to handle the Poisson extension case, but since this
complicates the exposition, we choose not to provide these details.
2. Principal lemmas
This section contains four technical results needed for proving Theorems 1.1–1.3. The
ﬁrst is an establishment of the capacitary strong-type inequalities for f ∈ W˙ 1,p(Rn)
and its Hardy–Littlewood maximal operator
Mf (x) = sup
r>0
r−n
∫
B(x,r)
|f (y)| dy, x ∈ Rn.
Lemma 2.1. Let p ∈ [1, n). Then the following two inequalities hold:
(a)
∫ ∞
0
capp
({x ∈ Rn : |f (x)| > }) dp‖∇f ‖pp, ∀f ∈ W˙ 1,p(Rn).
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(b)
∫ ∞
0
capp
({x ∈ Rn : Mf (x) > }) dp‖∇f ‖pp, ∀f ∈ W˙ 1,p(Rn).
Proof. (a) This assertion is due to Maz’ya [18, Theorem 3], and can be also found in
his earlier work [19, Section 2.3.1]. For a short argument, see [1, p. 2, Theorem 1.1].
(b) We consider the following two cases for f ∈ W˙ 1,p(Rn).
Case 1, p = 1: In doing this, we recall the deﬁnition of the -dimensional Hausdorff
capacity of a set E ⊆ Rn: H ∞(E) = inf
∑
j |Ij |

n , where  ∈ (0, n] and the inﬁmum is
taken over all coverings of E by countable families of cubes Ij with sides parallel to the
coordinate axes of Rn. From Adams [2] we can ﬁgure it out that cap1(E) ≈ Hn−1∞ (E).
This comparison, together with (a) and Adams’ maximal estimate in [2, Theorem A]
(or Orobitg–Verdera [20, Theorem]) in respect of the (n − 1)-dimensional Hausdorff
capacity:∫ ∞
0
Hn−1∞
({x ∈ Rn : Mf (x) > }) d ∫ ∞
0
Hn−1∞
({x ∈ Rn : |f (x)| > }) d,
implies that (b) holds for p = 1.
Case 2, p > 1: Following Kinnunen’s proof of [14, Theorem 1.4], we can ﬁnd
|DiMf |MDif, i = 1, 2, . . . , n, accordingly, ‖∇Mf ‖p‖M∇f ‖p‖∇f ‖p. This,
along with (a) and the boundedness of M on Lp(Rn), yields that (b) is also valid
for p > 1. 
The second gives an upper bound for the 1-Riesz integral of the heat kernel. Although
the forthcoming estimate is elementary, the resulting inequality appears to be very useful
for a further investigation of the regularity of the operator-valued solution to the heat
equation.
Lemma 2.2. If (t, x) ∈ R1+n+ , then
I (t, x) =
∫
Rn
et
2(y + x, x)|y − x|1−n dy
(
t2 + |x|2
) 1−n
2
.
Proof. By homogeneity it sufﬁces to check the inequality for t = 1. Note that
I (1, x) =
(∫
B(x,1)
+
∫
Rn\B(x,1)
)
e(y + x, x)|y − x|1−n dy1.
So we may assume |x| = 0 and decompose I (1, x) into three pieces:
I (1, x) =
(∫
B(0, |x|2 )
+
∫
B(−x, |x|2 )
+
∫(
Rn\B(0, |x|2 )
)⋂(
Rn\B(−x, |x|2 )
)
)
e(y,−x)|y|1−n dy
= I1(x) + I2(x) + I3(x).
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Since y ∈ B(0, |x|2 ) implies |y + x| |x| − |y| > |x|2 , we conclude
I1(x) =
∫
B(0, |x|2 )
e(y,−x)|y|1−n dy exp
(
− |x|
2
16
) ∫
B(0, |x|2 )
|y|1−n dy|x|1−n.
Next, we get
I2(x) =
∫
B(−x, |x|2 )
e(y,−x)|y|1−ndy|x|1−n
∫ |x|
2
0
sn−1 exp
(
− s
2
4
)
ds|x|1−n.
Similarly, we have
I3(x) =
∫(
Rn\B(0, |x|2 )
)⋂(
Rn\B(−x, |x|2 )
) e(y,−x)|y|1−ndy|x|1−n.
These estimates on Ij (x), j = 1, 2, 3 give I (1, x)|x|1−n. Accordingly,
I (1, x)(1 + |x|2) 1−n2 , ∀x ∈ Rn. 
The third is a covering lemma on the tent of an open set in Rn. The construction
of dyadic cubes in the covering lemma is the key to handle the limiting case of the
Sobolev space embeddings arising from the lifting of Rn up to R1+n+ .
Lemma 2.3. If {Ij } is a sequence of dyadic cubes in Rn with ∑j |Ij | n−1n < ∞, then
there is a sequence of dyadic cubes {Jj } in Rn such that
(a) Int(Jj ) ∩ Int(Jk) = ∅ for j = k;
(b) ⋃j Jj =⋃k Ik;
(c) ∑j |Jj | n−1n ∑k |Ik| n−1n .
Furthermore, if O is an open set with O ⊆ ∪j Ij , then T (O) ⊆ ∪j T
(
Int(5
√
nJj )),
where 5
√
nJj is the cube with the same center as Jj and 5
√
n times the sidelength of
Jj .
Proof. The interested reader is referred to the special case d = n − 1 of Dafni–Xiao
[8, Lemma 4.1]. 
The fourth is a collection of four basic properties concerning tents, nontangential
maximal functions and variational capacities.
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Lemma 2.4. Given f ∈ W˙ 1,p(Rn),  > 0 and a nonnegative measure  on R1+n+ ,
let
E(f ) = {(t, y) ∈ R1+n+ : |et
2f (y)| > }
and
O(f ) =
{
x ∈ Rn : sup
|y−x|<t
|et2f (y)| > 
}
.
Then the following four statements are true:
(a) For any natural number k,

(
E(f ) ∩ T
(
B(0, k)
))

(
T
(
O(f ) ∩ B(0, k)
))
.
(b) For any natural number k,
capp
(
O(f ) ∩ B(0, k)
)
cp
(
; 
(
T
(
O(f ) ∩ B(0, k)
)))
.
(c) There exists a dimensional constant 1 > 0 such that
sup
|y−x|<t
|et2f (y)|1Mf (x), x ∈ Rn.
(d) There exists a dimensional constant 2 > 0 such that
(t, x) ∈ T (O) ⇒ et2|f |(x)2,
when O is a bounded open set contained in Int
({x ∈ Rn : f (x)1}).
Proof. (a) It is clear that sup|y−x|<t |et2f (y)| is lower semicontinuous on Rn, and so
O(f ) is an open subset of Rn. Moreover,
E(f ) ⊆ T
(
O(f )
)
and 
(
E(f )
)

(
T
(
O(f )
))
.
If O1 and O2 are two open subsets of Rn, then the deﬁnition of the tent gives
T (O1 ∩ O2) = T (O1) ∩ T (O2), and hence the desired inequality in (a) follows.
(b) This inequality is established by using (a) and the deﬁnition of cp(; t).
(c) This result follows from Johnson [13, Lemma 3.1] or Stein [22, p. 57,
Proposition].
(d) Its truth comes of a straightforward calculation with et2|f |(x). 
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3. Proof of Theorem 1.1
Suppose 0 < q < p. In this case we split the proof into two parts.
Part 3.1: We verify (b) ⇒ (a).
Now, if
Ip,q() =
∫ ∞
0
(
t
p
q
cp(; t)
) q
p−q
dt
t
< ∞,
then for each integer j = 0,±1,±2, . . . and each natural number k, we get from
Lemma 2.4(c) that
capp
(
O2j (f ) ∩ B(0, k)
)
capp
({x ∈ Rn : 1Mf (x) > 2j } ∩ B(0, k)).
For simplicity, put j,k(f ) = 
(
T
(
O2j (f ) ∩ B(0, k)
))
, and let
Sp,q,k(; f ) =
∞∑
j=−∞
(
j,k(f ) − j+1,k(f )
) p
p−q(
capp
(
O2j (f ) ∩ B(0, k)
)) qp−q .
Then, Hölder’s inequality and Lemmas 2.1(b) and 2.4(b)–(c) yield
∫
T
(
B(0,k)
) |et2f (x)|q d(t, x)
=
∫ ∞
0

(
E(f ) ∩ T
(
B(0, k)
))
dq
∞∑
j=−∞
(
j,k(f ) − j+1,k(f )
)
2jq
(Sp,q,k(; f ))
p−q
p
⎛
⎝ ∞∑
j=−∞
2jpcapp
(
O2j (f ) ∩ B(0, k)
)⎞⎠
q
p
(Sp,q,k(; f ))
p−q
p
⎛
⎝ ∞∑
j=−∞
2jpcapp
({x ∈ Rn : 1Mf (x) > 2j } ∩ B(0, k))
⎞
⎠
q
p
(Sp,q,k(; f ))
p−q
p
(∫ ∞
0
capp
({x ∈ Rn : 1Mf (x) > }) dp
) q
p
(Sp,q,k(; f ))
p−q
p ‖∇f ‖qp.
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Using Lemma 2.4(b) again we also have
(
Sp,q,k(; f )
) p−q
p =
⎛
⎜⎝ ∞∑
j=−∞
(
j,k(f ) − j+1,k(f )
) p
p−q(
capp
(
O2j (f ) ∩ B(0, k)
)) qp−q
⎞
⎟⎠
p−q
p

⎛
⎜⎝ ∞∑
j=−∞
(
j,k(f ) − j+1,k(f )
) p
p−q(
cp
(
; j,k(f )
)) qp−q
⎞
⎟⎠
p−q
p

⎛
⎜⎝ ∞∑
j=−∞
(
j,k(f )
) p
p−q − (j+1,k(f )) pp−q(
cp
(
; j,k(f )
)) qp−q
⎞
⎟⎠
p−q
p

⎛
⎝∫ ∞
0
ds
p
p−q(
cp(; s)
) q
p−q
⎞
⎠
p−q
p
≈ (Ip,q()) p−qp .
Thus
(∫
T
(
B(0,k)
) |et2f (x)|q d(t, x)
) 1
q

(
Ip,q()
) p−q
pq ‖∇f ‖p.
Letting k → ∞ in the left-hand side of the last estimate, we obtain
(∫
R1+n+
|et2f (x)|q d(t, x)
) 1
q

(
Ip,q()
) p−q
pq ‖∇f ‖p.
Part 3.2: We demonstrate (a) ⇒ (b).
Let (a) hold. Then
Jp,q() = sup
f∈W˙ 1,p(Rn),‖∇f ‖p>0
(∫
R1+n+
|et2f (x)|q d(t, x)
) 1
q
‖∇f ‖p < ∞.
Using the fact that 
(
E(f )
)
is nonincreasing in  as f ∈ W˙ 1,p(Rn), we get immedi-
ately
sup
>0

(

(
E(f )
)) 1
qJp,q()‖∇f ‖p.
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Given f ∈ W˙ 1,p(Rn) and a bounded open set O ⊆ Rn. If O ⊆ Int({x ∈ Rn : f (x)1}),
then the last estimate and Lemma 2.4(d) yield

(
T (O)
)

(
E 2
2
(f )
)

(
Jp,q()
)q‖∇|f |‖qp(Jp,q())q‖∇f ‖qp.
Thus from the deﬁnition of capp(·) it follows that

(
T (O)
)

(
Jp,q()
)q(
capp(O)
) q
p .
This in turn tells us that cp(; t) > 0 for 0 < t < ∞.
The deﬁnition of cp(; t) further tells us that for every integer j there exists a
bounded open set Oj ⊆ Rn such that
capp(Oj )2cp(; 2j ) and 
(
T (Oj )
)
> 2j .
By the deﬁnition of capp(Oj ) and the fact that |Dj |f || |Djf | for j = 1, 2, . . . , n,
we can select a function fj ∈ W˙ 1,p(Rn) such that
fj (x)1, ∀x ∈ Oj and ‖∇fj‖pp2 capp(Oj )4cp(; 2j ).
Given integers i, k with i < k, let fi,k = supi jk
(
2j
cp(;2j )
) 1
p−q
fj . Since W˙ 1,p(Rn)
is a lattice; see also [9, p. 141], we can conclude that fi,k ∈ W˙ 1,p(Rn) and
‖∇fi,k‖pp
k∑
j=i
(
2j
cp(; 2j )
) p
p−q
‖∇fj‖pp
k∑
j=i
(
2j
cp(; 2j )
) p
p−q
cp(; 2j ).
Note that for ijk,
x ∈ Oj ⇒ fi,k(x)
(
2j
cp(; 2j )
) 1
p−q
.
So
(t, x) ∈ T (Oj ) ⇒ et2|fi,k|(x)
(
2j
cp(; 2j )
) 1
p−q
2,
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where 2 is the dimensional constant in Lemma 2.4(d). This in turn derives
2j < 
(
T (Oj )
)

⎛
⎝E(
2j
cp(;2j )
) 1
p−q ( 2
2
)(fi,k)
⎞
⎠ .
Hence
(
Jp,q()‖∇fi,k‖p
)q  ∫
R1+n+
|et2fi,k(x)|q d(t, x)
≈
∫ ∞
0
(
inf{ : (E(fi,k))s})q ds

k∑
j=i
(
inf{ : (E(fi,k))2j })q2j k∑
j=i
(
2j
cp(; 2j )
) q
p−q
2j

⎛
⎜⎜⎜⎝
∑k
j=i
(
2j
cp(;2j )
) q
p−q 2j(∑k
j=i
(
2j
cp(;2j )
) p
p−q
cp(; 2j )
) q
p
⎞
⎟⎟⎟⎠ ‖∇fi,k‖qp
≈
⎛
⎝ k∑
j=i
2
jp
p−q(
cp(; 2j )
) q
p−q
⎞
⎠
p−q
p
‖∇fi,k‖qp.
This implies
k∑
j=i
2
jp
p−q(
cp(; 2j )
) q
p−q

(
Jp,q()
) pq
p−q .
Notice that the constant involved in the last inequality does not depend on i and k. So,
letting i → −∞ and k → ∞ yields
∫ ∞
0
(
t
p
q
cp(; t)
) q
p−q
dt
t

∞∑
j=−∞
2
jp
p−q(
cp(; 2j )
) q
p−q

(
Jp,q()
) pq
p−q .
Namely, (b) holds.
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4. Proof of Theorem 1.2
Suppose p < q. The argument consists of two parts as follows.
Part 4.1: We show (a) ⇒ (b) ⇒ (d) ⇒ (a).
Clearly, the monotonicity of (E(f )) in  produces that (a) implies (b). Let (b)
hold. Then
Kp,q() = sup
f∈W˙ 1,p(Rn),‖∇f ‖p>0
sup>0 
(

({(t, x) ∈ R1+n+ : |et2f (x)| > })) 1q
‖∇f ‖p < ∞.
Given f ∈ W˙ 1,p(Rn). If O ⊆ Rn is such a bounded open set that O ⊆ Int({x ∈
Rn : f (x)1}), then Lemma 2.4(d) gives ((T (O))) 1qKp,q()‖∇f ‖p and hence (d)
thanks to the deﬁnition of capp(O). As for that (d) implies (a), let us assume (d). Then
Qp,q() = sup
⎧⎪⎨
⎪⎩
(

(
T (O)
)) pq
capp(O)
: bounded open O ⊆ Rn
⎫⎪⎬
⎪⎭ < ∞.
If f ∈ W˙ 1,p(Rn) and k = 1, 2, 3, . . . , then Lemmas 2.4(a)–(c) and 2.1(b) infer
∫ ∞
0
(

(
E(f ) ∩ T
(
B(0, k)
))) pq
dp

∫ ∞
0
(

(
T
(
O(f ) ∩ B(0, k)
))) pq
dp

∫ ∞
0
(
k
(
T
({x ∈ Rn : 1Mf (x) > } ∩ B(0, k)))) pq dp

∫ ∞
0
(

(
T
({x ∈ Rn : 1Mf (x) > } ∩ B(0, k)))) pq dp
Qp,q()
∫ ∞
0
capp
({x ∈ Rn : 1Mf (x) > } ∩ B(0, k)) dp
Qp,q()
∫ ∞
0
capp
({x ∈ Rn : 1Mf (x) > }) dpQp,q()‖∇f ‖pp.
Taking k → ∞ in the above estimates yields
∫ ∞
0
(

(
E(f )
)) pq
dpQp,q()‖∇f ‖pp.
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Note again that (E(f )) is nonincreasing in . So
d
d
(∫ 
0
(
(Es(f ))
) p
q
dsp
) q
p
q(E(f ))q−1.
This estimate implies
(
q
∫ ∞
0
(E(f ))
q−1 d
) p
q

∫ ∞
0
(
(E(f ))
) p
q dp.
In consequence, (a) holds.
Part 4.2: We prove (b) ⇒ (c) ⇒ (a).
Suppose (b) holds. So, it follows that (T (O)) 1qKp,q()‖∇f ‖p for any bounded
open set O ⊆ Rn. Consequently, if (T (O)) > t > 0, then t pq (Kp,q())pcapp(O)
by the deﬁnition of capp(O), and hence t
p
q 
(
Kp,q()
)p
cp(; t). That is to say, (c)
holds.
Let (c) be true. Then Lemmas 2.4(b)–(c) and 2.1(b) yield that for each k=1, 2, 3, . . . ,
∫ ∞
0
(

(
E(f ) ∩ T
(
B(0, k)
))) pq
dp

∫ ∞
0
⎛
⎜⎝
(

(
E(f ) ∩ T
(
B(0, k)
))) pq
cp
(
; (E(f ) ∩ T (B(0, k))))
⎞
⎟⎠ capp(O(f ) ∩ B(0, k)) dp

(
sup
t>0
t
p
q
cp(; t)
)∫ ∞
0
capp
({x ∈ Rn : 1Mf (x) > } ∩ B(0, k)) dp

(
sup
t>0
t
p
q
cp(; t)
)
‖∇f ‖pp.
This, together with k → ∞, implies
(∫ ∞
0

(
E(f )
)
dq
) p
q

∫ ∞
0
(

(
E(f )
)) pq
dp
(
sup
t>0
t
p
q
cp(; t)
)
‖∇f ‖pp.
Namely, (a) holds.
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5. Proof of Theorem 1.3
We separate the argument about the equivalence from the one for the nonequivalence.
Part 5.1: We prove the equivalence under 1 = pq < ∞ or 1 < p < min{q, n}.
Taking a look at Theorem 1.2, we ﬁnd that it is enough to prove that (b) is equivalent
to the inequality (d) of Theorem 1.2 under 1 = pq or 1 < p < min{q, n}. Obviously,
(d) of Theorem 1.2 yields (b). For the converse, assume
‖‖p,q = sup
x∈Rn,r>0

(
T (B(x, r))
)
r
q(n−p)
p
,
and consider two situations below.
Case 1. 1 = pq: Now, if (b) holds, then ‖‖1,q < ∞ owing to the capacitary
estimate of a ball in Section 1. Suppose O ⊆ Rn is a bounded open set and is covered
by a sequence of dyadic cubes {Ij } in Rn with ∑j |Ij | n−1n < ∞. So, there is another
sequence of dyadic cubes {Jj } in Rn satisfying the conditions (a)–(c) of Lemma 2.3.
For each j = 1, 2, . . . , let Kj = 5√nJj . Then T (O) ⊆⋃j T (Int(Kj )). Thus
(T (O))‖‖1,q
∑
j
|Kj | q(n−1)n ‖‖1,q
⎛
⎝∑
j
|Jj | n−1n
⎞
⎠
q
‖‖1,q
⎛
⎝∑
j
|Ij | n−1n
⎞
⎠
q
.
Thus, the deﬁnition of Hn−1∞ (O), along with the comparability between it and its the
dyadic counterpart (see [2, p. 177, P1]), implies (T (O))‖‖1,q
(
cap1(O)
)q ; that is,
the inequality (d) in Theorem 1.2 holds.
Case 2. 1 < p < min{q, n}: It sufﬁces to prove that (b) implies the condition (b) in
Theorem 1.2. Let  be the restriction of  to E(f ). If (b) holds, then ‖‖p,q < ∞.
To reach (b) of Theorem 1.2, we employ the well-known inequality (see e.g. [17, p.
47, Theorem 1.79])
|f (x)|
∫
Rn
|∇f (y)|
|y − x|n−1 dy, f ∈ W˙
1,p(Rn), x ∈ Rn,
Lemma 2.2 and Fubini’s theorem to deduce

(
E(f )
)

∫
E(f )
|et2f (x)| d(t, x)

∫
R1+n+
(∫
Rn
(∫
Rn
|∇f (z)|
|z − (x − y)|n−1 dz
)
t (y) dy
)
d(t, x)

∫
R1+n+
(∫
Rn
(
|x − z|2 + t2
)− n−12 |∇f (z)| dz) d(t, x)

∫
Rn
|∇f (z)|
(∫ ∞
0

(
T (B(z, r))
)
r−n dr
)
dzT1(s) + T2(s),
J. Xiao / J. Differential Equations 224 (2006) 277–295 293
where
T1(s) =
∫ s
0
(∫
Rn
|∇f (z)|
(
T (B(z, r))
)
dz
)
r−n dr
and
T2(s) =
∫ ∞
s
(∫
Rn
|∇f (z)|
(
T (B(z, r))
)
dz
)
r−n dr.
Note that (b) yields

(
T (B(z, r))
)

(

(
T (B(z, r))
)) 1
p′ ‖‖
1
p
p,qr
q(n−p)
p2
for 1
p′ + 1p = 1. So, by Hölder’s inequality and the estimate∫
Rn

(
T (B(x, r))
)
dxrn
(
E(f )
)
,
we get
T1(s) 
∫ s
0
(∫
Rn
|∇f (z)|
(

(
T (B(z, r))
)) 1
p′ ‖‖
1
p
p,qr
q(n−p)
p2 dz
)
r−n dr
 ‖∇f ‖p‖‖
1
p
p,q
∫ s
0
(∫
Rn

(
T (B(z, r))
)
dz
) 1
p′
r
q(n−p)
p2
−n
dr
 ‖∇f ‖p‖‖
1
p
p,q
∫ s
0
(
rn
(
E(f )
)) 1
p′ r
q(n−p)
p2
−n
dr
 ‖∇f ‖p‖‖
1
p
p,q
(

(
E(f )
)) 1
p′
s
(q−p)(n−p)
p2 .
Similarly, we achieve
T2(s) 
∫ ∞
s
(∫
Rn
|∇f (z)|p
(
T (B(z, r))
)
dz
) 1
p
(∫
Rn

(
T (B(z, r))
)
dz
) 1
p′
r−n dr

∫ ∞
s
‖∇f ‖p
(

(
E(f )
)) 1p (∫
Rn

(
T (B(z, r))
)
dz
) 1
p′
r−n dr
 ‖∇f ‖p
(
(E(f ))
) 1
p
∫ ∞
s
r
n
p′
(
(E(f ))
) 1
p′ r−n dr
 ‖∇f ‖p(E(f ))s1−
n
p .
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Putting the above estimates on T1(s) and T2(s) together, we obtain
(E(f ))‖∇f ‖p(E(f ))
(
s
1− n
p +
((
(E(f ))
)−1‖‖p,q) 1p s (q−p)(n−p)p2
)
.
Since s > 0 is arbitrary, we can derive

(

(
E(f )
)) 1q‖‖ 1qp,q‖∇f ‖p
from picking
s =
(

(
E(f )
)‖‖−1p,q) pq(n−p) .
That is to say, the condition (b) of Theorem 1.2 follows.
Part 5.2: We check the nonequivalence under 1 < p = q < n.
This can be done by an example showing that if 1 < p = q < n then (b) does not
deduce (a) in general. In fact, suppose K ⊆ Rn is a compact set with the (n − p)-
dimensional Hausdorff measure Hn−p(K) ∈ (0,∞), then by Adams–Hedberg [3, p.
132, Proposition 5.1.5] and Frostman’s theorem (see again Adams–Hedberg [3, p. 136,
Theorem 5.1.12]) we can select a nonnegative measure  on Rn such that
sup
x∈Rn,r>0

(
B(x, r)
)
rn−p
< ∞ and 0 < Hn−p∞ (K)(K).
Deﬁne (t, x) = 1(t) ⊗ (x). Then (b) holds for this nonnegative measure on R1+n+ .
However, (a) does not keep true, for otherwise, we would have (K)capp(K) = 0,
contradicting the fact (K) > 0. The reason for capp(K) = 0 is the Federer–Ziemer
proposition in [9, p. 140] which just says:
If 1 < p < n, A ⊆ Rn and Hn−p(A) < ∞, then capp(A) = 0.
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