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REMARKS ON THE PLANCHEREL AND PONTRYAGIN 
THEOREMS 
J. H. WILLIAMSON 
(Received 25 May 196 I) 
IT IS possible to modify some details in Raikov’s treatment [(2), 931, theorems 4, 5; 
(1) i$936D, 37D] of these theorems, so as to produce a rather shorter and simpler proof. 
Let G be a locally compact abelian group, L(G) the continuous complex functions of 
compact support on G, L,(G) the usual space of measurable functions whose pth power is 
integrable with respect to Haar measure. It is well known that elements of L, act as linear 
operators on L,, by convolution [(l), §31A; (2), $28 2 VI (case p = 2)]. Moreover, 
Ilxo.4ip d l141111~Ilp~ 
In particular, ifp = 2, elements of L, act as linear operators on the Hilbert space L,, and 
if (]x/\~ is the operator norm, then 
j/-x1/3. G jlxll,. 
The adjoint of x is x*, where 
X*(t) = ji(t_‘). 
Let A,, be the completion of L (or of L,) in the norm /I . jlr; L, may be identified (as a 
set; not topologically) with a subset of AO. (The map of L, into A0 is l-l, since if x E L, 
is not almost everywhere zero it does not determine the zero operator on L,.) The spaces 
L,, A, become Banach algebras in the obvious way, with multiplication the unique exten- 
sion of convolution in L. The algebra A0 is used [(2), $29 2 V, VII] as a standard tool in 
proving that L, is semi-simple. The main point of the present note is to show that it can 
be used in other ways also, with advantage. Being an algebra of normal operators on a 
Hilbert space, it is a B*-algebra (IIxx*II = J(x(/’ for all x); this is its main claim to preference 
over L,. For the essential properties of B*-algebras we refer to (I), §26A or (2), $16 2, 
theorem 2. 
It is easy to see that Aa (like L,) has an identity if and only if G is discrete. The 
algebra A,, with the adjunction of an identity 1 if necessary, will be denoted by A. We 
write L; for the algebra L,, extended by adjoining an identity if necessary. We begin by 
discussing the maximal ideals of A; Theorem 1 below is well known (see, for example, 
(3), $3), but it is desirable to give a direct proof. We take for granted the usual elementary 
facts about the dual group G and its topology. In particular, there is a l-1 correspondence 
(by the formula given below, in the statement of Theorem 1) between G and the maximal 
73 
74 J. H. WILLIAMSON 
ideals of L; (other than LI, if L, # ~5;); see (2), $31 1,2. The topology of 6 carried over 
from the maximal ideals is equivalent to that of uniform convergence on the compact 
subsets of G [(l), 534C; (2), $31 2 II]. 
LEMMA 1. Ifx E A (= A(G)) &d x E ~3 then xx E A, and ljxxljT = jxllT. 
Proof. This is a routine verification. By “xx E A” we mean, of course, that if {x.} is 
any Cauchy sequence in L, defining x, then {xx,,} is also a Cauchy sequence, and any two 
such sequences are equivalent. 
Remark. If x E A and 4 is a bounded continuous function, it is not in general true 
that 9x E A: For example, let +,, be a fixed real continuous function on the real line with 
support in [ - $, 41. Consider 
4(f) = c r- 1’5 exp(iO)M - r), 
where (0,) is a sequence of real numbers, increasing with sufficient rapidity to ensure that 
the Fourier transform of 4 is a continuous function, tending to Zero at infinity. Then 
Cp E A, and 6 is a bounded continuous function (indeed, uniformly continuous), but 46 # A. 
THEOREM 1. The maximal ideals of A (other than A,,, if A, # A) are in l-1 correspon- 
dence with the elements of e: 
f(11 + x) = I+ 
s 
x(t)x(t)dt. 
G 
Moreover, the correspondence is a homeomorphism if e and the maximal ideals carry 
their usual topologies. 
Remark. We write j X(t)x(t)dt, where x E A,, for the extension to A0 of the (con- 
tinuous) functional defined by the same formula for x EL. 
ProofI Let f be a (continuous) multiplicative linear functional on A; it has, a fortiori, 
the same properties as a functional on L,, and hence has the form asserted, for x E L 
(or L,). It can therefore be extended by continuity. It is clear that distinct functionals 
determine distinct characters in this way. 
Since A is a B*-algebra, it is semi-simple; there is at least one functional ft which 
does not vanish identically on AO. For x E A, we have 
fi(x) = j&)x(r)dr 
for some z1 E G. For any x E G, define 
I(x) = fi(xx; ‘x) = jx(MOdr. 
Then j‘ is a bounded multiplicative linear functional on A. We have 
Ir<x>l = lMzx;‘x)l 4 IIKX?XII* = llXl\T 
(by Lemma 1); and it is trivial that 
f& + PY) = ;If(x) + PAY)* 
Finally, 
S(XOY) = Ix(t){lx(tu-‘)Y(u)du)dt 
= j&C-‘)x(tu-‘)dtJ~(u)y(u)du 
= f(MY). 
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The inversion of the order of the integrations is justilled, for X, y E L, by an appeal to the 
Stone-Weierstrass theorem (see (l), 516B; (2), $6 18, Theorem 5) and the extension by 
continuity to A follows at once. 
The 1-I correspondence has thus been established. The fact that it is a homeomorphism 
follows from the fact that L is dense both in L, and in A. The topology of the maximal 
ideals is clearly the same as the weak topology determined by any dense subset of the algebra. 
It follows from Theorem 1 that (writing, as usual, 5~ for the Fourier transform of X) 
1/q/* = sup/ jX(O&q = l/xIIc. 
x 
Moreover, the Fourier transforms of elements of A,-, constitute the whole of C(G), the 
continuous functions on G which vanish at infinity. This generalises lightly the Riemann- 
Lebesgue lemma. Both results are immediate consequences of the fact that A is a F-algebra. 
Pontryagin’s theorem, that % = G, may be divided into two parts: (i) the original 
-topology of G is the same as its topology as a subset of 2; (ii) G is dense in 8. In view of 
the well-known result that a locally compact subgroup of a topological group is closed, 
this is sutIicient. 
In order to prove (i), an inversion theorem is not required; one may proceed as follows. 
LEMMA 2. The original topology of G is finer than that of uniform convergence on 
compact subsets of e. 
Proof. This follows from the joint continuity of the map (x, t) + x(t), exactly as for 
the corresponding result with G and G interchanged (see (l), $34C; (2), $31 2 II). 
LEMMA 3. If the compact subset k of l? and E > 0 are given, there is a neighbourhood N 
of e in G such that 
I jX(t)x(t)dt - 11 < E for x E k 
whenecer x is a non-negatiue function whose support is in N, and j x(t) dt = 1. 
Proof. By Lemma 2, there exists an N such that 
Ix(t) - x(e)( <E for x E $?, t E N; 
and the result follows, since 
IIx(Ox(r)dr - 11 < I x(r)dr su~lx(t) - 11 
tf2N 
if x satisfies the stated conditions. 
THEOREM 2. The topology of G is that of unlj-orm convergence on the compact subsets of e. 
Proof. In view of Lemma 2, it remains to prove that, given the neighbourhood N of to 
in the original topology, there exist E > 0 and compact & c e such that 
Ix(t) - x(fJl < is for all x E R 
implies t E N. There is no loss of generality in assuming that t, = e, so that X(to) = I. 
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First, choose y E L2 (E L if desired) so that 
llY - Ytllz < 1 
implies t E N (here y,(u) = y(t-‘u)). This is always possible; let N’ be symmetric, with 
:L ’ Y’ c N, and let y be non-negaiive, with support in N’, and llyllZ = 1. Then, if t # IV, 
fhc supports of y and y, are disjoint, and 
IIY - Y11122 IIYIIZ f 1. 
Next (using (I), $31E or (2), $28 2 II) let x E L1 (EL if desired) be such that .Y 2 0, 
!I/, = 1, and 
Hxoy - Yllz < 3. 
T‘hen also IIx 0 y, - y,llz < f. Jt follows at once that 
llxoy - xoy,ll, 4 3 implies t e N. 
Bait xoy - xoy, = (x - x,)oy, and so 
Ilxoly - xoy,J12 G /ix - x,IITIIyli2 = IIx - x&. 
Hence 
1(x - xrllT G 3 implies t E N. 
Now, I/x - x,llT = sup If(x - xI)I, and so if If(x - x,)1 < 3 for all bounded multi- 
plicative linear functionals f then i E N. Finally we note that 
If(x - x,)1 = jr(x)1 11 - x/(t)l 
(where x, is the character corresponding tof). By the Riemann-Lebesgue lemma there 
is a compact subset &? c G such that If(x)1 c $ for f $ k. Hence if 
Ix(t)-II<3 for PER 
we have 
Ij(x - x,)1 < 3 for all f~ G, 
and so t E N, as required. 
Part (ii) of Pontryagin’s theorem appears to require some kind of inversion theorem 
as foundation; we proceed to develop one. 
Suppose that in the equivalence-class of T-Cauchy sequences defining x E A there is 
a co-Cauchy sequence. Any two such sequences {x.}, {x:} must be co-equivalent. For, 
if Itot, we would have, in C, x, - XL -+ x # 0, while in A x, - XL + 0. But then there 
would exist y E L such that in C (x. - XL) o y -+ x o y # 0, which implies (x, - x’,) o y -I+ 0 
in L,. On the other hand, if {x.} and (XL} are T-equivalent then (x, - xi) o y certainly 
tends to zero in L,, which gives a contradiction. 
Also, if (x,}, {JC} are co-Cauchy sequences belonging to different T-equivalence 
classes, they are not co-equivalent. If they were, for each x E L we would have 
(x, - y,) o x -+ 0 in C. But, for some x, (x, - ~1,) 0 x tends to a non-zero limit in L2, 
since {x,,} and {y.} are not T-equivalent. We would thus again have a contradiction. 
The subset of A considered above can thus be identified with a subset of C; we write 
CA or CA(G) for this subset. Similar considerations, involving 2-Cauchy sequences, lead 
to the subspaces LzA and CL,A of A. The details are omitted. 
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LEMMAS. IfxEI\andy,zELthenxoyEL,handxoyozECL,A. 
Proof. It is immediate that x o y E L,A. To prove the second assertion, it is only 
necessary to note that 
I((& - %)0Y0& Q (I(% - x”)0Yllzllzjl2; 
the result follows at once. 
We note also the similar result that if x, y E L2 then xo y E 
immediate. 
C. The verification is 
LEMMA 5. [f x E CA and 2 is real then x(e) is rral; ifa > 0 then x(e) 2 0. 
Proof. If 9 is real then x is Hermitian (x* = x). The relation x*(t) = X(t-‘), valid 
for x E L (or L,), extends at once to CA by continuity, and so x(e) = Z(e). 
If 9 2 0, let z?* be the non-negative square root of 9, and let x* be the (unique, 
Hermitian) element of A which corresponds to it. If x(e) < 0, there would exist y E L 
(with sufficiently small support) such that 
(xOyoy*)(e) c 0. 
But x* o y E L1, and 
(xoyoy*)(e) = ((x*oy)o(x+oy)*)(e) 
= IpYII: 
It follows that x(e) 2 0. 
> 0. 
LEMMA 6. If the real function 9 E L(e) and E > 0 are given, there exist x1, x2 E CA(G) 
such that .21, 5~~ E L(e), 12, .a Z 2 22, and xl(e) - x2(e) < E. 
Proof. We can find, using Lemma 3, a function y, E L(G) (of the form ze o z@ such 
that j. > 0 and y, 2 1 throughout the support of ,?. Similarly, given 6 > 0, there exists 
p E L(G) (of the form z o z*) such that 
1+S>j>l--s 
throughout the support of R. Then if 
x,=x0(y+6y,), x,=xo(y-6y,), 
it is clear that R,, 2, E L(e), and 
9, > 9 2 92. 
By Lemma 4, x1, x1 E CA (in fact, E CLIA). Finally 
21 - $2 = 26@e < c&P,, 
where c is independent of 6. Consequently 
x1(e) - x&) < cJY,(e), 
by Lemma 5. Since 6 is arbitrary, the result follows. 
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The next result is our basic inversion theorem. It will appear later that one of the 
hypotheses can be discarded; in fact 2 E L(G) implies that x E CL&G). In any case, 
it is clear that there are many functions which satisfy the conditions of the theorem; for 
instance x o y o z, where y, z E L(G) and x E A(G) is such that 2 E L(G). 
THEOREM 3. Haar measure on e can be normalised so that 
x(0 = jNWdx 
for all t E G, whenever x E CA(G) and 11 E L(G). 
Proof. If 2 E L(G) is real, it is clear from Lemma 6 that 
supy(e)(j<2;yoCA)=infz(e)(d>2::zCA). 
Define F(2) to be this common value. Then it is immediate that F is a real linear functional 
on (the real part of) L(G); it can at once be extended to the whole of L(G), by writing 
F(L, + i.Q = F(9,) + iF(z?,). It is also clear that F is positive, and that F(‘(a) = x(e) 
ifxE CA. 
F is not identically zero; there exists a non-zero x E A, with Z E L(G), and a y E L 
such that x o y is non-zero (in L2). The Fourier transform of (x o y) o (x o u)* is in L(G), 
and ((x o Y) o (x o y)*)(e) = 11x oy/I; # 0. 
F is translation-invariant. If ti E G, then it is easily verified that the Fourier transform 
of J;x is a,(X) = R(tj-lx)). S ince $(e)x(e) = x(e), it follows that F(&) = F(a) for all 
II/ E G. Since Haar measure is essentially unique, it appears that F is simply the Haar 
integral on G, with some normalisation: 
F(2) = @(x)dx. 
Finally, if x E CA, F(2) = x(e), and 
x(t) = x,-,(e) = JR,-&&. 
But 2,-,(x> = x(t-‘)9(x) = jj(t)R(~), and the result follows. 
We suppose, from now on, that Haar measure in G has been normalised as in 
Theorem 3. 
THEOREM 4 (Plancherel). The Fourier transform x -+ Z is an isometric map of a dense 
subset of L,(G) onto a dense subset of L2(e), and so is uniquely extendable to become 
an isometric map of L,(G) on to Lz(G). 
Proof. If x E 
applied. We have 
L,A(G) and R E L(c) then x o x* E CA(G), and Theorem 3 can be 
II II x; =J x(t)_Y(t)dt =(x0x*)(e) 
G 
= 
s 
(x~x*xx)dx 
6 
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It remains to show that elements x of the type described are dense in L,(G), and that 
their Fourier transforms are dense in &(G). 
Given w E L2, there exists x E L, arbitrarily close to w in L1. There exists y E L such 
that x o y is arbitrarily close to x in L,. There exists z E A, with I of compact support, 
arbitrarily close to y in A (since /ly - zllr = 11 j - 2/I,). Then x o z E L,A and is 
arbitrarily close to x and hence to w in L2 ; its Fourier transform is in L(G). 
Given W E Lz(@, there exists 2 E L(G) arbitrarily close to W in L2; 12 is the Fourier 
transform of some x E A(G). By Lemma 3, there exists y E L(G) such that @ is (uniformly) 
arbitrarily close to 2, and hence arbitrarily close in L2(@. So, 29 E L(e), 29 is arbitrarily 
close to Win Lz(&, and x o y E L2A(G), by Lemma 4. 
This completes the proof. 
COROLLARY. IfR E L(e) then x E CL,A(G). 
The usual consequences of Plancherel’s theorem now follow: 
THEOREM 5. L,(G) is a reguZar algebra. 
Proo$ Given an open subset l_J of G, and u E U, choose u, w so that uv = u, and 
open sets V, W containing u, w respectively such that VW c U. Let x, y E L, have Fourier 
transforms in L(e) which are non-negative, non-zero at u, w and vanish outside V, W 
respectively. Then xy E L, and its Fourier transform is 2 o 9, which is non-zero at u and 
vanishes outside U. 
THEOREM 6. G is dense in 6. 
Proof. Suppose not. Then there exists, by Theorem 5, a non-zero X E L,(G) with 
a Fourier transform which vanishes on G. There exists y E A(G) such that 
s 
X(x)J(x)dx z 0, 
E 
and, since L is dense in A, there exists z E L such that 
s WMx)dx = f s X(x) xOM)dtdx z 0. E b G 
Inverting the order of integrations we have 
I s 
z(r) x(r)X(x)dxdr z 0, 
G 6 
which contradicts the fact that Ic x(t)X(x)dx = 0 for all t E G. 
The interchange of the order of integrations is justifiable either by an appeal to 
Fubini’s theorem or by a straightforward direct argument. We note that (with either 
order of integration) 
1 II X(xMOW%~ G II x [I 1 II z II 1 (1) 
and use the elementary Fubini-type theorem already used in the proof of Theorem 1. 
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Remark. If it were true that the right side of (1) could be replaced by I(~/(r(Jz~l(, a 
great deal of simplification would result, and Theorem 6 could be proved without an 
inversion theorem. Unfortunately the suggested inequality is false. It becomes true when 
the right side is II~IIrllrlli or IIxII~IIzII~, but neither is adequate in the present situation. 
When Theorem 3 and its consequences have been proved, a crude estimate such as 
ll-ql1llzll1 suffices. 
From Theorems 2 and 6, taking into account the fact that G (being locally compact) 
is closed in 8, we have in the usual way: 
THEOREM 7 (Pontryagin). G = 6. 
REFERENCES 
1. L. H. LOOMIS: An introduction IO absfruct harmonic unulysis, Van Nostrand, New York, 1953. 
2. M. A. NAIMARK: Normed rings, Noordhoff. Groningen, 1959. 
3. M. H. STONE: Medd. Lunds Universitets Mat. Sem. (supplementband t. Marcel Riesz) 1952, 207-227. 
King’s College, 
Cambridge. 
