Abstract: Simultaneous estimation of all drug components in a multicomponent analgesic dosage form with artificial neural networks calibration models using UV spectrophotometry is reported as a simple alternative to using separate models for each component. A novel approach for calibration using a compund spectral dataset derived from three spectra of each component is described. The spectra of mefenamic acid and paracetamol were recorded as several concentrations within their linear range and used to compute a calibration mixture between the wavelengths 220 to 340 nm. Neural networks trained by a Levenberg-Marquardt algorithm were used for building and optimizing the calibration models using MATALAB ® Neural Network Toolbox and were compared with the principal component regression model. The calibration models were throughly evaluated at several concentration levels using 104 spectra obtained for 52 synthetic binary mixtures prepared using orthogonal designs. The optimized model showed sufficient robustness even when the calibration sets were constructed from a different set of pure spectra of the components. The simultaneous prediction of both components by a single neural netwook with the suggested calibration approach was successful. The model could accurately estimate the drugs, with satisfactory precision and accuracy, in tablet dosage with no interference from excipients as indicated by the results of a recovery study.
been reviewed. [6] [7] [8] [9] [10] [11] [12] [13] Computationally, ANN is an approach for handling multivariate and multi-response data and hence suitable for modeling, i.e., for a search for an analytical function that will give a specified n-variable output for any m-variable input. 11 Unlike standard modeling techniques where a mathematical function must be known in advance, ANN models do not require knowledge of the mathematical function in advance and are called 'soft models', i.e., models which are able to represent the experimental behavior of a system when the exact description is missing or too complex. 14 ANNs adapt to any relation between input and output data on the basis of their supervised training. The flexibility of ANNs and their ability to maintain their performance even in the presence of significant amounts of noise in the input data are highly desirable 2, 9 since perfectly linear and noise-free data sets are seldom available in practice, thus making then suitable for multivariate calibration modeling. There are reports on the appilcation of ANNs for mixture analysis, [15] [16] [17] [18] [19] although most of them employ separate networks for the estimation of each component and calibration involving synthetic binary mixtures.
The current work evaluates the performance characteristics of principal component artificial neural network (PC-ANN) calibration models trained with a Levenberg-Marquardt algorithm 20 and compares it with principal component regression (PCR) models applied to the analysis of an analgesic combination of mefenamic acid (MNA) 500 mg and paracetamol (PML) 450 mg available in India.
In multivariate calibration, it is desirable to have a sufficiently large calibration dataset which becomes a difficult task especially when the calibration process has to be repeated at periodic intervals. Hence, the present work also demonstrates the use of computed spectral datasets and compares it with the normal practice of using spectra of synthetic mixtures for the calibration models. It is commonly believed that neural network calibration models must exclusively be used only when non-linearity exist in the problem. This work also demonstrates the postulation that neural network models of appropriate configuration could equal the performance of linear models for linear problems, although it is well known that they outperform linear models as non-linearity creeps in. 9 A method for routine pharmaceutical quality control of a tablet dosage form by multivariate calibration based on soft modeling using both artificial neural network calibration models and principal component regression models is presented.
EXPERIMENTAL

Chemicals and reagents
Analytical reagent grade NaOH was used to prepare 0.1 M NaOH solution in distilled water, which then served as a solvent for making the stock solutions and all further dilutions of MNA, PML, their standard combinations and the tablet powder. Class A volumetric glassware, such as pipettes and volumetric flasks, were used for performing the dilutions.
Instruments and software
UV absorption measurements were carried out on a Perkin Elmer Lambda 25 double beam spectrophotometer controlled by UVWINLAB sofware version 2.85.04, using matched 1.0 cm quartz cells. All weights were measured on an electronic balance with 0.01 mg sensitivity. The spec-tra of all the solutions were recorded against a blank solution containing no analytes, between 200 to 400 nm and seved in ASCII format. Matlab ® version 6.1 was employed for building the PC-ANN and PCR calibration models on the same data using custom built functions for the MATLAB in order to provide for a comparative evaluation of their performance. All computations were performed using a desktop computer with a Pentium 4, 1.6 GHz processor and 256 MB RAM.
Preparation of standard solutions
Standard solutions of pure MNA and PML were made at different concentration levels ranging from 5 to 19 mg L -1 and 5 to 17 mg L -1 , respectively, for the purpose of linearity determination and to design the calibration data matrix from their spectra. The analytical levels of 10 mg L -1 and 9 mg L -1 , respectively, for MNA and PML were chosen. The absorbance spectra at the analytical level chosen for the two standards, are shown in Fig. 1 .
Calibration data
Since the absorbances were linearly additive in the desired range and no serious baseline problems or interactions were found in trial studies in the desired range of concentration, the process described below was adopted in the design of a calibration data set for training the PC-ANN. Three spectra of each component at three different concentration levels (5.526, 11.052 and 16.578 mg L -1 for MNA and 4.981, 9.962 and 16.604 mg L -1 for PML) around the chosen analytical level of 10 mg L -1 for MNA and 9 mg L -1 for PML, were employed in a full factorial design to provide a fair simulation of the calibration data set with some degree of experimental variation. A full factorial design was employed to obtain 49 training pairs (7 concentration levels for each component resulting in 7´7 = 49 mixtures) from each spectral pair resulting in a total of 441 training pairs (49´9) representing the mixture space evenly with target concentrations that were orthogonal, as illustrated in Fig. 2 . A total of 441 thus-obtained training pairs, constituting the complete calibration set, were used to train the PC-ANN model. All the target concentrations in the calibration set were then standardized (to a mean of 0 and standard deviation of 1). The spectral region between 220 and 340 nm at 1 nm intervals was chosen on the basis of visual inspection of the spectra.
Validation data
Randomized validation data sets were used for internal validation and formation of the training of the PC-ANN at the optimum point, to prevent over-fitting and retain the generalized ability of the network. A validation data set of the same size was also designed from three different pairs of spectra of MNA and PML standards, of which at least two pairs were different from those used in the calibration dataset. of the two groups, namely, T1 or T2. The mixtures were split into two groups such that the mixtures in each group spanned the concentration range as much as possible. This was done to compare the performance of the models calibrated with the computed calibration datasets versus the synthetic binary mixture dataset. When T1 was used for the calibration of the model, T2 was used as the test dataset for evaluation and vice versa. All the mixtures were collectively referred as T (T1+T2), the test dataset for evaluating the models calibrated with computed calibration dataset. All the datasets were obtained from the spectra using the same wave length range and interval.
Synthetic binary mixtures for model evaluation
Processing of tablet dosage form
For the analysis of the active components of the analgesic tablet (Meftal Forte, MNA 500 mg and PML 450 mg, Blue Cross Ltd., India, Batch No: HKF 333), twenty tablets were accurately weighed, carefully powdered and mixed. Tablet powder corresponding to the equivalent of 100 mg of MNA was dissolved in distilled water by sonication for 5 min and made up to 100 ml. The solution was centrifuged and 10 mL of the supernatant was diluted to 100 mL to obtain a working dilution. The working dilution was diluted to 100 mL to make the final solution. The final dilutions were made in two replicates from each working dilution, repeating the entire process for a total of 5 weights of the tablet powder. Each dilution was scanned in triplicate, each time with a fresh filling.
For accuracy studies, by recovery, the same tablet powder was used in amounts corresponding to the equivalent of 55 mg of MNA (in order to enable spiking up to the desired levels). The powder was then spiked with a known quantity of pure MNA and PML and dissolved in 0.1 M NaOH by sonication, with the same dilutions was applied as for the tablet powder, as explained above. A total of five powder samples were spiked to different levels in the range of 60 to 150 %, each in two dilution replicates.
PC-ANN Calibration model
Principal component analysis was carried out by employing custom developed functions in MATLAB using the inbuilt Eigen value decomposition function ('eig') to obtain the latent (Eigen) vectors and the corresponding Eigen values. The scores obtained by projecting the standardized absorbance values on to these Eigen vectors were used as inputs. PC-ANNs had an input layer with neurons corresponding to the number of principal components chosen for the employed calibration set, a variable number of neurons in the hidden layer and two neurons in the output layer, corresponding to the two components of interest. The input and output layer nodes had a linear transfer function, whereas the hidden layer nodes had a sigmoid transfer function for the PC-ANN, decided on the basis of earlier studies on neural models. 16, 17 The number of principal components was varied from 2 to 5, thus resulting in a corresponding range of inputs for the network. Optimization of the network, to achieve generalization of the model and avoid over-fitting, was done by starting with 2 neurons in the hidden layer and gradually increasing the number until no significant improvement in performance in terms of the relative prediction error (RPE) (< 2 % reduction in the mean % RPE and also by ANOVA) in the network was achieved for each set of inputs (principal components). The PC-ANNs were trained in five replicates according to the Levenberg-Marquardt 20 algorithm, available in the neural network toolbox of MATLAB through the 'trainlm' function. The training was terminated when the validation performance, as estimated by the mean square error (MSE) for a validation dataset, increased continually for more than 10 epochs since the last time it decreased. The mean square error (MSE) was calculated according to Eq. (1) and the mean percentage relative prediction error (% RPE), computed as given in Eq. (2) for both components was the criterion used in the optimization of the neural network configuration.
Mean Square Error (MSE)
C act is the desired target, C pred is the output produced by the network for each input vector, C is the mean concentration of the comoponent and m is the number of input vectors or samples. Three ESTIMATION OF MEFENAMIC ACID AND PARACETAMOL different calibration datasets were used for each given configuration and five replicate models obtained each with different initialization of weights by the Nguyen-Widrow 21 method in building the calibration models.
PCR Calibration model
The PCR model also had the same inputs and targets as the PC-ANN model and was built and tested using a custom developed function in MATLAB for multi linear regression. The number of principal components was optimized by evaluating the performance on the test dataset from the synthetic binary mixtures (T) for models calibrated with three different calibration datasets, as for the above neural models.
Evaluation of the models
All trained PC-ANNs with different configurations and the PCR models were evaluated for their modeling capability by testing with the spectral data obtained from the synthetic binary mixtures (Fig. 3) . The mean percentage relative prediction error (% RPE) representing the combined error for the entire mixture, was used to perform multiple comparisons between all the models developed with three different calibration datasets and chose the optimum configuration for the calibration model. The optimized model of each type was characterized by its performance parameters, such as % RPE and other regression parameters, for the actual versus the predicted concentrations, such as slope, intercept, residual standard deviation and the square of correlation coefficient (R 2 ), for each component of the mixture.
Tablet analysis
Spectra recorded from the tablet solutions were analuzed by the chosen optimum PC-ANN and PCR models and the concentrations predicted for each solution were used for the calculation of the tablet content. Similarly MNA and PML concentrations in the solutions prepared for the recovery study were also obtained from the respective spectra and the percentage recovery was calculated to determine the accuracy of the method.
RESULTS AND DISCUSSION
When considered separately, concentrations between 5 to 19 mg L -1 for MNA and 5 to 17 mg L -1 for PML were studied and found to be linear over the range of 9 concentration levels (absorbances at 285 nm for MNA and 257 nm for PML) with R 2 values of 0.9994 and 1.0, slopes of 0.0408 and 0.0715, intercept of 0.0049 and -0.0016 and residual standard deviation about the regression line being 0.0043 and 0.0018, respectively.
There are many pitfalls in the use of calibration models, perhaps the most serious being the variability in the instrument performance over time. Therefore, it is necessary to reform the calibration model on a regular basis, by running a standard set of samples, possibly on a weekly basis. 22 Like other regression methods, there are constraints concerning the number of samples, which sowetimes may limit the development of an ANN model. The number of adjustable parameters (synaptic weights) is such that the calibration set is rapidly over-fitted if too few training pairs are available, leading to a loss of generalization ability. Therefore, calibration sets of several hundred training pairs may often be necessary to obtain a representative distribution of the concentration across their range. This makes it expensive in terms of time and resources to physically develop calibrations of mixtures in such large numbers, which is rarely possible in routine laboratory studies, and justifies our attempt to use calibration data set mathematically constructed from the individual spectra of the components. However, this approach cannot be applied in case where significant non-linearity is exhibited. In addition, it also served to demonstrate the eather-studied capability of neural models of linear datasets. The PC-ANN models were evaluated for their performance on the basis of percentage relative prediction error (% RPE). The PC-ANN model trained rapidly taking less than one minute and fewer than 300 epochs. Each model of PC-ANN, was trained five times using a test dataset with random initialization of weights and mean % RPE and then used to perform ANOVA eith multiple comparisons in MATLAB, whereby the optimum models were determined. Based on these results, shown in Table I , an input of 3 neurons, an output of 2 neurons, both having a linear transfer function, and a hidden layer of 2 neurons, with a sigmoid transfer function, was the optimum configuration for the PC-ANN model. The 3 inputs correspond to the scores on the optimal number of principal components obtained for the standardized calibration data matrix.
The PC-ANN models with the optimal configuration and trained with three different calibration sets and validation sets were evaluated for their prediction characteristics using 104 spectra of 52 synthetic binary mixtures, including replicates. The prediction characteristics of the models were studied by regression of the actual versus the predicted concentrations of each component of the binary synthetic mixture (T), which are presented in Table II for MNA and Table III for PML. Fig. 3 . T = (T1+T2). When T1 is used for calibration, T2 is used for evaluation and vice versa. c Residual standard deviation of the predictions by the model. The % RPE between PC-ANN and PCR models were not significantly different (P-value = 0.9301); the residual standard deviations were also not significantly different across the models (P-value = 0.9873), as found by ANOVA Fig. 3 . T = (T1 + T2). When T1 is used for calibration, T2 is used for evaluation and vice versa. c Residual standard deviation of the difference (P-value = 0.8457); the residual standard deviations were also not significanlty different across the models (P-value = 0.8505), as found by ANOVA Spectra obtained from 30 tablet solutions (including replicates) prepared from 5 different weighings as described in the Experimental section were analzyed by the optimum calibration models and the average content was calculated. The results are summarized in Tables IV and V for MNA and PML, respectively, for ease of comparison. There was no significant difference in the content predicted across the models as found by ANOVA. The accuracy of the method for the analysis of tablets was further investigated using recovery studies, as described in the Experimental section. The mean percentage recoveries of both MNA and PML and their relative standard deviation closely agreed (no significant difference was found by ANOVA) between the PC-ANN and the PCR models, as indicated in Tables VI, VII. The use of linear transfer functions in the output layer in the neural network calibration models resulted in faster training with no significant difference from the PCR performance. The ANN model performed well in estimating both the components simultaneously when tested with spectra recorded on different days and exhibited ruggedness even when different sets of constructed calibration data were used in the model development. The tablet dosage could be analysed without any interference from the excipients. Since it took less than 1 minute for training, the PC-ANN model can be quickly calibrated whenever the spectrophotometer performance characteristics alter using only three pairs of spectra of the individual components, which is a considerable advantage.
Our elaborate study confirmed the observations of Gemperline et al. 23 from a study with simulated data, who stated that 'Artificial neural networks having the appropriate architecture can be used to develop linear calibration models that perform as well as linear calibration models developed by PCR or PLS' and Despagne et al. 9 remarks that 'ANNs outperform linear methods for the strongly non-linear data set, which is not surprising, but their performance on slightly non-linear and linear data is comparable to the performance of lilnear methods such as PLS or PCR'. The results thus indicate that it may be redundant to train and optimize individual neural network models for each component in the mixture, which can be achieved by a single ANN. dizajna. Optimizovani model ima zadovoqavaju}u robustnost~ak i kada su kalibracioni setovi konstruisani za razli~ite setove spektara~istih komponenti. Primenom ANN sa predlo`enim pristupom kalibraciji, uspe{no su istovremeno odre|ene obe komponente. Ovim modelom se mogu odre|ivati lekovite komponente sa zadovoqavaju}om precizno{}u i ta~no{}u u tabletiranim doziranim obliciam bez interferencija ekscipijenata {to je i potvr|eno rezultatima dobijenim odre|ivawem procenata prinosa. 
