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On the Convergence of Soft Potential Dynamics to Hard
Sphere Dynamics
By MarkWilkinson
Abstract
We address a question raised in the work of Gallagher, Saint-Raymond and Texier [6] that concerns
the convergence of soft-potential dynamics to hard sphere dynamics. In the case of two particles, we
establish that hard sphere dynamics is the limit of soft sphere dynamics in the weak-star topology of
BV. We view our result as establishing a topological method by which to construct weak solutions
to the ODE of hard sphere motion.
1. Introduction
In this article, we consider topological methods by which one can establish the existence
of weak solutions to the equations of ‘physical’ hard sphere motion. As such, our starting point
shall be a system of N identical spherical particles in R3 (without loss of generality, each of unit
diameter and of mass 1) whose motion is governed by the Hamiltonian HεN given by
HεN(X,V) :=
1
2
N∑
k=1
|vk |2 +
∑
i, j
Φ
ε(xi − x j), (1)
where X = [x1, ..., xN], V = [v1, ..., vN], xi, vi ∈ R3, 0 < ε < 1 and the potentials Φε : R3 → [0,∞]
have the property that (i) they are compactly supported on R, (ii) are spherically symmetric and
smooth on R3 \ {0}, (iii) are radially decreasing on R3 \ {0} and (iv) blow up at the origin. This
Hamiltonian is consistent with Newton’s Laws of Motion, in that it is has both translation and
rotation symmetry in phase space, and is also time-independent, which formally imply the con-
servation of linear momentum, angular momentum and kinetic energy for its associated dynamics,
respectively (see Arnol’d [2]). We consider the asymptotic behaviour of the system of Hamilton-
ian ODEs associated to (1) as the potential Φε is made to harden, namelyΦε → Φ in an appropriate
topology as ε→ 0, where
Φ(y) :=
 0 if |y| ≤ 1,∞ otherwise. (2)
In the monograph of Gallagher, Saint-Raymond and Texier ([6], p.2) on the validity of the
Boltzmann-Grad limit for systems of soft or hard spheres, the authors remark that “the dynam-
ics of hard spheres is in some sense the limit of the smooth-forces case”. Indeed, in this article we
prove that for N = 2, hard sphere dynamics is the limit of soft-potential dynamics as ε→ 0 in the
weak-∗ topology on BV(I,R6) for any open interval I ⊂ R. An informal statement of our main
result is as follows:
Theorem. Let {Φε}0<ε<1 be a suitable family of soft potentials that converges to Φ as ε → 0.
Suppose initial conditions Z0 := [x0, x0, v0, v0] ∈ R12 for two spheres each of unit diameter are
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2taken such that |x− x| ≥ 1. If vε = vε(·; Z0) and vε(·; Z0) denote solutions to the equations of motion
associated with Hε2, then one has
‖vε‖BV(I,R3) + ‖vε‖BV(I,R3) ≤ C(Z0, I)
for any open interval I = (a, b) ⊂ R and some constant C = C(Z0, I) > 0 independent of the
hardening parameter ε. Moreover, [vε, vε] converges in L1loc(R,R6) to the unique classical solution
[v, v] of the equations of hard sphere motion associated to the singular Hamiltonian H2 : R12 →
[0,∞], where
H2(x, x, v, v) := 12(|v|
2
+ |v|2) + Φ(x − x).
The refined statement of this result (with precise hypotheses on the potentials {Φε}0<ε<1)
appears in 2.4 below. This theorem establishes, in a precise sense, that the qualitative properties
of soft sphere systems are close to those of hard sphere systems when 0 < ε ≪ 1, i.e. when
Φ
ε is ‘sufficiently close’ to Φ. However, one can view the softening of the potential Φ via Φε as
a topological method by which to construct weak solutions to the ODEs of physical hard sphere
dynamics associated with Φ.
Due to the more complicated estimates arising from simultaneous M-particle collisions (2 <
M ≤ N), we do not consider the case of systems of N ≥ 3 spheres in this article. In the final
section of the paper, we discuss the problem of construction of physical dynamics for two hard
non-spherical particles.
1.1. Some Results in the Literature. At the heart of this paper, we are interested in the ex-
istence and regularity of solutions to the equations of motion for N hard spheres in R3. Mathemati-
cally, this amounts to the construction of a dynamics on (a suitable subset of) the high-dimensional
phase space
DN :=
{
ZN = [(x1, v1), ..., (xN, vN)] ∈ R6N : |xi − x j| ≥ 1 for i , j
}
which is also subject to constraints on velocity (namely the linear momentum, angular momentum
and kinetic energy of the system must be constant in time). It is well known that one can define
a global-in-time N-particle trajectory on DN for ‘most’ initial data Z0 ∈ DN . More precisely, one
has the following statement:
Proposition 1.1 ([6], proposition 4.1.1). Let µN denote the restriction of the 6N-dimensional
Lebesgue measure to the phase space DN . The set of ‘bad’ initial data BN ⊂ DN which give
rise to either (i) grazing collisions, (ii) simultaneous collisions involving M ≥ 3 spheres, or (iii)
infinitely-many collisions in a finite time interval is of µN-measure zero.
With this observation one can construct, by means of the method of trajectory surgery, global-
in-time classical solutions to the equations of motion for a set of full µN-measure inDN ; see section
1.3.2 for details on this method of construction and section 2.3 below for the definition of classical
solution in the case N = 2. As we have an existence theory for a ‘large’ subset of initial data in
DN , one can in turn ask about qualitative properties of N-particle trajectories starting from data
therein. In particular, one might wish to know the maximum number of collisions associated to an
initial datum Z0 ∈ DN \ BN . Indeed, this is a difficult problem: see, for instance, the review article
of Murphy and Cohen ([8], chapter 1).
The fact that one only has an existence theory for the equations of motion on a full-measure
set is fine, of course, if one is only concerned with the study of statistical dynamics on DN (for
instance, the Boltzmann-Grad limit for N hard spheres on R3). However, the lack of an existence
theory for all initial data Z0 ∈ BN may be unsatisfying to the analyst. To the knowledge of the
author, there is no existence and regularity theory for either ‘classical’ or ‘weak’ solutions to the
equations of motion for initial data Z0 ∈ BN . In particular, it seems no analogue of scattering
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Figure 1. A planar configuration of 5 hard spheres in R3 in simultaneous collision.
The configuration is characterised by a graph G with five nodes and 6 edges, each
of length 1. For given ‘pre-collisional’ velocities [v1, ..., v5] ∈ R15, one would like
to construct ‘post-collisional’ velocities [v′1(G), ..., v′5(G)] ∈ R15 which conserve
total linear momentum, angular momentum and kinetic energy of the initial datum.
map for M-particle collisions (for M ≥ 3) has been constructed and studied, i.e. a map that
resolves the collision between 3 or more hard spheres by mapping ‘pre-collisional’ velocities to
‘post-collisional’ velocities in such a way that total linear momentum, angular momentum and
kinetic energy is conserved. Mathematically, for a given collision configuration graph G of M hard
spheres in R3 and ‘pre-collisional’ initial velocities v1, ..., vM ∈ R3, one must find ‘post-collisional’
velocities v′1(G), ..., v′M(G) which satisfy the conservation of total linear momentum
M∑
i=1
v′i (G) =
M∑
i=1
vi,
the conservation of angular momentum (with respect to any point of measurement a ∈ R3)
M∑
i=1
(xi − a) ∧ v′i (G) =
M∑
i=1
(xi − a) ∧ vi,
and the conservation of kinetic energy
M∑
i=1
|v′i (G)|2 =
M∑
i=1
|vi|2.
We illustrate this problem schematically in figure 1 above. The corresponding scattering map
σG : R
3M → R3M (whose domain is not, in general, all ofR3M) is given simply byσG[v1, ..., vM] :=
[v′1(G), ..., v′M(G)]. It is natural to stipulate also, for instance, that σG is an involution on R3M and
that det(DσG[V]) = −1 for all V in the domain of σG. In any case, if one could construct families of
scattering maps {σG}G∈GM corresponding to M-particle collisions (with 3 ≤ M ≤ N and GM being
the class of all graphs parametrising M-particle collisions), then the general existence theory of
Ballard [3] allows one to establish the global-in-time existence of weak solutions to the equations
of N-particle motion for arbitrary initial data in (a suitable subset of) DN . This theory can also be
applied to the problem of non-spherical particle motion, but is only immediately applicable to the
case when the boundary manifolds of the particles are real analytic. We shall say more about this
in the final section of the article.
41.2. ‘Algebraic’ and ‘Topological’ Constructions of Weak Solutions. Let us denote the
hard sphere of unit diameter whose centre of mass lies at y ∈ R3 by S(y). The equations of motion
for two hard spheres are given formally by
d
dt
[
x
x
]
=
[
v
v
]
and ddt
[
v
v
]
=
[
0
0
]
, (3)
where the centres of mass x and x are constrained to satisfy the condition |x(t) − x(t)| ≥ 1 for all
t ∈ R. Suppose that two hard spheres S(x(t)) and S(x(t)) are in collision with one another at a
collision time t = τ, namely
card S(x(τ)) ∩ S(x(τ)) = 1 with x(τ) = x(τ) + n, (4)
for some unit vector n ∈ S2. The problem of understanding how to resolve a collision between
S(x(τ)) and S(x(τ)) in such a way that (i) there is conservation of total linear momentum, angular
momentum1 and kinetic energy of the two spheres, and (ii) they do not overlap following collision,
has been well understood since the work of Boltzmann [4]. Indeed, following the construction of
a velocity scattering matrix σn for two hard spheres (which is essentially an algebraic problem),
one performs what we term in this article ‘trajectory surgery’ to join pre-collisional 2-particle
trajectories to post-collisional ones that yield classical solutions of (3). As perhaps indicated by the
statement of the above theorem 1, we focus our attention in this article on the topological method
of construction of weak solutions of (3) in BVloc(R), a natural functional space in which to obtain
compactness of families of smooth approximate trajectories Zε. Let us now briefly review the
well-known construction of classical solutions to system (3) by the method of trajectory surgery,
before discussing our new contribution to this problem.
1.3. ‘Algebraic’ Construction of Classical and Weak Solutions: The Method of Trajec-
tory Surgery. We begin by noting that the set of all admissible phase points for the evolution of
two hard spheres is the set of positions and velocities
D2(S∗) :=
{
Z = [z, z] ∈ R12 : card(S∗ + x) ∩ (S∗ + x) ≤ 1
}
,
where S∗ ⊂ R3 is the sphere of unit diameter and centre at the origin, and z = [x, v], z = [x, v]
denote the phase points of each individual hard sphere. Of particular interest is the boundary of
this set,
∂D2(S∗) =
{
Z ∈ R12 : |x − x| = 1
}
,
which constitutes the set of all collision configurations of two hard spheres in R3.
The form of the ODE system (3) clearly suggests that particle trajectories are rectilinear in the
interior of the phase space D2(S∗), i.e. when initial conditions Z0 = [x0, x0, v0, v0] ∈ D2(S∗) are
taken such that |x0− x0| > 1, then x(t) := x0+ tv0 and x(t) := x0+ tv0 solve the system (3) pointwise
in the classical sense on some (possibly short) time interval. However, when the two hard spheres
come into collision with one another (otherwise said, when Z(τ) ∈ D2(S∗) for some τ ∈ R), we
must find a way of updating the particle velocities so that Z(t) ∈ D2(S∗) for t > τ. Aside from
this spatial constraint, one also stipulates the velocity constraint that the collision conserves total
linear momentum, angular momentum and kinetic energy of the particle system. To do this, one
must construct a family of scattering matrices {σn}n∈S2 which map ‘pre-collisional’ velocities to
‘post-collisional’ ones.
1We draw attention to the fact that angular momentum is rarely considered for the problem of two colliding spheres.
However, it is shown in section 1.3.1 that conservation of angular momentum allows us to solve for the ‘post-collisional’
velocities in a systematic manner.
51.3.1. Construction of Physical Scattering. The collision resolution is typically formulated
as a family of algebraic problems (parametrised by the vector n in (4)) for the unknown post-
collisional linear velocities v′n, v
′
n of S(x(τ)),S(x(τ)), respectively. Let us consider this in detail.
Suppose the spheres in collision possess ‘pre-collisional’2 linear velocities v, v ∈ R3. One looks to
find ‘post-collisional’ linear velocities v′n, v′n such that the conservation of total linear momentum
v′n + v
′
n = v + v, (COLM)
the conservation of angular momentum (with respect to an arbitrary point of measurement a ∈ R3)
− (a − x(τ)) ∧ v′n − (a − x(τ) − n) ∧ v′n = −(a − x(τ)) ∧ v − (a − x(τ) − n) ∧ v, (COAM)
and the conservation of kinetic energy
|v′n|2 + |v′n|2 = |v|2 + |v|2. (COKE)
hold true. Although (COAM) ought to hold for arbitrary points of measurement a ∈ R3, to simplify
the problem we choose it to be the centre of mass of the system, namely a = 12n. We may also
suppose, by using (COLM) directly, that x(τ) = 0. These choices generate 6 linear equations and
one quadratic equation in the 6 unknowns v′n, v′n. Recasting (COLM) and (COAM) as the linear
system EnV ′n = EnV , where
En :=

1 0 0 1 0 0
0 1 0 0 1 0
0 0 1 0 0 1
0 −n3 n2 0 n3 −n2
n3 0 −n1 −n3 0 n1
−n2 n1 0 n2 −n1 0

and V ′n := [v′n, v′n], V := [v, v], it may be quickly checked that En is singular for every choice
of n ∈ S2, i.e. (COLM) and (COAM) give rise to at most 5 independent linear equations. Now,
setting the first component of v′n to be v′n,1 = α for some parameter α ∈ R, using the two linear
conservation laws one may express all other unknown components of v′n and v′n in terms of α alone.
In turn, substitution of v′n and v′n into (COKE) yields a quadratic equation in the single unknown
α. One solution of this quadratic yields the trivial solution v′n = v and v′n = v for every n ∈ S2. The
only other solution is the so-called classical Boltzmann scattering given by[
v′n
v′n
]
= (I − 2̂νn ⊗ ν̂n︸        ︷︷        ︸
σn:=
)
[
v
v
]
, (5)
where ν̂n ∈ S5 is the unit vector
ν̂n :=
1√
2
[
n
−n
]
.
Note that σn = I − 2̂νn ⊗ ν̂n ∈ O(6) is a reflection matrix which maps the ‘lower’ half-space
Σ
−
n := {V ∈ R6 : V · ν̂n ≥ 0} to the ‘upper’ half-space Σ+n := {V ∈ R6 : V · ν̂n ≤ 0} for each n ∈ S2.
Moreover, we note that once the trivial solution has been discarded, Newton’s law of restitution
for perfectly-elastic impacts, namely
(v′n − v′n) · n = −(v − v) · n, (6)
2The reason we encase the word pre-collisional in inverted commas is that we have not yet specified in precise terms
which v, v ∈ R3 constitute pre-collisional velocity vectors with respect to the spatial configuration n ∈ S2. This is an
issue related to regularity of the dynamics t 7→ [x(t), x(t)], and is of greater significance when we consider systems of
M > 2 hard spheres, or systems of non-spherical particles.
6is a simple consequence of the posited conservation laws (COLM), (COAM) and (COKE). With
the family of matrices {σn}n∈S2 in hand, one can now construct global-in-time trajectories by the
method of trajectory surgery, which we now present.
1.3.2. The Method of Trajectory Surgery. The following algorithm allows one to construct a
map Z : R→ D2(S∗) which ensures non-penetration of two hard spheres, and which also respects
the fundamental conservation laws of classical mechanics.
(I) START: Select an initial datum Z0 ∈ D2(S∗). Consider the associated globally-defined linear
trajectory t 7→ Z1(t) = [z1(t), z1(t)] in R12, where[
x1(t)
x1(t)
]
:=
[
x0 + tv0
x0 + tv0
]
and
[
v1(t)
v2(t)
]
:=
[
v0
v0
]
.
(II) Define the set of collision times T (Z0) := {t ∈ R : Z1(t) ∈ ∂D2(S∗)} .
i. If T (Z0) = ∅, then set the solution Z(t) := Z1(t) for all t ∈ R, and STOP; otherwise GO
TO (II–ii.).
ii. If T (Z0) = R, then set the solution Z(t) := Z1(t) for all t ∈ R, and STOP; otherwise GO
TO (III).
(III) Define τ := minT (Z0).
i. If there exists δ > 0 such that |x1(t) − x1(t)| > 1 for τ − δ < t < τ, ‘perform surgery’ on
Z1 using the scattering matrix σn to define Z2 := [x2, x2, v2, x2] with X2 = [x2, x2] and
V = [v2, v2] given by
X2(t) =
 X0 + tV0 for t ≤ τ,X0 + τV0 + (t − τ)σnV0 for t > τ,
and
V2(t) =
 V0 for t ≤ τ,σnV0 for t > τ, (7)
where n := x0 − x0, and STOP; otherwise GO TO (III–ii.).
ii. If there exists δ > 0 such that |x1(t)− x1(t)| < 1 for τ−δ < t < τ, ‘perform surgery’ on Z1
using the scattering matrix σ−1n = σn to define Z2 := [x2, x2, v2, x2] with X2 = [x2, x2]
and V = [v2, v2] given by
X2(t) =
 X0 + τV0 + (t − τ)σnV0 for t ≤ τ,X0 + tV0 for t > τ,
and
V2(t) =
 σnV0 for t > τ,V0 for t > τ, (8)
where n := x0 − x0, and STOP; otherwise GO TO (III–iii.).
iii. If |x1(t) − x1(t)| > 0 for both t < τ and t > τ, set Z2(t) := Z1(t) and STOP.
By employing the above algorithm, one constructs Z : R → D2(S∗) with the property that x, x
are continuous and both left- and right-differentiable everywhere on R, while v, v are lower semi-
continuous and left-differentiable everywhere on R. Moreover, Z = Z(t) satisfies the system of
one-sided ODEs
d
dt−

x
x
v
v
 =

v−
v−
0
0
 pointwise everywhere on R,
7and
d
dt+

x
x
v
v
 =

v+
v+
0
0
 pointwise everywhere on R \ T (Z0).
Moreover, using the identity (6), it follows that
|x(t) − x(t)| ≥ 1 for all t ∈ R,
while Z = Z(t) conserves the total linear momentum, angular momentum and kinetic energy of its
initial datum Z0. In the language of section 2.3 below, we have constructed a global-in-time clas-
sical solution to system (3). In particular, since the Boltzmann scattering matrix (5) is the unique
matrix respecting the conservation of total linear momentum, angular momentum and kinetic en-
ergy, it follows that this classical solution is unique.
The method of trajectory surgery is particularly straightforward in the case of only two spher-
ical particles. It becomes more complicated in the case of M ≥ 2 spherical particles, and still more
complicated when spheres are replaced by compact, strictly-convex sets whose boundary surfaces
are of class C1. Let us now set up our topological method for construction of solutions to system
(3) above.
2. Preliminaries and Notation
In all that follows, we consider behaviour of the 2-body Hamiltonians
Hε2(x, x, v, v) =
1
2
(
|v|2 + |v|2
)
+ Φ
ε(x − x).
in the limit ε → 0 such that Φε → Φ in a suitable topology. We now set out the properties we
require of the soft potentials Φε in this article.
2.1. Hypotheses on the Potentials Φε. The family of spherically-symmetric 2-body poten-
tials {Φε}0<ε<1 is defined in terms of a reference potential Φ0 : (0,∞) → (0,∞) by
Φ
ε(x) := Φ0(|x|)
ε
.
We suppose that Φ0 belongs to the class of all maps on (0,∞) satisfying the following properties:
(P1) Φ0 is of class C2((0,∞)), supp(Φ0) = {r : r ≤ 1}, Φ′0(r) < 0 for all r ∈ (0, 1) and Φ′′0 (r) > 0
for all r ∈ (0, 1). Moreover,
lim
r→0+
Φ0(r) = ∞;
(P2) There exist constants 0 < c1 < c2, β > 2 and 0 < r0 < 1 such that
c1(1 − r)β ≤ Φ0(r) ≤ c2(1 − r)β
for all r0 ≤ r ≤ 1;
(P3) There exist constants 0 < κ1 < κ2 such that
κ1(1 − r)β−1 ≤
∣∣∣∣∣dΦ0dr (r)
∣∣∣∣∣ ≤ κ2(1 − r)β−1
for all r0 ≤ r ≤ 1, where r0 is as in (P2).
One such family of potentials {Φε}0<ε<1 is generated by the radial functions Φ0 defined by
Φ0(r) :=
 r−s(1 − r)β for 0 < r ≤ 1,0 otherwise,
where s < 0 and β > 2.
8Remark 2.1. For the purposes of approximating hard sphere dynamics, one need not work
only with reference potentials Φ0 which have (and whose first derivatives have) algebraic decay
at the boundary of their support. As such, properties (P2) and (P3) could be made more general.
However, in this work, such a family of potentials is sufficient to establish a compactness result in
BVloc(R).
2.2. Notation. For brevity, we shall often use the shorthand Z ∈ R12 to denote the phase
vector [x, x, v, v] which characterises the state of a system of two hard or soft spheres. Accordingly,
the soft sphere phase space DS2 for two bodies is given by
DS2 :=
{
Z = [x, x, v, v] ∈ R12 : x , x
}
.
while the hard sphere phase space D2(S∗) is given by
D2(S∗) :=
{
Z = [x, x, v, v] ∈ R12 : |x − x| ≥ 1
}
,
If D denotes either DS2 or D2(S∗), we denote by Π1 : D → R6 the spatial projection operator
Π1Z := [x, x] and by Π2 : D → R6 the velocity projection operator Π2Z := [v, v]. We shall often
denote Π1Z and Π2Z simply by X and V , respectively; furthermore, (Π1Z)1 := x, (Π1Z)2 := x,
(Π2Z)1 := v and (Π2Z)2 := v. We define the linear momentum functional LM : D→ R3 of a phase
point Z ∈ D by
LM(Z) := mv + mv,
the angular momentum functional AM : D × R3 → R3 (with respect to a point of measurement
a ∈ R3) by
AM(Z; a) := −m(a − x) ∧ v − m(a − x) ∧ v,
and the kinetic energy functional KE : D → [0,∞) by
KE(Z) := m|v|2 + m|v|2.
We write Ck0(R,RM) (often simply denoted by Ck0(R)) to denote the space of k-times differentiable
maps with compact support in R equipped with the norm
‖φ‖Ck0(R) :=
k∑
i=0
max
t∈R
|φ(k)(t)|.
Finally, if a = (a1, a2) ∈ R2, we denote by a⊥ the orthogonal vector (−a2, a1).
2.3. Notions of Solution to the Equations of Motion. While the dynamics associated with
Hε2 is smooth, hard sphere trajectories t 7→ Z(t) are inherently non-smooth due to the non-penetration
constraint, i.e. that dynamics t 7→ Z(t) must have range in D2(S∗). As such, we must specify the
precise senses in which the equations of motion associated with both Hε2 and H2 can be satisfied.
Firstly, for each 0 < ε < 1, the equations of motion for soft spheres read as
d
dt
[
xε
vε
]
=
[
vε
−∇Φε(xε − xε)
]
and ddt
[
xε
vε
]
=
[
vε
∇Φε(xε − xε)
]
. (Sε)
We subsequently work with only one notion of solution to system (Sε).
Definition 2.1 (Classical Solutions of (Sε)). For a given initial datum Z0 ∈ DS2 , a classical
solution of system (Sε) is a map Zε = [xε, xε, vε, vε] ∈ C1(R,R12) whose components satisfy the
equations (Sε) pointwise on R for all time and Zε(0) = Z0. Moreover, Zε satisfies the conservation
of linear momentum
LM(Zε(t)) = LM(Z0), (9)
the conservation of angular momentum (with respect to any point of measurement a ∈ R3)
AM(Zε(t); a) = AM(Z0; a), (10)
9and the conservation of kinetic energy
KE(Zε(t)) = KE(Z0), (11)
for all time t ∈ R.
In contrast, the equations of motion for hard sphere dynamics are
d
dt−
[
x
x
]
=
[
v−
v−
]
and ddt−
[
v
v
]
=
[
0
0
]
, (S–)
and also
d
dt+
[
x
x
]
=
[
v+
v+
]
and ddt+
[
v
v
]
=
[
0
0
]
. (S+)
As we have observed above, the ODEs have been separated into their left- and right-limits due to
the general non-differentiable corners in the loci t 7→ x(t) and t 7→ x(t) at collision. We shall deal
with two notions of solution to the equations of hard sphere motion in this article.
Definition 2.2 (Weak Solutions of (S–) and (S+)). For a given initial datum Z0 ∈ D2(S∗),
we say that Z is a weak solution of (S–) and (S+) if and only if Π1Z ∈ C(R,R6) and Π2Z ∈
BVloc(R,R6) satisfy the equations∫ ∞
−∞
[
x(t)
x(t)
]
· φ′(t) dt = −
∫ ∞
∞
[
v(t)
v(t)
]
· φ(t) dt
for all φ ∈ C10(R,R6), and ∫ ∞
−∞
[
v(t)
v(t)
]
· ψ′(t) dt = −
∫ ∞
−∞
ψ dDV
for all ψ ∈ C10(R,R6), where DV denotes a finite vector-valued Radon measure on R. Furthermore,
Z respects the conservation of linear momentum (9), the conservation of angular momentum (with
respect to any point of measurement a ∈ R3) (10), and the conservation of kinetic energy (11) for
any representative of the equivalence class Z and almost every time t ∈ R.
For the purposes of defining classical solutions, we make the following definition.
Definition 2.3. For any Z0 ∈ D2(S∗), we define the set of all collision times T (Z0) for a
trajectory Z : R→ D2(S∗) (satisfying Z(0) = Z0) by
T (Z0) := {t ∈ R : |x(t) − x(t)| = 1} .
We contrast the notion of weak solution with the following notion of classical solution.
Definition 2.4 (Classical Solutions of (S–) and (S+)). We say that Z : R → D2(S∗) is a
classical solution of (S–) and (S+) if and only if t 7→ Π1Z is continuous piecewise linear and left-
and right-differentiable on R, and t 7→ Π2Z is lower semi-continuous piecewise constant3, with
Π1Z and Π2Z satisfying (S–) and (S+) on R and R \ T (Z0), respectively. Moreover, t 7→ Z(t) must
satisfy (9), (10) and (11) for every t ∈ R and all points of measurement a ∈ R3.
We note that every classical solution of system (S–) and (S+) generates a weak solution
thereof.
3We adopt the convention that a vector-valued map is lower semi-continuous if and only if its component maps are
themselves lower semi-continuous.
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2.4. Main Result. A precise statement of the main result in this article is the following:
Theorem 2.1. Suppose the reference potential Φ0 satsifies (P1), (P2) and (P3). For any Z0 ∈
D2(S∗), let {Zε}0<ε<1 denote the associated unique classical solution of (Sε). There exist v, v ∈
BVloc(R,R3) such that vε ∗⇀ v and vε ∗⇀ v in BV(I,R3) for any open interval I ⊂ R as ε → 0,
where [x, x, v, v] is a weak solution of (S–) and (S+). Moreover, the equivalence class [x, x, v, v] is
represented by the unique classical solution of (S–) and (S+) corresponding to the initial datum
Z0.
2.5. Structure of the Article. In section 3, we study basic properties of solutions of system
(Sε), in particular obtaining explicit estimates on the total time of collision of soft spheres that
depend on the hardening parameter ε. In section 4, we prove that families of solutions {Π2Zε}0<ε<1
of (Sε) are pre-compact in the weak-∗ topology on BV(I,R6) for any open interval I ⊂ R. In
section 5, we conclude the proof of the main theorem 2.1. In section 5, we close by considering
the challenges posed by the analogous problem for two non-spherical particles.
3. Properties of Solutions of the Soft Sphere System (Sε)
By the Cauchy-Lipschitz theorem, for each 0 < ε < 1 and each initial datum Z0 ∈ DS2 , system
(Sε) has a unique global-in-time C1 solution Zε : R→ DS2 such that Zε(0) = Z0. As such, for each
fixed ε we have a well-defined family of solution operators {T εt }t∈R on DS2 . We shall be interested
in obtaining some precise information on the qualitative behaviour of solutions to (Sε), which will
be of use when establishing a compactness principle in BVloc(R) for sequences of ‘approximate
trajectories’ {Zε}ε>0 to hard sphere trajectories.
The motion of the centres of mass of soft spheres is rectilinear when their supports do not
intersect, i.e. when |xε(t) − xε(t)| > 1. When the distance between their centres of mass is strictly
less than 1, we can expect their motion to be curvilinear (and, in particular, symmetric with respect
to the apse line: see (20) below). We shall obtain precise information on these curvilinear trajec-
tories, notably the duration of time ∆τε(Z0) for which the supports of the soft spheres intersect. In
all the sequel, we shall refer to the event when the centres of mass of the two soft spheres are such
that |xε(t) − xε(t)| < 1 a collision.
3.1. Pre- and Post-collisional Configurations. Our main focus in what follows will be the
study of scattering operators σε which map pre-collisional configurations of soft spheres to post-
collisional ones. To do this, we require the following ancillary definition.
Definition 3.1 (Entrance and Exit Times). For any initial datum Z0 ∈ DS2 and its associated
solution Zε of (Sε), we write τε− = τε−(Z0) and τε+ = τε+(Z0) to denote the entrance and exit times
for the supports of the soft spheres, respectively, where
τε−(Z0) := inf
{
t ∈ R : card S(xε(t)) ∩ S(xε(t)) = 1} ,
τε+(Z0) := sup
{
t ∈ R : card S(xε(t)) ∩ S(xε(t)) = 1} .
If Z0 ∈ DS2 is chosen such that no soft sphere collision takes place, namely |xε(t) − xε(t)| > 1 for
all t ∈ R, we write τε−(Z0) = −∞ and τε+(Z0) = ∞.
In the case when τε− = −∞, we note that the unique solution Zε of (Sε) exhibits rectilinear
motion for all t ∈ R; in the case when τε− > −∞, the associated unique soft sphere trajectories
exhibit rectilinear motion for t ≤ τε− and t ≥ τε+. Finally, whenever τε− > −∞, we denote the
duration of collision τε
+
− τε− by ∆τε(Z0).
We now wish to understand which initial data Z0 are pre-collisional, and which are post-
collisional. To do this, we now consider the auxiliary function F : R6 → R defined by
F(x, x) := |x − x|2 − 1.
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Evidently, the supports of the soft spheres intersect at a single point if and only if F(xε(τ), xε(τ)) =
0 for some τ ∈ R. By a simple calculation, one has that at the entrance time t = τε−
d
dt F(x
ε(t), xε(t))
∣∣∣∣∣
t=τε−
≤ 0,
whence
(xε(τε−) − xε(τε−)) · (vε(τε−) − vε(τε−)) ≤ 0.
In a similar way, one also has that at the exit time t = τε
+
d
dt F(x
ε(t), xε(t))
∣∣∣∣∣
t=τε+
≥ 0,
which yields
(xε(τε
+
) − xε(τε
+
)) · (vε(τε
+
) − vε(τε
+
)) ≥ 0.
These simple observations motivate the following definitions.
Definition 3.2 (Pre- and Post-collisional Configurations). The set of all pre-collisional con-
figurations Σ− ⊂ DS2 is given by
Σ
− :=
{
Z ∈ R12 : |x − x| = 1 and (x − x) · (v − v) ≤ 0
}
and the set of all post-collisional configurations Σ+ ⊂ DS2 is given by
Σ
+ :=
{
Z ∈ R12 : |x − x| = 1 and (x − x) · (v − v) ≥ 0
}
.
The set of all grazing collisions Σ0 ⊂ DS2 is given by
Σ
0 :=
{
Z ∈ R12 : |x − x| = 1 and (x − x) · (v − v) = 0
}
.
In particular, Σ− ∪ Σ+ ∪ Σ0 = ∂D2(S∗).
As we are only interested in how the velocity maps vε and vε of the soft spheres are modified
following a collision, in the remainder of this article we shall always assume Z0 ∈ Σ−, whence
τε− = 0 for all ε > 0.
We are now in a position to define the main object of study in this section.
Definition 3.3 (Soft Sphere Scattering Maps). If {T εt }t∈R denotes the 1-parameter family of
solution operators on DS2 associated with (Sε), we define the scattering map σε : Σ− → Σ+ to be
σεZ0 := T ετε+(Z0)Z0. (12)
Our study of σε will involve two elements:
• By locating the so-called apse line, we find an explicit formula for the operator σε;
• We study the behaviour of the scattering operator σε on ∂D2(S∗) in the hardening limit as
ε→ 0.
We now employ a convenient change of reference frame to study the dynamics of soft spheres,
with a view to obtaining an explicit formula for σε.
3.2. Centre of Mass Reference Frame. We follow the approach of ([6], chapter 8, section
8.1) in reducing our study of the dynamics of two soft spheres to the centre-of-mass reference
frame. As claimed above, this will make finding the explicit formulae for the scattering operators
σε rather straightforward.
We now transform the system (Sε) above by defining new variables yε := xε − xε, yε :=
1
2 (xε + xε) and wε := vε − vε, wε := 12 (vε + vε), which easily can be shown to satisfy the system of
decoupled equations
d
dt
[
yε
wε
]
=
[
wε
−2∇Φε(yε)
]
, (Sε0)
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and
d
dt
[
yε
wε
]
=
[
wε
0
]
. (13)
As solutions of system (Sε0) and (13) are also unique for any given initial datum, they are in a
bijective correspondence with solutions of (Sε). We focus our attention on the unbarred system
(Sε0). We notice that this system of equations also has a natural Hamiltonian structure given by the
energy function
Hε0(y,w) :=
1
2
|w|2 + 2Φε(y).
In particular, if Z0 ∈ Σ−, one has that
1
2
|wε(t)|2 + 2Φε(yε(t)) = 1
2
|v0 − v0|2
for all time t ∈ R, which implies that
yε(t) ∈
{
η ∈ R3 : |η| ≥ Φ−10
(
ε|v0 − v0|2
4
)}
for all t ∈ R.
As such, the Hamiltonian structure of system (Sε0) ensures there is a natural distance of closest
approach for the centres of mass of the soft spheres, once an initial datum Z0 (and therefore the
total energy) for the dynamics has been fixed.
3.3. Distance of Closest Approach of the Centres of Mass. When Z0 ∈ Σ−, it shall prove
useful to obtain upper and lower bounds (in ε) on ρε∗ = ρε∗(Z0) > 0, the distance of closest approach
of the centres of mass of the two soft spheres, defined by
ρε∗ := min
{|xε(t) − xε(t)| : t ∈ R} = min {|yε(t)| : t ∈ R} .
Together with the symmetry of solutions with respect to the apse line, the distance of closest ap-
proach ρε∗ will allow us to estimate the difference ∆τε between the entrance and exit times in terms
of the hardening parameter ε, which is crucial for obtaining our compactness result in BVloc(R). In
order to do this, we begin by making an observation on the time evolution of the angular momen-
tum of solutions yε(t) when measured with respect to the origin. Indeed, by spherical symmetry of
the potential Φε, we find that
d
dt
(
yε(t) ∧ wε(t)) = 0, (14)
in particular the value of yε(t)∧wε(t) is fixed by the initial data y0 and w0. We use this observation
to determine the first time τε∗ ≥ 0 for which |yε(t)| is minimised, namely
τε∗ := min
{
t ≥ 0 : ρ˙ε(t) = 0} . (15)
We separate our considerations into three cases.
3.3.1. The Case y0 ∧ w0 , 0 and y0 · w0 , 0. In this case, (14) implies that yε evolves for
all time in the plane (that passes through the origin) which is orthogonal to the vector y0 ∧ w0. We
study its evolution with polar co-ordinates in this plane. Indeed, we may write
yε(t) = R0
[
ρε(t)e(ϑε(t))
0
]
,
where e(θ) := (sin θ, cos θ), ρε(0)e(ϑε(0)) = y0 and R0 ∈ SO(3) is the rotation matrix satisfying
R0(0, 0, 1) = y0 ∧ w0. From (14), we therefore find that
(ρε)4( ˙ϑε)2 = |y0 ∧ w0|2. (16)
Moreover, since the dynamics associated with system (Sε0) conserves energy, we find using identity
(16) that
(ρ˙ε)2 + A0(ρε)2 +
4
ε
Φ0(ρε) = 2E0, (17)
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with A0 := |y0 ∧ w0|2 and E0 := 12 |w0|2. As such, the radius ρε is at a minimum if and only if it
satisfies the equation
A0
(ρε)2 + 4ε
−1
Φ0(ρε) = 2E0. (18)
We have the following simple lemma.
Lemma 3.1. If y0 = x0 − x0 and w0 = v0 − v0 are such that y0 ∧ w0 , 0 and y0 · w0 , 0, there
exists a unique 0 < ρ∗ = ρε∗(Z0) < 1 which satisfies the equation (18).
Proof. Since Φε satisfies hypothesis (P1), namely that it is strictly decreasing on (0, 1) and
is of compact support on R, we observe that the task of finding some ρ∗ > 0 that satisfies (18)
is equivalent to proving that the map r 7→ 2E0 − A0/r2 has a zero r∗ in the open interval (0, 1).
As every zero of this map is of the form r∗ = sinα, where α = α(y0,w0) is given explicitly by
α = arcsin(√A0/2E0), the claim of the lemma follows as it is neither the case that y0 · w0 = 0 nor
y0 ∧ w0 = 0. 
For such initial data Z0, it therefore follows the the first time for which |yε(t)| is minimised is
τε∗ := min{t ≥ 0 : ρε(t) satisfies (18)}.
3.3.2. The Case y0 ∧ w0 = 0. In this case, it follows that ρε satisfies
(ρ˙ε)2 + 4Φε0(ρε) = 2E0,
for all time, whence τε∗ := min{t ≥ 0 : ρε(t) = Φ−10 (E0ε/2)}
3.3.3. The Case y0 · w0 = 0. Since we have the simple identity ρε(t)ρ˙ε(t) = yε(t) · wε(t) for
all t ∈ R, it follows in this case that ρ˙ε(0) = 0. As such, τε∗ = 0.
3.4. Uniqueness of the Time of Closest Approach τε∗. If we select our initial data Z0 from
Σ
−
, it follows that ρ˙ε(0) ≤ 0, namely ρε is non-increasing at time zero. However, ρε cannot
decrease for all time t > 0 due to the upper bound on the energy provided by (17). It is not
immediate from our analysis so far (in the case that y0 · w0 , 0) that there exists only one time
that renders the time derivative ρ˙ε zero, i.e. that card {t ≥ 0 : ρ˙ε(t) = 0} = 1. The following
lemma on symmetry of solutions yε with respect to the apse line (which is a simple consequence
of uniqueness of classical solutions of system (Sε)) yields the uniqueness of the time of closest
approach τε∗.
Lemma 3.2. Suppose Z0 ∈ Σ−. For the associated classical solution [yε,wε] of (Sε0) and its
corresponding first time of closest approach (15), it follows that
Yε(t) :=
 yε(t) when t ≤ τε∗,− (I − 2ωε∗ ⊗ ωε∗) yε(2τε∗ − t) when t > τε∗. (19)
and Wε := ˙Yε is also a classical solution of (Sε0) on R with the same initial datum, where ωε∗ ∈ S2
is the apse line given by
ωε∗ := R0
[
e(ϑε∗)
0
]
(20)
that corresponds to the angle of deflection ϑε∗ := ϑε(τε∗).
Proof. Follows from a calculation that uses spherical symmetry of the potential Φε. We leave
the details of this calculation to the reader. 
From the above deductions, we immediately yield the following useful information on the
duration of collision ∆τε.
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Corollary 3.3. If Z0 ∈ Σ−, the duration of collision ∆τε(Z0) is given explicitly in terms of the
time of closest approach τε∗(Z0) by
∆τε(Z0) =
 0 if y0 · w0 = 0,2τε∗(Z0) if y0 · w0 , 0.
We now have that the time of closest approach τε∗(Z0) completely determines the duration of a
collision between two soft spheres. For the purposes of obtaining the BVloc(R) compactness result
in section 4, one now needs to obtain upper bounds on τε∗ in ε.
3.5. Estimates on the Time of Closest Approach τε∗. From identity (17) and the fact that ρ˙ε
experiences at most one sign change on R, we deduce readily that the function t 7→ ρε(t) satisfies
the implicit equation
ρε(t) =

1 −
∫ t
0
√
2E0 −
A0
(ρε(s))2 − 4ε
−1Φ0(ρε(s)) ds if t ≤ τε∗
ρε∗ +
∫ t
τε∗
√
2E0 −
A0
(ρε(s))2 − 4ε
−1Φ0(ρε(s)) ds if t > τε∗
This formula allows us to obtain the following exact expression for the time of closest approach τε∗
in terms of the potential Φε and the initial datum Z0 alone.
Lemma 3.4. If Z0 ∈ Σ−, it follows that
τε∗(Z0) =
∫ 1
ρε∗
dr√
2E0 − A0r2 − 4ε−1Φ0(r)
. (21)
Proof. This follows from a simple application of the inverse function theorem to the function
ρε on the time interval (−∞, τε∗) and properties (P1) of the potential Φ0. 
We are now in a position to estimate the duration of collision ∆τε = τε+ − τε−.
Proposition 3.5. For Z0 ∈ Σ− \ Σ0, there exists a constant C = C(Z0,Φ0) > 0 independent of
the hardening parameter ε, and ε0 = ε0(Z0,Φ0) < 1, such that
τε∗ ≤ Cε1/β (22)
for all 0 < ε ≤ ε0.
Proof. We must split the demonstration of this result into two cases.
Case I: A0 , 0. We firstly obtain upper and lower bounds on the distance of closest approach
ρε∗. From identity (18), it is clear that 4ε−1Φ0(ρε∗) ≤ 2E0, whence by the lower bound on Φ0 near 1
in (P1), we find that
ρε∗ ≥ 1 − q1ε1/β where q1 :=
(
E0
2c1
)1/β
, (23)
which holds for all 0 < ε < ε1, where ε1 is determined by ε1 := sup{0 < ε < 1 : r0 < ρε∗}. On the
other hand, together with this lower bound (23), identity (18) implies that
Φ0(ρε∗) ≥
εE0
2
− εA0
4
(
1 − q1ε
1
β
)−2
,
whence
ρε∗ ≤ 1 − q2(ε)ε1/β where q2(ε) :=
(
1
4c2
)1/β [
2E0 − A0
(
1 − q1ε1/β
)−2]1/β
, (24)
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which holds for all 0 < ε < ε2, where ε2 is small enough so that
2E0 − A0
2
< 2E0 − A0
(
1 − q1ε
1
β
)−2
< 2E0 − A0. (25)
We now turn to bounding the integral (21). Firstly, for any 0 < λ < 1 we write τε∗ = Iε1(λ) + Iε2(λ),
where
Iε1(λ) :=
∫ ρε∗(λ)
ρε∗
dr√
2E0 − A0r2 − 4ε−1Φ0(r)
and Iε2(λ) :=
∫ 1
ρε∗(λ)
dr√
2E0 − A0r2 − 4ε−1Φ0(r)
,
where ρε∗(λ) := λ + (1 − λ)ρε∗. Now, by a change of measure in the integral Iε1(λ), we find that
Iε1 ≤
√
2E0 − A0
4
|Φ′0(ρε∗(λ))|−1ε.
By employing the upper bound (24) on ρε∗ and the lower bound on the derivative of Φ0 in (P3), we
find that
Iε1 ≤
√
2E0 − A0(1 − λ)1−βq2(ε)1−β
4κ1
ε1/β for all 0 < ε < ε2.
Since 2E0 − A0 > 0, it follows from (25) that[
2E0 − A0
8c2
]1/β
< q2(ε) <
[
2E0 − A0
4c2
]1/β
(26)
for all 0 < ε < ε2. Thus, there exists a constant C1 = C1(Z0,Φ0, λ) > 0 given explicitly by
C1 :=
√
2E0 − A0(1 − λ)1−β
8κ1
[
2E0 − A0
8c2
](1−β)/β
and ε3 := min{ε1, ε2} such that
Iε1 ≤ C1ε1/β (27)
for all 0 < ε < ε3.
We now estimate the second integral contributing to τε∗. Indeed, we have
Iε2 ≤ max
ρε(λ)≤r≤1
1 − λ√
2E0 − A0r2 − 2Φε0(r)
(1 − ρε∗),
which from monotonicity of Φ0 and the lower bound (23) on ρε∗ yields the bound
Iε2 ≤ (1 − λ)
2E0 − A0ρε∗(λ)−2 − 4ε−1Φ0(ρε∗(λ))︸                                      ︷︷                                      ︸
C2(ε):=

−1/2
q1ε1/β.
We note that [
c1 − c2(1 − λ)β
]
(1 − ρε∗)β ≤ Φ0(ρε∗) − Φ0(ρε∗(λ)).
Using the lower bound in (26), we infer that(
2E0 − A0
8c2
) [
c1 − c2(1 − λ)β
]
ε ≤ Φ0(ρε∗) − Φ0(ρε∗(λ)),
whence finally choosing λ = λ0 to satisfy the inequality (1 − λ0)β < c1/c2, we obtain that
lim
ε→0
ε−1Φ0(ρε∗) > lim
ε→0
ε−1Φ0(ρε∗(λ0)). (28)
At this point, we note from identity (18) that limε→0 ε−1Φ0(ρε∗) = E0/2− A0/4. By (28), it follows
that
lim
ε→0
ε−1Φ0(ρε∗(λ0)) <
E0
2
− A0
4
,
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whence C2(ε) is bounded strictly away from 0 for ε in a sufficiently-small neighbourhood of 0, say
0 < ε < ε4. As such, we obtain the bound
Iε2 ≤ C2ε1/β, (29)
for 0 < ε < ε4. The claim of the proposition follows from estimates (27) and (29) and setting
ε0 := min{ε3, ε4}.
Case II: A0 = 0. We have that 4ε−1Φ0(ρε∗) = 2E0, whence by (P2) we infer that
1 −
(
E0ε
2c2
)1/β
≤ ρε∗ ≤ 1 −
(
E0ε
2c1
)1/β
.
By considerations similar to case I above, we find that there exists a constant C = C(Z0,Φ0)
independent of the hardening parameter ε such that τε∗ ≤ Cε1/β for all 0 < ε < ε0, for some
threshold ε0 < 1. 
3.6. Construction and Limiting Behaviour of the Scattering Operators σε. We have now
done enough work to write down an explicit expression for the scattering operator σε : Σ− → Σ+
defined in 3.3 above.
Proposition 3.6. The scattering map σε is given explicitly by the components
Π1σ
εZ0 =
([
0 I
I 0
]
+
[
ωε∗ ⊗ ωε∗ −ωε∗ ⊗ ωε∗
−ωε∗ ⊗ ωε∗ ωε∗ ⊗ ωε∗
])
Π1Z0 + τε∗
[
I I
I I
]
Π2Z0
and
Π2σ
εZ0 = (I − 2̂νε∗ ⊗ ν̂ε∗)Π2Z0,
where ν̂ε∗ ∈ S5 denotes
ν̂ε∗ :=
1√
2
[
ωε∗
−ωε∗
]
.
Proof. This follows from a change of co-ordinates from and the structural formula (19) for
the evolution of the reduced system (yε,wε). 
It will also be of use to characterise the limiting behaviour of the apse line as ε → 0. As
usual, we break our considerations (corresponding to the choice of initial datum Z0 ∈ Σ−) into
three cases. We note firstly that the apse line is particularly simple in the case when Z0 ∈ Σ−
satisfies y0 ∧ w0 = 0. Indeed, from identity (14) it follows that ϑε(t) = ϑ0 for all t = 0, and so
ωε∗ = R0
[
e(ϑ0)
0
]
.
On the other hand, if Z0 ∈ Σ− is such that y0 · w0 = 0, then ρε(t) is minimised at t = 0 and
dvε
dt = 0 and
dvε
dt = 0 for all t ∈ R,
whence ωε∗ = R0[e(ϑ0), 0]. We now consider the last case.
Lemma 3.7. For any Z0 ∈ Σ− such that y0 ∧ w0 , 0 and y0 · w0 , 0, one has that
ωε∗ → x0 − x0 as ε→ 0.
Proof. We begin by noting that the maps ρε, ϑε satisfy the identity
R0

0
0
(ρε(t))2 ˙ϑε(t)
 = y0 ∧ w0
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for all time. Since t 7→ (ρε(t), ϑε(t)) parametrises a C1 polar curve in R2, an application of the
chain rule yields the explicit representation formula for the deflection angle ϑε∗,
ϑε∗ = ϑ0 +
∫ 1
ρε∗
RT0 (y0 ∧ w0) · e3
r2
√
2E0 − A0r2 − 4ε−1Φ0(r)
dr
where e3 := (0, 0, 1) and ϑ0 satisfies e(ϑ0) = y0. Using estimates similar to those in the proof of
proposition 3.5, we find that limε→0 ϑε∗ = ϑ0. Thus, we infer that ωε∗ → y0 as ε → 0, and so the
limiting apse line is determined by the initial spatial data x0 and x0 alone. 
We are now in a position to characterise the limiting form of the scattering operators σε.
Corollary 3.8. For any Z0 ∈ D2(S∗), we have
lim
ε→0
(Π1σε)(Z0) = Z0 and lim
ε→0
(Π2σε)(Z0) = σn(Π2Z0),
where σn : R6 → R6 is the classical Boltzmann scattering matrix given by
σn := I − 2̂νn ⊗ ν̂n,
where ν̂n is given by
ν̂n :=
1√
2
[
n
−n
]
, with n := x0 − x0.
Proof. We leave the straightforward details to the reader. 
As such, in the hardening limit ε → 0 the change of velocity is determined by the classical
Boltzmann scattering matrix.
4. Compactness in BVloc(R,R6)
With the bound (22) on the time of collision in terms of the hardening parameter ε > 0 in
hand, it is natural to ask in what space one should aim for compactness for the sequences of smooth
trajectories {Zε}0<ε<1. It has already been shown that classical solutions t 7→ Z(t) to system (S–)
and (S+) are unique, with the velocity maps being of the form
v(t) =
 v0 for t ≤ 0,v0 − [(v0 − v0) · n]n for t > 0, (30)
and
v(t) =
 v0 for t ≤ 0,v0 + [(v0 − v0) · n]n for t > 0. (31)
These maps (which are to be regarded as limit maps of vε and vε, respectively) are evidently of
locally bounded variation on R. Indeed, we shall use the estimate (21) to establish suitable bounds
on vε and vε on bounded intervals of time. In what follows, we make use of some basic results in
the theory of BVloc(R,R6) maps (which one can find in the book of Ambrosio, Fusco and Pallara
[1] or Evans and Gariepy [5], for instance). For the convenience of the reader, we recall a few
basic definitions and results.
Definition 4.1 (Functions of Bounded Variation). Suppose U ⊆ R is an open set and M ≥ 1.
We say that u = (u1, ..., uM) ∈ L1(U,RM) is of bounded variation on U if and only if there exist
finite Radon measures Dui on U (i = 1, ..., M) such that∫
U
uiφ
′ dt = −
∫
U
φ dDui for all φ ∈ C10(U,R),
for i = 1, ..., M, i.e. Dui is the distributional derivative of ui. The vector space of all such maps is
denoted BV(U,RM).
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Definition 4.2 (Variation). Suppose U ⊆ R is an open set. For u ∈ L1loc(U,RM), the variation
Var(u,U) of u on U is defined by
Var(u,U) := sup
{∫
U
u · ϕ′ dt : ϕ ∈ C10(U,RM) with ‖ϕ‖L∞(U) ≤ 1
}
.
It is straightforward to show that a given u ∈ L1(U,RM) lies in BV(U,RM) if and only if
Var(u,U) < ∞. As mentioned above, we shall also employ maps of locally bounded variation on
R.
Definition 4.3 (Functions of Locally Bounded Variation). Suppose U ⊆ R is an open set and
M ≥ 1. A map u = (u1, ..., uM) ∈ L1loc(U,RM) is said to be of locally bounded variation on U if
and only if Var(u,W) < ∞ for all open subsets W compactly contained in U. The vector space of
all such maps is denoted BVloc(U,RM).
From a computational point of view, the variation Var(u,U) is not particularly convenient in
this article. We shall instead work with an equivalent notion of pointwise variation of maps on U.
We refer the reader to ([1], chapter 3) for full details.
Definition 4.4 (Pointwise and Essential Variations). Let I = (a, b) be an open subinterval of
R, and suppose u : I → RM is any map defined on I. The pointwise variation pVar(u, I) of u over
I is defined by
pVar(u, I) := sup {Var(u, I;P) : P is a partition of I} ,
where
Var(u, I;P) :=
N−1∑
i=1
|u(ti+1) − u(ti)| when P = {ti}Ni=1.
On the other hand, the essential variation eVar(u, I) of u over I is defined by
eVar(u, I) := inf {pV(v, I) : v = u almost everywhere on I} .
We shall use in all the sequel the fact that for any map u ∈ L1(I,RM)∩ BV(I,RM), Var(u, I) =
eVar(u, I). Moreover, BV(I,RM) admits the structure of a Banach space with respect to the norm
‖u‖BV(I,RM) := ‖u‖L1(I) + Var(u, I).
We now quote from a compactness result for sequences of norm-bounded maps.
Proposition 4.1. Suppose {u j}∞j=1 ⊂ BV(I,RM) is a sequence which is uniformly bounded
in norm, i.e. ‖u j‖BV(I,RM) < C for all j ≥ 1. There exists a subsequence {u j(k)}∞k=1 and a map
u ∈ BV(I,RM) such that u j(k) → u in L1(I) as k → ∞.
Rather than the norm topology, it will be convenient for us to work with the weak-∗ topology
on BV(I,R6) instead.
Definition 4.5 (Weak-∗ Convergence in BV(I,RM)). Suppose that uε, u ∈ BV(I,RM). We say
that uε converges to u in BV(I,RM) in the weak-∗ topology if and only if uε → u in L1(I,RM) as
ε→ 0, and
lim
ε→0
∫ b
a
uεi φ
′ dt = −
∫ b
a
φ dDui for all φ ∈ C(I)
for i = 1, ..., M.
We finish this preliminary section with the following basic weak-∗ compactness result for
BV(I,RM).
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Proposition 4.2 (Weak-∗ Compactness in BV(I,RM)). A family of maps {uε}0<ε<1 converges
weakly-∗ in BV(I,RM) to u ∈ BV(I,RM) if and only if {uε}0<ε<1 is bounded in BV(I,RM) and uε
converges strongly to u in L1(I,RM) as ε→ 0.
Our strategy in the following section will be to prove, using the uniform bound (22), that
vε, vε ∈ BVloc(R,R3) have the property that ‖Vε‖BV(I,R6) ≤ C(I) for any open subinterval I ⊂ R,
where Vε = [vε, vε]. In turn, we shall be able to pass from classical solutions of system (Sε) to
weak solutions of system (S–) and (S+) in the limit as ε→ 0.
Remark 4.1. To our knowledge, there is currently no global-in-time existence and regular-
ity theory in the literature for the analogous equations of motion for compact, strictly-convex,
non-spherical particles whose boundary surfaces are of class C1. Indeed, it may be possible that
infinitely-many collisions of two non-spherical particles in a finite time interval take place for a
given initial datum. Were this the case, it would not be that all velocity maps lie in BVloc(R),
leading one to establish a compactness principle for approximate trajectories in another suitable
functional space. We return to these remarks in the final section of the article.
4.1. Construction of Uniform Bounds. As intimated above, rather than working with the
variation Var(·, I) over open subintervals I of the real line, due to the structure of the equations
of motion (Sε) it will be much more convenient to work with the (essential) pointwise variation
eVar(·, I). We begin by noticing that ‖ · ‖BV(I,R6)-bounds on trajectories Vε for which Z0 ∈ Σ0 are
trivial. Indeed, it follows that the associated unique solution Zε of (Sε) satisfies dvε/dt = 0 and
dvε/dt = 0 for all time t ∈ R and so are ε-independent.
Let us now consider the non-trivial case when Z0 ∈ Σ− \ Σ0. As it will be useful when
computing the variation eVar(·, I) of velocity profiles, for any two times t j < t j+1 we notice (in the
case of the velocity profile vε) that
vε(t j+1) − vε(t j) =

0 t j < t j+1 < 0,
−
∫ t j+1
0 ∇Φε(xε(s) − xε(s)) ds t j < 0 < t j+1 ≤ τε+,
−
∫ τε+
0 ∇Φε(xε(s) − x
ε(s)) ds t j < 0 < τε+ < t j+1,
−
∫ t j+1
t j
∇Φε(xε(s) − xε(s)) ds 0 ≤ t j < t j+1 ≤ τε+,
−
∫ τε+
t j
∇Φε(xε(s) − xε(s)) ds 0 ≤ t j < τε+ < t j+1,
0 τε
+
< t j < t j+1.
(32)
To start, we have the following auxiliary lemma.
Lemma 4.3. For any T0 < T1, any partition P of [T0, T1] and any Z0 ∈ Σ−, there exists a
constant C = C(Z0,Φ0, T0, T1) > 0 independent of the partition P and the hardening parameter
ε > 0 such that
Var(Vε, I;P) ≤ C with I := (T0, T1), (33)
for all 0 < ε < ε∗ ≤ 1, where ε∗ = ε∗(Z0,Φ0, T0, T1).
Proof. The demonstration of this result follows from a careful case-by-case analysis. We do
not demonstrate here the validity of the uniform bound (33) in all cases that require consideration,
i.e. for all possible choices of initial data Z0 ∈ Σ−, open subintervals I := (T0, T1) ⊂ R and
partitions P of I. We shall only establish the bound in the most involved case, and leave the proof
of the other simpler cases to the reader.
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Let us suppose, for instance, that T0 < 0 < T1, i.e. the interval I contains the collision time
t = 0. For ε > 0 small enough, one has that τε
+
= 2τε∗ < T1. It then follows quickly using (32) that
Var(Vε, I;P) ≤ 2
∫ 2τε∗
0
|∇Φε(xε(t) − xε(t))| dt
for any non-trivial partition P = {t j}N(P)j=1 of the interval (T0, T1). By spherical symmetry of the
potential Φε, we infer that
Var(Vε, I;P) ≤ 4ε−1τε∗ max0≤t≤2τε∗ |Φ
′
0(ρε(t))|,
whence by the estimate in proposition 3.5 for the exit time τε
+
= 2τε∗ together with the upper bound
(P3) on |Φ′0(r)| when r is close to 1, we find that
Var(Vε, I;P) ≤ Cκ2qβ−11
for ε < 1 sufficiently small, where C > 0 is the constant in (22). 
With this in place, we have the following corollary.
Proposition 4.4. For a given open interval I, there exist a sequence {Vi}∞i=1 ⊂ {Vε}0<ε<1 and
V∞ := [v∞, v∞] ∈ BVloc(R,R6) such that Vi → V∞ in L1(I) as i → ∞ for any open interval I ⊂ R.
Proof. Via another case-by-case analysis, it is possible to show that ‖Vε‖L1(I,R6) ≤ C′ for some
C′ = C′(Z0,Φ0, T0, T1) and all ε > 0 sufficiently small. An application of 4.1 yields the proof of
the proposition. 
By a direct application of proposition 4.2, proposition 4.4 finally leads us to:
Corollary 4.5. Suppose Z0 ∈ Σ− \ Σ0. For any n ≥ 1, there exists a sequence {Vi}∞i=1 ⊂
{Vε}0<ε<1 such that Vi
∗
⇀ V∞ in BV((−n, n),R6) as i → ∞.
In the following section, we shall in fact show that the whole family {Vε}0<ε<1 converges to
the unique classical trajectory V = [v, v] as ε → 0 (where v and v are given by (30) and (31),
respectively). Let us now proceed to the proof of theorem 2.1.
4.2. Weak Solutions of the Hard Sphere System. Making use of the compactness results
of the previous section, it is now straightforward to pass from classical solutions of (Sε) to weak
solutions of (S–) and (S+).
Proof of Theorem 2.1. For any ψ ∈ C10(R,R6), it holds that∫ ∞
−∞
d
dt
[
vε
vε
]
· ψ dt = −
∫ ∞
−∞
[
vε
vε
]
· ψ′ dt,
and by passing to limits as ε→ 0, we infer that∫ ∞
−∞
[
v∞
v∞
]
· ψ′ dt = −
∫ ∞
−∞
ψ dDV∞,
where V∞ := [v∞, v∞] is the limit point guaranteed by proposition 4.4. Moreover, since xε(t) =
x0 + tv(t), using the strong convergence of [vε, vε] to [v∞, v∞] in L1(I,R6) as ε → 0, we infer that
x∞ := x0 + tv∞(t) and x∞ := x0 + tv∞(t) satisfy∫ ∞
−∞
[
x∞
x∞
]
· ϕ′ dt = −
∫ ∞
−∞
[
v∞
v∞
]
· ϕ dt,
for any ϕ ∈ C10(R,R6). We must now pass comment on the conservation laws. For the conservation
of linear momentum, one has
vε(t) + vε(t) = v0 + v0 for all t ∈ R,
21
whence
v∞(t) + v∞(t) = v0 + v0 for almost every t ∈ R,
with similar considerations for the conservation of angular momentum and kinetic energy. Finally,
as
|xε(t) − xε(t)| ≥ 1 for all t ≤ 0 and t ≥ τε+,
it follows that |x∞(t) − x∞(t)| ≥ 1 for almost every t ∈ R. As such, it follows that Z∞ :=
[x∞, x∞, v∞, v∞] is a weak solution of system (S–) and (S+). 
We now show that the equivalence class Z∞ has a representative which is the unique classical
solution of system (S–) and (S+). Indeed, we have the following proposition.
Proposition 4.6. For Z0 ∈ Σ− and any −∞ < T0 < T1 < ∞, one has
lim
ε→0
∫ T1
T0
|vε(t) − v(t)| dt = lim
ε→0
∫ T1
T0
|vε(t) − v(t)| dt = 0,
where v and v are the unique classical solutions (30) and (31) of system (S–) and (S+).
Proof. It is necessary to break the proof into 3 cases, namely (i) T1 < 0, (ii) T0 ≤ 0 < T1, and
(iii) 0 < T0. We consider here only the most involved case, namely (ii). Indeed, supposing that
T0 ≤ 0 < T1, we break the L1(I,R6) norm of Vε − V into three pieces:
‖vε − v‖L1(I,R3) =
∫ 0
T0
|vε(s) − v(s)| ds︸                   ︷︷                   ︸
Jε1
+
∫ 2τε∗
0
|vε(s) − v(s)| ds︸                     ︷︷                     ︸
Jε2 :=
+
∫ T1
2τε∗
|vε(s) − v(s)| ds︸                    ︷︷                    ︸
Jε3 :=
.
Clearly, Jε1 = 0. For J
ε
2 , we find that
Jε2 =
∫ 2τε∗
0
∣∣∣∣∣∣
∫ t
0
∇Φε(xε(s) − xε(s)) ds + v′n − v0
∣∣∣∣∣∣ dt
≤ 1
ε
∫ 2τε∗
0
∫ t
0
|Φ′0(ρε(s))| dsdt + 2τε∗ |v′n − v0|.
Since ρε∗ ≤ ρε(s) ≤ 1, for ε small enough, we have max0≤s≤2τε∗ |Φ′0(ρε(s))| = |Φ′0(ρε∗)|, we infer that
Jε2 ≤ κ1q
β−1
1 ε
−1/β
∫ 2τε∗
0
dsdt + Cε1/β,
and so Jε2 ≤ Cε1/β for some constant C > 0. For the final piece Jε3, we note that
Jε3 ≤ (T1 − 2τε∗)
∣∣∣(Π2σεZ0)1 − v′n∣∣∣ ,
however corollary 3.8 immediately gives us that limε→0 |(Π2σεZ0)1−v′n| = 0. As the considerations
for vε − v are identical, the proof of the proposition follows. 
We note using proposition 4.2 that the whole family {Vε}0<ε<1 (and not simply a subsequence
thereof) converges weakly-∗ to V in BV(I,R6) for any open interval I. A standard application of
the triangle inequality yields equality of [v∞, v∞] and (the equivalence class generated by) [v, v] in
L1loc(R,R6), from which the proof of theorem 2.1 is concluded.
5. Brief Remarks on the Non-Spherical Particle Problem
While the problem of two spherical particles is well understood, the problem for two non-
spherical particles is less so. We now discuss some of the challenges one must face, both from the
point of view of existence theory and regularity theory, for the analogous problem for the dynamics
of non-spherical particles in R3. This brief section is by no means comprehensive, but it serves to
highlight a few of the interesting open problems in the theory of hard particle dynamics.
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5.1. Set-up of the Problem. Let P∗ be a compact, strictly-convex, non-spherical subset of
R
3 with boundary surface of class C1, whose centre of mass lies at the origin. We denote by m > 0
and J ∈ R3×3 the mass and the inertia tensor associated to the reference particle P∗, respectively,
where
m :=
∫
P∗
dy and J :=
∫
P∗
(
y ⊗ y − |y|2I
)
dy.
We consider the motion in R3 of two congruent copies P and P of the reference particle P∗. Indeed,
we may write P = RP∗ + x and P = RP∗ + x for some maps x, x : R → R3 and R,R : R → SO(3).
The phase space for this problem is
D2(P∗) :=
{
Z ∈ (R3 × SO(3) × R3 × R3)2 : card (RP∗ + x) ∩ (RP∗ + x) ≤ 1
}
.
The equations of motion for P and P are given by
d
dt±

x
x
R
R
 =

v
v
ΩR
ΩR
 and
d
dt±

v
v
RJRTω
RJRTω
 =

0
0
0
0
 , (P∗S±)
where
Ω :=

0 −ω3 ω2
ω3 0 −ω1
−ω2 ω1 0
 and Ω :=

0 −ω3 ω2
ω3 0 −ω1
−ω2 ω1 0
 ,
and ω := [ω1, ω2, ω3], ω := [ω1, ω2, ω3]. We now establish the analogues of classical and weak
solution to system (P∗S±).
Definition 5.1 (Classical Solutions). For Z0 ∈ D2(P∗), we say that Z = [z, z], with z =
[x,R, v, ω] and v = [x,R, v, ω], is a classical solution of system (P∗S±) if and only if t 7→ Z(t)
has range in D2(P∗) for all t ∈ R, t 7→ [x, x,R,R] is continuous piecewise linear on R, and
t 7→ [v, v, ω, ω] is lower semi-continuous and piecewise constant on R; moreover, t 7→ Z(t) satisfies
the right limit ODEs pointwise everywhere in R and the left limit ODEs pointwise everywhere in
R \ T (Z0), where
T (Z0) :=
{
t ∈ R : card (R(t)P∗ + x(t)) ∩ (R(t)P∗ + x(t)) = 1
}
.
Additionally, t 7→ Z(t) must satisfy the conservation of total linear momentum
mv(t) + mv(t) = mv0 + mv0, (34)
the conservation of total angular momentum (with respect to all points of measurement a ∈ R3)
−m(a − x(t)) ∧ v(t) + R(t)JR(t)Tω(t) − m(a − x(t)) ∧ v(t) + R(t)JR(t)Tω(t)
= −m(a − x0) ∧ v0 + R0JRT0ω0 − m(a − x0) ∧ v0 + R0JR
T
0ω0,
and the conservation of total kinetic energy
m|v(t)|2 + R(t)JR(t)Tω(t) · ω(t) + m|v(t)|2 + R(t)JR(t)Tω(t) · ω(t)
= m|v0|2 + R0JRT0ω0 · ω0 + m|v0|2 + R0JR
T
0ω0 · ω0
(35)
for all t ∈ R. Finally, Z(0) = Z0.
We contrast this with the following natural notion of weak solution.
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Definition 5.2 (Weak Solutions). For Z0 ∈ D2(P∗), we say that Z = [z, z] is a weak solution
of system (P∗S±) if and only if [x, x,R,R] ∈ C(R,R6 × SO(3)2), [v, v, ω, ω] ∈ BVloc(R,R12) and Z
satisfies the equations
∫ ∞
−∞

x
x
R
R
 · φ′ dt = −
∫ ∞
−∞

v
v
ΩR
ΩR
 · φ dt
for all compactly-supported C1 test functions φ, and
∫ ∞
−∞

v
v
ω
ω
 · ψ′ dt = −
∫ ∞
−∞
ψ dDV
for all compactly-supported C1 test functions ψ, with DV a finite vector-valued Radon measure
on R. Moreover, Z should satisfy the conservation laws (34), (5.1) and (35) pointwise almost
everywhere on R. Finally, any representative of the equivalence class Z should have range in
D2(P∗) for almost every time in R.
We now catalogue some results in the literature pertaining to the existence and regularity of
both classical and weak solutions to the equations of physical non-spherical particle motion.
5.2. Existence Theories for System (P∗S±). Let us firstly consider the problem of estab-
lishing the existence of classical solutions to the above system of ODEs by means of the method
of trajectory surgery. In order to employ this method, one must first provide the analogue of the
scattering matrices (5) which resolve the collision between two non-spherical particles. We note
that a collision between P and P is parametrised by β = (R,R, n) ∈ SO(3) × SO(3) × S2. We begin
with the following.
Definition 5.3 (Distance of Closest Approach). For a given spatial configuration β = (R,R, n) ∈
SO(3) × SO(3) × S2 of two colliding particles, we write dβ to denote the distance of closest ap-
proach between the centres of mass of the two particles P (with centre of mass 0 and orientation
R) and P (with centre of mass on the line {dn : d > 0} and orientation R), namely
dβ := inf
{
d > 0 : card (RP∗ ∩ (RP∗ + dn)) = 0
}
.
We now state in precise way what we mean by a map which sends ‘pre-collisional’ velocities
to ‘post-collisional’ velocities.
Definition 5.4 (Scattering Maps). For β ∈ SO(3) × SO(3) × S2, we say that σβ : R12 → R12
is a scattering map if and only if σβ is an involution on R12 and maps the half space
Σ
−
β :=
{
V ∈ R12 : νβ · V ≥ 0
}
to the half space
Σ
+
β :=
{
V ∈ R12 : νβ · V ≤ 0
}
,
where νβ ∈ R12 is the unit vector satisfying the formal expressions
d
dt+
F(x(t), x(t),R(t),R(t))
∣∣∣∣∣
t=τ
≤ 0 ⇐⇒ νβ · V ≥ 0
and
d
dt−
F(x(t), x(t),R(t),R(t))
∣∣∣∣∣
t=τ
≥ 0 ⇐⇒ νβ · V ≤ 0,
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with F : R6 × SO(3)2 → R the auxiliary function
F(x, x,R,R) := |x − x|2 − d2
β(x,x), β(x, x) := (R,R, n(x, x)) and n(x, x) :=
x − x
|x − x| ,
and where t = τ is a collision time, i.e. F(x(τ), x(τ),R(τ),R(τ)) = 0.
With these basic concepts in place, and with the method of trajectory surgery in mind, let us
state the problem of interest.
Open Problem 5.1 (Characterisation of Physical C1 Scattering Maps). For every β ∈ SO(3) ×
SO(3) × S2, characterise all C1 scattering maps σβ : R12 → R12 which satisfy the Jacobian PDE
det(Dσβ[V]) = −1 for V ∈ R12,
and are subject to the algebraic constraints of conservation of linear momentum
(σβ[V])1
(σβ[V])2
(σβ[V])3
 +

(σβ[V])4
(σβ[V])5
(σβ[V])6
 =

V1
V2
V3
 +

V4
V5
V6
 ,
conservation of angular momentum (for any a ∈ R3)
−ma ∧

(σβ[V])1
(σβ[V])2
(σβ[V])3
 + RT JR

(σβ[V])7
(σβ[V])8
(σβ[V])9
 − m(a − dβn) ∧

(σβ[V])4
(σβ[V])5
(σβ[V])6
 + RT JR

(σβ[V])10
(σβ[V])11
(σβ[V])12

= −ma ∧

V1
V2
V3
 + RT JR

V7
V8
V9
 − m(a − dβn) ∧

V4
V5
V6
 + RT JR

V10
V11
V12

and the conservation of kinetic energy
|Mσβ[V]|2 = |MV |2,
where M ∈ R12×12 is the block mass-inertia matrix
M :=

√
mI 0 0 0
0
√
mI 0 0
0 0
√
J 0
0 0 0
√
J
 .
It has already been shown essentially in Saint-Raymond and Wilkinson [7] that the quasi-
reflection matrices σβ ∈ O(12) given by
σβ := M−1
(
I − 2̂νβ ⊗ ν̂β
)
M with ν̂β :=
M−1νβ
|M−1νβ|
, (36)
are indeed physical C1 scattering maps for any choice of β. However, according to the author’s
knowledge, it is not known if (36) is in any sense the unique solution of problem 5.1. In any
case, with at least one family of physical scattering matrices {σβ}β∈SO(3)×SO(3)×S2 in hand, one may
make use of the results of Ballard [3] to establish the following result on the global existence and
regularity of weak solutions to system (P∗S±), under the assumption that ∂P∗ is real analytic.
Theorem 5.2 (Ballard [3]). Suppose P∗ is a compact, strictly-convex, non-spherical subset
of R3 whose boundary surface is real analytic. Let {σβ}β∈SO(3)×SO(3)×S2 be a family of physical
scattering maps. For any Z0 ∈ D2(P∗), there exists a unique global-in-time weak solution to
system (P∗S±).
It seems somewhat unreasonable to stipulate that the regularity of the boundary ∂P∗ be real
analytic. We therefore draw attention to the following:
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Open Problem 5.3. Establish the global existence and regularity of solutions to (P∗S±) when
∂P∗ is only of class C1.
If the dynamics of lower regularity particles does not exhibit any pathological behaviour (such
as infinitely-many collisions in a compact time interval), then the topological methods outlined in
this article provide, in principle, a method with which one could establish existence of classical
solutions to system (P∗S±). We hope to address this problem in future work.
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