ABSTRACT In order to improve the prediction accuracy of the access network user behavior (ANUB), we propose a novel density-ratio peak (DRP)-based semi-supervised algorithm. It first rescales the given dataset with non-uniform density clusters by density-ratio estimation (DRE) and conducts the subscriber detailed classification by using the density peak (DP) algorithm. The proposed DRP algorithm can identify all clusters in a dataset with greatly varying densities. Then, a semi-supervised algorithm evolves three regression prediction methods, namely, an auto regressive and moving average (ARMA), an auto regressive integrated moving average (ARIMA), and a fractionally auto regressive integrated moving average (FARIMA), as typical representatives to generate an accurate predictor for the ANUB and establish a prediction model for each subcluster. The behaviors of access network users in the same subcategory share similarities and the statistics of the behaviors of all access network users in a district can emerge the model of the district network properties, such as the prediction of the district network traffic that is more detailed than the direct prediction. The proposed model is evaluated through the dataset of the ANUB collected from China Telecom, and the obtained results show that the integrated model is an effective way to improve the accuracy of prediction achieved by the DRP clustering, compared with the conventional ones.
I. INTRODUCTION
Access network has allowed to extract large amounts of relevant data about its user behavior, which needs data mining to analyze and predict so as to satisfy the demands of market and users [1] , [2] . Served as an unsupervised learning method in data mining, clustering partitions a set of data points into a set of homogeneous groups based on their similarities [3] . It is a fundamental data analysis technique and plays a crucial role in how human beings understand and describe the world. Density-based clustering algorithms like DBSCAN [4] , OPTICS [5] and SNN [6] are an important class of clustering algorithms that can discover clusters
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of different sizes and shapes while being robust to noise. The clusters are defined as regions of high density, which are separated by regions of low density. However, most of these algorithms suffer from choosing an appropriate priori parameter, such as the density threshold [4] , [5] and the nearest neighbor number [6] . This issue still exists in the mean-shift method [7] , where a cluster is defined as a set of points that converge to the same local maximum of the density distribution function. This method allows the finding of nonspherical clusters, but it only works for data defined by a set of coordinates and with high computational complexity [8] .
In 2014, Science has reported a density peak (DP) algorithm, which is a robust density-based clustering algorithm due to its ability to detect arbitrary clusters without specifying the number of clusters [8] . Unlike the mean-shift method, its procedure does not require embedding the data in a vector space and maximizing the density field for each data point explicitly [8] . However, this DP algorithm cannot directly identify all clusters in a dataset, where the clusters have greatly varying densities, especially for the data encountered by access network user behavior (ANUB), whose various types of users are unequal in number. So far, a method called DP-based k-nearest neighbors (DP-KNN) [9] and its adaption called ADP-KNN [10] have been proposed to improve the performance of this DP algorithm. These algorithms employ the idea of k-nearest neighbors to consider the local structure of data to reduce the dimension of datasets. Nevertheless, the clustering process is the same as DP so that they still face the same challenges of finding clusters with differing densities [6] . It is worth mentioning that the density-ratio estimation (DRE) method wasn't developed until 2016 to solve the exact condition under which most density-based clustering algorithms fail. It introduces a less restrictive clustering assumption than that of classical density-based clustering. It is based on the density-ratio that characterizes clusters as regions of local high density separated by regions of local low density. A rescaling approach called ReScale has been proposed, which directly approximates the density ratio from a dataset and enables an existing density-based clustering algorithm to be directly applied to the rescaled dataset [11] . DRE has driven three state-of-the-art algorithms: DBSCAN, OPTICS and SNN, which are well-practiced in finding clusters with different densities under certain conditions. However, these improved algorithms can still be greatly affected by the parameters due to the drawbacks of their former ones, which cannot be applied to analyze and predict ANUB.
Forecasting network traffic helps service providers to enhance their services. In order to predict the district network traffic for ANUB, various prediction techniques have been proposed in the literatures, such as auto regressive and moving average (ARMA) [12] , auto regressive integrated moving average (ARIMA) [13] , [14] and fractionally auto regressive integrated moving average (FARIMA) [15] . However, time series data do not always have the same characteristics. Therefore, various preprocessing steps have been applied to the raw data before forecasting time series data [16] , [17] . In addition, an algorithm of the developed density peak clustering with support vector data description (DDPC-SVDD) has been proposed, and it can break through the bottleneck of processing high-dimensional data with non-uniform density in access network intrusion detection (ANID) system [18] . These preprocessing steps can be applied to the raw data to obtain more accurate predictions, but they still lack of details and accuracy to predict district network traffic directly.
This work aims to provide solutions that reduce the missing of numerous clusters so as to make the DP in [8] practical in finding clusters with different densities, especially for the data encountered by ANUB. We firstly rescale the given dataset with non-uniform density clusters by DRE. The rescaled dataset has clusters of approximate density and the estimated density of each rescaled instance is approximately the estimated density-ratio of that instance in the original space. Then we apply DP to the rescaled data to conduct subscriber detailed classification. Due to the rescaling by DRE, the proposed density-ratio peak (DRP) algorithm can identify all clusters in a dataset with greatly varying densities. Furthermore, in order to generate an accurate predictor for ANUB, the DRP based semi-supervised algorithm served as the preprocessing steps evolves three typical regression prediction methods, including ARMA, ARIMA and FARIMA, to establish a prediction model for each subcategory. The behaviors of access network users in the same subcategory share similarities. The statistics of the behaviors of all access network users in a district can emerge the model of the district network properties, such as the prediction of the district network traffic, which is more detailed than the direct prediction. Finally, with the help of DRP, an integrated model with a good predictive accuracy can be achieved for the densityunbalanced dataset of ANUB.
II. RELATED STUDIES A. DENSITY PEAK ALGORITHM
In 2014, Rodriguez and Liao have proposed a robust density peak based algorithm [8] , which is able to effectively identify cluster centers for complex data distribution with outliers and does not need to specify the number of clusters. The algorithm is developed based on two intuitive assumptions: (i) an object is likely to be a cluster center if it has higher local density than its neighboring objects; (ii) the distance between two cluster centers is often large. To utilize the assumptions, two important factors are computed for each object i, namely the local density factor ρ i and the distance factor δi. Let d ij represents the distance between the i-th and the j-th objects. The factor ρ i of the i-th object is shown in Eq. (1), where χ(x) = 1 if x < 0, otherwise χ (x) = 0, and d c is a cutoff distance. Clearly, ρ i denotes the number of objects whose distances to the i-th object are smaller than the cutoff distance. On the other hand, the factor δi is shown in Eq. (2), which stands for the smallest distance to the object that has a higher local density value than the i-th object. For the object with the highest local density value, we set δi = max j (dij). With these two factors, we can identify the possible cluster centers. In [8] , it has been shown that an object with higher values for the two factors is likely to be a cluster center. Following this idea, we rank the objects based on the product of two factors ρ i and δi in a descending order. Finally, we cut off the ranking list empirically to find cluster centers. In particular, assuming that there are n objects given as seeds, we consider the top 2n objects in the list as cluster centers.
B. DENSITY-RATIO ESTIMATION METHOD
Recently, methods to directly estimate the densityratio have been developed in the machine learning community [19] , [20] . They apply a density-ratio estimator VOLUME 7, 2019 to estimate the weight function instead of each probability density estimator. In 2016, Pattern Recognition has proposed a density-ratio based method to overcome the difficulty of identifying all clusters in a dataset with greatly varying densities [11] . It provides two different implementations/approaches, one of which is a rescaling approach called ReScale that approximates the density ratio directly from a dataset and transforms a dataset by adaptive scaling based on the density ratio [11] . The effect of this preprocessing procedure is to make the data approximately uniform in each dimension before applying any density-based clustering algorithm. It can improve the identification ability of the relatively sparser density clusters and does not affect the clustering effect of much denser ones. Instead of identifying a cluster center point based on its density, it suggests to use the density-ratio. The DRE at x is defined in Eq. (3), where r ε,η (x) is a ratio of the density of a small ε-neighborhood instance p ε (x) and the density of its η-neighborhood p η (x). p ε (x) and p η (x) represent the average density value over ε-neighborhood and η-neighborhood of x estimated by the density estimator in a clustering algorithm respectively, and ε < η. Three density-based clustering algorithms: DBSCAN, OPTICS and SNN, which are directly applied to the rescaled dataset, can find all clusters with varying densities; otherwise it is impossible to use the same algorithms to the unscaled dataset.
C. REGRESSION PREDICTION MODEL
A variety of supervised learning methods have been proposed for the prediction of ANUB as a continuous dataset, which is considered as a linear regression model in some researches. Served as three state-of-the-art linear regression models, ARMA, ARIMA and FARIMA are powerful forecasting methodologies that are able to capture trends in a time series and project their future values. ARMA is based on the auto regressive (AR) [21] and the moving average (MA) [21] , [22] . The data value at any given time t is called y t , which is considered as a function of the previous p data values y t−1 , y t−2 , · · · , y t−p , and the errors at timest, t −1, · · · , t −q are called n t , n t−1 , · · · , n t−q . 
III. IMPLEMENTATION DETAILS A. PROCESS OF DENSITY-RATIO PEAK ALGORITHM
In order to identify unbalanced density clusters by using DP, we firstly rescale the values of these clusters with DRE, where the density is normalized with respect to the average density over the surrounding area. By doing this, we are able to deal with the variation in (average) density across clusters, thereby allowing DP to be used to identify all clusters in the dataset. We then use DP to build a two-dimensional decision graph of the rescaled data. Based on the selection principle of cluster center points in DP, the cluster center points are close to the upper right corner and distinct from other samples in the decision graph. Two factors ρ i and δi of the lower left point among the selected points are set as the global thresholds of the cluster center points, which means that the point is determined as the cluster center when the values of these two factors are both greater than the global thresholds. After the cluster centers have been found, each remaining point is assigned to the same cluster as its nearest neighbor of higher density. Fig. 1 displays the proposed model based on regression prediction models (ARMA, ARIMA and FARIMA) with DRP. First, the DP is used to cluster the dataset of ANUB into a number of data clusters roughly based on O i /I i , which is the ratio of downloads to uploads for each access network user.
B. PREDICTION MODEL OF DRP BASED SEMI-SUPERVISED ALGORITHM
Research suggests that access network users can be divided into three groups roughly: super users, ordinary users and free riders [23] . Super users' uploads are larger than their downloads, because they continue uploading when or after downloading. The downloading and uploading behaviors of ordinary users tend to be balanced. If the downloads are larger than the uploads, these access network users are regarded as free riders. It also reveals that the behaviors of access network users are associated with their bandwidths [23] . Super users usually choose high bandwidth to meet their uploading requirements. Low bandwidth access network users are more likely to generate the free riding behavior and provide a handful of network shared resources to conserve bandwidth. Because of the unbalanced density distribution of the abovementioned three user groups, the DP algorithm cannot be directly applied for the detailed classification of subscribers. It then uses DRE to rescale the dataset. Three regression prediction methods are used to establish a prediction model for each sub cluster. This semi-supervised model combines the unsupervised DRP clustering and the supervised regression prediction method to generate the accurate predictor for ANUB. The behaviors of access network users in the same subcategory share similarities. The statistics of all access network users' behaviors in a district can emerge the model of the district network properties, such as the prediction of the district network traffic, which is more detailed than the direct prediction.
IV. RESULTS AND DISCUSSIONS

A. DRP BASED ON ANUB DATASET COLLECTED FROM CHINA TELECOM
The ANUB dataset collected from China Telecom is firstly clustered into three groups roughly by DP based on O i /I i . The decision graph and the proportion of various user groups are shown in Fig. 2 . These three user groups' datasets are then used to compare the clustering effects of DRP algorithm with DP and three state-of-the-art density-based clustering algorithms with DRE: DR-DBSCAN, DR-OPTICS and DR-SNN. The dataset is normalized by using the minmax normalization to yield each attribute in [0, 1] before the experiments begin. The comparisons of their clustering performances are evaluated in terms of the decision graph with clustering effect diagram and the F-score [24] , [25] . The reasonable ranges of parameters search for DR-DBSCAN, DR-OPTICS and DR-SNN in [11] are adopted to obtain the best clustering performance. We calculate the distance between any two samples by using Euclidean distance calculation and sort them in the ascending order to get the matrix dist.
The dc values of DP and DRP are set by the first 1% of dist value [8] .
The corresponding decision graphs with clustering effect diagrams are shown in Fig. 3 , and the final pie graph of various user groups is shown in Fig. 2(c) . The cluster centers and their numbers are determined by the rectangular box in the decision graph. The clustering results show that DP can only identify one cluster of three datasets, but DRP can identify different clusters. It can be seen that the proposed DRP algorithm can identify all clusters in a dataset with greatly varying densities. Hence, for large-scale datasets with uneven density distributions, pretreatment is necessary. Based on a given clustering result, we calculate the precision P and the recall rate R for each cluster [26] . As a standard balance between the precision and recall rate for evaluating point classifiers, the Fscore of each cluster is the harmonic mean of its precision and recall rate. Therefore, the clustering performance is measured in terms of the F-score. The results of the precision P, the recall rate R and the F-score are shown in Table 1 . It can be seen that the F-score based on the DRP algorithm is higher than that of the other 4 clustering algorithms. Compared with the DP algorithm, the F-score value is significantly improved. Obviously, the proposed DRP algorithm can improve the clustering effect of the DP algorithm. ReScale is a preprocessing step to map the dataset before applying any density based clustering algorithm. So the DRP retains the same time and space complexity as the DP algorithm, but it breaks through the bottleneck of DP of processing high dimensional data with non-uniform density.
B. DRP BASED SEMI-SUPERVISED ALGORITHM BASED ON ANUB DATASET
We use 90% of ANUB dataset as the training set to establish a prediction model of ANUB and 10% of which as the test set to test the generalization performance of the model. In order to generate the accurate predictor for ANUB, the DRP based semi-supervised algorithm evolves ARMA, ARIMA and FARIMA as three typical regression prediction methods to establish a prediction model for each subcategory. Especially, these prediction of ANUB besides district network traffic can analyze and provide the reference of security demands for access networks [27] , [28] . The predictions of the DRP based semi-supervised model and the conventional ones without the DRP are conducted by ANUB dataset collected from China Telecom. To verify the performance of the proposed model, three prediction evaluation indexes are adopted, namely mean absolute error (MAE), mean square error (MSE) and mean absolute percentage error (MAPE) [29] . The prediction results are listed in TABLE 1. The precision P(%), the recall rate R(%) and F-score(%) in DP, three state-of-the-art algorithms with DRE and DRP under ANUB dataset collected from China Telecom. Table 2 . Each index is calculated 10 times to find the average. As shown in Table 2 , the proposed integrated prediction model can accurately depict the characteristics of network traffic and has higher prediction accuracy than the conventional ones. The results show that using DRP to cluster the network traffic dataset, dividing the dataset into several subcategories and establishing the corresponding regression model for each subcategory to statistically get the network traffic prediction model is effective and feasible. Moreover, even though the DRP based semi-supervised models take longer time than the conventional ones, this time is still low enough considering that it can be applied to solve real-life problems such as network traffic prediction and network user behavior analysis.
V. CONCLUSIONS
In this paper, we have proposed a DRP based semi-supervised algorithm and verified its applicability in ANUB analysis. DRP breaks through the bottleneck of processing high dimensional data with non-uniform density so as to make DP practical in finding clusters with differing densities, especially for the data encountered by ANUB. Furthermore, the DRP based semi-supervised algorithm is introduced to generate a more accurate predictor for ANUB, because it establishes a prediction model for each subcategory to statistically get the network traffic prediction model, which is more detailed than the direct prediction. The reported results of China Telecom datasets demonstrate that the proposed model is capable of producing high prediction accuracy in ANUB analysis.
