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Abstract
In the same year as Einstein’s annus mirabilis, English engineer and physicist John Flemming
patented the ﬁrst rectifying diode, which he called the "Flemming valve". Einstein’s work on
the photoelectric effect would change our understanding of the nature of light - a pivotal
moment in the development of quantum theory. Flemming’s diode would transform our
world as well, often pointed to as the beginning of modern electronics. These ideas, born
in the same moment, have remained entwined. Quantum theory has been fundamental to
transistor development, and that, in turn, led to the computer revolution and accompanying
development of silicon manufacturing.
The theoretical and technological gifts these ideas have accumulated over the past hundred
years are now laid to bare in the ﬁeld of cavity optomechanics. The silicon technology that
owes its very existence to quantum theory is now leveraged to test the limitations of theory and
perhaps to exploit quantum resources for a new class of sensors. Micro-, and even nano-scale,
optical cavities are coupled to commensurately miniaturized mechanical oscillators, where
strong radiation pressure mediated interactions between their corresponding modes can be
realized. The ﬂuctuating position of a mechanical element is imprinted on the phase of light
circulating within the cavity, while the varying amplitude of the light alters its momentum.
Quantum ﬂuctuations are imprinted on the mechanical element by light within the cavity,
establishing correlations between its phase and amplitude. Utilizing the optomechanical
system developed in this thesis work we are able to observe the signature of these induced
correlations, even in the presence of thermal noise at room-temperature. Moreover, we
demonstrate the principle by which correlations can be used to cancel measurement back-
action, producing a quantum-enhanced sensitivity to external forces. The system in question
is also demonstrated to achieve an imprecision more than three orders of magnitude below
that at the standard quantum, at room-temperature, which is unprecedented.
A strong radiation pressure interaction between a micron-scale mechanical element and an
optical cavity has been achieved by taking advantage of many of the powerful tools developed
in the context of building modern computers. Using transistor technology in this new context
we engineer an optomechanical system that exhibits an exceptionally large contribution of
back-action relative to thermal noise. In addition to observing this back-action signature at
ambient temperatures, the large interaction strength is applied to the task of laser cooling
with a measurement-based feedback scheme. In this framework, we demonstrate the ability
to reduce the thermal occupation of a cryogenically cooled mechanical mode by an additional
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Acknowledgements
three orders of magnitude, to a mean occupancy of just 5.3 phonons.
Keywords: quantum measurement, room temperature cavity optomechanics, measurement
back-action, quantum correlations
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Résumé
Dans la même année que le célèbre annus mirabilis d’Einstein, l’ingénieur et physicien anglais
John Flemming a breveté la première diode de redressement, qu’il a appelée la "valve Flem-
ming". Le travail d’Einstein sur l’effet photoélectrique changerait notre compréhension de la
nature de la lumière - un moment charnière dans le développement de la théorie quantique.
La diode de Flemming transformerait aussi notre monde, souvent désigné comme le début de
l’électronique moderne. Ces idées, nées au même moment, sont restées enlacées. La théorie
quantique a été fondamentale pour le développement des transistors, ce qui a conduit à son
tour à la révolution informatique et au développement de la fabrication du silicium.
Les dons théoriques et technologiques que ces idées ont accumulés au cours des cent der-
nières années sont maintenant mis à nu dans le domaine de l’optomécanique des cavités. La
technologie du silicium qui doit son existence même à la théorie quantique est maintenant
utilisée pour tester les limites de la théorie et peut-être pour exploiter les ressources quan-
tiques pour une nouvelle classe de capteurs. Des cavités optiques à micro- et même à l’échelle
nanométrique sont couplées à des oscillateurs mécaniques miniaturisés de manière commu-
nautaire, où de fortes interactions à médiation par pression de radiation entre leurs modes
correspondants peuvent être réalisées. La position ﬂuctuante d’un élément mécanique est
imprimée sur la phase de lumière circulant dans la cavité, tandis que l’amplitude variable de la
lumière modiﬁe son moment. Les ﬂuctuations quantiques sont imprimées sur l’élément méca-
nique par la lumière à l’intérieur de la cavité, établissant des corrélations entre sa phase et son
amplitude. En utilisant le système optomécanique développé dans ce travail de thèse, nous
sommes en mesure d’observer la signature de ces corrélations induites, même en présence de
bruit thermique à température ambiante. De plus, nous démontrons le principe selon lequel
les corrélations peuvent être utilisées pour annuler la backaction de mesure, produisant une
sensibilité quantique accrue aux forces externes. On a également démontré que le système en
question produisait une imprécision de plus de trois ordres de grandeur inférieure à celle du
quantum standard, à la température ambiante, qui est sans précédent.
Une forte interaction de pression de radiation entre un élément mécanique à l’échelle mi-
cronique et une cavité optique a été obtenue en tirant parti de nombreux outils puissants
développés dans le contexte de la construction d’ordinateurs modernes. En utilisant la techno-
logie des transistors dans ce nouveau contexte, nous développons un système optomécanique
qui présente une contribution exceptionnellement importante de la réaction au bruit ther-
mique. En plus d’observer cette signature de backaction à des températures ambiantes, la
v
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grande force d’interaction est appliquée à la tâche de refroidissement laser avec un système
de retour basé sur la mesure. Dans ce cadre, nous démontrons la capacité de réduire l’occupa-
tion thermique d’un mode mécanique refroidi cryogéniquement de trois ordres de grandeur
supplémentaires, pour une occupation moyenne de seulement 5,3 phonons.
Mots clefs : Mesure quantique, optomécanique de cavité à température ambiante, backaction
de mesure, corrélations quantiques
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1 Introduction
Figure 1.1 – Comet Hale-Bopp: Ionized gas tail is seen in blue
and dust tail in white. The gas component is acted up by solar
wind (plasma), while the neutral dust tail only experiences the
radiation pressure force [1].
The ﬁeld of optomechanics, in which
the work described here is grounded,
centers around a rather subtle and yet
profoundly powerful aspect about the
way electromagnetic radiation interacts
with matter. This is the fact that elec-
tromagnetic waves carry momentum
and this momentum is transferred to
matter upon reﬂection or absorption.
The resulting force, known as radia-
tion pressure, is so subtle that if one
could survive standing in front on a light
source with an intensity equivalent to
that at the surface of the sun they could
scarcely claim to feel the force, which
would amount to the weight of about
four sheets of paper. This force is so in-
conspicuous that its signature was ﬁrst
recognized just 400 years ago by the as-
tronomer Johannes Kepler, in observing that the tails of comets consistently point away from
the sun. He speculated that light from the sun must be exerting pressure on these comet
tails. He was right, although it would be 243 years later when James Clerk Maxwell, upon
publishing the famous equations that bear his name, provided a theoretical framework for this
observation. It would be yet another 38 years before this effect could be proven experimentally,
by physicist Pyotr Lebedev. His proof came in the observation that a large light weight mirror
attached to a low friction spindle rotates when illuminated with a high intensity light. The
experimental device, called a radiometer, had been invented almost thirty years earlier but
radiation pressure had remained elusive.
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It would not be until the advent of the laser in 1960 that radiation pressure would become
a force to contend with - both as an experimental resource and a limitation to precision
measurements. High intensity coherent light sources would become a very important tool
in coaxing this force from obscurity. In parallel, an understanding of the frictional force that
an electromagnetic ﬁeld exerts within a resonator would be critical to the development of
optomechanics. Physicist Vladimir Braginsky realized that the ﬁnite build up time of the ﬁeld
within such a resonator allows it to perform mechanical work. This principle could be used to
reduce or amplify motion via the radiation pressure interaction. One very powerful use of this
principle was to diminish the thermally driven motion of an oscillator – a technique known as
laser cooling.
A
B
Figure 1.2 – LIGO measurement of gravitational waves (Han-
ford): September 14, 2015. The ﬁrst detection of gravitational
waves, resulting from themerger of two black holeswithmasses
∼30 times that of the sun, ∼1.4 billion light years from earth.
Measurement data in (A) and numerical model in (B) [2].
Braginsky also the realized that radia-
tion pressure set a fundamental limit
on precision optical measurements. His
work in this direction was fundamen-
tal to the development of gravitational
wave interferometers. These large-scale
precision measurement systems are es-
sentially very large Fabry-Pérot cavi-
ties (section 1.1.2), composed of two
mirrors several kilometers apart with a
high intensity optical ﬁeld circulating
between them. Photons make hundreds
of round trips between the mirrors be-
fore exiting the cavity and this makes
them extremely sensitive to a change its
length. Such systems have been specif-
ically developed to search for gravita-
tional waves, which very slightly alter
the length of the cavity. However, in this
context radiation pressure has a coun-
terproductive effect in that it imparts a random force on the end mirrors due to quantum
ﬂuctuates of the light ﬁeld. Through careful study of this effect and painstaking development
of the mechanical systems that support the end mirrors a system was developed with sufﬁ-
cient sensitivity to detect the ﬁrst gravitational waves in 2016 [3]. This wave resulted from the
merging of two black holes, ∼1.4 billion light years away, which caused a change in length
to the 4 km Laser Interferometer Gravitational-Wave Observatory (LIGO) interferometer by
approximately one billionth of a nanometer. This exquisitely precise measurement apparatus
provides a completely new way of observing the universe, and the implications it will have for
astronomy can only be guessed at.
In contrast to LIGO, the ﬁeld of optomechanics generally has the goal of using radiation
pressure as a resource to laser cool microscopic objects and to study quantum effects. To
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this end laser cooling of cryogenically pre-cooled optomechanical systems into the ground
state (here deﬁned as an average phonon occupancy less than unity) has been achieved in a
number of different system conﬁgurations. This goal, however, remains outstanding at room-
temperature. The generation of squeezed light in optomechanical systems, which results when
radiation pressure induced ﬂuctuations resulting from quantum noise dominate over thermal
ﬂuctuations, has also been observed in cryogenically pre-cooled devices (including the one
developed in this thesis). This effect also remains to be demonstrated at room-temperature.
Another goal which applies to optomechanics as a practical sensing technology is that of mak-
ing a (near) ideal measurement. That is to say one that approaches Heisenberg’s uncertainty
limit, which states the minimum achievable product of measurement force noise and read
out noise. To this author’s knowledge the system in this thesis has been demonstrated to
come closest to this limit, both at cryogenic-temperature (chapter 5) and room-temperature
(chapter 2). This result, in addition to the ability to functionalize the mechanical resonator in
order to couple to external forces (see chapter 6) makes this system compelling as a practical
high precision, micro-scale transducer.
The remainder of this chapter lays out the conceptual framework with which to understand the
basis of optomechanics and the dynamical back-action that arises in such systems. Chapter 2
describes the speciﬁc implementation of a near-ﬁeld optomechanical device, as developed
in this thesis. In this chapter the relevant properties of the system are explored conceptu-
ally as well as experimentally. Chapter 3 details the fabrication process used to realize the
system described in chapter 2 and provides a conceptual background to the processes used
in fabrication. Observation for the ﬁrst time at room-temperature, of correlations between
the quadratures of light, driven by quantum ﬂuctuations, is described in chapter 4. In chap-
ter 5, an experiment performed at cryogenic temperatures (4K) to exploit the high coupling
efﬁciency of this system to implement measurement based feedback cooling (cooling via
an external feedback loop) to an unprecedented occupancy with such a technique, of ∼5
phonons, is detailed. Finally, chapter 6 describes recent advances in engineering of low dissi-
pation nanobeams that can be exploited to signiﬁcantly improve the current system, as well as
a fabrication method developed to utilize the existing system as an electrometer. In addition,
some concepts for improving the optomechanical coupling rate are discussed.
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1.1 Cavity optomechanics
The following sections provide a conceptual overview of an optomechanical system composed
of a mechanical oscillator coupled to an optical resonator by radiation pressure. First the
salient attributes of a damped harmonic oscillator are explored, and its equation of motion is
transformed to a power spectral representation of displacement. Consideration is given to the
role of thermal ﬂuctuations in driving the oscillator’s motion and the limitations this implies
to its use as a practical sensor are brieﬂy discussed. A waveguide coupled optical cavity is
described next and input-output formalism is used to quantify the output power from this
coupled system, in terms of the cavity parameters. Brief discussion is given to how coupling is
achieved experimentally as well as the various accessible coupling regimes. In the last section
we describe the situation where a mechanical resonator is dispersively coupled to an optical
cavity. We explore the dynamics that arise as a result of the ﬁnite response of radiation pressure
within the cavity to mechanical ﬂuctuations and brieﬂy discuss the practical implications of
these dynamics.
1.1.1 Damped mechanical oscillators
Consider a simple harmonic oscillator, with a single resonance frequency atΩm, an effective
massmeff, and a non-zero dissipation given by the rate Γm. The equation describing its motion
along the coordinate x, written in terms of a time-dependent force, F (t ),is
d2x(t )
dt2
+Γm dx(t )
dt
+Ω2mx(t )=
F (t )
meff
(1.1.1)
whereΩm =
√
k/meff is strictly speaking the undamped resonance frequency in angular units.
The dissipation rate multiplied by the resonator mass, Γmmeff, can be understood as a coef-
ﬁcient of friction opposing the oscillator’s motion. This produces an exponential decay in
the oscillators amplitude of motion, with decay constant λ= Γm/2. Damping also causes a
modiﬁcation of the resonance frequency Ωm,Γm =Ωm
√
1−ζ2, with ζ = λ/Ωm known as the
damping coefﬁcient. For practical oscillators that we are interested in, with very weak damping
ζ	 1, we can ignore this modiﬁcation. However, the damping factor is of great relevance in
deﬁning how close the system approximates an ideal undamped oscillator (ζ= 0), and this
is normally expressed as a quality factor (Q). The Q deﬁnes the ratio of energy stored in the
oscillator to energy lost per cycle
Q ≡ 1
2ζ
= Ωm
Γm
(1.1.2)
where the stored energy is multiplied by a factor of 2π to allow for the simple expression in
terms of oscillation frequency. The dissipation rate represents the sum total of dissipation
channels, such as coupling to the point(s) at which it is anchored (radiation loss), interaction
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with the surrounding gas, and intrinsic material losses (e.g. thermoelastic damping). As will
be explored in section 2.1.1, in the case of silicon nitride nanobeams used in this thesis the
latter is the dominant loss mechanism.
In eq. (1.1.1) effective mass is used for convenience as we would like to model the mechanical
devices we work with in terms of a simple harmonic oscillator and this description applies
to point-like masses. In this thesis a range of physical oscillators with varying geometry and
non-trivial displacement proﬁles are used. The effective mass allows an arbitrary mode of an
arbitrarily shaped mechanical system to be treated as a point-like oscillator. A mechanical sys-
tem with uniform density, ρ, can be reduced to a point-like oscillator at point p by calculating
the energy stored in the displacement proﬁle, u(x, y,z), normalized to the displacement at p,
u(p)
meff =
∫
V ρ|u(x, y,z)|2dxd ydz
|u(p)|2 (1.1.3)
Clearly it is advantageous to choose a point of interactionwhere the displacement ismaximum,
as is rather intuitive. Near nodes the effective mass will tend towards inﬁnity as is explored
in section 2.2.6. In section 2.2.6 the normalization factor is weighted over the region of
optical coupling, but the same behavior emerges for modes with antisymmetric displacement
centered in the coupling region.
Returning to equation eq. (1.1.1), we would like to transform to the frequency domain which
provides a convenient algebraic representation for the differential equation and corresponds
to quantities dealt with in experiment. Thus we apply the Fourier transformation, x(Ω) =∫∞
−∞dt x(t )e
iΩt , to eq. (1.1.1), ﬁnding the solution
x(Ω)=χx(Ω)F (Ω) (1.1.4)
Which relates displacement, x(Ω), to an applied force, F (Ω), by a transfer function known as
the mechanical susceptibility,
χx(Ω)= 1
meff(Ω2m−Ω2− iΩΓm)
(1.1.5)
It is useful to transform eq. (1.1.4) into the experimentally relevant units of power spectral
density (from here on referred to as the power spectrum or just spectrum where it is clearly
understood), which represents the average signal power distributed in frequency space. Here
we will apply a convenient transformation known as Wiener–Khinchin theorem [4], which
states that the autocorrelation of a function describing a stochastic process with a constant
mean (weak-sense stationary) is simply given by the Fourier transform of the absolute square
of that function in frequency space. Since we would like to take the Fourier transform of the
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autocorrelation function, in order to arrive at units of power spectrum, we can use the simple
(Wiener–Khinchin) relation that
Saa(Ω)=
∫∞
−∞
(a(t )a(t ))eiΩτdτ= |(a(Ω)|2 (1.1.6)
with  denoting the cross-correlation. Making use of this convenient representation eq. (1.1.4)
can be written as a power spectrum, with the resulting expression
Sxx(Ω)=
∣∣χx(Ω)∣∣2SFF (Ω) (1.1.7)
= 1
m2eff
[
(Ω2m−Ω2)2+Γ2mΩ2
]SFF (Ω) (1.1.8)
In optomechanics, as well as in sensing applications in general, we are interested in the
thermal force acting on the oscillator. This can be analyzed using ﬂuctuation dissipation
theorem, where the ﬂuctuations arise from Brownian motion and the dissipation results
from losses in the oscillator, Γm. Such analysis was carried out by Saulson [5] applied to low
dissipation oscillators, ﬁnding the resulting thermal force power spectrum
SthFF (Ω)=−
2kBT
Ω
Im
(
1
χx(Ω)
)
(1.1.9)
Substituting eq. (1.1.5) into eq. (1.1.9), we end up with a rather simple expression for the
thermal driving force
SthFF = 2meffΓmkBT (1.1.10)
Now we can write an expression for the thermally driven amplitude ﬂuctuations of a damped
harmonic oscillator in terms of a power spectrum, using eq. (1.1.7)
Sthxx(Ω)=
2ΓmkBT
meff
[
(Ω2m−Ω2)2+Γ2mΩ2
] (1.1.11)
In optomechanics we are generally interested in a high sensitivity to the thermal forces (which
correspondingly implies a high sensitivity to radiation pressure). In other words, we would
like to maximize the thermally generated displacement spectrum Sthxx . Let us consider the
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displacement on resonance,
Sthxx(Ωm)=
2kBT
meffΓmΩ2m
(1.1.12)
It immediately becomes clear why there is a large degree of interest in working with oscillators
that minimize both the dissipation rate and effective mass.
Sensing applications in the presence of thermal noise
When considering the ultimate sensitivity of a damped mechanical oscillator to external force,
it is instructive to consider the scaling of the displacement spectrum generated by the force,
Sextxx , relative to that driven by thermal ﬂuctuations, S
th
xx . In this context we consider a scheme
where optomechanical coupling is used to read out the displacement of an oscillator (as
described in chapter 2) to which a force of interest has been coupled. An example of such a
system in described in section 6.3. In that speciﬁc implementation a dielectrophoretic force is
applied to an oscillator, by means of placing electrodes on either side of a nanobeam such
that an electric ﬁeld gradient can be generated across it. A similar example would involve
placing one plate of a capacitor on the nanobeam, with the other ﬁxed above or below. An
electrostatic force generated between the plates would lead to a displacement of the beam. In
a context such as this we are interested in the ratio
Sextxx (Ω)
Sthxx(Ω)
= 1
2kBTmeffΓm
SextFF (Ω)=
Q
2kBTmeffΩm
SextFF (Ω) (1.1.13)
Clearly lower temperatures increase sensitivity but in practical situations we can assume this
is not a free parameter. Let’s assume, for example, that the device in section 6.3 is intended to
be operated at ambient temperatures. Lower resonant frequencies apparently increase the
relative sensitivity to an external forces, but one must consider that effective mass tends to
scale inversely proportional with resonant frequency. In the case of the high-stress nanobeams,
described in section 2.1.1, since Ωm ∝ L−1 and meff ∝ L, if we assume a ﬁxed thickness
and width, then the ratio meffΩm is constant. When ignoring the effect on optomechnical
coupling (section 2.2) or external force coupling, it’s clear that minimizing the width and
thickness is advantageous. However, these parameters will be largely deﬁned in terms of
optimizing coupling coefﬁcients and can also assumed to be ﬁxed in this context. This leaves
the Q parameter, which can be understood to represent the degree to which the oscillator is
decoupled from the thermal environment.
From the above considerations, it seems that one would like to simply maximize the Q in order
to maximize sensitivity, which would imply going to arbitrarily low frequencies. However, for
a practical sensor the frequency is generally set by the desired bandwidth. Note that the ratio
in eq. (1.1.15) applies irrespective of the external force frequency,Ω. However, if we consider
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the condition that the external force is atΩΩm, then the mapping of force spectrum to the
displacement spectrum scales as
Sextxx (ΩΩm)≈
1
m2effΩ
4
SextFF (ΩΩm) (1.1.14)
The transduction drops off rapidly above the resonance frequency and so it is not reasonable
to operate a sensor above resonance. On the other hand for Ω	 Ωm the transduction is
independent of frequency but is reduced relative to that on resonance by
Sextxx (Ω	Ωm)
Sextxx (Ω=Ωm)
≈ Γ
2
m
Ω2m
= 1
Q2
(1.1.15)
So for broadband sensing at the thermal limit, it is required that the thermal displacement
spectrum can resolved at a level of 1/Q2 below that on resonance. Moreover, to minimize
the thermal noise ﬂoor, Q should be made as high as possible. This implies that working
to minimize imprecision in the displacement readout is a highly productive endeavor. This
concept is explored at the end of chapter 2.
1.1.2 Optical cavities
Here the idea of an optical cavity is introduced. In analogy to the mechanical resonators
discussed in the previous section, an optical cavity causes photons to circulate along a ﬁxed
path, much as a mass element retraces its path in the mechanical counterpart. Likewise, the
rate at which a round trip on the path is completed deﬁnes the resonance frequency, ω (in
this work ω for the optical case and Ω for the mechanical case). Further, the amplitude of
the resonant mode is dissipated at κ (Γ for mechanics). When an optical cavity resonance is
modulated by a mechanical oscillator (see section 1.1.3), the coupled resonator arrangement
known as an optomechanical system is formed.
Optical cavities come in many different forms, but probably the most elementary example
is that of a Fabry-Pérot cavity. This arrangement, illustrated in ﬁg. 1.3, consists of two highly
reﬂective mirrors facing each other. A photon traveling within the cavity on a path normal
to the mirror will undergo multiple reﬂections before either being transmitted through the
mirror or undergoing dissipation (e.g. by absorption in the mirror coating). When the path
length between the mirrors, L, is an integer multiple of the optical frequency, constructive
interference will cause power to build up in the cavity. For a Fabry-Pérot cavity in vacuum its
resonant frequencies are thus deﬁned by
ωm ≈mπ c
L
(1.1.16)
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with m being an integer and c the speed of light.
The type of optical cavity used in this thesis is known as a whispering gallery mode (WGM)
resonator. This obscure sounding name originates from Lord Rayleigh’s description of the
uncanny ability to hear the whispers of someone far away in the circular gallery of St Paul’s
Cathedral, in London (this type of gallery also exists in many other places, e.g. the Temple of
Heaven in Beijing). This phenomenon is equivalent to that described above for Fabry-Pérot
cavities. In this case acoustic waves are reﬂected along the wall of the gallery and those
frequencies that undergo an integer number of oscillations while traveling the perimeter are
ampliﬁed. In the case of St Paul’s Cathedral resonant modes occur in acoustic band. A WGM
optical cavity, such as the microdisk shown in ﬁg. 2.3(A), is exactly analogous to this with
photons being guided around the perimeter by total internal reﬂection. In the case of an
optical WGM cavity the resonant modes are given by
ωm ≈m c
nR
(1.1.17)
with R being the resonator’s radius and n the index of refraction for the resonator material.
To describe the resonant modes of St Paul’s Cathedral, n would be set to 1 and c becomes the
speed of sound.
Optical cavities coupled to a waveguide
Here we introduce the analytical description of an optical cavity (resonator) coupled to waveg-
uide at a rate, κext. The resonator is pumped via the waveguide, with the mode amplitude
in the waveguide given by the time varying complex scalar value, s˜in(t). This amplitude is
normalized such that |s˜in(t )|2 has units of power. The amplitude of the mode in the resonator,
also represented by a complex scalar value a˜(t), is normalized such that |a˜(t)|2 has units of
energy. This stored energy decays at a rate given by κ, which combines intrinsic loss within the
resonator, κ0, and loss to the waveguide, κex. Thus the total resonator loss rate is κ= κ0+κex.
The coupled-mode representation used here exactly describes the time evolution of this
coupled system, assuming the input state is quantum white noise [6, 7]. This description is
derived from the Hamiltonian description of a system interacting with a thermal bath, from
which the quantum Langevin equations are developed. Time reversal symmetry is applied to
describe the time evolution of the coupled-mode system, in terms of the resonant mode of
the cavity, ωc,
da˜(t )
dt
=−
(
iωc+ κ
2
)
a˜(t )+κex s˜in(t ) (1.1.18)
We note that the mode energy, |a˜(t )|2, when rescaled by the per photon energy, ω, expresses
the photon number in the cavity. Likewise, rescaling the input power, |s˜in(t )|2, gives units of
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photon ﬂux. The input amplitude is assumed to be composed of slowly and rapidly varying
components. The rapidly varying component oscillates at the laser frequency, ωL, and the
slowly varying component arises from factors such as adjustment of the laser power, with
s˜in(t) ≡ sin(t)e−iωLt . Assuming the second component varies much more slowly than ωL, a
convenient transform known as the rotating wave approximation can be used. Here the cavity
amplitude is described in a frame rotating at the laser drive frequency, a˜(t )≡ a(t )e−iωLt , and
as such the cavity time evolution can be described in this frame as
da(t )
dt
=
(
iΔ− κ
2
)
a(t )+κexsin(t ) (1.1.19)
with the difference in frequency between the driving ﬁeld and the cavity resonance captured
by the detuning,
Δ=ωL−ωc (1.1.20)
A positive value ofΔ is typically referred to as blue detuning, indicating a higher relative energy
for the drive, and conversely a negative value is referred to as red detuning. Note that the
subscript L indicates that the driving ﬁeld is normally supplied by a laser.
For a constant driving amplitude, sin(t )≡ s¯in, the cavity amplitude settles to the steady state
with a decay constant τ= 2/κ. For t  τ the steady state amplitude, a¯, is
a¯ = 1−iΔ+κ/2

κex s¯in (1.1.21)
In the steady state we can easily solve for power in the cavity in terms of the time it takes for
photons to make on round trip, τrt.
|s¯cav|2 =
|a¯|2
τrt
= 1
τrt(Δ2+ (κ/2)2)
κex |s¯in|2 = 4ηc
τrtκ(1+4Δ2/κ2)
|s¯in|2 (1.1.22)
In the form on the right hand side the quantity ηc ≡ κexκ is introduced. This is the so-called
coupling parameter, which is a convenient way to express the coupling regime in which the
cavity is being operated. This will be returned to, but ﬁrst we introduce another parameter
to generalize the expression above. This parameter is the ﬁnesse and it deﬁnes the average
number of rounds trips a photon in the cavity undergoes before being out-coupled to the
waveguide or dissipated
F = 1
τrt
2π
κ
(1.1.23)
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Expressing eq. (1.1.22) in terms of ﬁnesse gives
|s¯cav|2 =F 2ηc
π(1+4Δ2/κ2) |s¯in|
2 (1.1.24)
For a critically coupled cavity, ηc = 1/2 (κex = κ0), and input drive tuned to cavity resonance
(Δ= 0), F/π quantiﬁes the enhancement of power circulating within the cavity relative to the
input power.
To determine the transmitted ﬁeld amplitude, s¯out, from the cavity-coupled waveguide, the
input-output relation [6] is used, applied to the steady state amplitudes,
s¯out = s¯in−κexa¯ = (1−2ηc)κ/2− iΔ
κ/2− iΔ s¯in (1.1.25)
and the transmitted power is found to be
|s¯out|2 =
(
1− ηc(1ηc)κ
2
Δ2+ (κ/2)2
)
|s¯in|2 (1.1.26)
Which deﬁnes the characteristic Lorentzian lineshape, producing a reduction in transmission
through the waveguide, with a full width at half maximum of κ.
Returning to the coupling parameter, ηc, we consider the effect of varying this parameter in
the case of resonant coupling (Δ= 0). In practice varying ηc is accomplished by varying the
waveguide coupling rate, κext. The way this is done in the experiments described in this thesis,
is by means of an optical ﬁber that has been locally thinned by with a focused heat source
(typically a small torch). The glass is melted locally and the ends of the ﬁber are pulled, causing
it to thin. This tapered ﬁber is reduced to a diameter similar to the thickness of the microdisks
to which it is coupled. Since both the ﬁber and microdisk are composed of SiO2, this allows for
synchronous coupling (i.e. the propagation constants are matched).
The ﬁber is positioned relative to the cavity using piezo actuators with nanometer-level
precision. In this way κext, which has an exponential dependence on the distance from the
cavity, can be sensitively adjusted. In the case of critical coupling, where ηc = 1/2, we can
see from eq. (1.1.26) that the transmitted power is zero. In this case the power being coupled
out of the cavity is exactly equal to the pump power but with a π phase shift, leading to
destructive interference. Operating with 0< ηc < 1/2 is known as undercoupled and results
in power exiting the cavity being lower than the pump power. The overcoupled condition,
1/2< ηc < 1 leads to higher power exiting the cavity. Generally in optomechanics the operation
point is near the critically coupled regime, achieving a balance between reduction in ﬁnesse
and photon collection efﬁciency. In this case the transmitted light consists only of photons
that have undergone an addition phase shift imparted by the mechanical element (of course
11
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?(t)
x(t)
Figure 1.3 – Cavity optomechanics: the canonical picture, where the oscillating position, x(t ), of one end mirror
in a Fabry-Pérot cavity imparts a phase shift, φ(t ), on light that exits.
assuming perfectly ideal conditions). Of course, in this case half the photons will be lost
to internal dissipation. In some scenarios overcoupling is desired in order to have a higher
efﬁciency in recovering photons. However, this also implies a reduction to the cavity ﬁnesse.
1.1.3 Cavity optomechanics
Dispersive optomechanical coupling arises in the situation where the frequency of an optical
cavity is modulated by the displacement of a mechanical object. Typically we consider the
coupling between a single resonant mode of the cavity and the mechanical system. This is
canonically described in terms of a Fabry-Pérot cavity with one ﬁxed end mirror and one that
is free to move along the cavity’s axis, as illustrated in ﬁg. 1.3. The mirror and spring form a
simple harmonic oscillator with a time dependent displacement, x(t ). We assume the cavity
frequency, ω(t ), has a linear dependence on the mirror’s position described by
ωc(t )=ωc+Gx(t ) (1.1.27)
where ωc is the cavity frequency given for the equilibrium position of the end mirror, x = 0,
and the optomechanical coupling constant is,
G = ∂ωc
∂x
(1.1.28)
deﬁning the cavity frequency dependence on the end mirror’s displacement. For a Fabry-Pérot
cavity, with ωc = πc/L, this constant (often referred to as the frequency pull parameter) is
G =−ωc/L.
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Frequency?L-?m ?L
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Figure 1.4 – Optomechanical cavity response to adetuneddrive: Adetuned drive laser, atωL, impartsmechanical
mediated sidebands, weighted by the cavity response.
Dispersive coupling in the absence of radiation pressure
In the situation above photons circulating in the cavity carry a momentum k (with k =ωc/c),
and clearly momentum transfer to the movable mirror will contribute to its displacement.
However, to begin with we consider only the mechanical mode’s effect on the optical cavity’s
amplitude. Assuming a monochromatic, constant amplitude drive at frequency ωL and
rewriting the cavity amplitude equation of motion from eq. (1.1.18), to include the frequency
pulling parameter, we have
da(t )
dt
=
(
−i (ωc+Gx(t ))− κ
2
)
a(t )+κex s¯e−iωLt (1.1.29)
with κ= κ0+κex, as before. We now consider that the mechanical displacement is described
by a simple harmonic mode atΩm, with amplitude x0, giving x(t )= x0 sin(Ωmt ). In this case
the differential equation can be solved in terms of Bessel functions of the ﬁrst kind [8]. For
small displacements the solution can be approximated by the ﬁrst two terms
a(t )≈ a0(t )+a1(t ) (1.1.30)
a0(t )=

κex s¯
−iΔ+κ/2e
−iωLt (1.1.31)
a1(t )= Gx0
2

κex s¯
−iΔ+κ/2
(
e−i (ωL+Ωm)t
−i (Δ+Ωm)+κ/2︸ ︷︷ ︸
anti-Stokes
− e
−i (ωL−Ωm)t
−i (Δ−Ωm)+κ/2︸ ︷︷ ︸
Stokes
)
(1.1.32)
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with Δ = ωL−ωc, also as before. Here the ﬁrst term, a0(t), is simply the steady state cavity
pumping term that was found in section 1.1.2. The second term, a1(t ), gives the mechanically
modulated amplitude that produces a pair of sidebands, offset from the pump frequency at
ωL−Ωm and ωL+Ωm. The relative contribution of these sidebands, typically referred to as
Stokes and anti-Stokes, depends on the drive detuning, Δ, the mechanical frequency,Ωm, and
the cavity decay rate, κ. This picture of sideband generation is illustrated in ﬁg. 1.4. Further
insight into the role the sidebands play is gained when considering the modulation of cavity
power
|a(t )|2 ≈|a0(t )|2+a0(t )a∗1 (t )+a∗0 (t )a1(t )
= κex|s¯|
2
Δ2+ (κ/2)2
(
1+
Gx0
(
Δ+Ωm
(Δ+Ωm)2+ (κ/2)2
+ Δ−Ωm
(Δ−Ωm)2+ (κ/2)2
)
sin(Ωmt )+
Gx0
(
κ/2
(Δ+Ωm)2+ (κ/2)2
− κ/2
(Δ−Ωm)2+ (κ/2)2
)
cos(Ωmt )
)
(1.1.33)
We see that the cavity power is modulated at the mechanical frequency, with one component
acting in phase and one in quadrature (orthogonal) with the mechanical oscillation. Clearly
the relative contributions of these terms have a complicated dependence on the values of κ,
Ωm, and Δ. However, in the case that κ<<Ωm and Δ=±Ωm it is clear that the in quadrature
term dominates. This is a condition of particular interest in optomechanics, with the condition
that κ<<Ωm known as the sideband resolved regime. The reason for this interest becomes
clear when we consider the effect of radiation pressure.
Consideration of radiation-pressure
To understand the complete picture for an optomechanical system we consider not only that
a moving boundary gives rise to ﬂuctuation in cavity power, but that in turn this ﬂuctuation
in power leads to a change in the radiation pressure which acts back on the mechanical
element. This radiation pressure force, arising from the momentum carried by photons, k,
is appropriately referred to as "back-action" in this context. In the Fabry-Pérot example a
reﬂected photon transfers momentum of 2k on the movable end mirror at a rate deﬁned
in terms of the cavity round trip time, 1/τrt = c/2L. Thus a per photon force of Fn = kc/L =
ωc/L acts back on the mirror. Given a cavity power, |a(t)|2, here normalized by photon
number for convenience, the total back-action force is
Frp(t )= Fn|a(t )|2 = ωc
L
|a(t )|2 =−G|a(t )|2 (1.1.34)
The above is described in terms of a Fabry-Pérot cavity, but use of the frequency pulling
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parameter in the expression, Frp(t) = −G|a(t)|2, makes it generally valid for a wide range
of optomechanical systems. In the current example, the interaction force is interpreted as
momentum transfer by reﬂection, while for trapped dielectric particles [9], or the system de-
scribed in this thesis (section 2.1.3), the interpretation is in terms of a gradient force. However,
regardless of the interpretation of the force, when characterized in terms of a dispersive shift,
G, eq. (1.1.34) is valid.
Clearly the mechanical and optical equations of motion are mutually coupled and we would
like to understand the emergent behavior. First we’ll rewrite the cavity amplitude equation of
motion (eq. (1.1.29)) in the more convenient rotating frame for a laser drive given by ωL (as for
eq. (1.1.19))
da(t )
dt
=
(
i (Δ−Gx(t ))− κ
2
)
a(t )+κexsin(t ) (1.1.35)
Here the drive power, |sin(t )|2, is also normalized by the photon number. Now the mechanical
oscillator equation of motion (eq. (1.1.1)) is rewritten with the radiation pressure force, Frp(t )=
−G|a(t )|2, acting on it
d2x(t )
dt2
+Γm dx(t )
dt
+Ω2mx(t )=−G
|a(t )|2
meff
(1.1.36)
To understand the dynamics of this system we consider the effect of a small force applied to the
mechanics, δF (t ), in producing ﬂuctuations of the cavity amplitude, δa(t ), and mechanical
displacement, δx(t ). We assume a small perturbation and start from the equilibrium state in
the presence of a constant drive sin(t)= s¯in. When the system settles to a steady state, there
is a static displacement of the boundary, x(t)= x¯ and a constant cavity amplitude, a(t)= a¯.
Thus eq. (1.1.35) and eq. (1.1.36) become
a¯ = 1−i (Δ−Gx¯)+κ/2

κex s¯in (1.1.37)
x¯ =− G|a¯|
2
meffΩ2m
(1.1.38)
Here the radiation-pressure induced displacement, x¯, leads to a modiﬁed detuning
Δ¯≡ωL− (ωc+Gx¯) (1.1.39)
To ﬁnd the dynamical perturbation of this state we plug x(t) = x¯ +δx(t), a(t) = a¯ +δa(t)
and Δ¯ into eqs. (1.1.35) and (1.1.36). Here also using the steady state solutions, eqs. (1.1.37)
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and (1.1.38), the resulting linearized equations are
δa˙(t )=
(
i Δ¯− κ
2
)
δa(t )− iGa¯δx(t ) (1.1.40)
meff
(
δx¨(t )+Γmδx˙(t )+Ω2mδx(t )
)=−Ga¯ (δa(t )+δa∗(t ))+δF (t ) (1.1.41)
As it is assumed that δa 	 a¯, second order terms,∝ δa(t )δx(t ) and∝|δa(t )|2, are neglected.
Moreover, here a¯ is chosen to be real-valued, which is simply dependent on the appropriate
choice of phase for the driving term, s¯in.
For ease of analysis the above equations are transformed to the Fourier domain, using f (Ω)=∫+∞
−∞ f (t )e
iΩt d t . First the ﬂuctuating amplitude of the cavity is considered, with the transform
rendering
−iΩδa(Ω)=
(
+i Δ¯− κ
2
)
δa(Ω)− iGa¯δx(Ω) (1.1.42)
−iΩδa∗(Ω)=
(
−i Δ¯− κ
2
)
δa∗(Ω)+ iGa¯δx(Ω) (1.1.43)
where conjugate symmetry, δa∗(Ω)= δa(−Ω), is used given that a¯ is real-valued. Rearranging
the above, in terms of the cavity amplitude ﬂuctuations, results in
δa(Ω)= −iGa¯−i (Δ¯+Ω)+κ/2δx(Ω) (1.1.44)
δa∗(Ω)= iGa¯
i (Δ¯−Ω)+κ/2δx(Ω) (1.1.45)
Here, as in eq. (1.1.32), the anti-Stokes and Stokes sidebands appear in the cavity amplitude,
now driven by the ﬂuctuating mechanical oscillator position, δx(Ω). However, here we take
into account the resulting for radiation-pressure force acting back on the mechanical element,
substituting the ﬂuctuating cavity amplitude into eq. (1.1.34)
δFrp(Ω)=−Ga¯
(
δa(Ω)+δa∗(Ω))
=−G2a¯2
(
Δ¯+Ω
(Δ¯+Ω)2+ (κ/2)2 +
Δ¯−Ω
(Δ¯−Ω)2+ (κ/2)2
)
δx(Ω)
+ iG2a¯2
(
κ/2
(Δ¯+Ω)2+ (κ/2)2 −
κ/2
(Δ¯−Ω)2+ (κ/2)2
)
δx(Ω)
(1.1.46)
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The resulting ﬂuctuating force has real and imaginary components corresponding to the
in phase and in quadrature ﬂuctuations of cavity power. This complex force acting on the
mechanical oscillator leads to a modiﬁcation of its susceptibility to an external force. The
radiation-pressure induced modiﬁcation of its dynamics is referred to as dynamical back-
action. The manifestation of this is seen by transforming eq. (1.1.41) to the frequency domain,
as done for eq. (1.1.40),
meff
(−Ω2− iΓmΩ+Ω2m)δx(Ω)=−Ga¯ (δa(Ω)+δa∗(Ω))+δF (Ω) (1.1.47)
and substituting −Ga¯ (δa(Ω)+δa∗(Ω))= δFrp(Ω) into the above. This should be rearranged
to the form of eq. (1.1.4)), with an effective susceptibility, modiﬁed by the back-action
δx(Ω)=χeff(Ω)δF (Ω) (1.1.48)
Solving for the susceptibility, we have
χ−1eff (Ω)=meff
((
Ω2m+
kdba(Ω)
meff
)
−Ω2− i (Γm+Γdba(Ω))Ω
)
(1.1.49)
with the dynamical back-action components of the damping, Γdba, and spring constant, kdba,
deﬁned as
Γdba =
G2a¯2
meffΩ
(
κ/2
(Δ¯+Ω)2+ (κ/2)2 −
κ/2
(Δ¯−Ω)2+ (κ/2)2
)
(1.1.50)
kdba =
G2a¯2
meff
(
Δ¯+Ω
(Δ¯+Ω)2+ (κ/2)2 +
Δ¯−Ω
(Δ¯−Ω)2+ (κ/2)2
)
(1.1.51)
In the case of a small perturbation to the dynamics, the behavior can still be described by a
damped harmonic oscillator [10], now with an effective damping rate, Γeff, and resonance
frequency,Ωeff,
Γeff ≈ Γm+
G2a¯2
meffΩm
(
κ/2
(Δ¯+Ωm)2+ (κ/2)2
− κ/2
(Δ¯−Ωm)2+ (κ/2)2
)
(1.1.52)
Ωeff ≈Ωm+
G2a¯2
2meffΩm
(
Δ¯+Ωm
(Δ¯+Ωm)2+ (κ/2)2
+ Δ¯−Ωm
(Δ¯−Ωm)2+ (κ/2)2
)
(1.1.53)
It is insightful to recognize that the dynamical back-action contribution to the above expres-
sions can take on either positive or negative values depending on the sign of the detuning.
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A positive (blue) detuning leads to an apparent reduction in the mechanical damping rate,
which corresponds to driving of the oscillator. Conversely, negative (red) detuning, leads to an
increase in Γeff, as the optical ﬁeld opposes the oscillator’s motion. This optical damping is
utilized in the process of laser cooling. The effect of detuning on the oscillator frequency is
known as the optical spring effect and is demonstrated in section 2.2.3.
This concludes the illustrative description of optomechancial coupling. The reader should
now appreciate how the dynamical coupling between the optical ﬁeld and mechanical os-
cillator results in a modiﬁcation of the oscillator’s properties. In particular, the optical ﬁeld
may be used to damp the oscillator’s motion and effectively reduce its thermal occupation. A
quantum mechanical description of this behavior is developed in appendix F and the experi-
mental results of feedback cooling are presented in chapter 5. Appendix E gives a quantum
mechanical description of the optomechanically induced correlations between the amplitude
and phase quadratures of light. These can be used to locally (in frequency space) reduce the
oscillator’s apparent motional noise, in a homodyne measurement scheme. Experimental
results observing this characteristic modiﬁcation of the oscillator’s lineshape are presented in
chapter 4 and serve as a signature of quantum back-action at room-temperature.
18
2 A monolithic near-ﬁeld optomechani-
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Nano-scale mechanical oscillators [11] are particularly well suited to measuring small forces
and exhibit large zero-point ﬂuctuations, making them an attractive platform for both pre-
cision sensing technology [12–14] and basic quantum science [15]. The past decade has
witnessed signiﬁcant efforts toward development of nanomechanical transducers in the
electrical domain, including single-electron transistors [16], atomic point contacts [17], and
superconducting microwave cavities [18]. Despite impressive experimental achievement [19],
these techniques are practically limited by the need for cryogenic operation. A particularly
compelling approach is to parametrically couple a nanomechanical oscillator to an optical
cavity. The ﬁeld of a laser-driven cavity can be quantum-noise-limited at room temperature,
and as such represents a practically ideal form of mechanical transducer, with read out en-
abled by standard interferometric techniques and actuation provided by radiation pressure.
Moreover, the ﬁnite build-up time of the cavity ﬁeld allows it to do work on the mechanical
element, enabling low-noise optical cooling and ampliﬁcation [20]. Investigation of these
effects has led to two paradigmatic goals in the contemporary ﬁeld of cavity optomechanics
[21]: cooling of a solid-state mechanical oscillator to its ground state and, concomitantly,
read-out of its zero-point motion with the minimal disturbance allowed by the Heisenberg
uncertainty principle (due to radiation pressure shot noise (RPSN) [22]). The ﬁrst challenge
has been met by several cryogenic optomechanical [23, 24] and electromechanical systems
[25] (via resolved-sideband cooling [26]). The latter, corresponding to a measurement at the
standard quantum limit (SQL) [27], remains outstanding; however, readout noise far below the
zero-point displacement has been reported [28, 29], as well as RPSN dominating the thermal
force [30, 31]. Reaching the SQL ultimately requires a ‘Heisenberg-limited’ displacement
sensor for which the product of the read out noise and the total force noise is the minimum
allowed by the uncertainty principle. This regime has been approached to within an order
of magnitude by several cryogenic systems [25, 28]; it also forms the basis for measurement-
based quantum feedback protocols such as ground-state cooling [28, 32] and squeezing [33]
of an oscillator.
Efﬁcient cavity optomechanical transduction involves co-localization of optical and mechani-
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cal modes with highQ/(modevolume) and high optical power handling capacity. Moreover,
it is desirable that the cavity support a mechanism for efﬁcient input/output coupling. A
diverse set of micro- and nanoscale cavity optomechanical systems (COMS) has risen to meet
these challenges, ranging from cantilevers [34] and membranes [35] coupled to Fabry-Pérot
cavities to mechanically-compliant whispering-gallery-mode (WGM) microcavities [36] and
photonic crystals [37]. They generally employ two types of radiation pressure force coupling:
traditional scattering-type coupling, in which the cavity ﬁeld exchanges energy with the me-
chanical element via momentum transfer, and gradient force coupling [38], in which energy
is exchanged via induced-dipole coupling to a ﬁeld gradient. The net effect is a parametric
couplingG = ∂ωc/∂x between the cavity resonance frequency ωc and the mechanical degree
of freedom x, which expresses the force applied per intracavity photon,  ·G [21].
A particularly promising platform for optomechanical transduction involves placing a (di-
electric) mechanical substrate next to the surface of a WGM microcavity, so that it samples
its evanescent ﬁeld. Since the evanescent decay length is ∼ λ/10, this topology offers the
opportunity for strong gradient force coupling to nanoscale mechanical devices. It also has the
virtue of naturally accommodating optical and mechanical substrates of dissimilar material
and geometry, enabling separate optimization of Q/(modevolume). Moreover, WGMs can
be input/output coupled with high ideality using tapered optical ﬁbers [39], making them
well-suited to interferometric displacement sensing. Recent work has focused on coupling
of nano-beams [40], -cantilevers [41], and -membranes [40, 42] to the evanescence of WGM
micro-toroids [40], -spheres [42, 43], and -disks [41, 44], with mechanical materials ranging
from (ultra low loss) high-stress Si3N4 [40] to (ultra low mass) single-layer graphene [42],
typically using SiO2 as the optical material. Gradient force coupling as high as G ∼ 2π ·100
MHz/nm has been achieved [40]. Combined with the high power handling capacity of SiO2
and low extraneous displacement noise (typically thermo-refractive noise (TRN) in the cavity
substrate [45]), optimized systems have achieved room temperature displacement impreci-
sions as low as 10−16m/

Hz, sufﬁcient to in principle resolve the zero-point motion in several
cases [40, 45].
Despite these advances, the full potential of evanescent cavity optomechanics has been
inhibited by the difﬁculty of positioning the nanomechanical element within λ/10∼ 100 nm
of the cavity substrate. This chapter describes a system where a high-stress Si3N4 thin ﬁlm
resonator and a SiO2 microdisk cavity are integrated within the evanescent near-ﬁeld, without
deteriorating the intrinsicQ of either element. The following chapter details the fabrication
process of devices in which the nanobeam is monolithically suspended as little as 25 nm above
the SiO2 microdisk — ∼ 3× smaller than the evanescent decay length of its WGMs — while
maintaining mechanical and optical mode qualities in excess of 105 and 106, respectively. The
process is compatible with e-beam lithography, thus we are able to locally pattern the beam
with sub-10 nm imprecision and laterally position it with sub-100 nm imprecision across a full
4" Si wafer.
A typical device is shown in ﬁg. 2.1, corresponding to a 60×1×0.06μm3 beam positioned 25
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nm above a 0.65-μm-thick, 25-μm-diameter microdisk. By carefully varying the dimensions
of the beam, the disk, and their lateral offset with respect to this nominal geometry, we
achieve optomechanical coupling rates (G) in excess of 2π ·1 GHz/nm while maintaining
cavity decay rates (κ) as low as 2π ·100 MHz and radio frequency (Ωm = 2π · (1−10) MHz)
ﬂexural beam modes with damping rates (Γm) as low as 10 Hz. In conjunction with the small
mass (m ∼ 10 pg) and large zero-point displacement (xzp ≡
√
/2mΩm ∼ 10 fm) of the beam
modes, the combined low-loss, small gap and parralel-plane geometry result in a vacuum
optomechanical coupling rates (g0 ≡G · xzp) as high as 2π ·100 kHz and room temperature
single-photon cooperativies as high asC0 ≡ 4g 20/κΓm = 2. The latter is notably a factor of 105
times larger than in [44] and on par with the state-of-the-art for both room temperature and
cryogenic COMS (ﬁg. 2.1).
In conjunction with highC0, several features of the system make it well-suited for quantum-
limited operation. First, SiO2 microcavities with the reported dimensions and internal loss
readily support intracavity photon numbers of nc ∼ 106. This enables quantum cooperativities
(C0nc/nth) approaching unity — a basic requirement for performing a Heisenberg-limited dis-
placement measurement — for a room temperature thermal occupation of nth ≈ kBT /Ωm ∼
106, corresponding to Ωm ∼ 2π ·5 MHz. Another striking feature is the exceptionally large
magnitude of the cavity frequency noise produced by zero-point motion of the mechanical
oscillator, Szpω (Ωm) ≡ 4g 20/Γm ∼ 10kHz/

Hz. This magnitude is many orders of magnitude
larger than typical extraneous sources of noise due to laser frequency ﬂuctuations or TRN
[45]. In section 2.3, a measurement with an imprecision 32 dB below that at the SQL and an
imprecision-back-action product of 60·, using a moderate input power of 10 μW. Remarkably,
the imprecision due to microdisk TRN [45] can be 20 dB lower.
2.1 System overview
The following sections detail the geometric and physical details of the optomechanical system
that is used to observe correlations between the phase and amplitude of a coupled light ﬁeld
at room-temperature (chapter 4), and is also laser cooled to an average occupancy of just
≈ 5.3 phonon in a 3He cryostat (chapter 5). The ﬁrst two subsections detail the constituent
components of this system - namely a high-stress Si3N4 nanobeam and the SiO2 microdisk to
which it is optomechanically coupled. We begin with a discussion of the physics behind the
exceptionally high Q/mass that can be achieved in such nanobeams at room-temperature,
before describing the speciﬁc geometries used for mechanical resonators in this thesis, as well
as their measured properties (section 2.1.1). The following section describes the microdisk
resonator that is integrated onto the same chip as the nanobeam and our speciﬁc choice of
material and geometry is motivated (section 2.1.2). Finally, the mechanism of coupling a
resonant mode of the microdisk to the out-of-plane motion of the nanobeam is presented in
terms of a simpliﬁed analytical model, which is shown to be in close agreement with ﬁnite
elementmodels (FEM) (section 2.1.3). In sumwe provide a compelling argument for the device
developed in this thesis work and used to demonstrate the experimental results mentioned
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Figure 2.1 – False-colored SEM of the monolithic optomechanical system: consisting of a high-stress Si3N4 (red)
nanobeam integrated into the evanescent near-ﬁeld of a SiO2 (blue) microdisk. The disk and beam are fabricated
on a single Si (gray) wafer. Subpanels B and C highlight the lateral and vertical positioning of the beam.
above, as well as to observe sideband asymmetry and mechanically mediated squeezing of
light at cryogenic temperatures [46].
2.1.1 Silicon nitride nanobeams
The mechanical resonators studied in this thesis, and featured throughout the experimental
work herein, are composed of a doubly-clamped nitride nanobeamunder high tensile stress. In
their most simple form these resonators are rectangular in cross-section and axially invariant.
In 2006, such devices were ﬁrst demonstrated, and recognized to stand in a class of their own
in terms of the product ofQ and cross-sectional area, making them particularly well suited to
mass sensing [47]. In the context of optomechanics this property can be understood as leading
to large zero-point ﬂuctuations as a consequence of high Q/m values. For typical devices
formed of thin nitride ﬁlm just tens to hundreds of nanometers thick, a large mechanical
impedance mismatch to the anchoring substrate exists at the clamping points [48]. This can
be understood as a highly reﬂective boundary, leading to a strongly localized standing wave,
or low radiation loss to the substrate. This loss can be largely neglected for such nanobeams,
meaning that the primary loss mechanism is internal material loss.
To understand the mechanism of internal loss and the role that stress plays in increasing
Q, we consider potential energy for a given eigenmode. This can be represented as being
composed of a two components: one resulting from bending,UE = 12E0
∫L
0 I (x)[u
′′(x)]2dx and
giving rise to losses, and another component that is conservative and due to elongation,Uσ =
1
2
∫L
0 T (x)[u
′(x)]2dx. Here E0 is Young’s modulus, I (x)= 112w(x)h3 is the moment of inertia,
u(x) the eigenmode displacement proﬁle, T (x)= hw(x)σ(x) the tension, h is the nanobeam
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thickness, w(x) is its width, and σ(x) the axial stress. Note that here the nanobeam’s width
is not assumed to be axially invariant - this will be of relevance in 6.1. One may immediately
recognize that while the conservative energy component increases proportionally to stress the
dissipative component is invariant, implying that the lossy energy contribution may be diluted
by increasing the axial stress. This effect is typically referred to as "dissipation dilution" for
this reason. The dissipation dilution, orQ enhancement, factor is given by the participation
ratio of conservative and lossy energy contributions [49–51]:
Q
Q0
= 1+Uσ
UE
≈ 12
E0h2
·
∫L
0 σ(x)[u
′(x)]2dx∫L
0 [u
′′(x)]2dx
, (2.1.1)
whereQ0 is the intrinsic quality factor of the unstressed material.
For the sake of illustration, eq. eq. (2.1.1) can be rewritten assuming a sinusoidal displacement
proﬁle, u(x)∝ sin(πnx/L), leading to:
Q
Q0
≈ 3
π2
σ2
E0h2ρ f 2
, (2.1.2)
where ρ is the material density and the modal frequency is f = nL
√
σ/ρ, with n being the mode
number and L the nanobeam’s length. However, this turns out to be a very poor assumption
with measured Qs being orders of magnitude lower than what would be predicted by eq.
eq. (2.1.1). The reason for this is additional curvature near the nanobeam’s boundaries - a
consequence of the clamping condition which requires that u′(x0) = u(x0) = 0. Note that
for a pure sinusoidal displacement the mode would meet the material plane at a 45◦ angle.
The additional curvature required to meet the boundary conditions turns out to be the main
source of loss for such resonators. Taking into account the true mode shape eq. eq. (2.1.1) can
be expressed as [49, 52]:
Q
Q0
≈ ( 2λ︸︷︷︸
boundaries
+π2n2λ2︸ ︷︷ ︸
antinodes
)−1, (2.1.3)
where λ= hL

E0/12σ. Generally, nanobeams have a high aspect ratio where h << L which
implies λ<< 1 and thus losses are dominated by the ﬁrst term in eq. eq. (2.1.2). This holds
at least for low order modes. Since n does appear in the second term sinusoidal bending
eventually dominates for very high order modes.
Nanobeams that form the mechanical element of the hybrid structures studied in this work
typically have geometry {length(l ),width(w), thickness(t)} ∼ {60,0.5,0.05} μm, with corre-
sponding effective masses meff ∼ 10 pg for the fundamental modes. Figure 2.2 shows theQ
andQ× frequency products for the out of plane, odd numbered ﬂexural modes of nanobeam
with these dimensions. Despite the complex integration process, they exhibit state of the art
quality factors for high-stress nitride nanobeams of comparable dimensions, described by
QmΩm/2π as high as 5×1012 Hz [52, 53]. The dashed red line in ﬁg. XYZ shows a ﬁt to eq.
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Figure 2.2 – Measurement of odd numbered out-of-plane ﬂexural modes for a representative nanobeam. Q-
factor (red) andQ · frequency product (blue) for a nanobeam with dimensions {l ,w, t }= {60,0.6,0.05}μm (sample
M2/CU/T/+1) are shown as a function of mode frequency. The dashed red curve is a ﬁt to the dissipation dilution
model in eq. eq. (2.1.3). Finite element simulations of corresponding displacement proﬁles are shown above the
ﬁgure.
eq. (2.1.3) forQ of the harmonics, assuming E0 = 200 GPa. The mechanical spectrum, which is
close to linear withΩ(n)m ≈ 2πn ·4.3MHz, implies a tensile stress of σ≈ (ρlΩ(0)m /π)2 ≈ 800 MPa
assuming a density of ρ = 2700 kg/m3 [47]. The ﬁt yields an intrinsicQ ofQ0 ≈ 6700, which is
approximately an order of magnitude below that of bulk nitride. However, assuming the mate-
rialQ is surface loss limited, as has been compellingly argued, we ﬁndQint/t ≈ 1.1 ·105 μm−1
which agrees closely with literature [52]. When measured in a 3He cryostat at 0.5 K, Q0 is
observed to increase to a value ofQ0 > 104 [54].
As mentioned, the nanobeams described here are an excellent choice for integration in an
optomechanical system as they exhibit very large zero-point motion. When expressed as a
single-sided spectral density, the fundamental mode for such beams exhibits peak zero-point
noise density of Szpx (Ωm)= 2Qm/mΩ2m ∼ 10 fm/

Hz. Moreover, the frequency window for
this mode atQm ≈ 4.3 MHz, sits in a range where low noise electronics and laser sources are
readily available. It is for this reason that nanobeams were the ﬁrst solid-state mechanical
resonators to be read out electrically [55] and optically [45] with an imprecision lower than
Szpx (Ωm). In addition to the favorable mechanical properties, nitride is also attractive for its
optical properties. It has a signiﬁcantly larger index of refraction compared to the oxide that
forms the optical resonator, with n ≈ 2. It also has relatively low optical absorption at near
infrared wavelengths, owing to its ∼ 3 eV bandgap, characterized by an imaginary index of
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nim ∼ 10−5−10−6 [56].
2.1.2 Silicon dioxide microdisks
The other fundamental component of the optomechancial system described in this chapter is
a oxide microdisk that support circumferential WGMs. The microdisk senses displacement of
the nanobeam via its evanescent ﬁeld, and there are several reasons that oxide is an advanta-
geous material to use in this system. First, oxide has a wide transparency window covering
the near infrared as well as the ability to operate stably with high ﬁeld intensities or large
intracavity photon numbers (nc). In the near infrared maximum nc is practically limited by
Kerr and Raman nonlinearity, and not by two photon absorption as is the case with Si. Another
advantage is oxide can be used to fabricate WGM resonators with exceptionally highQ factors
in the near infrared [57]. Although crystalline resonators hold the record for highest achieved
Q-factors [58, 59], such devices cannot be produced using wafer-scale fabrication techniques.
On the other hand, oxide microdisks fabricated using standard CMOS techniques have demon-
stratedQ-factors just shy 109, with an inferred materialQ of 2.5×109 [60]. Such resonators
are assumed to be scattering loss limited, and when produced by wet chemical etching the
sidewall takes on a characteristic wedged shape that helps to minimize the WGM’s interaction
with the conﬁning surfaces. A further advantage is the ability to evanescently couple such
microdisks to a tapered optical ﬁbers with high ideality [39]. The ability to critically couple by
this technique is of fundamental importance to avoiding additional optical loss which would
otherwise raise the shot-noise imprecision [36].
Microdisk resonators and corresponding optomechancial systems were designed for operation
in the range of λ≈ 750−850 nm, to allow for smaller optical mode volumes. As discussed in
section 2.1.3, reducing the disk radius (rd) and thickness (td ∼λ/n) results in smaller mode
volumes with fractionally larger energy in the evanescent ﬁeld, resulting in larger optomechan-
ical coupling strength. For microdisks with thickness td > 300 nm, numerical simulations [61]
reveal that radiation loss remains insigniﬁcant for radii greater than 10 μm. Figure 2.3 shows
measurements of optical Q as a function of radius for microdisk samples of thickness with
oxide thickness of 700 nm. The data consists of two types of devices produced with differing
lithographic processes. The set shown in blue was prepared with photolithography and those
shown in red with electron-beam lithography. The sets differ by their corresponding wedge
angle, which is 30 degrees for photolithography and 10 degrees for electron-beam lithography
(see chapter 3 for details). For both disk preparation methods, intrinsicQ > 106 was measured
for radii as low as 10μm, corresponding to loss rates of κ<π·100 MHz. For electron-beam pro-
duced samples,Q as high as 4 ·107 (κ∼ 2π ·10MHz) was obtained for radii of 50 μm Dotted red
and blue lines in ﬁg. 2.3 are guide-to-the-eye models forQ ∝ rd, consistent with loss due to sur-
face scattering [62], and corresponding to a ﬁxed ﬁnesse ofF ≡ΔωFSR/κ≈ c/(rdκ)= 0.6 ·105
and 1.2 ·105, respectively. Impressively, the highest measured quality factors,Q ≈ 4 ·107, are
similar to those measured at telecommunication wavelengths, where scattering losses are
signiﬁcantly lower [60, 63]. As discussed in section 2.2.4, the intrinsic microdiskQ is ultimately
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Figure 2.3 – Characterization of oxide microdiskQ-factors. (A,B) SEM side proﬁle of a oxide (blue) microdisk on
a Si (grey) pillar showing its characteristic wedged sidewall. (C) Intrinsic (under-coupled) Q-factors for a set of
microdisks with oxide thickness of 700 nm and varying radii. TM and TE modes are not distinguished. The set
shown in red is produced by e-beam lithography with sidewall angle θ ≈ 10◦, and in blue by photolithography with
θ ≈ 10◦ (shown in the above SEM). Dashed grey lines indicate corresponding resonance linewidths, κ= 2πc/(λQo ),
at λ= 780 nm (the measurement wavelength). Blue and red dashed lines indicateQ ∝ rd, corresponding to a ﬁxed
ﬁnesse ofF = 0.6 (1.2) ·105.
reduced by loss introduced by the nanobeam, in the case of vertical separations between the
nanobeam and microdisk of less than 100 nm.
2.1.3 Near-ﬁeld coupling
Displacement of the nanobeam is coupled the optical mode frequency of the microdisk by
placing the nanobeamnear the top surface of themicrodisk, such that itsmid-section occupies
the evanescent volume of one of the microdisk WGMs. When the WGM is excited, the beam
experiences a gradient force, Fopt. The magnitude of this force, as well as the frequency pulling
factor G = ∂ωc/∂x, can be derived by calculating the work done on the WGM, −δUcav, by a
small displacement of the beam, δx. The gradient force can be found in terms of the frequency
pulling factor as Fopt =−∂Ucav/∂x ≈−GUcav/ωc, whereUcav is the potential energy stored in
the cavity ﬁeld [38, 64]. To ﬁrst order, G can be determined by the fractional change in the
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Figure 2.4 – Simulation of the optomechanical coupling in monolithic system. (A) Geometry of the nanobeam-
microdisk system with x and y representing the vertical (out-of-plane) and lateral (in-plane) position of the beam,
respectively. These positions are referenced with respect to the top rim of the disk (thickness td, radius rd). (B)
Simulated optomechanical coupling rates for varying beam position in the device shown in ﬁg. 2.1. The intensity
proﬁle of a TM-like WGM (computed using FEM) is shown in the background. Solid white lines denote the disk
surface and deshed white lines the boundary within which the beam touches the disk surface, for the coordinate
system deﬁned in (A). Contours indicate lines of constant g0 for the 4.3 MHz fundamental out-of-plane mode. (C)
Measured and simulated g0 versus y for the beam shown in ﬁg. 2.1 (samples on chip M2/BD/T). Black and blue
data are for fundamental out-of-plane and in-plane vibrational modes, respectively (for details can be found in
section 2.2.4). Black lines correspond to numerical solutions to eq. (2.1.4) with a vertical offset of x = 25 nm. Gray
shading bounds the solution space for x =20 to 30 nm.
WGMs energy caused by displacement of the nanobeam [40]
G ≈ ω
(0)
c
2
∂
∂x
(∫
beam((r )−1)|E (0)(r )|2d3r∫
disk (r )|E (0)(r )|2d3r
)
≈ ω
(0)
c
2
∂
∂x
(
n2SiN−1
nSiO2
|E (0,beam)max |2
|E (0,disk)max |2
Vbeam
Vdisk
)
(2.1.4a)
Here (r ) is the local relative permittivity, E (0)(r ) is the unperturbed cavity ﬁeld amplitude, and
the integral terms are over the over the volume occupied by the beam and disk. The simpliﬁed
expression in (2.1.4)b replaces with an index of refraction n and parameterizes each integral
in terms of the intensity-weighted volume of the nanobeam or microdisk. Thus in the case of
the nanobeam we have Vbeam ≡
∫
beam |E0|2d3r /|E (0,beam)max |2, where E (0,beam)max is the maximum
of the unperturbed ﬁeld within the nanobeam.
Figure 2.4 illustrates the coupling geometry described above and deﬁned by eq. (2.1.4). The
beam is placed above the disk, so that its out-of-plane motion can localized along the maxi-
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mum of the WGMs evanescent ﬁeld gradient. Here we will assume that the width of the beam
is much smaller than the transverse extents of the evanescent ﬁeld. Speciﬁcally, w 	AWGM
and t 	 xev, where AWGM is the effective cross-sectional area of the WGM and xev is the
exponential decay length of the evanescent ﬁeld. In this case Vbeam can be approximated as
twleff, where leff is the intensity-weighted “sampling length” of the beam. Similarly Vdisk can
be parameterized as Vdisk ≈ 2πrdAWGM, where rd is the physical disk radius. Assuming the
form |E (0,beam)max |/|E (0,disk)max | = ξe−
x+t/2
xev , neglecting the weak position dependence of Vbeam, and
assuming the effective mass of a point probe, m = ρtwl/2 (for the fundamental mechanical
mode), the vacuum optomechanical coupling rate can be approximated as
g0 ≈ 1
2
ω(0)c
xev
n2SiN−1
nSiO2
twleff
2πrdAWGM
ξ2e−
x+t/2
xev ·
√

ρtwlΩm
(2.1.5)
where ρ is the mass density of the beam. In practice xev,AWGM and ξ must be determined
numerically for a wedged microdisk. However, an estimate can be made by assuming the
mode shape of a microtoroid WGM with a minor radius of td/2, which can then be solved
analytically [40]. In this case, using nSiO2 ≈ 1.4, one has xev ≈λ/(2π
√
n2Si02 −1)≈λ/12, AWGM ≈
0.15r 7/12d t
1/4
d λ
7/6 and ξ≈ 1.1(λ/rd )1/3 [65]. Using these formulas, the device geometry in ﬁg. 2.1
({t ,w, l }= {0.06,0.4,60}μm, x = 25 nm, rd = 14.2μm, t = 0.65μm) and assuming λ= 780 nm,
nSiN = 2.0, ρ = 2700 kg/m3,Ωm = 2π ·4.3 MHz, and leff = 10μm (see section 2.2.6), eq. (2.1.5)
predicts thatG ≈ 2π ·1.0 GHz/nm, xzp ≈ 33 fm, and g0 = 2π ·33 kHz. As shown in ﬁg. 2.4c, this
estimate agrees well with numerically and experimentally determined values. Notably, (2.1.5)
implies that to achieve large g0, it is necessary to reduce the vertical gap to x < xev ≈ 100 nm,
and to maximize leff by laterally positioning the beam above the disk.
A numerical model for g0(x, y) is shown in ﬁg. 2.4B and ﬁg. 2.4C(grey bands). Unperturbed
WGM mode, E0)(r ), were computed using an axially-symmetric ﬁnite element model (COM-
SOL FEM axial symmetric package [61]). The energy stored in the WGM is given by:
U (0)cav ≈ 12
∫
disk
(r )|E (0)(r )|2d3r (2.1.6)
Similarly, the energy shift of the WGM caused by placing a nanobeam into the evanescent
near-ﬁeld is:
ΔUcav(x, y)≈ 14
∫
beam
((r )−1)|E (0)(r )|2d3r (2.1.7)
Here ΔUcav is found by expanding the Unperturbed WGM mode, E0)(r ), into the third dimen-
sion and integrating over the volume contained by the nanobeam. Differentiating the total
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WGM energy with respect to a vertical displacement of the beam gives,
G(x, y)=ωc ∂∂x (ΔUcav(x, y)/U (0)cav) (2.1.8)
for out-plane-motion (in this case numerical differentiation). The result of this calculation
is shown in ﬁg. 2.4b shows g0(x, y) = G(x, y) · xzp for varying position of a nanobeam and
microdisk with the dimensions given above, in the case of a TM-like WGM mode. Contours
represent lines of constant g0 and indicate that the optimal position of the beam is above
and inside the inner rim of the disk. It can also be observed that the magnitude of g0 scales
exponentially with vertical displacement from the disk surface, with a decay length of ∼
100 nm. A horizontal cut through the contours for x = 25 nm is shown in ﬁg. 2.4c. Upper
and lower curves show models for fundamental in-plane (IP) and out-of-plane (OP) ﬂexural
modes. Signiﬁcantly, maximizing g (OP)0 also minimizes g
(IP)
0 . Thus optimal placement of
the nanobeam opens a wide spectral window, ΔΩ ∼ Ωm, for measurement of the out-of-
plane mode without contamination from the neighboring in-plane mode. Experimental
measurements (see section 2.2.2) of g0(25 nm, y) are also shown in ﬁg. 2.4c . The numerical
and analytical models agree well with experiment assuming a vertical offset of 25±5 nm.
2.2 Optomechanical characterization
2.2.1 Experimental setup
Samples are characterized using the experimental setup shown in ﬁg. 2.5. Light froma 765−785
nm tunable diode laser (New Focus Velocity 6312) is coupled into themicrodisk using a tapered
optical ﬁber (780 HP) [39]. The forward-scattered (“transmitted") ﬁeld is monitored using
one of two techniques: direct detection with an avalanche photodiode (Thorlabs APD110) or
balanced homodyne detection with a pair of fast Si photodiodes (FEMTO HCA-S-100). The
photosignal is split into DC and AC ﬁltered components which are sent to an oscilloscope
(Tektronix DPO4034) and a spectrum analyzer (Tektronix RSA5106A), respectively. When
operating the laser in swept mode (such as for measuring the optical cavity linewidth) the
frequency range is calibrated by sending a fraction of the input ﬁeld ithrough a 20-cm-long
(FSR ∼ 350 MHz) ﬁber loop cavity with a known free spectral range. Optical decay rates are
inferred frommeasurements of transmitted power versus laser detuning (ﬁg. 2.5B).Mechanical
properties, including the optomechanical coupling rates, are inferred from measurements of
thermomechanical cavity frequency noise [66] (ﬁg. 2.5C). This noise is calibrated by frequency
modulating the input ﬁeld using an electro-optic modulator (EOSpace) with a calibrated
modulation depth. Residual amplitude modulation — an important source of calibration
error — is actively suppressed using PID feedback to stabilize the phase of an out-of-loop
heterodyne beat [67]. To avoid gas damping of the nanobeam, the sample chip and the ﬁber
coupling setup (based on an Attocube stack) are embedded in a vacuum chamber operating
below 10−6 mbar.
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Figure 2.5 – Characterization setup and methods. (A) Overview of the experimental apparatus, described in
section 2.2. (B) Representative optical Q measurement. WGM loss rates (κ) and mode splitting (γ) are ﬁtted to the
cavity transmission proﬁle (red), which is generated by sweeping the diode laser frequency (typically 30 GHz range)
while monitoring the transmitted power. Frequency is calibrated by simultaneously monitoring transmission
through a ﬁber loop cavity with known free spectral range (blue). (C) Representative thermomechanical noise
measurement. Ωm,Γth, and g0 are inferred from the center frequency, linewidth, and area beneath the thermal
noise peak (pink), respectively. The latter is calibrated by normalizing to the area beneath a FM tone (blue)
generated by the EOM in (A).
2.2.2 Thermal noise measurement
Mechanical mode frequencies Ωm, damping rates Γm, and optomechanical coupling rates
g0, were determined by analyzing the cavity resonance frequency noise produced by thermal
motion of the nanobeam. A detailed description of this method is given in [66]. An overview
of this calibration method is given below:
Thermal motion of the nanobeam x(t ), is written onto the cavity resonance frequencyωc (t ) via
the frequency pulling factor,G = dωc/dx. To measureωc (t ), the power of the transmitted ﬁeld
is monitored while operating at a ﬁxed detuning of |Δ| ≈ κ/2. Referred to the output voltage
(V ) of the photodetector transimpedance ampliﬁer, the uncalibrated noise spectrum can
be expressed as SV (Ω)= |GVω(Ω)|2Sω(Ω), whereGVω(Ω) is the frequency to voltage transfer
function and Sω(Ω) is the apparent cavity frequency noise. GVω(Ω) is calibrated by applying a
phase modulation tone of known depth (βcal) and frequency (Ωcal) to the input, resulting in a
narrow spectral peak with area |GVω(Ωcal)|2β2calΩ2cal/2 [66].
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Figure 2.6 – Characterization of optical spring: (A) Thermal noise spectrum of the fundamental beam mode as
a function of laser detuning. Blue and red spectra indicated blue (Δ> 0) and red (Δ< 0) detuning, respectively.
Lighter shades indicate smaller detuning. Blue spectra are vertically offset. (B) Plot of optical spring shift, ΔΩm,
versus normalized detuning, Δ/κ. Dashed black lines are a ﬁt to eq. (2.2.2) using g0 as a free parameter.
A representative measurement is shown in ﬁg. 2.5C. Red, blue, and grey components corre-
spond to thermal noise, Sthω (Ω), the calibration tone, S
cal
ω (Ω), and measurement imprecision,
Simpω (Ω), respectively. The full signal can be modeled as
Sω(Ω)= Sthω (Ω)+Scalω (Ω)+Simpω (Ω)
≈ 2g 20nth ·L (Ω−Ωm)+
β2calΩ
2
cal
2
·G (Ω−Ωcal)+Simpω (Ω),
(2.2.1)
where L (Ω) = 4Γm/(Γ2m+4Ω2) is a normalized Lorentzian (characterizing the mechanical
susceptibility) and G (Ω) = e−Ω2/(2B2)/

2πB2 is a normalized Gaussian (characterizing the
window function of the spectrum analyzer, which is assumed to have a resolution bandwidth
B 	 Γm). To calibrate the vertical axis in ﬁg. 2.5C, it is assumed that |GVω(Ωm)| ≈ |GVω(Ωcal)|.
Fitting the calibrated spectrum to (2.2.1) givesΩm, Γm, and g0. Determination of g0 requires
that nth is known. By using input powers low enough to neglect photothermal/radiation
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pressure damping (∼ 10 nW), we assume that nth ≈ kB ·295 K/(Ωm). Practically, a sufﬁciently
low input power is determined by reducing the cavity power until the inferred g0 saturates to a
minimum value.
2.2.3 Optical spring characterization
As a cross-check of the thermal noise measurement, g0 was independently estimated from
the optical spring effect [21]. In the experimentally relevant bad cavity limit (Ωm 	 κ), the
mechanical frequency shift produced by a radiation pressure optical spring is
ΔΩm(Δ)≈
8g 20
κ
·nc(Δ) · Δ/κ
1+4(Δ/κ)2 (2.2.2)
whereΔ is the laser-cavity detuning, nc(Δ)= (4P/(ω0κ))(κex/κ)/(1+4(Δ/κ)2) is the intracavity
photon number, and P is the power injected into the cavity. (We note that radiation pressure
damping also occurs for a detuned input ﬁeld; however, in the devices studied, for which
Ωm/κ∼ 0.01, this effect was found to be overwhelmed by photothermal damping [68]).
A measurement of the optical spring effect is shown in ﬁg. 2.6, corresponding to the sample
also characterized in ﬁg. 2.5c. The injected powers used — P = 60,120 nW — were chosen to
avoid instabilities due to photothermal/radiation pressure damping. The cavity was critically
coupled (κex ≈ κ/2≈ 2π ·550 MHz) and laser detuning was estimated from the mean transmit-
ted power. Overlaid models correspond to (2.2.2) with the value g0 = 2π ·60 kHz, inferred from
a least-squared ﬁt to the low power measurement. This value is within 10% of that inferred
from thermal noise in ﬁg. 2.5c.
2.2.4 Coupling dependence on nanobeam position
As discussed in section 2.1.3, g0 depends sensitively on the lateral positioning of the nanobeam,
and assumes a maximum (minimum) value for out-of-plane (in-plane) ﬂexural modes when
centered above the WGM. This behavior was studied by sweeping the lateral position of the
beam within the lithography step where its geometry is deﬁned (see chapter 3). Measurements
of g0 versus lateral beam position are shown in ﬁg. 2.7A. Results shown here are for beam
and disk dimensions of {l ,w, t } = {60,0.4,0.06} μm and {r, td,θ} = {15μm,0.60μm,30deg.},
respectively, and for a vertical gap of 25 nm. In agreement with numerical modeling (dashed
line), g0 assumes a maximum of 2π ·40 kHz as the outer edge of the beam eclipses the rim of
the disk.
Also shown in ﬁg. 2.7b are measurements of κ versus lateral beam position (y). When the beam
is displaced far from the disk, κ converges to the intrinsic value of ∼ 2π ·100 MHz observed
in ﬁg. 2.3, suggesting that the processing described in chapter 3 does not signiﬁcantly affect
microdisk surface quality. As the beam is brought within 100 nm of the disk, κ is observed
to increase sharply. The observed exponential dependence κ on y is independent of mode
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Figure 2.7 – Optomechanical characterization of system: (A) Measured vacuum optomechanical coupling rate
(g0) and cooperativity (C0, assuming Γm = 2π ·20 Hz) versus lateral beam position (y) for TM (solid circles) and TE
(open circles) cavity modes. (B) Corresponding intrinsic cavity decay rate (κ0). (C) Measured g0 versus beam width
(w) for two disk thicknesses (td). (D) Measured g0 versus mode frequency, Ω
(n)
m ≈ nΩ(0)m . Red dots correspond
to odd harmonics (n = 1,3,5...). Solid and dashed lines are model curves (Eq. 2.2.3b) for a sampling length of
leff = 9.6 and leff = 0, respectively
polarization and similar to the scaling observed in [45] with a beam coupled to a microtoroid.
The absolute magnitude of the loss is also inconsistent with bulk Si3N4 optical absorption
— speciﬁcally, accounting for the relatively small fraction of energy stored in the beam, the
observed loss would require an imaginary index of ∼ 10−4, which is 1-2 orders of magnitude
larger than conventionally observed for Si3N4 at NIR wavelengths [56, 69]. We thus conjecture
that this loss is due to scattering from and/or waveguide coupling into the beam.
Combining measurements of g0 and κwith a typical room temperature mechanical damping
rate of Γm = 2π ·15 Hz (we observed no change in Γm for small beam-disk separation, suggest-
ing that squeeze-ﬁlm gas damping [53] was not a factor), the single-photon cooperativity is
observed to approach C0 ∼ 1. This value is limited by the unfavorable scaling of g 20/κ as g0
begins to saturate. Despite this limitation, the inferredC0 represents a nearly 50 dB increase
over our prior chip-scale implementation [44], owing to the combined 100-fold increase of g0
and 10-fold reduction in κ. Increase g0 is due to the precise vertical and lateral positioning of
the beam afforded by CMP and e-beam processing. Reduced κ is due to greater isolation of the
disk during beam patterning, making use of the poly-Si sacriﬁcial layer and Al2O3 etch-stop
layer. Figure 2.7b suggests that κ is ultimately dominated by beam-induced scattering/absop-
tion loss, rather than deterioration of intrinsic disk quality resulting from the fabrication steps
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taken to integrate the beam (ﬁg. 2.3). This implies that an additional 10-fold reduction in κ
may yet be realized with appropriate beam shaping or positioning.
2.2.5 Coupling dependence on microdisk and nanobeam thickness
Wider beams (w ∼ λ) and thinner disks (td < λ) were fabricated in an attempt to increase
g0 and C0 by increasing the mode overlap and evanescent ﬁeld energy, respectively (see
eq. (2.1.5)). Measurements of {g0,C0} vsw for twomicrodisk thicknesses, td ≈ 0.43 and 0.63μm,
are shown in ﬁg. 2.7C. Fixed dimensions of the nanobeamandmicrodisk are {t , l }≈ {0.06,60}μm
and {rd,θ}≈ {15μm,30 deg.}, respectively. The lateral beam position was chosen to maximize
g0 for the 0.4 μm-wide beam (see ﬁg. 2.7). For the TE optical modes studied, a roughly 2×
increase in g0 was observed for the 30% thinner disk. In both cases, g0 scaled roughly linearly
for widths w ∈ [0.4,1]μm. C0 also increased with w , roughly in proportion to g 20 , for both td.
This is due to the fact that κ (not shown) was roughly independent of w for both disk thick-
nesses and a factor of four larger for the thinner disk. The highest optomechanical coupling
rate we have measured, g0 ≈ 2π ·150 Hz, was for a 1 μm-wide beam coupled to a 0.43μm-thick
disk. The highest cooperativities observed, C0 > 2.5, were for 1 μm-wide beams coupled to
disks of both thicknesses.
2.2.6 Coupling dependence on mechanical mode number
g0 was also studied for higher order mechanical modes. As shown in ﬁg. 2.7D, g0 decreases as
the vibrational node spacing approaches the dimensions of the effective sampling length leff.
In this case the model in section 2.1.3 — which assumes rigid displacement of a beam with
effective mass m = ρtwl/2 — breaks down. A simple extension of the model is shown as a red
line in ﬁg. 2.7D. Here m is computed with respect to optical-intensity-weighted displacement
of the mechanical mode:
m =
∫
beamρ|u(r )|2d3r
|∫beam |E(r )|2u(r )d3r /∫beam |E(r )|2d3r |2 ≈
ρtwl
1− (−1)n
1
sinc2
(
nπ
2
leff
l
) (2.2.3)
whereu(x, y,z)≈ sin(nπx/l )zˆ is the displacement proﬁle of the nth-order out-of-plane ﬂexural
mode. The latter expression is appropriate when the transverse dimensions of the beam are
much smaller than that of the WGM, and assumes that the intensity distribution sampled by
the beam is uniform along the beam axis with an effective sampling length leff. UsingΩm ∝ n
gives g (n)0 /g
(0)
0 ≈ |sinc
(
nπ
2
leff
l
)
|/n for odd n and 0 for even n. The model shown in ﬁg. 2.7d
agrees quantitatively with experiment assuming an effective length of leff = 9.6μm as the only
free parameter. A simple route to increasing g0 would be to remove mass from the beam
outside of the effective sampling length (see ﬁg. 2.9).
34
2.3. Displacement sensitivity
2.3 Displacement sensitivity
As an illustration of device performance, we use the microdisk to perform a cavity-enhanced
interferometric measurement of the beam’s displacement. For this purpose, the ﬁber taper
and microdisk are embedded in one arm of a length- and power-balanced homodyne interfer-
ometer (ﬁg. 2.5). The cavity is driven on resonance using the Pound-Drever-Hall technique. A
piezoelectric mirror is use to stabilize the interferometer path length difference so that the
homodyne photocurrent is proportional to the phase of the transmitted cavity ﬁeld.
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Figure 2.8 – Nanobeam displacement noise:(A) measured by balanced homodyne detection of the microdisk
output ﬁeld, for various input powers. Noise spectra are expressed in units relative to the cavity frequency
noise produced by one phonon of fundamental out-of-plane vibration, 2S
zp
ω (Ωm)= (2π ·10kHz/

Hz)2, where
Ωm = 2π·4.4MHz. At large powers, the fundamental noise peak is shifted andbroadened by optical spring softening
and damping, respectively. The peak at 4.9 MHz is due to thermal motion of the fundamental in-plane mode.
The gray curve is a model for the intrinsic thermal motion of the fundamental out-of-plane and in-plane modes
((2.3.1)). (B) Measured phonon equivalent displacement, ntot = Sω(Ωm)/2Szpω (Ωm), displacement imprecision,
nimp ≡ Simpω (Ωm)/2Szpω (Ωm), and their geometric mean versus intracavity photon number nc weighted by single-
photon cooperativityC0. Dashed lines denote ideal values for ntot = nth+nba+nimp (orange), nba =C0nc (red),
and nimp = 1/16C0nc (blue), using nth ≈ 1.4·106 andC0 = 0.45. Green arrow indicates proximity to the uncertainty
limit, 4
√
nimpntot ≥ 1.
Displacement noise spectra are shown in ﬁg. 2.8A for a {l ,w, t }= {60,0.4,0.06}μm beam with
a vertical beam-disk separation of approximately 35 nm and optomechanical parameters
{Ωm, Γm, κ, g0,C0} ≈ {2π · 4.4MHz, 2π · 10Hz, 2π · 700MHz, 2π · 28kHz, 0.45}. Here κ corre-
sponds to the critically-coupled cavity linewidth and other parameters correspond to the
fundamental out-of-plane mechanical mode. For the measurements shown, the cavity was
critically coupled and the power of the input ﬁeld was swept from 0.01−20μW. The homodyne
photocurrent noise spectrum is plotted in units relative to the signal produced by a phonon
of displacement 2Szpω (Ωm)≈ (2π ·10kHz/

Hz)2 (equivalent to 2Szpx (Ωm)≈ (2π ·8.9fm/

Hz)2
assuming xzp = 25 fm). In these units, the magnitude of the fundamental thermal noise
peak (neglecting photothermal or dynamical back-action) is equal to the effective ther-
mal occupation ntot ≡ Sω(Ωm)/(2Szpω (Ωm) = nth+nba+nimp, where nth ≡ Sthω (Ωm)/2Sω(Ωm)
is the ambient bath occupation, nba is the effective thermal bath occupation associated
with classical and quantum measurement back-action (radiation pressure shot noise), and
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nimp ≡ Simpω (Ωm)/2Szpω (Ωm) is the apparent thermal occupation associated with the mea-
surement imprecision. The noise spectra are calibrated by bootstrapping a low power mea-
surement to ntot ≈ nth ≈ kBT /Ωm ≈ 1.4 · 106 (for larger optical powers, dynamic spring/-
damping forces modify the peak value, Sω(Ωm)). At the highest optical powers, the dis-
placement imprecision in the vicinity of Ωm is estimated (from the saddle at 2.5 MHz) to
be nimp ≈ 1.5 ·10−4, while the shot-noise imprecision (blue curve, obtained by decoupling the
ﬁber from the cavity) is n(shot)imp ≈ 2.6 ·10−5. These correspond to imprecisions 32 and 40 dB
below that at the SQL (nimp = 0.25), respectively. The magnitude of the extraneous imprecision,
2Szpω (Ωm) · (nimp−n(shot)imp )≈ (2π ·110Hz/

Hz)2, is independent of optical power and gives rise
to the saturation of the blue points in 2.8b. This extraneous noise is consistent with a mixture
of diode laser frequency noise (∼ 30Hz/Hz [28]), thermorefractive noise (∼ 10Hz/Hz [40]),
and off-resonant thermal noise (∼ 70Hz/Hz). The latter is estimated using the ‘structural
damping’ model of Saulson [5],
Sω(Ω)
2Szpω (Ωm)
≈ nth
Ωm
Ω
Γ2mΩ
2
m
(Ω2−Ω2m)2+Γ2mΩ2m
 7nth
Q2m
, (2.3.1)
shown in gray in ﬁg. 2.8, forQm =Ωm/Γm = 4.4 ·105.
The total efﬁciency of the measurement is estimated by comparing the power dependence
of the imprecision (nimp), the effective thermal bath occupation (ntot), and their geometric
mean

nimpntot to the ideal values 1/(16C0nc), C0nc, and 1/4, respectively, where the last
case represents the Heisenberg uncertainty limit. As shown on the right hand side of ﬁg. 2.8,
the imprecision is a factor of 7.5 larger than ideal, due to a combination of cavity loss (50%,
corresponding to critical coupling), taper loss (∼ 10%), homodyne detector loss/misalignment,
and optical mode splitting [28]. The effective thermal bath occupation is inferred by ﬁtting
to the off-resonant tail of the fundamental noise peak (to avoid the systematic error due
to optical damping). From these ﬁts we infer a heating of Cext0 ≡ (ntot −nth)/nc = 1.4, two
times larger than expected due to quantum measurement back-action. The imprecision-back-
action product is constrained, at high powers, to 4

nimpntot ≈ 60, due to the saturation of the
measurement imprecision. To the best of our knowledge, this represents the closest approach
to the uncertainty limit for a room temperature mechanical oscillator.
2.4 Conclusion
We have presented a method to heterogeneously integrate a high-stress, Si3N4 nanobeam
within the evanescent near-ﬁeld of a SiO2 microdisk. Building on earlier strategies [40, 44],
the principle advance is a fabrication technique which preserves the highQ/(mode volume)
ratio of each resonator while enabling the beam and the disk to be separated by a vacuum
gap of 10-100 nm — signiﬁcantly smaller than the evanescent decay length of the optical
mode. Samples of various dimensions were fabricated and characterized. Simultaneously
low mechanical loss, Γm = 2π · (10−100) Hz, low optical loss, κ= 2π · (100−1000)MHz, and
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10 ?m 
Figure 2.9 – Tethered nanobeam integration: suspending the nanobeam from tethers enables higher g0 by
reducing mass without changing optomechanical mode overlap. Here the central beam coincides with the effective
sampling length of the optical mode.
large optomechanical coupling rates, g0 = 2π · (10−100) kHz, were measured, corresponding
to room temperature single-photon cooperativities as high asC0 ≡ 4g 20/Γmκ= 2.
The reported system holds particular promise as a quantum-limited displacement sensor, ow-
ing to the large vacuum displacement of the nanobeam and the high power handling capacity
of the microdisk. For a typical device, possessing
{Ωm,Γm,κ0,g0}≈ 2π · {4.5MHz,15Hz,500MHz,50 kHz}, the resonant vacuum displacement
noise, Szpω (Ωm) = 4g 20/Γm ≈ (2π · 26 kHz/

Hz)2, is orders of magnitude larger than major
sources of imprecision — such as laser frequency and thermorefractive noise [45] — and com-
mensurate with shot noise for an ultra-low intracavity photon number of nc = 1/(16C0)= 0.05
[28]. Operating a similar device at 4 K with nc ∼ 105 (corresponding to P ∼ 100 μW when
critically coupled to the ﬁber waveguide), we were recently able to achieve a displacement
imprecision nth times (43 dB) below S
zp
ω , while maintaining an imprecision-back-action prod-
uct within a factor of 5 of the uncertainty limit [28]. This regime of ‘efﬁcient’ measurement
— characterized by the ability to resolve a phonon-equivalent displacement in the thermal
decoherence time — enabled us to feedback-cool the mechanical mode to near its ground
state [28], and might be extended to other quantum control tasks, such as squeezed-state
preparation [33].
An intriguing question is whether the reported device may be used to realize Heisenberg-
limited displacementmeasurements at room temperature—namely, an apparent imprecision-
back-action product (nba+nth)·nimp → 1/4 (see section 2.3). For the radio frequency oscillators
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under study (nth ∼ 106), the main challenges are (1) pumping the cavity with nc = nth/C0 ∼ 106
photons in order to achieve the necessary measurement strength (characterized by a phonon-
equivalent RPSN of nba = C0nc > nth), (2) reducing extraneous sources of measurement
imprecision to Szpω /nth < (2π ·10 Hz/

Hz)2, and (3) reducing extraneous heating to ensure
that nba is dominated by RPSN. Because of the (blue-stable) thermal self-locking effect in
room temperature SiO2 microresonators [70], the ﬁrst requirement is expected to be limited
by parametric radiation pressure instabilities, requiring active feedback damping. The second
requirement — for microdisks with dimensions studied here — is expected to be limited
by thermorefractive noise at the level of Strnω ∼ (2π ·10 Hz/

Hz)2 [45], an impressive 60 dB
lower than Szpω . Reaching S
trn
ω < Szpω /nth would require a moderate increase in g 20 ·Qm (for
instance, by using lower-mass, “tethered" beams [29]; see ﬁg. 2.9). The third requirement
depends on the details of the nanoscale heat transfer process. At 4 K, we have observed
photothermal heating consistent with an extraneous cooperativity ofCext0 ≡ nextba /nc ∼ 1 [28];
we anticipate this heating to reduce to tenable levels (Cext0 <C0) at room temperature, provided
that the underlying process is related to the temperature-dependent thermal conductivity of
amorphous glass [71]. Preliminary room temperature measurements, discussed in section 2.3,
suggest thatCext0 ∼C0 can be met for a moderateC0 ∼ 0.8.
In addition to high cooperativity, the evanescent sensing platform and reported fabrication
method have as a compelling feature the ability to incorporate new materials and/or planar
geometries above a high-Q microdisk with nanometric precision. This capability opens the
door to a variety of “hybrid" sensing applications. For example, the system may be electrically
functionalized by vertically integrating the beam into a parallel plate capacitor, or into the
gradient ﬁeld between two closely spaced electrodes [72]. This interface — which need not
compromise the mechanical quality of the beam [73] — can form the basic building block of a
high-efﬁciency electro-optic converter, with applications such as precision radio wave sensing
[74]. Pushed to a different extreme, two dimensional materials such as graphene or MoS2 may
be integrated with a microdisk by using the SiN ﬁlm as a sacriﬁcial substrate [75]. Another
intriguing possibility, in conjunction with the preparation of low entropy mechanical states
using measurement-based feedback, is to functionalize the beam with a two-level system,
such as an NV center embedded in a diamond nanocrystal [76]. Nanobeams integrated with
microdisks may also serve as a platform for remotely-coupled “atom-optomechanics" [77, 78],
taking advantage of the low oscillator mass, high cavity ﬁnesse, and recent developments
in ﬁber-based atom traps [79]. In addition, we note that the ability to perform broadband,
thermal-noise-limited measurements of high-Q nanomechanical oscillators (c.f. ﬁg. 2.8) may
help shed light on the microscopic origin of intrinsic damping [80].
Finally, we remark that while our discussion has focused on quantum (imprecision and back-
action) noise in the measurement of nanomechanical motion, nanomechanical sensors of
mass/force/charge are in fact fundamentally limited by thermal motion. For such applications,
the practical utility of the reported high-cooperativity evanescent sensing platform lies in the
ability to resolve thermal motion with high signal-to-noise and large bandwidth for devices
with widely-varying in-plane geometry. (By contrast, thermal motion in MEMS sensors is
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typically masked by Johnson noise.) [81]. This might enable, for instance, precision force
sensors based on high-Q nanomechanical beam oscillators [44] or chip-scale accelerometers
based on membrane-like micromechanical test masses [82]. For the nanobeam displacement
measurements shown in ﬁg. 2.8, thermal noise is resolved over a bandwidth of ∼MHz at the
level of 4kBTΓmm ∼ (100aN/

Hz)2 employing ∼ 10μW of injected optical power. Notably, a
moderate reduction in extraneous imprecision would enable thermal noise to be resolved over
a full octave, a difﬁcult challenge for high-Q resonators as it requires resolving the thermal
peak with a signal-to-noise of ∼Q2 ((2.3.1)).
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3 System fabrication
This following chapter provides an overview of the fabrication process used to realize the
monolithic optomechanical devices described in chapter 2. The ﬁrst two sections introduce
the ﬁlm deposition techniques used to realize the materials that compose our device (sec-
tion 3.1), and the dry etching methods used in many steps throughout process (section 3.2).
These concepts are fundamental to understanding the processes and design choices employed
in the work described in the remainder of the chapter, as well as in appendix B, appendix C
and appendix D. These sections are intended to present the concepts as they pertain to the
work herein, and a reader unfamiliar with them, who would like to understand remainder
of the chapter is highly recommended to start here. It should also be mentioned that this
presentation assumes the reader is familiar with the basic processes of microfabrication,
such as pattern transfer by photolithography. Following this introduction, the fabrication
process is described sequentially, starting with patterning of the microdisk (section 3.3.1),
planarization of a sacriﬁcial layer (section 3.3.2), construction of the nanobeam (section 3.3.5),
and structural release of the device (section 3.3.6). Less common topics, such as chemical
mechanical planarization (CMP) or atomic layer deposition (ALD) are described within the
relevant sections.
All steps were carried out in the Center of Micronanotechnology (CMi) at École Polytechnique
Fédérale de Lausanne. The facility is designed around 100 mm wafer processing and con-
tains a wide array of processing equipment encompassing photolithography, electron-beam
lithography (e-beam), dry and wet etching, chemical vapor and atomic layer deposition, me-
chanical planarization, metal evaporation, wafer bonding, and wire bonding. There are also
a wide variety of metrology tools available, including optical microscopy, scanning electron
microscopy (SEM), atomic force microscopy, proﬁlometry, and ellipsometry.
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3.1 Materials synthesis
The substrate used during the fabrication process described below is crystalline silicon, and in
order to realize the ﬁnal structure described herein several steps of ﬁlm growth and deposition
must take place. A high purity silicon dioxide is desired in order to form a microdisk with low
losses and high linearity (see section 2.1.2). Since this ﬁlm is grown by oxidation of the silicon
substrate, it is critical that the substrate itself has a low level of impurities, as these impurities
will end up being incorporated into the resulting silicon dioxide. The wafers we use to realize
our devices are produced by a method known as ﬂoat zone crystal growth.
3.1.1 Silicon crystal growth
Typically, crystalline silicon ingots (called boules) are producedby amethod knownasCzochral-
ski (CZ) crystal pulling method. This method, originally developed by Polish chemist Jan
Czochralski in 1915 [83] is to this day the most commonly used method of silicon crystalliza-
tion. It consists of dipping a silicon crystal seed into a slowly rotating molten polysilicon bath
and pulling it upwards, drawing out silicon from the bath. The molten silicon is contained
in a quartz crucible and heated to ∼1500 ◦C. As the silicon is drawn out and cools, it crys-
tallizes around the seed, forming an extended single crystal. This process requires that the
molten polysilicon be highly puriﬁed, as any contaminants will be included in the resulting
boule. Moreover, the molten silicon reacts with the quartz crucible releasing oxygen and any
contaminants which exist in the quartz.
Figure 3.1 – Start of ﬂoat zone crystal growth: Heating coil
locally melts the polysilicon, attached to a thin top seed crystal
layer [84]
Float zone growth
Float zone (FZ) crystal growth (or FZ re-
ﬁning) gets around the above contam-
ination problemby avoiding contactwith
a crucible. This method was developed
by chemical engineer Henry Theuerer at
Bell Labs in the early 1950s [85]. Here a
solid polysilicon rod is suspended verti-
cally with a heating coil closely following
its circumference, surrounding it locally
as seen in ﬁg. 3.1. The coil can be trans-
lated vertically along the rod creating a
local hot zone. This allows for the sili-
con to be locally melted and then recrys-
tallize, as the coil moves along the rod
and the previously molten silicon cools.
The equipment is housed in an inert gas
environment to avoid inclusion of gas
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contaminants in the silicon. The process starts at one end of the rod where a seed crystal
is placed (see ﬁg. 3.1). As the silicon recrystallizes during the process impurities are pulled
away towards the molten zone, as most impurities are more soluble in the molten silicon than
than the crystal. This process can be repeated many times to realize extremely high purity
crystal, in a method known as zone reﬁning. For the devices described in this chapter we use
100 mm diameter <100> (indicating the wafer is cut along the <100> plane) FZ silicon wafers
with a resistivity of 15 000 ohm-cm. The high resistivity is indicative of extremely high purity.
As such this is an excellent substrate for growing a silicon dioxide ﬁlm with very low optical
absorption properties. This is the next step in the fabrication process. Before describing the
oxidation process, we ﬁrst introduce the furnace arrangement used for this growth, as well as
for depositing ﬁlms such as polysilicon and silicon nitride (deposited in the steps described in
section 3.1.2 and section 3.1.2, respectively).
3.1.2 Low-pressure chemical vapor
deposition
quartz boat
quartz cylinder
furnace door
Figure 3.2 – Centrotherm LPCVD system: A loading arm containing
wafers vertically placed on quartz boat, sits in front of LPCVD furnace
door, with the reaction chamber recessed behind the wall
The thin ﬁlms used to con-
struct our device - namely sil-
icon dioxide, polysilicon, and
silicon nitride - are produced
using a low-pressure chemi-
cal vapor deposition (LPCVD)
system. Technically, the sili-
con dioxide used in our pro-
cess is not deposited but rather
grown (LPCVD deposition of
silicon dioxide is also possi-
ble). Nonetheless, it is grown
in an LPCVD system. A typi-
cal LPCVD arrangement, as il-
lustrated in ﬁg. 3.3, consists
of a reaction chamber con-
taining closely spaced wafers
standing on edge, embedded
in a resistance-heated hot wall
tube furnace under vacuum.
Hot wall indicates that the walls of the furnace are heated rather than the walls of the reaction
chamber, resulting in better temperature uniformity within the reaction chamber as compared
to cold wall furnaces (direct heating of the reaction chamber). Precursor gases are introduced
to the heated reaction chamber, where they adsorb onto the wafer surface, undergoing thermal
dissociation and reacting to form the desired non-volatile product. Low pressure, typically
ranging from 10-1000 mTorr, results in large diffusion coefﬁcients for the precursor gases
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PumpGas control
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Furnace wall Resistive heating coilReactor
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boat
Figure 3.3 – LPCVD reactor schematic: consisting of a quartz reactor tube, containing wafers vertically stacked
on a quartz carrier, embedded in a hot wall furnace. The furnace walls are resistively heated to a temperature
range of 300-1100 ◦C. The reactor tube is kept under vacuum, ranging from 100-1000 mTorr. The reactant source
gas ﬂow rates are external controlled and fed into one end of the tube, while a vacuum pump attached to the other
end maintains a stable pressure.
which is critical to operating in the regime where reaction rates are temperature-limited rather
than being limited by mass transport. This regime, typically referred to as surface-reaction
limited results in highly uniform ﬁlms and the ability to stack wafers very densely. The hot wall
furnace conﬁguration is also key to high temperature uniformity, and thus uniform reaction
rates, but requires frequent maintenance as ﬁlms are also deposited on the reactor walls and
can lead to particle contamination from ﬂaking off. Deposited ﬁlms typically have thickness
variations of <5%. The reactor chamber (indicated in ﬁg. 3.3) is normally made of quartz and
operates in a range of 300-1100 ◦C. Typically operation pressure during ﬁlm deposition is
100-1000 mTorr.
The LPCVD system used in the CMi is produced by Centrotherm and can hold up to 75 wafers.
As can be seen in ﬁgs. 3.2 and 3.3 the wafers are stacked vertically on a quartz holder (typically
called a boat), which is loaded into the furnace by a robotic arm. The wafers are sometimes
enclosed in a quartz cylinder (bottom of ﬁg. 3.2) to avoid particle contamination from the
reactor walls. Once the wafers are loaded into the chamber and have thermalized, the reactant
gases are introduced to one end of the furnace and evacuated from the other end (ﬂowing
perpendicular to the wafer surface). The Centrotherm chamber in the CMi is capable of a
maximum temperature of 1050 ◦C.
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Silicon nitride deposition
Silicon nitride is widely used in semiconductormanufacturing as an insulator, diffusion barrier,
or an etch mask [86, 87]. In addition, the large tensile stress that can be achieved has been
exploited to increase mobility in modern strained channel transistors [88]. Our devices also
exploit this stress, but for the purpose of reducing mechanical dissipation (see section 2.1.1).
It is by making use of the LPCVD nitride deposition process that we are able to achieve tensile
stress of ∼1 GPa.
In an LPCVD process silicon nitride is deposited by adsorbed gas phase reactions of silane
(SiH4) or dichlorosilane (SiH2Cl2) with ammonia (NH3). Films grown in the CMi utilize
dichlorosilane to produce silicon nitride by the following reaction mechanism:
3SiH2Cl2+4NH3 → Si3N4+6HCl+6H2 (3.1.1)
Here SiH2Cl2 is preferred over SiH4 as mass transport in the case of SiH4 has a non-negligable
effect on the deposition rate, leading to less uniform ﬁlms [89]. In addition, SiH4 more readily
decomposes, leading to reactions in the gas bulk, and subsequent particle contamination.
This reaction is carried out at a temperature of ∼750 ◦C and ∼200 mTorr pressure, where
the kinetic product is favored [90], meaning that the deposition rate is highly dependent on
temperature and reactant partial pressure. Thus, formation of the stoichiometric product in
eq. (3.1.2) (Si3N4) requires the correct balance of reactants delivered to the wafer surface. In
practice this means operating with an excess of NH3, where the ratio NH3:SiH2Cl2 > 10:1 [91].
At lower ratios a silicon rich product is formed, which is sometimes desired due to its lower
intrinsic stress.
However, in our case the high stress that can achieved for LPCVD nitrides is of key interest. The
total stress in the ﬁlm is a function of stress induced by thermal relaxation,σth, and the intrinsic
deposition stress,σi. Thus we have,σtotal =σth+σi. The thermal stress can be easily estimated
from the elastic modulus of silicon nitride as well as the thermal expansion coefﬁcients of Si
and silicon nitride. At a deposition temperature of ∼750 ◦C this implies a thermal stress of
σth ∼75 MPa. From this it is clear that the ∼1 GPa stress achieved is dominated by deposition
stress. This stress is generated by desorption of hydrogen and chlorine from the precursor
molecules following the initial Si–N bond forming reactions on the wafer surface [92]. Thermal
dissociation of Si–H and N–H, and subsequent rearrangement of dangling bonds to form
stable Si–N bonds, leads to shrinkage of the ﬁlm. It is this shrinkage that is the fundamental
mechanism behind the generated stress. This process is highly sensitive to temperature, on
which the deposition rate depends exponentially (as described by the empirical Arrhenius
equation), and it has been demonstrated that at higher deposition temperatures stress is
reduced. This is a result of incomplete dissociation of S–H and N–H bonds before the next
molecular layer is deposited and thus reduced shrinkage of the ﬁlm [91]. Deposition at higher
temperatures is often used when low stress (hydrogen-rich) silicon nitride is desired. In the
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case of the CMi, the near-stoichiometric we utilize is deposited at∼770 ◦C, achieving a residual
stress of ∼1 GPa, whereas the low-stress variant is deposited at ∼830 ◦C resulting in a stress of
∼200 MPa.
Polysilicon deposition
Polycrystalline silicon, typically referred to as just polysilicon, is a common structural material
in MEMS applications [93–96]. It is also used to form electrical leads and gate electrodes
in metal oxide semiconductor fabrication [97, 98]. In our process polysilicon is used as a
sacriﬁcial material (see section 3.3.2) due to its high temperature compatibility (during silicon
nitride deposition), compatibility with CMP techniques (exhibiting a ∼1:1 selectivity to silicon
dioxide) and ability to be rapidly dissolved in KOH during the structural release step, as
described in section 3.3.6.
Polysilicon is deposited with LPCVD by reduction of silane at ∼600 ◦C, producing hydrogen
gas:
SiH4 → Si+2H2 (3.1.2)
LPCVD polysilicon exhibits a thickness dependent residual compressive stress that ranges
from -450 MPa for ﬁlms of ∼100 nm to -300 MPa for ﬁlms of ∼1000 nm [99]. This variation
in the value of compressive stress is attributed to the columnar growth of the constituent
silicon grains. Initially the grains grow in arbitrary directions, with those grains with growing
normal to the wafer dominating in thicker ﬁlms, all the columns extend [99, 100]. Thus in
the initial growth stage grains grow both in and out of plane, resulting in compressive stress.
As growth competition favors those growing out of plane, stress is reduced in thicker ﬁlms.
Interestingly, it has been demonstrated that this stress relaxes to -50 MPa after annealing for 2
hours at 1000 ◦C and to -20 MPa when annealed at 1100 ◦C [101]. This may be of interest for
future process modiﬁcation, as discussed at in appendix B.6. However, in the current process
polysilicon is not annealed and the resulting ﬁlm, after CMP (see section 3.3.2), is assumed to
have compressive stress of -300 to -350 MPa.
Silicon dioxide growth
As mentioned above in our case silicon dioxide is grown rather than being deposited. Bare
silicon oxidizes at room temperature in reaction with ambient H2O, forming a native oxide
of ∼2 nm. Further oxidation is prevented but low diffusivity of H2O at room temperature.
However, thicker silicon dioxides can be easily grown at elevated temperatures (typically
600-1200 ◦C), using either by wet or dry processes. The reaction processes for two types of
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growth processes are, respectively:
Si+2H2O→ SiO2+2H2 (wet oxidation) (3.1.3)
Si+O2 → SiO2 (dry oxidation) (3.1.4)
In addition, typically HCl or Cl2 gas is also added to remove any metal impurities that would
otherwise be incorporated into the oxide during growth. Chlorine reacts with metals to form
volatile products that are then evacuated from the growth chamber (e.g. AuCl3). During wet
oxidation, hydrogen atoms create defects in the growth layer forming Si-H and O-H, resulting
in increased optical absorption at telecom wavelengths. Dry grown silicon dioxide on the
other hand is relatively defect free due to lack of hydrogen in the reaction process (in this case
Cl2, and not HCl, should be used as a metal scavenger). However, the dry oxidation process
also proceeds at a much slower rate as a result of the fact that O2 has a much lower partial
pressure in SiO2 as compared to H2O (and thus proportionally lower concentration in the
silicon dioxide). This is of relevance as the reactants must diffuse through the oxide layer to
react at the SiO2/Si interface. This difference is partial pressure leads to very large differences
in growth time for thick ﬁlms [102]. A practical example of this is that when growing a 750 nm
layer of SiO2 at 1050 ◦C, as is our case, dry oxidation takes ∼40 hours whereas wet oxidation
takes only ∼2 hours. Regardless of the greatly increased expense, we opt for dry oxidation to
ensure that material absorption is kept to a minimum in the optical resonator.
3.2 Dry Etching
Dry etching refers to set of techniques used to engrave solid surfaces using atoms or molecules
in the gas phase. This may occur physically by ion bombardment, chemically with a reactive
species or by a combination of these processes - the latter being the case for dry etches
considered in the processes described in this chapter. In general dry etching involves the
creation of a plasma using a diode (glow discharge etching) or triode conﬁguration (ion-beam
etching (IBE)). In the triode type dry etching system plasma is generated in a separate part
of the vacuum chamber from where the substrate to be etched is located. Ions are extracted
from the plasma through a grid electrode and focused in a beam towards the substrate. A
non-reactive ion species (most often argon) is used for this process and etching occurs purely
by momentum transfer from the impinging ions, causing material to be sputtered from the
surface. In a diode type conﬁguration the substrate is itself located on the cathode and
enveloped by the plasma. This type of system may be operated in a mode where purely
chemical etching occurs as a result of highly reactive neutral radical species generated in the
plasma. This type of operation is known as chemical plasma etching (PE). Radical species
diffuse from the plasma and adsorb on the substrate surface where they react with the material
to be etched, forming volatile products that are evacuated from the system. The most common
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type of dry etching method, referred to as reactive ion etching (RIE) operates in a mode that
combines both IBE-type and PE-type processes. In this case momentum transfer from ion
bombardment is used to induce surface damage, making the substrate more reactive by
creating dislocations and dangling bonds. The activated surface is then etched by radical
neutrals formed in the plasma, as in the PE process. In a more complex implementation of
this method, ion bombardment is used to sputter away a passivating layer, as is the case for
inhibitor-driven anisotropy and the Bosch process discussed below. To understand why RIE is
the preferred etch method for IC fabrication, we will consider the etch proﬁle formed by each
type of process.
A
B
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Silicon
Resist
Figure 3.4 – Characteristic dry etch proﬁles: with
a masking layer of resist shown in orange. (A) il-
lustrates the etch proﬁle resulting from ion beam
(sputter) etching, with sloping sidewalls caused by
partial redeposition of sputtered material as well as
trenching at the sidewall edges (see text for details).
(B) shows the isotropic etch proﬁle that results from
a purely chemical plasma etch. (C) is the idealized
anisotropic etch proﬁle generated by ion activated
chemical etching, known as reactive ion etching.
For the purpose of illustration silicon is indicated,
but the same proﬁles apply to dry etching of other
materials.
Figure 3.4 shows three types of dry etch proﬁle,
typically characteristic of IBE (A), PE (B), and RIE
(C). As illustrated in ﬁg. 3.4(A), IBE typically re-
sults in a sidewall that is not completely verti-
cal (exaggerated for clarity), with the degree of
the slope being a function of the aspect ratio of
the etched feature (ratio of depth to width). As
IBE is a purely physical sputtering process, the
sputtered material is non-volatile and will be re-
deposited in part onto the feature sidewalls, with
larger amounts of build up near the top of the
feature opening. In addition, the sloping side-
walls typically lead to a secondary effect known
as trenching, where the etch rate at the edges
of the feature is increased due to a preferential
concentration of ions there as a result of ions
grazing off of the sidewalls. IBE also exhibits a
poor selectivity (difference between the etch rate
of masking layer (resist in ﬁg. 3.4) and layer to
be etched) as the etch rate is purely dependent
on material hardness. For these reasons IBE is
mostly reserved for applications where a practi-
cal etch chemistry does not exist. Figure 3.4(B)
shows a typical etch proﬁle for PE etching, which
is isotropic in nature. As etching occurs purely by
chemical means, there is no difference between
vertical and lateral etch rates. PE exhibits a higher
selectivity than IBE, but in most processes a high
degree of anisotropy is also desired. RIE has the
advantage of allowing a high degree of anisotropy,
which can also be adjusted as required, as well as a high degree of selectivity. An idealized,
perfectly anisotropic, RIE etch is illustrated in ﬁg. 3.4(C). In reality, the sidewalls will have a
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non-zero etch rate, but this can be kept relatively small by tuning of the process parameters,
as described in the following sections.
3.2.1 Diode reactor conﬁguration
A simple diode-type PE or RIE reactor conﬁguration is shown in ﬁg. 3.5. The substrate to be
etched sits on the cathode and plasma is generated by an AC voltage. A DC plasma cannot be
used in such reactors as charge accumulation on the dielectric substrate (e.g. silicon with an
oxide layer) would cause the electric ﬁeld to drop and stop the plasma generation. This is a
result of the cathode sheath (also known as the Debye sheath) that has a net positive charge
due to the excess of positive ions with respect to electrons that exists in the region close to
the cathode. This effect can be understood to arise from the difference in positive ion and
electron ﬂuxes, as result of the large difference in their masses. Thus an AC voltage is used to
alternate between bombardment of ions and electrons at rate that is faster than the charge up
time of the dielectric. Typically the frequency 13.56 MHz is used as it is dedicated by the FCC
for Industrial, Scientiﬁc and Medical (ISM) applications and is far above the charge up rate for
typical substrates. Powers used are generally in the range of a few kilowatts.
The RF voltage source is capacitively coupled to the cathode, causing the cathode to build
up a negative DC bias (VDC), while the anode is grounded. This self-biasing (typically a few
hundred volts) is a result of the high mobility of low mass electrons, relative to the (positive)
ions that are weakly response to the high frequency ﬁeld. Given a plasma potential, VP
(typically a few tens of volts), this negative biasing results in a large difference in average
energy between ions bombarding the cathode, E = e(VP−VDC), and the anode, E = eVP. This
imbalance is important as it allows sputtering of the substrate while avoiding sputtering of the
anode. In some conﬁgurations a variable resistor is added in parallel to the capacitor, allowing
adjustment of VDC and thus control over the energy of impinging ions. In more sophisticated
systems, like the inductively-coupled RIE discussed below, the substrate bias is decoupled
from the plasma generating ﬁeld allowing complete control over ion momentum.
As shown in ﬁg. 3.5, etching gases are introduced to the reactor over the anode and evacuated
beneath the cathode. It is critical to have an even diffusion of (neutral reactive) gas particles
over the substrate to ensure uniform etching. For this reason a shower head type anode with
small, evenly distributed, perforations is typically used. Operating pressures are normally in
the range of 10-1000 mTorr, with lower pressures resulting in an etch dominated by sputtering
and higher pressures by chemical etching.
Ion bombardment raises the temperature of the substrate and, as heat transfer is low in the
vacuum, a ﬂow of helium gas over the backside of the substrate is normally used to thermalize
the wafer to the cathode and maintain a stable temperature. The rate of helium ﬂow may also
be adjusted to effect the difference in etch rate between purely chemical attack and chemical
attack assisted by ion mediated surface damage (purely chemical attack is more sensitive to
temperature). Thus helium ﬂow rate is another tool that can be used to adjust the anisotropy
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Figure 3.5 – Diode-type RIE system: A simple type of RIE system, with plasma generated by an RF power source
(rather than DC), to avoid charge up of the substrate (wafer). The wafer is located on top of the cathode in the
ion-rich cathode sheath region. Ions accelerated by DC self-biasing of the capacitively-coupled power source
provide the physical etch component. Reactant gases are introduced to the plasma volume through perforations
in the (showerhead) anode - designed to provide even diffusion of radicals generated in the plasma to the wafer
surface.
of a given etch process.
3.2.2 Reactive Ion Etching
As mentioned, RIE systems operate in an intermediate range between purely physical etch
by ion bombardment and purely chemical etch by free radicals generated in the plasma.
In adjusting the relative ratios of physical and chemical contributions to the etch process,
pressure is a key variable. Since ions responsible for physical etching are accelerated by the
DC ﬁeld and neutral reactive species are transported by diffusion alone, operating at low
pressures results in a more physical etch and operating at higher pressures increases the
chemical etching contribution. An increase in pressure results in a decreased mean free path
of the ions and thus a decreased momentum, while at the same time an increased ﬂux of
neutral reactive species to the substrate, and vice versa. Typical pressures used in the RIE
regime are in the range of 100 mTorr.
When setting the gas ﬂow rate it is important to avoid loading effects, which result when the
material etch rate is limited by the supply of reactant gas. In this regime areas of the substrate
where a large degree of material is exposed for etching will etch more slowly than areas where a
small degree of material is exposed. In order to avoid loading effects and achieve a high degree
of uniformity the reactant gas should be oversupplied. Here a so-called utilization factor must
be considered. This factor is the ratio of etch product formation to etch gas ﬂow rate. As a
general rule a utilization factor less than 0.1 should be maintained in order to achieve high
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Figure 3.6 – Inhibitor-driven anisotropy in RIE: is a process that utilizers reactant gases that, in addition to
forming radicals that drive chemical etching, deposit polymers that build up on vertical surfaces and increase the
anisotropy of the etch. Here a ﬂuorine etch process is illustrated, with ﬂuorine radicals in red (F•), and polymeric
species in green (e.g. C2F4). We note the buildup of polymers on vertical surfaces where relatively low levels of
ion bombardment take place, thus blocking chemical attack. Horizontal surfaces are clear of polymer and thus
exposed to F•.
uniformity.
Inhibitor-driven anisotropy
When etching silicon-based materials ﬂuorine gases are commonly used to form volatile SiF4.
Although ﬂuorine ions are reactive, chemical etching proceeds by reaction of ﬂuorine radicals
(F•), as the fractional production of radicals in plasma is orders of magnitude higher than
ions. While SF6 may be used on its own as an etch gas, ﬂuorocarbons such as CF4 are often
used instead or in addition. The purpose of using ﬂuorocarbons is to cause polymer build
up on surfaces during the etch process by adsorption of non-volatile CxFy species (e.g. CF2,
C2F4). In order for etching to proceed these non-volatile polymers must be cleared from the
substrate surface by ion sputtering or reaction with ﬂuorine radicals to form volatile products
(see ﬁg. 3.6). As ion bombardment is directional, horizontal surfaces are preferentially cleared.
This method allows the degree of anisotropy to be increased as chemical etching (ﬂuorine
radicals indicated by red dots in ﬁg. 3.6) of the sidewalls is blocked by ﬂuorocarbon polymer
deposition (green dots in ﬁg. 3.6). Note that for clarity reaction products are not shown in
ﬁg. 3.6.
It is critical to control the rate of polymer formation, as excessive polymerization will cause the
etch process to stop altogether and the chamber to become contaminated. This happens when
sputtering and volatile product formation are not be able to overcome the rate of polymer
deposition. Polymerization can be decreased by adding oxygen to the etch gases, which reacts
with CxFy to form volatile products and thus increase the so-called ﬂuorine-to-carbon (F/C)
ratio. Hydrogen, on the other hand, can be used to decrease the F/C ratio as it acts as a radical
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scavenger, reacting with ﬂuorine radicals to form HF. In addition to controlling the F/C ratio,
the effect of polymerization and resulting degree of anisotropy can be controlled by adjusting
the voltage bias of the cathode and thus the rate of preferential polymer sputtering from
horizontal surfaces.
ICP-RIE
A type of modern etcher known as inductively coupled plasma RIE (ICP-RIE), can produce
high density plasmas at relatively low pressures as compared to diode conﬁgurations like the
one shown in ﬁg. 3.5. In such systems a helical coil of wire is wrapped around the exterior
of a quartz tube, inside which the plasma is generated. An RF current through the coil
drives an induced magnetic ﬁeld, causing plasma generating electrons to spiral as they are
accelerated, thus greatly increasing their path length as compared to purely linear acceleration.
The increased path length and thus greater interaction with reactant gases leads to higher
plasma generation efﬁciency. The higher fractional generation of ions and radicals, in turn,
allows for lower pressure operation. In addition, the biasing voltage of the substrate can be
independently controlledwith respect to the voltage used to generate the plasma and thus does
not rely on self-biasing. This means that the ion bombardment energy can be independently
controlled, which is highly relevant when considering inhibitor-driven anisotropy. Operation
at relatively low pressures also allows for much higher aspect ratio features to be etched, as a
result of better control over ion directionality (less collisions in the gas bulk). ICP-RIE systems
are increasingly preferred over diode-type etchers for these reasons. In fact, the dry etchers
used for the work in this thesis are of the ICP-RIE type. For dielectric etching, such as the
silicon dioxide etches discussed in sections 3.3.4 and 3.3.6, as well as the silicon nitride etch
described in section 3.3.5, a SPTS Advanced Plasma System ICP-RIE is used. Silicon etching,
such as in section 3.3.4 and section 3.3.6 is carried out using an Alcatel AMS 200 ICP-RIE. Both
systems can be operated efﬁciently at a few tens of mTorr. The later system is capable of an
important silicon etching process that exploits the well-controlled directionality of ICP-RIE
(and is used for the etch in section 3.3.6) as well as the ability to adjust ion bombardment
energy. This process is described below.
3.2.3 Bosch process
A particularly useful etch method utilizing ICP-RIE to produce high aspect ratio features in
silicon was developed at Robert Bosch GmbH, and is known as the "Bosch process" [103]. This
method may also be referred to as time-multiplexed etching, as it proceeds by a repetition of
two discrete steps, shown in ﬁg. 3.7(A-B). In the ﬁrst step silicon is etched nearly isotropically
using SF6 and low energy ion bombardment (ﬁg. 3.7(A)). In the second step, illustrated in
ﬁg. 3.7(B), a ∼10 nm ﬂuorocarbon passivation layer is deposited, using C4F8 with no substrate
bias (absence of ion bombardment). The ﬁrst step is then repeated, clearing the passivation
layer at the bottom of the trench, allowing the etch to proceed vertically (ﬁg. 3.7(C)). Polymer,
however, remains on the sidewalls from the previous etch due to the directionality of the ion
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Figure 3.7 – Bosch process: (A) and (B) illustrate the two discrete steps of Bosch process etching, which involves
RIE (A) followed by surface passivation with a ﬂuorocarbon (green in (B)). RIE is then repeated (C) sputtering away
the ﬂuorocarbon layer at the bottom of the trench allowing the etch to continue. These steps are repeated until the
desired etch depth is achieved. The feature proﬁle at the end of the etch process is shown in (D). The ﬂuorocarbon
layer on top of the resist is illustrated in dark green to indicate that it has become hardened by many successive
sputtering and redeposition steps.
sputtering, and they are thus protected from further etching. These steps alternate every
∼5 seconds, and may be carried out hundreds of times. The resulting etch proﬁle, shown
in ﬁg. 3.7(D), has a characteristic scalloped sidewall. The degree of this scalloping can be
controlled by adjusting the duration of the etch and passivation steps. It should be noted that
a mostly chemical silicon etch (isotropic) is required to achieve a very high selectivity to the
resist layer (avoiding excessive sputtering of resist), allowing for etches hundreds of microns
deep. It’s also important to keep in mind that when etching high aspect ratio features the
process can become diffusion limited, meaning that higher aspect ratio features on a wafer
will etch more slowly than lower aspect ratio features. After many repeated ﬂuorocarbon
deposition and sputtering steps the polymerized layer on top of the resist becomes hardened
(denoted by dark green in ﬁg. 3.7(D)), normally requiring an oxygen plasma etch for removal.
Bosch process is used to form the mesa structure described in section 3.3.6.
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3.3 Device fabrication
Figure 3.8 – Fabrication process overview: blue,
red, green, and (light) gray indicate SiO2, Si3N4,
Al2O3 and Si, respectively. Details in section 3.3
Figure 3.8 provides a high level overview of
the process developed to realize the optome-
chanical system detailed in chapter 2. Broadly
speaking, this involves deﬁning the microdisk
structure (ﬁg. 3.8(A-B)), creating a separation
layer (ﬁg. 3.8(C-D)), patterning the nanobeam
(ﬁg. 3.8(E-F)), and ﬁnally releasing the structure
by removal of the separation layer as well as
partial undercutting of the microdisk (ﬁg. 3.8(G-
H)). The microdisk must be designed to have
low material absorption (section 3.1.2), low sur-
face roughness and an optical mode centered
near the upper edge of the wedge shaped perime-
ter to achieve a larger modal overlap with the
nanobeam (sections 2.1.3 and 2.2.4). In terms
of performance this translates to achieving high
optical Q and maximizing the optomechanical
frequency pulling factor, G = ∂ωc/∂x, in terms
of bringing the optical mode center as close as
possible to the upper edge of the microdisk (sec-
tion 2.1.3). Creating a good separation layer turns
out to be a non-trivial problem for a number of
reasons. First of all, it is necessary to completely
remove this layer from the silicon dioxide (from
here on SiO2) pads where the nanobeam will be
clamped (section 3.3.2), in order to avoid under-
cutting silicon nitride (from here on referred to as
Si3N4, since we assume the type we use is close
to this stoichiometric ratio) in the clamped re-
gion during the structural release step (as was the
case for the initial device design, as discussed in
appendix B.3). Second the layer must be compat-
ible with LPCVD deposition of Si3N4 at ∼800 ◦C
(section 3.1.2), disqualifying the use of polymeric
layers. Third, the layer should be removable with
a chemistry that is highly selective to both SiO2
and Si3N4 (section 3.3.6). Finally, the material
should allow for a gap just tens of nanometers in
height to be created between the nanobeam and
microdisk. Polysilicon (section 3.1.2) was chosen
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as the material to meet these requirements, with CMP being used as the planarization method
(section 3.3.3). Following CMP, Si3N4 is deposited (section 3.1.2) and patterned by e-beam
lithography. The use of e-beam is critical as it allows very low edge roughness to be achieved
(minimizing scatter of the evanescent optical ﬁeld), precise (<100 nm) alignment to the mi-
crodisk (section 3.3.5), and writing of features on the nanoscale (such as in section 6.1.3).
An additional beneﬁt comes in the ability to use a resist that is rapidly dissolved in KOH
(section 3.3.5), thus avoiding potential contamination from polymeric resists that could lead
to increased optical absorption. Before releasing the device structure with KOH (section 3.3.6),
the devices are elevated onto small islands as seen in ﬁg. 3.8(H), using Bosch process (sec-
tion 3.2.2), allowing an optical ﬁber to be coupled to the disk without coming into contact with
the substrate. Before drying with CPD, a short HF etch is used to clean the sample surfaces
and remove accumulated oxynitride from the nanobeam, which would otherwise result in
increased mechanical dissipation as well as optical absorption.
3.3.1 Microdisk process
The process begins with an intrinsic FZ silicon wafer (section 3.1.1), on which a 750 nm ﬁlm of
SiO2 is grown by dry oxidation, as described in section 3.1.2. The ﬁrst mask in this process
is used to deﬁne the microdisk resonator described in section 2.1.2, rectangular pads onto
which the nanobeam ends are clamped (section 2.1.1) and alignment marks that are used for
alignment of the subsequent lithography masks. The alignment markers are modiﬁed (see
section 3.3.4) for alignment of the e-beam mask described in in section 3.3.5. The rectangular
pads used to clamp the nanobeam are repeated across the entire wafer (see ﬁg. 3.10) in order
to produce a uniform topography, which is critical to achieving a uniform polishing rate, as
described in section 3.3.3.
Wedged sidewall formation
It has long been known that wet etching of SiO2 in HF (SiO2 + 6HF → H2[SiF6] + 2H2O) can
be utilized to form linear wedge proﬁles with varying angles [104]. This technique has been
exploited in a number of works to realize high-Q optical microdisks [60, 105, 106]. The linear
wedge proﬁle of etched sidewalls can be understood to arise from the combination of two
etch processes. One is the typical isotropic wet etch illustrated in ﬁg. 3.9(A), and the second
is a horizontal etch that propagates along the interface between the resist and SiO2. The
combination of these etch processes can be described in analogy to the formation of a mach
cone that results when an objects velocity exceeds the speed of sound [107]. In the case of wet
etching the linear wedge proﬁle results from the superposition of a slower isotropic etch rate,
ui, and a faster lateral (interfacial) etch rate, ul. The resulting wedged sidewall angle, shown
in ﬁg. 3.9(C) is then given by θ = arcsin(ui/ul). As the lateral etch rate is a result of creep
of the etchant solution (HF) at the interface between the resist and SiO2, it is dependent on
the adhesion strength of the resist. Residual tension in the resist and resist thickness likely
also plays a role in this process. The observation of a "knee" feature, shown at the bottom
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of the wedged sidewall in ﬁg. 3.9(B), that results for short etch times [60], indicates that the
initial etch process is purely isotropic (ﬁg. 3.9(A)) with ul initially negligible. This suggests
that ul is likely driven by capillary forces causing the resist to peel back. Thus the resist must
be sufﬁciently undercut to realize a purely linear sidewall. In principle if a given resist is
sufﬁciently well bonded to the SiO2 surface (high level of adhesion) a purely isotropic etch will
result, while lower levels of adhesion will result in a wedge formation with the wedge angle, θ,
decreasing with decreasing adhesion. It has been demonstrated that the lateral etch rate and
thus the degree of linearity in the sidewall as well as the sidewall angle is independent of HF
concentration but highly dependent on etch temperature [104]. Lower temperatures result
in a near isotropic etch proﬁles and higher temperatures with a linear proﬁle and decreasing
sidewall angle. This may be attributed to decreased adhesion at higher temperatures, and may
be an interesting avenue of exploration.
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Figure 3.9 – Formation of microdisk wedged side-
wall: Initially a characteristically isotropic sidewall
proﬁle is formed. As the resist is undercut, capillary
forces drive an additional lateral etch at the inter-
face between resist and SiO2, with an intermediate
proﬁle illustrated in (B). A "knee" region is seen,
which is a vestige of the initial isotropic etch. After
some further etching a linear sidewall is realized
(C), in analogy to the formation of a mach cone.
The sidewall angle, θ, is dependent on the adhesion
strength of the resist.
The ﬁrst mask pattern is transferred by wet etch-
ing in buffered hydroﬂuoric acid (BHF), in order
to create high-Q microdisks by the process de-
scribed above. BHF is ideal for this process as it
exhibits a selectivity between SiO2 and Si greater
than 1000:1 [108]. A variety of resists and adhe-
sion promoters were tested, resulting in varying
wedge angles (as well as Q-factors). The largest
wedge angles of θ ∼ 30◦ (rationale for using large
wedge angles in section 2.1.3) were achieved us-
ing Microchemicals AZ 1512 resist following prim-
ing with hexamethyldisilazane (HMDS). HMDS
is a resist adhesion promoter that causes silyla-
tion of the SiO2 surface by attachment of Si(CH3)3
groups, which greatly increases its hydrophobic-
ity. The methyl groups (CH3) are assumed to form
bonds with the polymeric photoresist. The ﬁrst
mask is exposed on 1.1μm of Microchemicals AZ
1512 HS photoresist using a Karl Süss MA6 mask
aligner, with an i-line ﬁltered (365.4 nm) mercury-
vapor lamp. Following development with Micro-
chemicals AZ 726 MIF, a reﬂow step is carried out
in an oven at 140 ◦C at ambient pressure, for 30
minutes. This raises the resist temperature near
the glass transition point, allowing surface ten-
sion to smooth the resist boundaries, resulting
in lower roughness on the etched sidewall and
higher measured optical Q. Following a descum-
ming step in O2 plasma, the SiO2 is etched in BHF
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Figure 3.10 – Microdisk thinning: (A) shows a (optical microscope) top view of patterned SiO2, after application
of the second mask used to selectively etch the microdisk with respect to the pads where the nanobeam will be
clamped. Resist protects the sacriﬁcial structures, while a window is exposed around the microdisk. (B) illustrates
this window in the resist with a cross-sectional view (SiO2 colored blue). (C) is a top view after selective etching of
the microdisk and removal of the resist. The altered color of the microdisk is indicative of thinning (alteration of
the Bragg resonance), with the relative offset illustrated in cross-section in (D).
7:1 (NH4F : HF = 87.5 : 12.5 %) for 20-25 minutes, resulting in a ∼3.5 μm pattern biasing.
Over-etching was required to remove the vestigial foot region described above, and resulted in
higher opticalQs as compared to shorter etches. Following this etch, the resist is stripped by
O2 plasma ashing (a PE type process, as described in section 3.2.2).
Microdisk offset
A second mask and BHF etching step preferentially thins the microdisk with respect to the
surrounding structures. This allows the microdisk to be recessed below the pads where the
nanobeam will be clamped and deﬁnes the vertical gap between them, as shown in ﬁg. 3.10(D).
The mask covers all structures on the wafer except for the microdisk, leaving it exposed for
etching (ﬁg. 3.10(A)). It is patterned by the same process described for the ﬁrst mask, except
for the reﬂow step which is not necessary in this case. The microdisks are then etched in BHF
for less than one minute (at an etch rate of ∼80 nm/min), with a targeted thickness decrease
of ∼50 nm. The precise etch time is adjusted according to the desired nanobeam-microdisk
gap. Following removal of the resist by O2 ashing, the result is shown in ﬁg. 3.10(C) and (D).
Note that the microdisk reﬂects a different color than the surrounding pads due to its reduced
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thickness. Again, it should be mentioned that ﬁg. 3.10 shows a matrix of sacriﬁcial pads
surrounding the disk. This matrix extends across the entire wafer and is only broken where
microdisks or alignment marks (shown in ﬁg. 3.15) are placed. As discussed in section 3.3.2,
a uniform matrix of pads is necessary to achieve a ﬂat surface when CMP processing the
sacriﬁcial layer.
The ﬁnal result of microdisk fabrication is illustrated in ﬁg. 3.10(D). Blue indicates (in proﬁle)
the patterned SiO2 ﬁlm, with themicrodisk in the center and nanobeam support pads on either
side. The offset between the microdisk and the pads is highlighted with a dashed line. Not
shown are sacriﬁcial pillars and alignment marks. In the next processing step, all structures
are buried in a sacriﬁcial layer of polysilicon, onto which a Si3N4 ﬁlm will later be deposited.
3.3.2 Planarized sacriﬁcial layer
After patterning by the two mask layers described in the previous section, the SiO2 ﬁlm is
buried under a layer of sacriﬁcial material. The sacriﬁcial layer is used as a substrate for
deposition and patterning of the Si3N4 ﬁlm that will form the nanobeam. This layer is initially
uneven because of its conformity to the underlying SiO2 pattern. Before the Si3N4 layer is
deposited it should be made exceptionally ﬂat in order to avoid loss in tensile stress when the
nanobeam is released. Moreover, it should be planarized in such a way that the SiO2 pads
where the nanobeam will be clamped are exposed while sacriﬁcial material remains over
top of the microdisk. This translates to a more stringent requirement for ﬂatness - namely,
that the deviation should be less than the offset between the microdisk and clamping pads
(ﬁg. 3.10(D)), which ranges from 20-50 nm. To remove the topography transferred from the
underlying the SiO2 and thin the sacriﬁcial layer, a planarization technique known as CMP
(described in section 3.3.3) is followed.
Polysilicon is chosen as the sacriﬁcial material because it is isotropically etched at a high rate
in KOH (see section 3.3.6) and thus can be used to undercut the nanobeam and the microdisk
in a single step. It is well-suited to CMP and can withstand the high temperatures required
for LPCVD Si3N4 (∼ 800◦C; see section 3.1.2). A ∼2.5 μm thick layer is deposited by LPCVD at
600◦C using disilane as the reactant gas (described in section 3.1.2). In addition, immediately
before polysilicon deposition, a 3 nm alumina (Al2O3) ﬁlm is deposited on top of the SiO2
using atomic layer deposition (ALD; described at the end of this section). This ﬁlm later serves
as an etch-stop layer, to protect the microdisk when etching the Si3N4 nanobeam. The alumina
is referred to as an etch-stop because the ﬂuorine-based RIE process described in section 3.3.5
etches it at a rate over 100× slower than Si3N4. Alumina is a general etch-stop material for RIE
ﬂuorine chemistry despite the fact that it is reactive, because the aluminum ﬂuoride (AlF3)
product formed has very low volatility (recall that high volatility is critical in RIE: section 3.2.2).
The polysilicon spacer layer between the Si3N4 and SiO2, on the other hand, is only tens of
nanometers thick and is rapidly etched by this process. Thus without the alumina layer, the
etch would proceed through the polysilicon and into the SiO2 microdisk, greatly degrading
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Figure 3.11 – Sacriﬁcial layer topography: compositemap takenwith a BrukerDektak XTmechanical proﬁlometer,
with a vertical resolution of ∼2 nm, shown in (A) following deposition of polysilicon. (B) shows a single trace of the
nanobeam clamping pad and microdisk, indicated by the dashed black line in (A), with a topographical variation
following the underlying SiO2 thickness. A map of the same area as in (A) is taken after the completion of the CMP
process (C), with the microdisk faintly visible. In (D) a single trace through the dashed black line in (C) shows a
variation of ∼10 nm.
its performance. At the end of the fabrication process the alumina is removed, as it is readily
dissolved in aqueous KOH (Al2O3 + 2KOH + 3H2O→ 2KAl(OH)4).
A proﬁle of the pre-polished sacriﬁcial layer is sketched in ﬁg. 3.8(C). The alumina etch-
stop ﬁlm is indicated by green. Immediately above the etch-stop is the layer of polysilicon
(gray). As a result of conformal deposition on the underlying SiO2 structures, the surface of
the polysilicon is uneven. This unevenness can be seen in the topographical map shown
in ﬁg. 3.11(A) and (B). This measurement is taken using a mechanical proﬁlometer, which
is essentially a contact version of atomic force microscopy, where a stylus is dragged along
the wafer surface and its deﬂection is measurement by interferometry, achieving a vertical
resolution of a few nanometers. Seen in the bottom of ﬁg. 3.11(A) is a microdisk with a
nanobeam clamping pad beside it, subsequent to polysilicon deposition. The image is formed
from a composite of traces, with ﬁg. 3.11(B) showing a single trace. The objective of the
CMP process is to planarize this topography and remove polysilicon until the SiO2 pads
are exposed, while maintaining a thin layer above the recessed microdisk (ﬁg. 3.8(D)). This
procedure is complicated by the fact that the polishing rate varies across the wafer for the
reasons discussed in section 3.3.3 and, importantly, that initially the polishing rate above
the microdisk is faster than the rate above the adjacent nanobeam support pads, as a result
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of the lower feature density surrounding the microdisk (see section 3.3.3 for explanation).
This results in a polysilicon layer which is thinner above the microdisk than at the nanobeam
supports. This is visible in the proﬁlometry trace shown in ﬁg. 3.11(D), which is taken at the
end of the CMP process. Note that ﬁg. 3.11(C) scans the same area shown in ﬁg. 3.11(A) and
the microdisk is faintly visible due to the ∼10 nm variation in height at the end of the process.
To minimize this "dishing" effect (discussed in section 3.3.3), the support pads are brought as
close the microdisk as possible (limited to ∼15 μm by BHF over-etching (section 3.3.1) and
necessary feature separation for the photolithography step).
To achieve the desired sacriﬁcial layer, a two-step planarization method is used. In the ﬁrst
step Klebosol 30N50, a KOH-based slurry (PH ∼11) containing silica particles with ∼80 nm
diameters, designed for fast polishing of polysilicon is used to remove the bulk of the material.
This process is stopped when approximately 100 nm of polysilicon remains above the pads.
The remaining material is removed using Klebosol 1598-25, a neutral slurry (PH 7) containing
silica particles with ∼30 nm diameters, designed for ﬁne polishing and exhibiting a selectivity
between polysilicon and SiO2 of ∼1:1. The selectivity is critical here because if polysilicon was
polished at faster rate than SiO2 (as would be the case with Klebosol 30N50) a further dishing
effect would occur, clearing away the material above the microdisk and exposing it to damage.
In fact Klebosol 1598-25 polishes SiO2 slightly faster (∼10%) than polysilicon which helps to
reverse the initial dishing effect mentioned above. In addition to the selectivity consideration
the smaller particles produce a ﬁne polish, with a measured surface roughness of ∼ 0.3 nm
RMS.
The requirement to clear polysilicon from the nanobeam clamping pads during the ﬁnal steps
of CMP results in some thinning of the pads. Therefore the ﬁnal gap between microdisk and
nanobeam is smaller than originally deﬁned by thinning of the microdisk in section 3.3.1. In
order to precisely tune the gap, and ensure over-polishing does not occur, the thickness of the
clamping pads is iteratively measured by reﬂectometry until the desired value is reached. At
this point the sample is ready for Si3N4 deposition.
Atomic layer deposition
ALD is a deposition technique that allows for growth of extremely thin ﬁlm layers, with control
over thickness at the atomic level. Rather than introducing precursors simultaneously, as in
CVD, in ALD the precursors are introduced sequentially forming monolayers on the substrate.
The precursors are introduced to the reactor one at a time, with an inert gas purging step in
between to remove any residual reactant gas. Each precursor is introduced for a sufﬁcient time
period to saturate all available surface sites. Thus each two-step reaction sequence deposits a
known thickness of ﬁlm, and the total thickness is determined linearly by the total number of
steps.
In order to grow alumina, ﬁrst water vapor is introduced to the chamber ensuring complete
hydroxylation (–OH) of the surface (note this is generally redundant as the substrate is previ-
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ously exposed to air and hydroxylation has already taken place). After purging is completed,
trimethyl aluminum (TMA ; Al(CH3)3) is introduced and reacts with the adsorbed hydroxyl
groups:
Al(CH3)3(g)+ :Si–O–H(s)→ :Si–O–Al(CH3)2(s)+CH4(g) (3.3.1)
Here (g) and (s) indicate gas and solid phase, respectively and :Si indicates the silicon atom
that is a component of the substrate. Excess TMA and methane (CH4) are purged from the
chamber and water vapor is once again introduced, reacting with the dangling methyl groups
attached to the surface aluminum atoms, forming Al–O–Al bridges:
2H2O(g)+ :Si–O–Al(CH3)2(s)→ :Si–O–Al(OH)2(s)+2CH4(g) (3.3.2)
This process can then be repeated, with each two step reaction adding ∼0.1 nm of thickness.
This reaction sequence is typically carried out at ∼300 ◦C [109] for optimal complete and
self-limited results, although feasibility of the process has been demonstrated near room
temperature [110].
3.3.3 Chemical-mechanical planarization
The process of chemical-mechanical planarization (or polishing) involves lapping of a dielec-
tric using a colloidal solution containing abrasive particles, is a technique that has been used
for centuries to polish glass lenses. CMP in its modern form traces back to the early 1960s
when Monsanto developed a highly reproducible process of polishing wafers cut from a silicon
rod, using an alkaline solution containing sub-micron SiO2 particles [111]. Over the following
decades the process was ﬁne tuned to produce mirror-like surfaces with a very high degree
of planarity and low number of defects, in silicon and SiO2 [112, 113]. In 1993 CMP was ﬁrst
used by Intel in production of the Pentium chip, to planarize inter-layer dielectric (ILD) used
to separate metalization layers [114].
The ILD planarization process shown in ﬁg. 3.12(A) is one of the most common uses of CMP.
After deposition and patterning of a conduction layer (shown in yellow) a dielectric spacer
layer (shown in blue) is deposited by CVD, such that another another metalization layer may
be added above. In order to avoid buildup of topography, and loss of pattern transfer ﬁdelity,
the dielectric layer is planarized after deposition. This process may then be repeated many
times, resulting in a complex network of conduction layers. Note that the continued push
towards smaller and smaller features comes with the additional requirement of meeting more
and more stringent requirements for planarity.
Another common application of CMP is a process known as shallow trench isolation (STI),
sketched in ﬁg. 3.12(B). In this process insulating trenches are formed to isolate adjacent
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Figure 3.12 – Inter-layer dielectric (ILD) and shallow trench isolation (STI) CMP processes: The ILD process
is brieﬂy illustrated in (A), with the ﬁrst step involving deposition of a dielectric material (blue) overtop of a
patterned conduction layer (yellow). The dielectric is planarized by CMP, to remove topography, such that another
conduction layer may be added. This process can be repeated many times to build a complex conduction network,
with bridges in-between layers. An overview of STI is illustrated in (B), where Si3N4 (red) is deposited on an
oxidized (blue) silicon (grey) wafer, a trench is etched, followed by oxidization of the trench (blue) and deposition
of of an isolating material (green). CMP is used to planarize the isolating layer, with the polishing process stopping
on the Si3N4 (which is used as a CMP etch-stop in this case). Finally Si3N4 is dry etched away, leaving the isolating
trench which is typically used to isolate adjacent transistors.
transistors and reduce current leakage. First a thin SiO2 layer (blue) is grown on a silicon wafer
(grey), followed by CVD deposition of Si3N4 (red). A trench is formed by etching through these
layers into the silicon and then insulating material is deposited by CVD, which may be SiO2 or
another dielectric material. CMP is then used to planarize the surface, with Si3N4 being used
as a stop layer. Finally, a etch process is used to remove the Si3N4 and top insulator layer. This
type of process is generally referred to as damescene - a term that also refers to the ancient
Japanese art of producing ﬁne jewelry consisting of complex inlaid patterns of various metals.
Beyond the common processes mentioned above, there are many niche applications of CMP.
One such niche application is to produce the optomechanical device described in this chapter.
In another application that is particularly useful, CMP has been used for the purpose of
integrating MEMS with CMOS fabricated ICs on a single wafer [115]. This is done by ﬁrst
performing standard polysilicon MEMS fabrication in a trench. After the MEMS step, the
trench is ﬁlled with SiO2 and then the wafer is planarized such that standard CMOS processing
can be carried out subsequently. At the end of the process the MEMS are released by etching
away the SiO2 around the devices.
Polishing mechanism
Material removal during a CMP process is a result of the synergistic combination of chemical
surface modiﬁcation, producing a softened layer, followed by removal of the surface material
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Figure 3.13 – Schematic of a CMP system: illustrated in top view at the right, with the rotating head pressed (front
pressure) against a polyurethane polishing pad (yellow), attached to the spinning table. Slurry (blue) is dispensed
at a ﬁxed rate via a tube mounted near the edge of the polishing head. In the bottom left the apparatus is shown
in side view, with the head drawn in cross-section, showing back pressure applied to the wafer view a gas-tight
membrane (green).
by mechanical abrasion. Figure 3.13 illustrates a simple CMP system, consisting of a rotating
tablewith a porous (typically polyurethane) polishing pad applied to the surface, and a rotating
head where the wafer to be polished is mounted with the side to be polished facing the table.
The head is brought into contact with the table using a tightly controlled force (referred to
as the front pressure) and a water-based colloidal solution, called a slurry, containing silica
particles tens of nanometers in diameter, is dispensed on the table at a controlled rate, as the
table and head rotate. Grooves in the polishing pad facilitate efﬁcient transport of the slurry
to the wafer surface, while the ﬁne porosity of the pad captures the silica particles used for
abrasion. The porosity and mechanical stiffness of the pad play a major role in determining
polishing rate and uniformity, and have been a subject of intensive study and development -
particularly by Dow Corning. During polishing embedded particles are worn down, decreasing
the polishing rate, and thus the pad must be regularly reconditioned throughout the process.
Reconditioning is carried out by a second head which has ﬁne diamond particles embedded
in it, and is used to strip away surface pad material, exposing a fresh layer. As illustrated in
ﬁg. 3.13, an adjustable pressure can be applied to the back of the wafer (referred to as back
pressure) to compensate for wafer bow and thereby achieve a uniform pressure across the
wafer.
Polishing is carried out by chemical softening of the surface layer to be removed followed
by mechanical abrasion. In the case of silicon or SiO2 (as is of interest in this thesis), the
chemical softening is a result of hydroxylation of surface silicon atoms, forming Si–OH bonds
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[116]. This chemically weakened layer is then abraded by the silica particles contained in the
colloidal slurry. In fact it has been demonstrated that polishing with slurries that lack water
results in a near zero polishing rate [117]. The hydrolysis process is limited by diffusion of
hydroxyl groups to the wafer surface, which can be enhanced by increasing temperature or
PH. To facilitate faster removal rates, such slurries are typically made alkaline by the addition
of KOH. As local friction leads to temperature increases, in more sophisticated CMP systems
temperature stabilization may be employed.
A rather straightforward empirical equation of signiﬁcant importance to CMP established
long before the era of silicon manufacturing, in the context of glass polishing, is the Preston
equation:
R =KPV (3.3.3)
This states that the material removal rate, R, depends linearly on the local pressure, P, and local
linear velocity of a point on the wafer, with respect to the polishing surface (the table in this
case), V. The proportionality factor K is known as the Preston coefﬁcient and lumps together
a large number of factors, including chemical mechanisms and surface friction coefﬁcients.
Note that the modiﬁer local with respect to pressure and velocity is of key importance, as
discussed in the following two sections.
Another factor that must be considered in practice is the differing rates of hydroxylation, as
a function of the radial position on the wafer. As can be seen in ﬁg. 3.13, slurry is delivered
to the edge of the wafer and transported to the center by grooves in the polishing pad. This
means that in practice diffusion of hydroxyl groups at the edge of the wafer is higher than at
the center. Using a slurry with a high PH and low density of particles may compensate for this
effect, by operating in a regime where the removal rate coefﬁcient, K, is limited by mechanical
abrasion rather than hydroxylation. In principle, this effect as well as non-uniform polishing
due to wafer bow (which is often not completely remedied by the application of backside
pressure) may be compensated for by using the techniques discussed in the following two
sections.
Local pressure
The dependence of local pressure on polishing rate is the mechanism behind the ability to
achieve planarized surfaces by CMP. If we consider the topography in ﬁg. 3.12(A) in the context
of the CMP technique described above, it is clear that the extrusions experience a higher
local pressure and thus polish at a faster rate. In the ideal case, after some time polishing the
topography will be completely removed. In reality some topography always remains, as shown
in the experimental measurements of ﬁg. 3.11(C) and (D). Typically this residual topography
arises from a non-uniform pattern density. As can be seen in ﬁg. 3.10(A) and (C), the pattern
density around the microdisk is somewhat lower than the density around the rectangular
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pads. This lower density results in a higher polishing pressure above the microdisk leading to
a slight local concavity above it, as described in section 3.3.2. This type of feature is referred to
as dishing and most often arises in CMP as a result of polishing two materials with differing
polishing rates (for example when stopping on a bridging metal layer in an ILD process). This
consideration is also discussed in section 3.3.2 and is one of the key reasons why a different
slurry, with a selectivity between SiO2 and polysilicon of ∼1:1, is used in the ﬁnal stage of
polishing the sacriﬁcial layer.
In general, to achieve uniform polishing rate across a wafer it is critical to have a uniform
underlying pattern density (as shown in ﬁg. 3.9). However, a density that varies radially across
the wafer could in principle by used to compensate for the effect of wafer bow or non-uniform
slurry delivery. On the other hand, practically this would be difﬁcult as wafer bow will exhibit
some variation from wafer to wafer and can be more easily (and dynamically) compensated
for by the method described below.
Local velocity tuning
As described by Preston’s equation the polishing rate for an arbitrary point on the wafer is
dependent on its linear velocity with respect to the polishing pad. As we will see the ability to
independently adjust the rotational velocities of the table (to which the pad is afﬁxed) and
head allow one to set a radially-dependent linear velocity for the wafer surface. To understand
the effect of tuning the table and head angular velocities, given by ωT and ωH respectively, we
refer to ﬁg. 3.14. Here rCC is the vector pointing from the center of the table to the center of the
head and rH is the vector pointing from the center of the head to an arbitrary point on wafer,
P. The vector rT is the sum of these vectors, rT = rCC+ rH. We can thus determine the linear
velocity of point P along the table surface as:
νP = νT+νH =−ωT× rT+ωH× rH =−ωT× rCC− rH× (ωH−ωT) (3.3.4)
Thus when the table and head angular velocities are matched, the linear velocity for all points
on the wafer is the same. In this case, the linear velocity can be increased either by adjusting
the distance between the center of table and head, |rCC|, increasing the angular velocities, or
both. However, tuning the difference in rotational speeds provides a powerful tool to adjust the
relative removal rates, according to Preston’s equation, radially between the center and edge
of the wafer, with ν(rH). This adjustment can be used to compensate for an uneven pressure
resulting from the previously mentioned wafer bow or hydroxylation issues. Moreover, one
could compensate for a radially varying pattern density using this adjustment. Note that this
imbalance is set both by the relative angular velocities and the distance between the center of
table and head. The imbalance may be increased by moving the head closer to the center of
the table and vice versa.
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Figure 3.14 – CMP polishing velocity: A simpliﬁed drawing of CMP apparatus from top view, showing the polishing
head in red and polishing table in blue, with rotational velocities ωH and ωT, respectively. Vectors rCC and rT have
their origins at the center of the table. Point P is an arbitrary point on the polishing head (or wafer).
3.3.4 Excavation of e-beam alignment markers
In the original development stage the entire process was intended to be carried out by pho-
tolithography. Thus in the microdisk layer mask design (ﬁrst mask), isolated markers for
e-beam alignment were not included. However, the photolithography alignment markers,
which can been seen in ﬁg. 3.15, do include 20×20 μm boxes surrounding the cross feature,
which are of the correct dimensions for e-beam alignment. However, the image recognition
algorithm used locate the markers requires a 200×200 μm feature free area surrounding the
box. Moreover, the marker should be raised or recessed with respect to the substrate by at least
2 μm in order to provide sufﬁcient contrast. For these reasons a series of three lithography
steps are required to transform the marker in ﬁg. 3.15(A) to the e-beam compatible one in
ﬁg. 3.15(E). This process follows directly after Si3N4 deposition, and at this point the markers
are buried under Si3N4 and polysilicon. The ﬁrst lithography step clears these material layers
by dry etching and follows the same process as used for the second microdisk disk mask in
section 3.3.1, but without the need for adhesion promoter. The Si3N4 and polysilicon are
etched in a single step with a non-selective SF6 chemistry, using an Alcatel AMS 200 ICP-RIE.
Critically, the etch is stopped at the interface between polysilicon and SiO2 / crystalline silicon
by the ALD deposited alumina layer (section 3.3.2). This is critical to avoid the SiO2 features
being transfer into the underlying silicon, which would result in a non-uniform background
for the (e-beam alignment) image recognition software. The result of this step after O2 plasma
ashing is shown in ﬁg. 3.15(B).
In the second etch step we want to remove all the SiO2 features from the box opened in the ﬁrst
step, save for the one shown with resist protection in the inset of ﬁg. 3.15(C). This protected
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box will become the e-beam alignment marker. The mask is applied by the same process used
for thinning the microdisk in section 3.3.1, and BHF wet etching is used to remove all the
features surrounding the protected box. The result after removing the mask, which is a single
SiO2 surrounded by a featureless crystalline silicon substrate is seen in ﬁg. 3.15(D) and (G).
The alignment marker needed for e-beam has now been extracted, but the topography is too
small to be recognized by the e-beam SEM mode and so one ﬁnal step is required to increase
its height.
The third mask has the same pattern as the ﬁrst one, and is used to protect the wafer during a
dry etch that uses the extracted SiO2 box as a hard mask. The third mask is also applied in the
same way as the ﬁrst one. The Alcatel AMS 200 ICP-RIE is used to etch down 2 μm of silicon
using an SF6 process that exhibits a >10:1 selectivity to SiO2. Thus the SiO2 box is used as a
hard mask and its shape is transferred to the underlying silicon. After removal of the mask, the
completed alignment marker is shown in ﬁg. 3.15(E), (F) and (H).
3.3.5 Nanobeam fabrication
To form the nanobeam, a 50-100 nm ﬁlm of high-stress Si3N4 is deposited onto the planarized
polysilicon layer - a ﬁlm thickness roughly corresponding to the optical decay length of
microdisk section 2.1.3. The ﬁlm is deposited by LPCVD, using dichlorosilane and ammonia
as described in section 3.1.2, producing a nearly stoichiometric Si3N4. High stoichiometry is
important for two reasons. Firstly, it minimizes optical absorption that will otherwise be higher
due to the presence of hydrogen and oxygen impurities in non-stoichiometric ﬁlms, as is the
case for lower temperature methods such as plasma-enhanced chemical vapor deposition
(PECVD) [56]. Second, the ∼1 GPa stress resulting from the LPCVD process is fundamental to
achieving high mechanical quality factors as described in section 2.1.1 [47].
Alignment to microdisk mask
To maximize optomechanical coupling, it is necessary to ﬁne tune the lateral beam-disk
separation with 100 nm precision (see ﬁg. 2.4C). In fact, moving the nanobeam laterally by 150
nm is enough to change the single-photon optomechanical coupling rate by approximately
two, as can be seen in ﬁgure ﬁg. 2.7. A typical wafer yielded 8 chips with 18 sample variants per
chip. Due to this relatively low yield and the time intensive process of loading a sample into a
3He buffer gas cryostat (chapter 5), it was worth taking considerable effort to ensure precise
alignment calibration. Note that although the e-beam alignment marks are deﬁned in the
same mask as the microdisks, the wet etch process used (section 3.3.1) leads to an uncertainty
in the microdisk diameter. Thus knowing the center value of the microdisk alone is not
sufﬁcient and precise calibration of the diameter is still required. Moreover, for shaped beams
such as those described in section 6.1.3 it is also critical to know the distance between the
clamping pads precisely, to ensure correct boundary conditions and avoid potential overhang
of the Si3N4 which can lead to increased dissipation. Thus the SiO2 feature dimensions must
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Figure 3.15 – E-beam alignment marker excavation: (A) shows a top view of SiO2 photolithography alignment
marker surrounded by sacriﬁcial features and buried under polysilicon and Si3N4. In (B) the ﬁrst mask, a 300×300
μm open around the alignment marker is seen following removal of polysilicon and Si3N4 by dry etching. Next the
mask layer in (C) is applied, with one of the alignment marker boxes protected by resist (inset). BHF is used to
remove the surround SiO2 features and the result is shown in (D) and (G). A third mask (E) with the same opening
as in (A) is used to protect the wafer while a dry etch transfers the box shape 2 μm down into the underlying silicon
(hard mask process) with the result seen in (F) and (H).
be calibrated, either by simply measuring them using an optical microscope or by a more
complex but higher precision method that is described in appendix B.1.
Alignment using mask aligners available in the CMi, such as the Süss MA6, results in an
alignment error >±1 μm, which is unacceptably large for the reasons mentioned above. Thus
to ensure sufﬁcient alignment precision e-beam lithography is used to deﬁne the beams,
in conjunction with the alignment markers deﬁned during SiO2 patterning and uncovered
following Si3N4 deposition (see details in section 3.3.4). In addition, e-beam writing allows us
to realized features <100 nm, as described in chapter 4 and chapter 6. The resulting silicon
markers in conjunction with the edge-detection based alignment algorithm included in the
Vistec EBPG5000 operating software permits alignment of the Si3N4 mask with <±100 nm
precision. This can be partially attributed to the quality of the markers, which are deﬁned
by photolithography, it should also be mentioned that only global (wafer level) alignment is
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Figure 3.16 – E-beam pattern for monolithic system: (A) bulk and sleeve CAD pattern, with high resolution layer
shown in dark purple and low resolution in light purple with black border. Surrounding SiO2 structures appear red.
(B) optical microscope top view of sample after etching of Si3N4 (pink and purple). Surrounding SiO2 structures,
including microdisk, appear green.
used as the error in estimating the microdisk dimensions is at a similar scale. Thus alignment
precision of < ±100 nm is sufﬁcient, and allows us to achieve an optical beam position by
sweeping the offset over no more than three samples.
Resist patterning
Lithographic patterning of the Si3N4 layer that forms the nanobeams, support pads, and
sample labels are patterned using hydrogen silsesquioxane (HSQ ; [[HSiO3/2]n) in a carrier
solvent of Methyl isobutyl ketone (MIBK). This negative tone resist is supplied by Dow Corning
in concentrations of 2%,4% and 6% and identiﬁed by the product name XR-1541. This is
one of the highest resolution resists available, capable of being pattern to features <10 nm
by e-beam [118]. Upon exposure to an electron beam, UV light, or heat the small cage-like
clusters of HSQ cross-link forming an extended network via Si–O–Si bonds, resulting in a
hydrogen rich SiO2-like compound [119]. The exact reaction mechanism is not known but it is
thought to be a multi-step reaction with Si–H bonds being broken and the dangling silicon
bonds reacting with water, linking the cages by Si–O–Si bond formation [119, 120]. When
exposed to an alkaline solution HSQ exhibits a large difference in dissolution rates between the
cross-linked and non-cross-linked portions and Tetramethylammonium hydroxide (TMAH)
works particularly well for this purpose (development) [120]. In addition to the very high
resolution achievable, HSQ is particularly well suited to this process as it is rapidly dissolved in
KOH during the ﬁnal steps of the process (section 3.3.6) ensuring a clean Si3N4 surface. Other
types of polymeric resists may not be fully removed, leading to decreased mechanical and
optical performance.
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The patterns are written using a Vistec EBPG5000 e-beam tool equipped with 100 keV thermal
ﬁeld emission gun, focused by magnetic lenses. The tool sits in a room with temperature stabi-
lization of 21±0.1 ◦C and active magnetic ﬁeld cancellation. Written patterns are comprised of
relatively low surface area nanobeam features (∼ 200 μm2/chip), and relative large clamping
pads (∼ 5×105 μm2/chip), as well sample labels (∼ 1×106 μm2/chip). Only the nanobeams
require a high resolution and so to keep the writing time at an acceptable level (typically ∼ 1
hour/wafer), the pattern is separated into high resolution and low resolution parts, as shown
in ﬁg. 3.16(A). The high resolution pattern is written with on a 5 nm grid using a beam waist of
∼ 10 nm and the low resolution pattern is written with a 50 nm grid and a beam waist of ∼ 100
nm. For each pattern the tool is aligned using the markers described in section 3.3.4, and in
order to account for any errors in the alignment, as well as thermal drift, a 500 nm overlap
region is included at the boundary between the patterns (ﬁg. 3.16(A)).
When attempting to write a high resolution pattern using an electron beam it’s important to
consider the forward scattering of electrons passing through the resist and the backscattering
of electrons from the substrate that lead to distortion and broadening of patterns. The for-
ward scattering process arises from electron-electron interactions, both in the resist and the
substrate, which causes a deﬂection of the traveling electrons. When this occurs in the resist it
causes an exposing dose to be delivered outside the pattern area. When using a high energy
beam and thin resist with low electron density, as in our case, most electrons will pass through
the resist, but a fraction will be elastically backscattered at broad angles and will deliver a
dose to the resist on their path backwards. These two effects can be modeled as a sum of two
Gaussian functions, representing the forward and backscattered electrons [121, 122], giving
the following point spread function (PSF):
PSF (r )= 1
π(1+η)
( 1
α2
e−
r2
α2 + η
B2
e−
r2
B2
)
(3.3.5)
with η being the contribution of backscattered electrons (on the order of 1), and α2 and B2
being the variance of the forward scattered and backscattered electrons, respectively. In thin
resists α2 is on the order of a few nanometers while B2 is ∼30 μm for a silicon substrate.
The relative contribution of backscattered electrons must be calibrated for given substrate
and resist. A piece of software called Beamer produced by GenISys is used to model the
backscattered dose for the speciﬁc pattern being written and then dynamically adjusts the
dose delivered across the pattern to account for backscatter. After exposure the resist is
developed in 25% TMAH , which results in higher pattern contrast as compared with lower
concentrations (which are inherently safer in terms of burn risks) [123].
Etching
The e-beam pattern is transferred to Si3N4 using an SPTS (manufacturer) Advanced Plasma
System (APS) ICP-RIE, with a chemistry of SF6 and CHF3. This etch is optimized to provide
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smooth sidewalls when etching Si3N4, but offers poor selectivity to SiO2 and etches HSQ and
Si3N4 at approximately the same rate. For this reason a ∼180 nm thick HSQ layer is used, with
the typical Si3N4 layer to be etched ranging from 50-100 nm in thickness. In order to avoid
signiﬁcant over-etching, the etch end point is determined using optical emission spectroscopy
(OES). OES monitors the intensity of spectral emission from etch products, in this case SiF,
and the etch is stopped ∼10 seconds after the emission begins to drop (indicating that the
exposed Si3N4 has mostly been consumed). HSQ is not removed at the end of this process but
is left in place until the KOH release step, where it is rapidly dissolved. In this way the HSQ
helps to protect the nanobeam from contamination during the following steps where a resist
is applied to the sample and used to etch down the substrate to allow ﬁber coupling.
3.3.6 Structural release
In the ﬁnal steps of processing the Bosch process (section 3.2.3) is used to elevate the sample
with respect to the substrate. The sample chips are then deﬁned by partially cutting through
thewaferwith a silicon dicing saw. With thewafer still intact KOHetching releases the structure
from polysilicon sacriﬁcial layer, undercuts the perimeter of the microdisk and dissolves the
HSQ used to pattern the nanobeam. A ﬁnal cleaning step with dilute HF removes the surface
SiO2 layer from the nanobeam (silicon oxynitride) and microdisk. Directly following the
cleaning the sample is dried using a tension-free drying technique known as critical point
drying (CPD).
Mesa Etching
Before the nanobeam and microdisk are released, they are elevated from the surrounding
wafer on a rectangular “mesa”. This later enables alignment of a straight tapered optical ﬁber to
the microdisk [124] without introducing loss via contact with the substrate. Figure 3.17 shows
the mesa structure at the end of processing. This ∼50 μm tall structure is, naturally, deﬁned
using the Bosch process, but before this etch can proceed the sacriﬁcial SiO2 structures, as
well as the Al2O3 etch stop layer must be removed. A single mask deﬁned in a 5 μm mask
of Microchemicals AZ 9260 resist is used for this process. The Si3N4 is etched away in the
previous step, and at this point the top layer is polysilicon. This is removed with an anisotropic
SF6 etch, using the Alcatel AMS 200 ICP-RIE, and this process naturally stops on the Al2O3.
The next etch is carried out in an SPTS APS ICP-RIE using C4F8 and H2, which rapidly etches
through the Al2O3 as well as SiO2 but exhibits a high selectivity to silicon. At the end of this
etch, just the crystalline silicon remains and the Bosch etch is carried out.
With the mesa process complete, the resist is left in place and the sample chips are deﬁned
using a silicon dicing saw. The wafer is diced half way through (∼260 μm for a typical 525
μm thick wafer) by alignment to markers indicating the edge of the chips, that are deﬁned in
mesa mask layer. The dicing equipment is a DISCO (manufacturer) DAD 321 silicon dicing
saw. The resist is left in place to protect the samples from silicon particles during the dicing.
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Note that partial dicing is important as it leaves the wafer intact, enabling further processing
using wafer-scale equipment. Following dicing the wafer is rinsed and the top layer of resist
is removed by oxygen plasma ashing at high power (600W). Only the top layer of resist is
removed in order to avoid exposing the HSQ, which still remains on the nanobeams, to plasma
which would cause it to densify - potentially becoming insoluble in KOH. The remaining resist
is removed with a hot (75 ◦C) bath of N-Methyl-2-pyrrolidone.
Nanobeam and microdisk
To release the nanobeam and undercut the microdisk, the partially diced wafer is immersed in
aqueous 40% KOH at 45 ◦C, selectively removing polysilicon but also etching Si. The etch time
is ﬁne-tuned with two opposing criteria in mind: (1) to ensure that the microdisk is undercut
sufﬁciently far from its rim to avoid optical losses and (2) to ensure that Si underneath the
nanobeam clamping point is not etched away. A relatively low temperature (and slow) etch is
used as it exhibits a high selectivity to SiO2. This is critical to avoid unnecessarily increasing
the coupling gap. For typical samples, with 15 μm radius disks, the etch time is 45 minutes.
After etching, the wafer is immersed in 37% HCl to dissolve any potassium salts left behind
from the KOH. Before drying the samples are brieﬂy etched in 5% HF, for ∼ 20 seconds. This is
critical to achieving very clean samples. In fact, the addition of this step consistently reduces
the mechanical dissipation rate by one half, from 20 Hz to 10 Hz. However, the step must be
carefully timed to avoid over-etching the microdisks. Typically 3-5 nm of SiO2 is removed -
increasing the coupling gap by that amount.
After the HF etch, followed by rinsing, the wafer is transferred to high purity (VLSI grade)
ethanol in a high pressure chamber used for critical point drying (Automegasamdri 915B).
With the chamber sealed, the ethanol is purged with liquid CO2. When purging is completed
the temperature and pressure of the chamber is increased until the supercritical regime is
reached. At this point the chamber pressure is slowly dropped with the CO2 passing from
the supercritical regime to gas phase. This tension-free drying method is necessary to avoid
tension-induced stiction. With the drying complete the chips can now be carefully broken
from the wafer using tweezers, in a process akin to dividing a Toblerone bar.
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50 ?m
<111>
Figure 3.17 – Monolithic structure at the end of processing: is seen in a grey scale SEM of a structure with a
similar beam design to that shown at the end of chapter 2. The <111> planes of the crystalline silicon, which are
shielded from attack by KOH, are indicated. Correct orientation of the <111> plane with respect to the nanobeam
clamping pads allows for a solid base beneath the clamping areas. A inset optical microscope image shows the top
view of a similar sample at the end of processing with Si3N4 in blue and green, and SiO2 in white (clear) and tan.
Areas of Si3N4 over polysilicon appear blue and over SiO2 (with silicon beneath) appear green. Areas of SiO2 over
silicon appear tan and suspended SiO2 appears clear or white.
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4 Quantum effects at room temperature
The radiation pressure interaction of light with mechanical oscillators has been the subject of
intense theoretical research in the gravitational wave community [22, 126, 127], leading, for ex-
ample, to an understanding of the quantum limits of interferometric position measurements.
An important insight that could potentially help evade this limit is that the two noise sources
that enforce it – quantum (measurement) back-action and imprecision – are in general corre-
lated [128]. From the perspective of the light in the interferometer, quantum ﬂuctuations in
its amplitude quadrature drive the oscillator leading to quantum back-action, and the driven
motion is imprinted onto the phase quadrature. Ultimately, this leads to correlations between
the quantum ﬂuctuations of the amplitude and phase quadratures, i.e. quantum correlations.
Correlations thus established form a valuable resource: the optomechanical system may be
viewed as an effective Kerr medium generating squeezed states of the optical ﬁeld [129, 130],
or the correlations can be directly employed for back-action cancellation [131–134]. The
ability to utilize quantum correlations generated in-situ is conceptually identical to injection
of squeezed light [133], while circumventing the challenge of realizing a near-unity coupling
efﬁciency between the squeezed light source and the interferometer [135]. The burden of
quantum efﬁciency in this case is shifted to the detector, a problem that is largely solved
[136]. Thus, a room-temperature interferometer capable of harnessing in-situ correlations
is a platform that may help extend the practical reach of quantum optics, with applications
ranging from gravitational wave detection to chip-scale accelerometry.
In practice, owing to the weakness of the radiation pressure force, optomechanical quantum
correlations are typically obscured by thermal motion. Only in recent years has this challenge
been broached, by the development of cavity optomechanical systems [137], which combine
an engineered high Q, cryogenically-cooled micromechanical oscillator with a high ﬁnesse
optical (or microwave) cavity. In such systems, it is possible to realize a regime in which the
motion of the oscillator is dominated – or nearly so – by quantum back-action [30, 31, 138].
This has enabled studies of various effects related to optomechanical quantum correlations,
such as ponderomotive squeezing [46, 139–142] and motional sideband asymmetry (using
This chapter is adapted from [125]
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autonomous [143–146] ormeasurement-based [46] feedback to cool themechanical oscillator).
Accessing this regime at room-temperature is difﬁcult as the optical powers necessary to
overwhelm thermal forces with back-action are typically accompanied by dynamic instabilities
[147]. Various cross-correlation techniques have been proposed to relax these requirements
and allow observation of quantum correlations near mechanical resonance [148, 149]. In a
recent demonstration [150], such a technique was used in the regime of large measurement
imprecision to unearth quantum correlations from beneath 60 dB of thermal noise. However,
the generation of broadband quantum-noise-induced optomechanical correlations, that
could simultaneously ameliorate the limits posed by imprecision and back-action on room-
temperature interferometers [131–133, 151, 152], remains an outstanding challenge.
In this chapter we observe quantum correlations of light generated by its interaction with a
room temperature nanomechanical oscillator coupled to a high ﬁnesse optical microcavity,
and discuss how to use these correlations to realize a quantum-enhanced mechanical force
sensor. The large bandwidth of the cavity and the exceptionally highQ/mass of the oscilla-
tor allows us to operate in a novel regime where the magnitude of quantum correlations is
comparable to both sources of quantum noise – imprecision and back-action – at Fourier
frequencies detuned as much as an octave from mechanical resonance. In a suitably chosen
ﬁeld quadrature, correlations manifest as a reduction or enhancement in the ﬂuctuation
spectrum at Fourier frequencies detuned from mechanical resonance. Though the ﬂuctu-
ations are contaminated by thermal noise and do not drop below the vacuum level – the
condition for ponderomotive squeezing – their reduction provides a metrological advantage,
since its origin is a coherent cancellation of quantum noises. Counter-intuitively, as a result
of this coherence, we observe a 10% noise reduction despite the fact that back-action is 20
dB smaller, in equivalent phonon units (nQBA), than thermal noise (nth ≈ kBT /Ωm ≈ 106).
Indeed, at optimal Fourier frequencies, the fractional noise reduction scales as
√
nQBA/nth,
distinguishing it from a classical noise correlations, and enabling an enhanced estimate of the
quantum back-action force relative to standard ‘calorimetric’ measurements [30, 31, 138]. We
conclude by showing how quantum correlations can be used to improve the signal-to-noise
ratio of an off-resonant test force.
4.1 Concept of the experiment
Accessing the above physics requires the ability to resolve back-action-driven motion far
from mechanical resonance, a regime traditionally studied for gravitational wave detectors,
but only recently accessed experimentally, using high-cooperativity cryogenic micro-cavity
optomechanical systems operating deep in the so-called bad cavity limit [28, 46, 153]. Our
system was optimized for achieving this regime at room temperature as detailed in chapters 2
and 3. As shown in ﬁg. 4.1, it consists of a Si3N4 nanomechanical beam coupled dispersively to
a whispering gallery mode of a silica microdisk. The system exhibits a vacuum optomechanical
coupling rate of g0 ≈ 2π ·60 kHz for the fundamental,Ωm = 2π ·3.4 MHz ﬂexural beam mode.
In conjunction with the high room temperature mechanical quality factor,Qm ≈ 3 ·105 (giving
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Figure 4.1 – Optomechanical quantum correlations: (A) Schematic of the experiment: The optomechanical
system is formed by a Si3N4 nanobeam oscillator (red) evanescently coupled to SiO2 microdisk cavity (blue). Both
are maintained at room temperature (T ≈ 300K) in a low pressure (≈ 10−7mbar) vacuum chamber. The cavity
is probed on resonance with 780 nm light from a Ti:Sa laser. The transmitted ﬁeld is read out with a homodyne
detector with variable local oscillator phase θ. Amplitude and phase ﬂuctuations of the light ﬁeld are correlated
after passing through the cavity, represented as squashing in a phase space cartoon. (B) Model of the homodyne
photocurrent spectrum (normalized to vacuum noise, eq. (4.1.9)) for detection near the amplitude quadrature
(θ ≈ 0◦). The signal (red) has symmetric part (blue) due to physical motion and an asymmetric part (green) due to
quantum correlations.
a damping rate of Γm = Ωm/Qm ≈ 2π ·12 Hz), and a critically coupled cavity decay rate of
κ≈ 2π ·4.5 GHz, a near-unity single photon cooperativity ofC0 = 4g 20/κΓm ≈ 0.27 is attained.
Importantly, the system operates in the broadband regime, i.e. κΩm. Further details about
the device used in this chapter can be found in appendix E.2.1.
In the experiment (outlined in ﬁg. 4.1A), the optomechanical device is placed in a high-
vacuum chamber and probed on resonance using a Ti:Sa laser. The motion of the oscillator,
characterized by the Fourier transform of its displacement ﬂuctuation δx[Ω], is imprinted on
the transmitted phase quadrature as (see appendix E.1),
δpout[Ω]=−δpin[Ω]+
√
2CΓm
δx[Ω]
xzp
(4.1.1)
where pin is the phase quadrature of the input ﬁeld, xzp =
√
/2mΩm is the zero-point motion
of the oscillator, andC =C0nc is the multi-photon cooperativity for the mean intracavity pho-
ton number nc . The displacement has components from the ambient thermal environment,
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and quantum back-action,
δx[Ω]= δxth[Ω]+δxQBA[Ω] (4.1.2)
The thermal motion,
δxth[Ω]= 2xzpχ[Ω]
√
(nth+ 12 )/Γmδξ[Ω] (4.1.3)
is due to a Langevin force of intensity proportional to the average thermal occupation nth, and
ﬂuctuating as a white noise δξ, characterized by,
〈δξ(t )δξ(t ′)〉 = δ(t − t ′) (4.1.4)
The force ﬂuctuations are transduced into displacement ﬂuctuations via the dimensionless
susceptibility of the oscillator,
χ[Ω]≡ ΩmΓm
Ω2m−Ω2− iΩΓm
= χx [Ω]
mΩmΓm
(4.1.5)
where χx is the conventional susceptibility. The back-action driven motion,
δxQBA[Ω]= 2xzpχ[Ω]
√
2nQBA/Γmδqin[Ω] (4.1.6)
arises from quantum ﬂuctuations in the amplitude quadrature of the input ﬁeld, δqin, charac-
terized by
〈δqin(t )δqin(t ′)〉 = 1
2
δ(t − t ′) (4.1.7)
and leads to an additional phonon occupation, nQBA = C . Here we adopt the deﬁnition,
δqin = (δain+δa†in)/

2, for the amplitude quadrature. This, in conjunction with the conven-
tional correlator for the photon ﬂux gives a factor of 1/2 in the correlator for the amplitude
quadrature.
Because δqin is written onto the output optical phase vis-a-vis back-action, the amplitude
and phase quantum ﬂuctuations of the output ﬁeld are correlated. The magnitude of these
quantum correlations is characterized by the symmetrized cross-correlation spectrum (see
appendix E.1),
S¯outpq [Ω]≡
∫
〈12 {δpout(t ),δqout(0)}〉eiΩt d t
= 2ηnQBAReχ[Ω]
(4.1.8)
which is proportional to the back-action occupation, and the overall detection efﬁciency η.
The correlation changes sign across the mechanical resonance frequency because of the 180◦
phase change in the response of the oscillator to the quantum back-action force.
Phase-amplitude correlations can be experimentally accessed by measuring a linear super-
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position of both the amplitude and phase of the transmitted ﬁeld. Proper choice of the
superposition, exempliﬁed by a homodyne detector, allows for a quantum-limited measure-
ment of both quadratures. Speciﬁcally, the transmitted ﬁeld interferes at a beam-splitter with
a strong local oscillator ﬁeld at a ﬁxed phase offset θ, followed by balanced detection of the two
output of the beam-splitter. In this case, the photocurrent Iθ, is proportional to the rotated
ﬁeld quadrature, δqθ = δq cosθ+δp sinθ. Its spectrum therefore contains contributions due
to amplitude/phase vacuum noise, oscillator motion, and quantum correlations,
S¯θI I [Ω]∝ cos2θ S¯outqq [Ω]+ sin2θ S¯outpp [Ω]+ sin(2θ) S¯outpq [Ω] (4.1.9)
Here,
S¯outqq [Ω]= 12
S¯outpp [Ω]= 12 +8ηC
∣∣χ[Ω]∣∣2 (ntot+ 12 ) (4.1.10)
are, respectively, the transmitted amplitude quadrature spectrum (containing a copy of the
incident vacuum ﬂuctuations) and the transmitted phase quadrature spectrum (carrying in
addition, the total motion of the oscillator transduced via the optomechanical interaction).
The quantity ntot = nth+nQBA is the phonon occupation of the oscillator due to the combined
effect of the thermal and back-action forces.
The homodyne photocurrent spectrum (in eq. (4.1.9)), expressed in terms of the mechanical
response,
S¯θI I [Ω]∝ 1+16ηC
∣∣χ[Ω]∣∣2 (ntot+ 12 )sin2θ
+4ηC Reχ[Ω] sin2θ
(4.1.11)
consists of a measurement imprecision due to vacuum ﬂuctuations of the detected quadrature
This consists of a component due to the motion of the oscillator diminished by a sin2θ
factor, and a component due to correlations between the imprecision and the quantum back-
action (∝ sin2θ). By exploiting its different dependence on the homodyne angle and Fourier
frequency, the correlation term may be detected despite the large thermal motion of the
oscillator at room-temperature. Speciﬁcally, near the amplitude quadrature (θ = 0◦) and at
Fourier frequencies detuned from mechanical resonance (|Ω−Ωm| Γm), the contribution of
thermal and back-action forces is suppressed relative to the correlation term. Closer inspection
shows that a necessary requirement for the correlation term to dominate eq. (4.1.11) is that
the back-action force dominates over thermal force: nQBA nth.
The large thermal occupation of room temperature mechanical oscillators makes it technically
challenging to achieve nQBA >nth. Nevertheless, even when nQBA 	nth, the signature of quan-
tum correlations can be discerned in the homodyne photocurrent spectrum at frequencies
far detuned from mechanical resonance (alternate detection techniques have been demon-
strated [46, 144], and proposed [154], to detect back-action-induced quantum correlations on
mechanical resonance). For detunings δ≡Ω−Ωm which are larger than Γm the homodyne
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Figure 4.2 – Asymmetry in homodyne spectrum: (A) Resonant magnitude of the photocurrent signal, S¯θI I [Ωm]
(normalized to shot-noise), as a function of the homodyne angle θ. Blue points are measurements. Red line is
a ﬁt to eq. (4.1.11). 40dB suppression of the signal is achieved on the amplitude quadrature, limited by residual
ﬂuctuations in the homodyne angle (θRMS < 0.57◦). (B) Example spectra taken near the phase (green) and
amplitude (blue) quadratures. Also plotted is the background with the meter laser blocked (gray), dominated
by LO shot noise (detector electronic noise is 10dB below shot noise). For all measurements, feedback is used
to stabilize the mechanical mode, as discussed in the main text. Note that the sharp peak at 3.5 MHz is due to
thermal motion of the fundamental in-plane beam mode. (C) Magniﬁed image of the spectrum at two quadratures,
θ =±13◦, highlighted with vertical lines in (A) (blue = +13◦, yellow = −13◦). The ∼ 10% asymmetry between the
two spectra at non-zero detuning arises due to quantum correlations (last term in eq. (4.1.11)). Larger asymmetry
is observed at Fourier frequencies further from mechanical resonance, as predicted by eq. (4.1.12). The spectra are
measured at an injected power of Pin = 280μW.
photocurrent spectrum takes on a signature anti-symmetry with respect to both δ and θ
[148, 149]
S¯θI I [Ωm+δ]|δ|Γm ≈
1+4ηC
(
Γm
δ
)2
sin2θ
(
nth+nQBA−
δ
Γm
cotθ
) (4.1.12)
Note that such an anti-symmetry can also arise from quantum correlations established by
injecting squeezed light into the optical cavity [155] (or classical correlations established by
injecting a laser ﬁeld with classical amplitude ﬂuctuations [156, 157]). Figure 4.1B shows a
model of the homodyne photocurrent spectrum for a quadrature close to the amplitude (i.e.,
θ ≈ 0◦): the red trace represents the asymmetric spectrum observed at sufﬁciently large optical
powers and the blue and green traces represent contributions due to thermal motion and
quantum correlations, respectively.
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4.2 Observation of quantum correlations
In the following we discuss homodyne measurements of a rotated quadrature of the ﬁeld
transmitted through the room temperature nanobeam-microdisk optomechanical system,
with powers sufﬁcient to resolve the asymmetry due to quantum correlations. In order to
mitigate optomechanical instabilities, active radiation pressure feedback is used to damp the
mechanical mode [138, 158]. For this purpose we employ an auxiliary 850 nm laser side-locked
to an independent cavity mode (see appendix E.2.2). Cold-damping of this sort changes the
mechanical susceptibility within the feedback bandwidth (1kHz in this instance). Neverthe-
less, the total decoherence rate, and the ratio nQBA/nth, remains unchanged. Figure 4.2A shows
the sensitivity of the homodyne interferometer as a function of the local oscillator phase θ. By
operating with a modest input power of 25μW, we measure thermal motion of the oscillator
with an (phonon-equivalent) imprecision, nimp = (16ηC )−1 ≈ 1.2 ·10−4, that is approximately
40dB below that at the SQL (i.e. nimp = 1/4) while operating on phase quadrature (θ = 90◦).
As the local oscillator phase is swept towards the amplitude quadrature (|θ|→ 0◦), the appar-
ent thermal motion is suppressed by about 40dB. Figure 4.2B shows example photocurrent
spectra measured close to the phase (green) and amplitude (blue) quadratures; the gray trace
shows shot-noise of the homodyne detector, recorded by blocking the meter ﬁeld. Excess
amplitude noise in the output ﬁeld is measured to be≈ 1% of shot-noise for the largest powers
used in our experiments (P ≈ 100μW), which we attribute to thermally driven ﬂuctuations of
the tapered ﬁber.
In order to visualize the asymmetry in the photocurrent spectra as predicted by eq. (4.1.12),
we compare two spectra at homodyne angles symmetric about the amplitude quadrature,
indicated by the blue (at angle +θ) and yellow (at angle −θ) vertical lines in ﬁg. 4.2A. The
corresponding spectra are shown in ﬁg. 4.2C. An asymmetry of approximately 10% with respect
to Fourier frequency, is observed at detunings δ 2π·100 kHz, consistent with the theoretically
predicted effect due to quantum correlations. Qualitatively, the observed asymmetry over a
broad range of frequencies – more than a MHz on either side of resonance – indicates that the
magnitude of quantum-noise-induced correlations is comparable to all sources of quantum
noise at these frequencies.
The asymmetry in the observed spectrum (red in ﬁg. 4.2C) traces its root to the detuning
dependence of quantum correlations (green trace in ﬁg. 4.1B, and third term in eq. (4.1.12)).
In order to systematically investigate this asymmetry, we consider the ratio of the homodyne
photocurrents at frequency offsets at ±δ from mechanical resonance,
Rθ ≡
S¯θI I [Ωm+δ]
S¯θI I [Ωm−δ]
(4.2.1)
Following eq. (4.1.12),
Rθ =
1+4ηCntot(Γmsinθ/δ)2 (1− (δ/ntotΓm)cotθ)
1+4ηCntot(Γmsinθ/δ)2 (1+ (δ/ntotΓm)cotθ)
(4.2.2)
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Figure 4.3 – Asymmetry in spectrum as a function of homodyne angle: Each plot shows asymmetry of the
homodyne spectra, Rθ (eq. (E.1.17)), as a function of homodyne angle. From top to bottom, Rθ is plotted as the
probe power (mean intracavity photon number) is increased: Pin = 1.5,9,113.4μW (nc ≈ 0.3 ·104,2.1 ·104,58 ·104).
Red lines are a model employing only quantum noises and independently inferred values of the effective single-
photon cooperativity, ηC0; gray band shows interval corresponding to uncertainties in either parameter.
Note that quantum correlations render Rθ anti-symmetric in θ about amplitude quadrature
(θ = 0◦), i.e.,
Rθ−1≈−(R−θ−1) (4.2.3)
It is therefore a robust experimental signature for the presence of quantum correlations,
provided that excess amplitude and phase noise of the meter laser is sufﬁciently small (see
appendix E.2.5 and [46]). Rθ is measured by recording the spectral power in windows of
ﬁnite bandwidth symmetric about resonance (δ=±2π ·21kHz, also see appendix E.2.3), as a
function of the homodyne angle θ. ﬁg. 4.3 shows Rθ for several probe powers. At low probe
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powers (i.e. low cooperativity,C ≈ 8·102), shown in the top panel of ﬁg. 4.3, the anti-symmetric
feature around the amplitude quadrature (i.e. Rθ − 1) is relatively small due to the large
measurement imprecision. As the probe power is increased, shown in the two subsequent
panels of ﬁg. 4.3, the relative contribution of quantum correlation increases, leading to a
progressively larger anti-symmetry near amplitude quadrature. We note that classical sources
of noise may also affect the anti-symmetric feature. For example, laser amplitude noise can
establish classical amplitude-phase correlations leading to excess anti-symmetry [157], or
anharmonicity of the mechanical oscillator can lead to structured thermal noise which at
large Fourier frequency detuning modify the anti-symmetry [159]. These and various other
sources of systematics were found to be negligible in our experiment (see appendices E.1.2,
E.1.3 and E.2.5).
For the scenario in our experiments, where the back-action is large, but does not overwhelm
thermal motion, i.e. nth  nQBA  1, the visibility of the anti-symmetric feature in Rθ≈0, is
given by,
ΔR ≡max Rθ−min Rθ ≈ 4
√
η
nQBA
nth
(4.2.4)
Here the extrema are calculated with respect to both the readout angle θ and for detuning,
δ ∈ (Γm,2Γm
√
ηCnth) (see SI). The square-root scaling of ΔR is unique to quantum correla-
tions (as opposed to correlations produced by classical noise), and makes possible the 10%
asymmetry despite the the relatively small magnitude of quantum back-action in our room
temperature experiment nQBA/nth ≈ 10−2. In ﬁg. 4.4 we show measurements of ΔR versus
power by analyzing a series of quadrature sweeps as shown in ﬁg. 4.3. For all data, ΔR is
extracted from the asymmetry in the same spectral window around |δ| ≈ 2π ·2 ·103 ·Γm. The
observed scaling agrees well with the square-root scaling predicted by eq. (E.1.16), shown as a
red line in ﬁg. 4.4 with parameters forC , η and nth determined independently.
For comparison, it can be shown that for a laser with excess classical amplitude noise, charac-
terized by an average thermal photon occupationCqq in excess of shot-noise, the visibility of
the anti-symmetric feature is given by (see appendix E.1.1),
ΔR = 4
√
η
nQBA
nth
(1+2Cqq ) (4.2.5)
Phenomenologically, when optical power is changed by attenuating the laser beam (as done
in our experiment), excess amplitude noise scales asCqq ∝ P , leading to ΔR ∝ P . This linear
scaling is in qualitative disagreement with the observations in ﬁg. 4.4.
4.3 Quantum-noise cancellation for force sensing
Quantum correlations are a generic resource for enhancing the precision with which parame-
ters of a system can be estimated [160]. In the context of force estimation using interferometric
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Figure 4.4 – Visibility of quantumcorrelations versus laser power: Measurement ofΔR (eq. (E.1.16)) as a function
of laser power, referred to optomechanical cooperativity, C . Blue points are measurements taken for various
detunings δ at each power. The red line is a prediction based on eq. (E.1.16), with a notably square-root dependence
on power. The gray line is a linear ﬁt to the data, which would apply if the correlations were entirely due to classical
amplitude noise in the laser (see eq. (4.2.5)).
techniques, two techniques – injection of external correlations [128, 133, 135], and back-action
evasion [127, 161, 162] – have been conventionally employed to surpass limits imposed by
quantum noise of the optical ﬁeld. A third alternative – correlations developed in-situ – can
be directly used to derive a metrological advantage [132, 133]. For example, by performing
a rotated-quadrature measurement of the cavity output ﬁeld, an off-resonant external force
(Fext) applied to the mechanical oscillator, can be estimated with a precision better than that
achievable with a phase quadrature measurement. As inferred from the homodyne photocur-
rent (eq. (4.1.11)), the apparent force experienced by the oscillator (i.e., the force estimator,
F θest) has a spectral density (see appendix E.3)
S¯est,θFF [Ω]= S¯extFF [Ω]+ S¯thFF [Ω]
+ S¯imp,θFF [Ω]+ S¯
QBA
FF [Ω]+cotθ
Reχx [Ω]
|χx [Ω]|2
(4.3.1)
where we now employ the conventional susceptibility, χx [Ω]≡ [m(Ω2m−Ω2− iΩΓm)]−1. Equa-
tion (4.3.1) shows that the uncertainty in the estimate of Fext has a classical component due to
thermomechanical noise
(
S¯thFF
)
and a quantum component (second line in eq. (4.3.1)) due to
phase quantum noise (imprecision), amplitude shot noise (back-action), and, correlations
between the two. By detecting a rotated ﬁeld quadrature (θ = 90◦), phase-amplitude corre-
lations (∝ cotθ) can be used to reduce the uncertainty due to quantum noise, which has to
be weighed against a concomitant reduction of the signal. In the limit of strong back-action
S¯QBAFF  S¯
imp,π/2
FF (i.e. C  1), and at an optimal measurement quadrature at angle θopt, this
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Figure 4.5 – Quantum-enhanced force estimation: (A) Inset: Homodyne photocurrent spectrum near phase
quadrature showing the two balanced forces applied on the mechanical oscillator via radiation pressure from
the auxiliary laser. Main: Red (blue) shows the signal-to-noise ratio of the force F+ (F−) normalized to its value
for phase quadrature detection, i.e. SNθ+(−)/SN
π/2
+(−). The asymmetry between the two traces at θ ≈±10◦ is due to
quantum noise cancellation. Here the laser input power is Pin = 30μW. (B) Green shows SNθ+/SNθ−, extracted as a
ratio of the blue and red traces in panel (A). For a force balanced in intensity and frequency offset from resonance,
eq. (4.3.5) predicts that SNθ+/SNθ− ∝Rθ . The solid red line is a prediction based on eq. (4.3.5) in conjunction with
eq. (E.1.17), while red dashed shows the same model excluding the contribution from quantum correlations.
trade-off reduces to the simpliﬁed form (see appendix E.3),
S¯
est,θopt
FF [Ω]= S¯extFF [Ω]+ S¯thFF [Ω]
+ S¯imp,π/2FF [Ω]+
[
1−η
(
Reχx [Ω]∣∣χx [Ω]∣∣
)2]
S¯QBAFF [Ω]
(4.3.2)
Equation (4.3.2) shows that measurement back-action can be “erased” from the measured
photocurrent at frequencies offset frommechanical resonance. The efﬁcacy of this back-action
erasure is limited by the detection efﬁciency, η. Note that, by contrast, physical back-action is
suppressed in back-action evasion schemes [127].
In the presence of thermal noise, the signal-to-noise enhancement afforded by quantum
correlations in eq. (4.3.2) is diminished by a factor of approximately nth/nQBA. We nevertheless
observe the principle behind this quantum-enhancement, by applying a detuned radiation
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force Fext[Ωext] via an auxiliary cavity ﬁeld (see appendix E.2.2) and recording the signal-to-
noise ratio,
SNθ[Ωext]≡
S¯est,θFF [Ωext]
S¯est,θFF [Ωext]− S¯extFF [Ωext]
(4.3.3)
in the homodyne photocurrent versus θ. In the experiment, we choose a two-tone force of the
form,
Fext[Ω]= F+δ[Ωm+δ]+F−δ[Ωm−δ] (4.3.4)
centered around resonance, so that one of the forces provides a reference for the signal-to-
noise ratio. We denote by SNθ±, the deﬁnition of the signal-to-noise ratio in eq. (4.3.3) applied
to each of the two force components (F±). Figure 4.5A shows the variation of SNθ± for each of
the forces F± (carefully balanced, as shown in inset) as the homodyne readout angle is varied.
The effect of quantum correlations in the optical ﬁeld is to cancel back-action at intermediate
measurement quadratures (0◦ < |θ| < 90◦), leading to an enhancement or suppression of SNθ±
at these optimal quadratures. For a ﬁxed measurement setting (i.e. ﬁxed value of C ,θ,δ), it
can be seen that quantum noise cancellation leads to an enhanced signal-to-noise ratio for F+
relative to F−, or vice versa. The absolute value of the enhancement is given by the ratio,
SNθ[Ωm+δ]
SNθ[Ωm−δ]
≈ 1
Rθ
|χx [Ωm+δ]|2
|χx [Ωm−δ]|2
〈
F 2+
〉〈
F 2−
〉 . (4.3.5)
This ratio is plotted in ﬁg. 4.5B. The observed anti-symmetric dependence on θ is directly
related to Rθ (eq. (E.1.17)). The offset from unity at θ =±90◦ is due to imperfect balance of
the two forces. The maximum deviation (at θ ≈ ±10◦) of approximately 6% is less than the
absolute signal loss shown in ﬁg. 4.5A. It nevertheless provides a measure of the improvement
obtained in the ability to estimate a force with and without quantum noise cancellation.
4.4 Conclusion
To summarize, we have demonstrated a room-temperature cavity-enhanced interferometer
where quantum correlations of light are generated in-situ via the radiation pressure interaction
between light and the effective harmonic motion of the cavity. We show that these correlations
manifest as a 10% cancellation of quantum noise in a homodyne measurement away from
phase quadrature – “variationalmeasurement” – of the optical ﬁeld over an octave in frequency
about 3MHz from the optical carrier. The absolute magnitude of quantum noise cancellation
is shown to scale as the square root of the ratio of the back-action to thermal force acting
on the mechanical oscillator. Finally, by applying an external force to the oscillator, we
demonstrate how quantum noise cancellation leads to an increase in the signal-to-noise
ratio for the external force. In future experiments, where back-action is the dominant force
noise, the “variational” measurement technique, applied here at room temperature, can be
used to surpass the standard quantum limit for a linear force measurement. This remains a
long-standing pursuit in the gravitational wave community, and was recently demonstrated
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in a micro-cavity optomechanical system at dilution refrigerator temperatures to obtain a
displacement sensitivity beyond the ﬁnite-efﬁciency standard quantum limit [163].
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5 Feedback cooling from cryogenic
temperatures
Feedback control of mechanical oscillation is found in many applications, ranging from stabi-
lizing the ∼kg test mass in a gravity-wave interferometer [164] to trapping/cooling of atomic
[165] and sub-atomic particles [166]. A basic approach uses a sensor to track the oscillator’s
position and an actuator to convert the measurement record into a continuous (‘real-time’)
feedback force. Recently the quantum limits of continuous feedback [167] have been explored,
enabling remarkable demonstrations such as microwave Fock state generation [168] and
persistent Rabi oscillations in a superconducting qubit [169]. These protocols employ a ‘weak
measurement’ capable of tracking a quantum state as rapidly as it decoheres due to measure-
ment back-action [170]. For mechanical oscillators, ideal weak position measurements [171]
have in fact been available since the advent of the laser, in the context of shot-noise-limited
interferometry [22]. Only recently, however, with the conﬂuence of low-loss, cryogenic mi-
cromechanics and on-chip, integrated photonics explored in cavity optomechanics [21], has it
been feasible to consider their application to quantum feedback protocols [32, 33]. The main
challenge is thermal noise, which places stringent requirements on the timescale in which the
measurement must take place.
Feedback cooling [32, 158, 165, 172] is a well-studied control protocol that illustrates both the
utility and the challenge of quantum feedback applied to mechanical systems. In feedback
cooling protocols, a mechanical oscillator undergoing thermal Brownian motion is steered
towards its ground state by minimizing a measurement of its displacement, Sx (here expressed
as a power spectral density [171] evaluated at the oscillator frequency,Ωm). A conventional
strategy [158] is to apply a feedback force proportional to the measurement’s time derivative
(estimating the oscillator’s velocity). The resultant damping acts to reduce (cool) the motion
of the oscillator until it coincides with the measurement imprecision, Simpx . Cooling the
oscillator until it spends most of the time in its ground state (a phonon occupancy of nm < 1)
is possible if Simpx remains lower than the zero-point ﬂuctuations of the damped oscillator,
i.e., if Simpx  Szpx /nth (see appendix F.1.3) where Szpx is the spectral density of intrinsic (absent
feedback) zero-point ﬂuctuations and nth is the phonon occupancy of the thermal bath.
This chapter is adapted from [28]
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Figure 5.1 – Measuring and controlling the position of a nanomechanical beam using a near-ﬁeld optomechan-
ical transducer: (a) Whispering gallery modes of a SiO2 microdisk are excited using a tapered optical ﬁber driven
by a pair of tunable diode lasers. Displacement of a Si3N4 nanobeam, sampling the evanescent mode volume
of the microdisk, is recorded in the phase of the transmitted sensor ﬁeld using a balanced homodyne detector.
Radiation pressure feedback is applied by modulating the amplitude of the feedback laser with an electrically
processed copy of the homodyne photocurrent. Sample and ﬁber are both embedded in a 3He cryostat operating
at 4.4 K. (b) Above: Finite element model of the optical mode (ﬁeld amplitude). Optomechanical coupling is
proportional to the ﬁeld intensity gradient at the position of the beam. Below: SEM image of the optomechan-
ical system. (c) Thermomechanical noise spectrum of the fundamental beam mode, measured with varying
intracavity photon number. (d) Broadband extraneous (shot-noise-subtracted) homodyne signal expressed as
apparent cavity frequency noise. Solid red corresponds to measurement data. Dashed blue, green, and black lines
correspond to estimated contributions from nanobeam thermomechanical, microdisk thermomechanical, and
microdisk thermorefractive noise, respectively. Colored bands denote the imprecision required for Γmeas = Γth:
S
imp
ω = g20Qm/2kBT , assuming g20 ∝ 1/Ω andQm = 7.6 ·105.
(Szpx = 4x2zp/Γm is given by the ratio of the ground-state variance x2zp = /(2mΩm) and the
mechanical damping rate Γm, where  is the reduced Planck’s constant and m is the effective
mass of the oscillator.) In the frequency domain, this amounts to resolving the intrinsic
thermal displacement Sx ≈ 2nthSzpx with a signal-to-noise of Sx/Simpx  2n2th. In the time
domain, it corresponds to resolving the zero-point motion at a characteristic “measurement"
rate [171]
Γmeas ≡
x2zp
2Simpx
 Γth
8
, (5.0.1)
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where Γth ≈ Γmnth is the oscillator’s thermal decoherence rate. Eq. 5.0.1 implies the ability
to resolve a displacement of xzp in the timescale over which a single phonon enters from the
thermal bath, τth ≈ Γ−1th . This is a technically daunting challenge because of the small xzp and
large Γth of typical engineered mechanical oscillators. As a consequence, despite the success
of autonomous feedback [23–25], ground-state cooling using measurement-based feedback
has yet to be demonstrated.
An additional, fundamental caveat at once compounds the challenge of ground state cooling
and hints at the underlying virtue of quantum feedback: Heisenberg’s uncertainty principle
predicts that a weak (Γmeas 	Ωm) continuous position measurement with an imprecision
of Szpx /2 will produce a stochastic ‘back-action’ force that disturbs the position of the oscil-
lator by at least the same amount [171]. By inference, an imprecision of nimp ≡ Simpx /2Szpx
equivalent bath quanta results in an effective increase of the thermal bath occupation by
nba ≥ 1/16nimp (see appendix F.1.3). This penalty would appear to prohibit ground-state
cooling, as it entails substantially heating the oscillator to achieve the necessary measurement
precision. Remarkably, however, feedback counteracts back-action [173], so that a phonon
occupancy of nm ≈ 2
√
nimp(nba+nth)− 1/2 < 1 (see appendix F.1.2) can still be achieved
[32, 172]. The limiting case of nm → 0 is approached when the measurement record is domi-
nated by back-action-induced ﬂuctuations. This occurs when the measurement is maximally
efﬁcient [170], i.e., when the measurement rate, Γmeas = Γm/16nimp, approaches the effective
thermal decoherence rate, Γtot ≈ (nth+nba)Γm ≥ Γmeas. To meet this condition for a typical
engineered oscillator, a linear position sensor must achieve an imprecision far (∼ nth times)
below the natural scale set by the ‘standard quantum limit’ (SQL) [171] (nimp = nba = 1/4),
while maintaining back-action near the uncertainty limit: 4

nbanimp ≥ 1.
Coupling micromechanical oscillators to optical cavities has emerged as a promising route
to meeting the above requirements. Transduction in such ‘cavity-optomechanical systems
[21] arises from a parametric coupling, G = ∂ωc/∂x, between the position of the oscillator
and the resonance frequency ωc of a cavity. For broadband sensing, characterized by a cav-
ity decay rate κ Ωm, a resonant laser ﬁeld passing through the cavity acquires a phase
shift 2Gδx/κ; this can be resolved in a homodyne interferometer with a quantum-noise-
limited imprecision of Simpx = (8G2ncη/κ)−1, where nc is the mean intracavity photon number
and η ∈ [0,1] is the effective photon collection efﬁciency (see appendix F.2). The associated
measurement rate is given by Γmeas = 4g 20ncη/κ ≡ Γm ·C0ncη, where g0 ≡ Gxzp is the vac-
uum optomechanical coupling rate andC0 ≡ 4g 20/κΓm, the ‘single-photon cooperativity’ [21],
characterizes the per-photon measurement rate. To achieve efﬁcient measurements, contem-
porary cavity-optomechanical systems combine the state-of-the-art in high-Q nanomechanics
and microphotonics [21]. As a consequence, imprecision below that at the SQL [45, 55, 174],
as well as quantum-back-action (i.e., radiation pressure shot noise [22]) [30, 175] has recently
been observed. In none of these experiments, however, was Γmeas ≈ Γth demonstrated at the
photodetector, owing to a combination of large thermal occupation, extraneous imprecision,
optical loss, and dynamic instabilities. (We note that an electromechanical device operating
deep in the ‘good-cavity’ limit, κ	Ωm, has recently achieved Γmeas > Γth [176]; however, the
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use of a far- off-resonant probe here results in strong dynamic coupling of the optical and
mechanical mode.)
Our study is carried out using the system described in chapters 2 and 3, consisting of a 65μm×
400 nm× 70 nm (effective massm ≈ 2.9 pg) nanobeam placed∼ 50 nm from the surface of a 30
μm diameter microdisk. The microdisk is optically probed using a low-loss (≈ 6%) ﬁber-taper
pumped by a tunable diode laser. Displacement of the nanobeam is observed in the phase of
the transmitted cavity ﬁeld using a balanced homodyne interferometer. We interrogate two
optical modes: a ‘sensor’ mode (used for readout) at λc ≈ 775 nm that exhibits an intrinsic
decay rate of κ0 ≈ 2π ·0.44 GHz and a ‘feedback’ mode (used for radiation pressure actuation)
at λc ≈ 843 nm for which κ0 ∼ 2π·1 GHz. For the mechanical oscillator, we use theΩm ≈ 2π·4.3
MHz fundamental out-of-planemode of the nanobeam. The optomechanial coupling strength
between the oscillator and the sensor mode is g0 ≈ 2π ·20 kHz, corresponding to a frequency
pulling factor of G ≈ 2π ·0.70 GHz/nm for the estimated zero-point amplitude of xzp ≈ 29
fm. Our experiments are conducted in a 3He buffer gas cryostat [24] at a bath temperature
of T ≈ 4.4 K (nth  kBT /Ωm ≈ 2.1 ·104) and at gas pressures below 10−3 mbar. Ringdown
measurements reveal a mechanical damping rate of Γm ≈ 2π ·5.7 Hz (Qm ≈ 7.6 ·105). Our
system thus allows for a near-unity cooperativity ofC0 ≈ 0.64.
All position sensors are limited by extraneous thermal noise. In optical-cavity-based sensors,
major sources include thermomechanical and thermorefractive ﬂuctuations of the cavity sub-
strate [45]. These result in excess cavity frequency noise, Simp,exω , and limit the measurement
rate to:
Γmeas =
g 20/2
Simp,shotω +Simp,exω
= Γm/16
nshotimp +neximp
(5.0.2)
where Simp,shotω is the photocurrent shot noise referred to an apparent cavity resonance fre-
quency noise and nshot(ex)imp ≡ S
imp,shot(ex)
ω /2S
zp
ω . Fig. 5.1d shows the extraneous noise ﬂoor of
our sensor over a broad range of frequencies. We obtained this spectrum by subtracting shot
noise from a measurement made with a large intracavity photon number, nc > 105. (To miti-
gate dynamic instabilities, this measurement was conducted using ∼ 10 mbar of gas pressure
at an elevated temperature of 15.7 K.) High- and low-Q noise peaks correspond to thermal
motion of the nanobeam and the microdisk, respectively. Near the fundamental noise peak,
we observe an extraneous frequency noise of Simp,exω ≈ (2π ·30Hz/

Hz)2, corresponding to a
displacement imprecision of Simp,exx ≈ (4.3 ·10−17m/

Hz)2. We identify this as a combination
of thermorefractive noise [45], diode laser frequency noise [21], and off-resonant thermal
motion of the in-plane nanobeam mode at 4.6 MHz. Owing to the large zero-point motion of
the oscillator, Szpω ≡ 4g 20/Γm = (2π ·6.7 kHz/

Hz)2 (Szpx = (0.95 ·10−14m/

Hz)2), the equivalent
bath occupancy of Simp,exx has an exceptionally low value of n
ex
imp ≈ 1.0 ·10−5, nearly 44 dB
below that at the SQL. The associated measurement rate, Γm/16neximp ≈ 2π ·36 kHz, is equal to
the thermal decoherence rate at an experimentally accessible temperature of 1.3 K, implying
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ntot+nimp. Long-dashed red and blue lines highlight excursion from their counterparts due to extraneous back-
action, Cex0 = 0.56, extraneous imprecision, neximp = 0.70 ·10−5, and imperfect detection efﬁciency, ξ = 0.23, as
described in the main text. Green line models the apparent imprecision-back-action product using Eq. 5.0.3.
Insets highlight the measurement region.
that ground state cooling (Γmeas < Γth/8) should be accessible at 10 K.
The sensor’s performance is limited by optical loss, photothermal and radiation pressure
instabilities, and extraneous sources of measurement back-action. We investigate these
constraints by recording the measurement imprecision, nimp, and the total effective bath
occupation, ntot ≡ nth +nba, as a function of intracavity photon number, comparing their
product to the uncertainty-limited value, 4

nimpntot ≥ 1 (ﬁg. 5.2). Two considerations are
crucial: First, in order to efﬁciently collect photons from the cavity, it is necessary to increase
the taper-cavity coupling rate to κex  κ0, thereby increasing the cavity decay rate to κ =
κ0+κex. We operate at a near-critically coupled (κex = κ0) value of κ≈ 2π ·0.91 GHz, reducing
the single photon cooperativity toC0 ≈ 0.31 in exchange for an output coupling efﬁciency of
ηc = (κ−κ0)/κ≈ 0.52. Second, in order to minimize Simpx , it is necessary to maximize nc while
avoiding dynamic instabilities. We accomplish this by damping the oscillator using radiation
pressure feedback. Feedback is performed by modulating the intensity of the feedback laser
with an electronically ampliﬁed and delayed copy of the homodyne photocurrent. A feedback
phase of −3π/2 is chosen by tuning the total delay, τ≈ 172ns, such that the feedback-induced
spring effect is minimized [44] (see appendices F.2.1 and F.3). The resulting viscous radiation
pressure gives rise to a well-known cooling effect (‘cold-damping’ [158]), reducing the phonon
occupancy of the mechanical mode to a mean value of nm ≈ntotΓm/(Γm+Γfb), where Γfb is
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the optically-induced damping rate.
Measurements of the oscillator’s thermal motion are shown in Fig. 5.1c. We determine ntot
and nimp by ﬁtting each noise peak to a Lorentzian with a linewidth of Γeff = Γm+Γfb+Γba
(including a minor contribution from dynamic back-action, Γba; see appendices F.2.1 and F.3),
a peak amplitude of Sω(Ωm)≈ 2ntot(Γm/Γeff)2Szpω , and an offset of Simpω = 2nimpSzpω . For low
input power, nc 	 nth/C0, we observe that the effective bath occupation is dominated by
thermalization to the cryostat, ntot ≈ nth, and that imprecision scales as nimp = (16ξC0nc )−1,
where ξ ≈ 0.23. ξ represents the ideality of the measurement, and includes both optical
losses and reduction in the cavity transfer function due to mode splitting (see appendix F.3.5).
Operating with higher input power — ultimately limited dynamic instability of higher-order
beam modes — the lowest imprecision we observe is nimp = 2.7(±0.2) ·10−5, corresponding to
an imprecision 39.7±0.3 dB below that at the SQL (see appendix F.4 for uncertainties). The
associated measurement rate, Γmeas = 2π · (13±1) kHz, is a factor of 9.2 lower than the rate of
thermal decoherence to the ambient 4.4 K bath, Γth = 2π ·120 kHz. Signiﬁcantly, this value is
within 15% of the requirement for ground-state cooling.
For large measurement strengths, quantum back-action [30] should in principle exceed the
ambient thermal force, scaling as nba =C0nc (see appendix F.2.2). As shown in Fig. 5.2 (red
data), our system deviates from this ideal behavior due to extraneous back-action, manifest-
ing as an apparent excess cooperativity,Cex0 ≈ 0.56, and limiting the fractional contribution
of quantum back-action to C0/(C0 +Cex0 ) ≈ 35%. Similar behavior for high-order mechan-
ical modes suggests that photo-absorption is the cause of this excess heating, as does our
observation that Cex0 is markedly higher at lower cryostat temperatures — consistent with
the reduction of thermal conductivity in amorphous glasses below 10 K (see appendix F.3.1).
Including extraneous back-action, we model the apparent imprecision-back-action product
(green curve in Fig. 5.2) as
4
√
nimpntot =
√
1
ξ
(
1+ nth
C0nc
+ C
ex
0
C0
)(
1+ nc
nexc
)
, (5.0.3)
where nexc ≡ (16ξC0neximp)−1 is the photon number at which nshotimp =neximp. Using nc ≈ 5 ·104 	
nexc , we observe a minimum value of 4

nimpntot ≈ 5.0, corresponding to a measurement
efﬁciency of Γmeas/Γtot ≈ 0.040.
To illustrate the utility of this high efﬁciency, we increase the strength of the feedback used
to cold-damp the oscillator in Fig 5.1c. The limits of cold-damping are well-studied [32, 165].
Ignoring back-action due to the weakly driven (nc < 100) feedback optical mode, the phonon
occupancy of the cooled mechanical mode depends on the balance between coupling to ther-
mal, measurement, and feedback reservoirs at rates Γth, Γmnba, and gfbΓmnimp, respectively,
where gfb ≡ Γfb/Γm is the open loop feedback gain (see appendix F.1.2):
nm+ 1
2
= 1
1+ gfb
ntot+
g 2fb
1+ gfb
nimp ≥ 2
√
nimpntot. (5.0.4)
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Figure 5.3 – Radiation pressure feedback cooling to near the ground state: Blue and red points correspond to
measurements of the phonon occupancy of the mechanical mode, nm (plus a phonon-equivalent zero-point
energy of 1/2) and its component due to feedback of measurement noise nm,fb = nimpg2fb/(1+ gfb), respectively,
as a function of effective damping rate, Γeff = (1+ gfb)Γm. Red, blue, and black dashed lines correspond to models
of components in Eq. 5.0.4: ntot/(1+ gfb), nm,fb, and nm + 1/2, respectively, using experimental parameters
Γm = 2π ·5.7 Hz, ntot = 2.4 ·105, and nimp = 2.9 ·10−4, respectively. Inset: in-loop mechanical noise spectra for
various feedback gain settings; ﬁts to these spectra were used to infer blue and red points.
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(here Γba 	 Γfb has been assumed). nm is minimized for an optimal gain of gfb =
√
ntot/nimp,
which corresponds to suppressing Sx to S
imp
x (yellow curve in Fig. 5.3, inset). Notably, for
Cex0 = 0, nm < 1 requires nimp < 1/2nth. Results in Fig. 5.2 suggest that nm ≈ 2 should be
achievable.
Fig. 5.3 shows the result of feedback cooling using a measurement with an imprecision far
below that at the SQL. We emphasize that for this demonstration, imprecision was deliberately
limited to nimp ≈ 2.9 ·10−4 in order to reduce uncertainties due to extraneous heating and
due to the off-resonant tail of the thermal noise peak at 4.6 MHz (which limits applicability of
Eq. 5.0.4 to effective damping rates of Γeff = (1+ gfb)Γm 2π ·200 kHz). Feedback gain was
controlled by changing the magnitude of the electronic gain, leaving all other parameters
(e.g. laser power) ﬁxed. We also note that the Markovianity condition τ	 2π/Γth is satisﬁed
by the feedback delay [165]. Fitting the closed loop noise spectrum (Fig. 5.3, inset) to a
standard Lorentzian noise squashing model [177], we estimate the phonon occupancy of the
mechanical mode from the formula nm+0.5≈ Γeff · (Sω(Ωm)+Simpω )/2Szpω , where Simpω denotes
the off-resonant background. Accounting for extraneous back-action, we infer a minimum
occupation of nm ≈ 5.3±0.6 (see appendix F.4 for uncertainties) at an optimal damping rate
of Γeff ≈ 2π ·52 kHz, corresponding to a ground state probability of 1/(1+nm) ≈ 16%. This
value agrees well with the prediction based on Eq. 5.0.4 and Fig. 5.2. Notably, for larger
feedback strengths, shot noise “squashing” [167] leads to an apparent reduction of Sx , while
nm physically increases. The discrepancy can be resolved with an out-of-loop measurement
[165, 177], at the cost of reduced measurement efﬁciency.
Collectively, our results establish new benchmarks for linear measurement and control of a
mechanical oscillator. Employing an optomechanical sensor with readout imprecision nearly
40 dB below that at the SQL, we have shown that traditional radiation pressure cold-damping
[158] can be used to cool a nanomechanical oscillator to a mean phonon occupancy of
≈ 5.3; this represents a 40-fold improvement over previous reports [164, 177, 178], and invites
comparison [179, 180] to the recent success of autonomous feedback (sideband) cooling
[23–25]. Looking forward, high efﬁciency optomechanical sensors open the door to a variety
of feedback applications such back-action evasion [173] and mechanical squeezing [33].
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The experimental achievements described in chapter 4 and chapter 5 can be largely attributed
to the ability exploit the large zero-point motion and low dissipation rates afforded by Si3N4
nanobeams, while at the same time achieving amoderate frequency pulling factor,G = ∂ωc/∂x.
The latter is achieved by placing the nanobeam a distance from an optical resonator less
than its evanescent decay length. The planar top surface of the microdisk allowed us to
achieve an overlap with the optical ﬁeld, in terms of the resonator path length, of ∼10%
(section 2.2.6). These effects combined, allowed us to achieve a single photon cooperativity,
C0 = (G ·xzp)2/(κΓ), on the order of 1 at room temperature. The high linearity of the microdisk,
able to support a cavity photon number on the order of 104, allows us to realize a back-
action noise contribution at the level of ∼10% of thermal noise at room temperature, while at
cryogenic temperatures back-action noise dominates.
Looking towards the future, we would like to enter a new regime where back-action noise
is dominant at room-temperature. With such a system the results described in [46], could
be taken out of the cryostat and into the everyday world. Namely, it would be possible
to realize mechanically-mediated (ponderomotive) squeezing of light as well as quantum
enhanced force metrology. Such improvements could also lead to the ability to laser cool
a mechanical mode to near its ground state occupancy by external feedback control (as
described in chapter 5). Such a future seems compellingly close, but so far signiﬁcant increases
to cooperativity have remained elusive.
As discussed in chapter 2 the system architecture allows for a large range of variation in the
placement of the nanobeam - both vertically and laterally. Moreover, the width and thickness
of the beam are free parameters. However, in terms of cooperativity it seems that in practice a
gain in one factor always comes with a corresponding loss in another. This is readily apparent
in section 2.2.6(C). In this case we compare systems with microdisks that vary signiﬁcantly
in their thickness (430 vs 630 nm), with all other factors being equal. We see that for 800 nm
wide beams g0 differs by a factor of ∼2.5, and if we were to assume κ is unaffected (as is the
case for the bare microdisks) this would give an increase inC0 of 2.52 ≈ 6. However, what we
observe is a difference of∼1.5. Moreover, and counter intuitively, it is the sample with lower g0
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that exhibits the larger cooperativity. Here what is gained in g 20 is completely lost to increased
optical dissipation. This is not an isolated example, but a consistent trend observed when
reducing the gap between the beam and disk, when varying the beams thickness, or width,
and when thinning the disk. The trend is always the same: it seems that the optomechanical
world conspires to keep us ﬁxed atC0 ∼ 1.
If we ask ourselves what is behind this phenomenon it seems there are two obvious potential
mechanisms. One is that scattering losses frombeamare the dominant optical lossmechanism
in our system, and as the intensity of the ﬁeld interacting with the beam increases so too does
the scattering. This might seem like a reasonable claim but it doesn’t seem to capture the
scaling described above, which does not scale linearly with the intensity (with intensity being
inferred from G). This leads to the more likely conclusion that we are observing a waveguiding
behavior, with light being guided out from the microdisk via the nanobeam. Thus when the
microdisk is thinned in the example above we not only increase the intensity of the ﬁeld in the
nanobeam, but potentially also more closely match the propagation constants.
It should be mentioned that waveguiding is not just a speculative claim. In experiment we can
actually observe, through the microscope, light scattering at the point where the nanobeam
meets the silicon support. The question is not whether it’s happening, but whether it is the
dominant loss mechanism in our system. The scaling behavior seems to suggest that it is. If
we are to assume this is the reality that confronts us, we have two possible routes forward: try
to improve the apparently free parameter of mechanical dissipation or face the waveguiding
problem head on. Serendipitously, recent work involving localized modes of Si3N4 membranes
has opened a compelling path forward in terms of the former route, with our recent work
in this direction described in the following section. Still, it seems wise to also look towards
alternative strategies, which are discussed in section 6.2. Following these considerations, a
practical implementation of an optomechanical electrometer, using the device architecture
developed in this thesis, is discussed and experimentally characterized.
6.1 Very low dissipation nanobeams
When considering the effect of dissipation dilution in section 2.1.1, it was recognized that if
we assume a purely sinusoidal mode shape when solving for the Q enhancement factor then
the predicted enhancement is orders of magnitude higher than what is observed in practice.
This is a result of considerations at the clamped boundary, where the displacement proﬁle
takes on an additional curvature, in order to meet the ﬂat clamped boundary condition. In
fact this turns out to be the primary loss mechanism in such devices, and when taking this
into account the Q enhancement is expressed as:
Q
Q0
≈ ( 2λ︸︷︷︸
boundaries
+π2n2λ2︸ ︷︷ ︸
antinodes
)−1, (6.1.1)
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Figure 6.1 – Soft-clamped nanobeam geometry: shown with a segmented SEM image in (A), and illustrated for
a 60 unit cell device, with color indicating the local stress value, in (B). In (B) the tapered beam envelope, that
focuses stress toward the center of the structure, is readily apparent. The displacement proﬁle of the localized
mode of interest shown in black. (C) is an SEM zoomed in on a single unit cell of the sample in (A). In (D) a chip
containing 76 beams can be seen (highlighting the macro nature of these devices).
with λ = hL

E0/12σ. This situation is highly suggestive that clever design might be able to
reduce the contribution of boundary curvature to dissipation. In fact, a way to reduced it
almost to zero was ﬁrst demonstrated in high-stress Si3N4 membranes one year ago [181]. The
concept involves embedding a membrane in a phononic crystal such that the envelope of
the displacement proﬁle, for an effectively high order mode, decays exponentially toward the
clamped boundaries. The authors referred to this effect as soft-clamping as it relies on weak
localization of the mode to avoid introducing additional curvature at the nodes.
6.1.1 Soft-clamped beams
The soft-clamping strategy developed in membrane resonators is equally applicable to beam
resonators and thus we have worked to exploit this effect as a method to realize higher cooper-
ativity in our optomechanical system. Figure 6.1(B) illustrates the geometry we have employed
to realize soft-clamping in Si3N4 nanobeams (red), with the resulting displacement proﬁle for
the localized mode of interest shown in black, below. We note that the displacement proﬁle is
near zero at the boundaries. Above in ﬁg. 6.1(A) is a segmented SEM (necessary due to the
extremely large aspect ratio of the beam) of the fabricated structure. Figure 6.1(C) shows a
zoom in on a unit cell of the beam, and Figure 6.1(D) shows the chip on which the beams
are fabricated, highlighting that the beams are macro-scale in one dimension (the length).
Fabricated beams have been realized with thicknesses of 20 nm and commensurate lengths as
large as 7 mm (an astounding aspect ratio of almost half a million). In this work an additional
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Figure 6.2 – Measured quality factors for soft-clamped nanobeams: recorded from thermal noise ringdown
measurements using a lensed ﬁber interferometer in a high vacuum chamber. Blue circles indicate the modes of
an non-tapered 2.6 mm long soft-clamped beam, with varying defect length and bandgap at ∼2.5 MHz. Circles in
varying shades of red correspond tapered 4 mm long soft-clamped beams with the number of unit cells varying
from 28 (dark red) to 118 (light red). The yellow star indicates the highest Q×f product measured, for a beam with
68 unit cells and the red star indicates a 7mm long tapered beam with 60 unit cells. The red line and blue dashed
line are numerical models. All measurements here are for 20 nm thick beams.
twist has been added to the concept developed by [181], which is to taper the envelope of
the nanobeam in order to increase stress at its center, where the mode of interest is localized.
Referring back to eq. (6.1.1), we recall that stress is in fact the origin of dissipation dilution
and so this stress focusing leads to a further enhancement of the Q, which is fundamentally
limited by the yield stress of the material - in this case ∼6 GPa.
Figure 6.2 shows experimental thermal noise ringdown measurements of localized nanobeam
modes, taken with a lensed ﬁber interferometer, in a high vacuum (< 10−6 mbar) chamber.
The data in blue circles captures the measurement of 40 different beams of varying defect
length, and ﬁxed unit cell length, for a non-tapered localized beam 2.6 mm in length. It
can be observed for defect lengths outside the bandgap region the Q values correspond that
of a normal (non-localized) rectangular beam. Q is enhanced within the bandgap region,
saturating near the theoretical Q of a beam with a purely sinusoidal displacement proﬁle (an
"unclamped" beam, as in eq. (2.1.2)), represented by the solid black line. Red circles indicate
localized modes of tapered beams 4 mm in length with a varying number of unit cells. These
measurements illustrate the ability to achieve Qs higher than for an unclamped rectangular
beam, by stress engineering. Here the maximum Q×f product achieved, of 8.1× 1014 Hz,
is two orders of magnitude higher than we have achieved for rectangular beams at similar
frequencies (as shown in ﬁgure ﬁg. 2.2).
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5 ?m
Figure 6.3 – Integrated soft-clamped nanobeam: with the SiO2 microdisk false-colored blue and the Si3N4
colored red. Here a 39.1 MHz mode is localized in a 60 μm long beam.
6.1.2 Integration of localized beams
The results discussed in the previous section were achieved for isolated beams (not integrated
with a microdisk), and naturally the goal is to make use of these astoundingly high mechanical
Q values by integrated the beams into an optomechanical system. The extreme lengths of these
beams (4 mm) makes this a signiﬁcant challenge, as the correspondingly low fundamental
mode frequencies and are thus highly susceptible to collapse onto the disk surface. Prior to
the work in the previous section an attempt was made to integrate short soft-clamped beams
into our optomechanical system, with the resulting structure is shown in ﬁg. 6.3. Collapse of
the beam was avoided by designing it to have our typical beam length of 60 μm (and 80 nm
thick). The unit cell has a sinusoidal envelop, and in the device shown here utilizes 5 unit cells
per side to localize the 11th out-of-plane harmonic. The fundamental mode frequency is 3.8
MHz, as is typical for this system, and the localized 11th harmonic at 39.1 MHz. Calibrating
from the optomechancial coupling rates to these two modes, the ratio of masses, meff,11/meff,1,
is found to be 0.35. The Q×f products for these harmonics are 1.13×1012 and 5.13×1012,
respectively. This value matches, and does not exceed, the measured Q×f product for the 11th
harmonic of rectangular beams of this length (see ﬁg. 2.2). Thus we do not we do not beneﬁt
from increased dissipation dilution, as the beams in the previous section do. This is a result of
the weak effect of boundary induced losses for beams with this aspect ratio (L/h) and nodal
spacing, as can be inferred from eq. (6.1.1). For very thin beams, on the order of 10 nm, this
would likely show an appreciable effect. Regardless, such high frequency localized beams may
be of interest when attempting to reach the sideband-resolved regime.
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Figure 6.4 – Tapered clamping point beams: utilize local stress enhancement near the clamping points to
reduce dissipation. (A) shows a comparison between Q values found by analytical calculation (dashed lines) and
measurement for 60 μm long, 300 nm wide beams. In (B) the corresponding Q×f products are compared.
6.1.3 Tapered clamping point beams
We consider, once again, the primary source of dissipation in rectangular, stressed beams,
which originates from additional curvature enforced by the ﬂat clamped boundary conditions
at the ends of the beam. This region of high curvature, which is captured in the ﬁrst term of
eq. (6.1.1), accounts for a tiny fraction of the total beam length. On the other hand, the stored
energy of a rectangular beam is evenly distributed across its length and is proportional to its
total volume. Considering this situation, onemay recognize that if the beam is locally narrowed
at its clamping points, such that its total volume is negligibly reduced, the local stress will be
enhanced while the total stored energy is unaffected. An enhancement of the local stress in the
region of high curvature leads to an alteration of the ﬁrst λ term in eq. (6.1.1), now deﬁned by
λcl = hL
√
E0/12σcl, where the subscript indicates a local value in the clamping region. Given
the situation that loss is dominated by λcl, tapering the beam locally near the clamped ends
will reduce the dissipation proportional to the square root of stress enhancement
√
σcl/σ.
This trick has been employed to enhance the Q of 60 μm long, 300 nm wide beams by creating
a ∼1.5 μm long sinusoidal taper in the clamping region, as illustrated in ﬁg. 6.4(B). Here the
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Figure 6.5 – Ribbon type optomechanical device (A) Shows a ribbon type "nanobeam" with a circle cut out at
the center to allow the sacriﬁcial layer to be etched, as well as to reduce mass. (B) and (C) shows the fabrication
steps that allow the edge of the clamping pads to be undercut, as seen in (A). This process consists of etching vias
through the SiO2 pads and isotropically etching the silicon underneath using XeF2 gas (see appendix B.2).
stress enhancement is roughly proportional to the ratio of the beam width to taper width,
σcl/σ∝wbeam/wclamp. The amount of tapering that can be practically achieved is limited by
the yield stress of ﬁlm, which in this case is ∼6 GPa. Thus starting from a pre-stress of 900
MPa, the most aggressively tapered beam, with wcl = 50 nm, achieves a local stress of σcl ≈ 5.4
GPa, with a corresponding Q enhancement of ∼2.4. While this is a modest improvement as
compared to the results for localized modes, it may be of considerable interest when working
with materials where the pre-stress is far below the yield stress.
6.2 Increasing optical mode overlap
The origin of high coupling efﬁciency in our optomechanical device, as compared to other
near-ﬁeld systems, is the relatively large spatial overlap we achieve as a result of placing the
nanobeam overtop of the planar microdisk. As we explored in section 2.2.6, for our typical
system with a 15 μm radius disk, the overlap is ∼10 μm. This is approximately 10% of the disk
circumference. If this could be made 100%, we would increase the frequency pull factor,G ,
by 10 and thus the factor in cooperativity by 100 (here neglecting the increased mass). This
is an intriguing possibility, but one that hasn’t been pursued in earnest at this point because
it requires that the ﬁber couples to the bottom of the disk. In existing designs this access is
blocked, as can been seen in ﬁg. 3.17. The silicon beneath the clamping pads prevents this
coupling situation.
In an effort to get around this problem, the process described in appendix B.2, is used to
produce an overhanging region at the edge of the nanobeam clamping pads. This result
can be in seen in ﬁg. 6.5(A), where the overhanging region is indicated and includes small
holes, which are used in the process to undercut the pads. These pads are aligned with the
<111> silicon crystal plane, which is not attacked during the KOH etch used to undercut the
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Figure 6.6 – Waveguiding mechanical element (A) Shows a top view of the system, consisting of a Si3N4 ribbon
type resonator (C) with a ring resonator built on top - intended to hybridize with the microdisk mode. The ribbon
is tapered towards the ends to allow the clamping pads to be recessed relative to the microdisk, thus allowing ﬁber
access. A cross section of the ring resonator above the microdisk is illustrated in (B). In order to prevent the ﬁber
from accidentally hitting the top of the structure an overhanging piece of SiO2 extends past the microdisk edge (D).
The cantilever is designed to curl upwards under the tensile stress of the Si3N4 on top, to avoid direct contact with
the ﬁber. Note that the length of beam (C) is compressed for easy representation.
disk and remove the sacriﬁcial material. In order to create an overhang, holes (vias) were
etched through the SiO2 pads (ﬁg. 6.5(B)) and the silicon underneath the holes was etched
isotropically using XeF2 gas (ﬁg. 6.5(C)). Following these steps the remainder of the process,
starting with the Si3N4 etch was carried out as normally. This isotropic etch creates a region
where the silicon can be attacked during the KOH etch, leading to the ﬁnal result in ﬁg. 6.5(A).
The mechanical design, seen in the inset, was ribbon-like with a circle cut out at the center to
allow the underlying sacriﬁcial layer to be etched away (as well as to reduce the mass). While
this process has worked in principle, it results in a very precarious situation when coupling
with a ﬁber. Movement of the ﬁber is not well controlled and it inevitably hits the top surface
of the disk. In the case of this kind of structure contact with the ﬁber will lead to collapse. So
far we have not been able to detect a mechanical signal in these samples.
6.2.1 Ring resonator on mechanical beam
Here an alternative process to realize complete overlap with the optical mode is proposed,
which combines a potential solution to the nanobeam waveguiding problem mentioned at the
start of this chapter. The system, illustrated in ﬁg. 6.6, is comprised of a wide beam (ribbon)
that completely overlaps the microdisk but tapers at its end points such that the clamping
structures can be offset relative to the disk. This conﬁguration allows taper access to the
bottom side of the disk. In order to avoid accidental contact by the taper to the top of the disk,
SiO2 cantilevers are positioned to extend past the edge of the disk (see ﬁg. 6.6(D)). The tensile
Si3N4 on the top surface causes the cantilevers to curl upwards, avoiding the complication
of the ﬁber being in contact with them. The beam has a ring waveguide patterned on the
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top surface, to avoid output coupling of light. This design can be achieved quite easily using
LPCVD deposition SiO2 or Si3N4 with a few nanometer layer of Al2O3 to act as an etch stop.
Numerical optimization of this structure would be very efﬁcient using FEM, as axial symmetric
boundary conditions can be used. Some care will need to be taken in considering the effect of
the relative stress between the Si3N4 beam and ring resonator. Fortunately, LPCVD deposition
allows for a large variation in the deposited stress (including stress-free SiO2 for e.g.). This type
of system may not only solve the output coupling problem but may lead to high interaction
strengths making use of mode hybridization. Moreover, such a architecture may, counter
intuitively, help in solving problems of stiction. This could be approached by making the
center region of at the top of the microdisk intentionally rough in order to minimize the
overlapping surface area. As a note the circular cutout in the center of the beam is not strictly
needed and a solid beam may be advantageous in avoiding stiction. As a further note, the
length of the beam as shown in ﬁg. 6.6 is highly compressed for easy representation. Naturally
with a relatively stiff waveguide on top of the beam, nodes should be relatively far from the
center to avoid unnecessary mechanical losses.
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Figure 6.7 – Electrometer: device and measurement setup (A) Shows two adjacent devices with wires bonded to
one. In (B) a close up of the coupling region is seen, including a false colored SEM showing the nanobeam locally
widened where it couples to the microdisk. (C) The sample is mounted to a carrier chip to which wires are soldered,
and embedded in a high vacuum chamber. Inset shows a close up of the device chip mounted to a carrier chip. (D)
A close up of the chip on the vacuum stage, with a tapered ﬁber suspended above (mounted to a glass fork).
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6.3 An optomechanical electrometer
Here we consider a novel extension to the near-ﬁeld device architecture that has been devel-
oped and experimentally utilized in this thesis, for the purpose of sensing an external force. As
detailed in chapters 2, 4 and 5, this system exhibits unusually low imprecision. In fact, it seems
to be in a class of its own at room-temperature, achieving an imprecision more than three
orders of magnitude below that at the SQL (chapter 2). The high Q/m ratio of silicon nitride
nanobeams makes them well suited to external force sensing applications, as discussed in
section 1.1.1. Furthermore, monolithic integration along with the use of sacriﬁcial layers and
e-beam lithography makes this process well suited to building in further complexity. These
strengths combined suggest that this architecture may be well suited to developing a new class
of practical sensors. A new incarnation of the device that allows for electro-optic coupling, by
means of a circuit that electrically displaces the nanobeam, is described here.
1 ?m
80 nm 45 nm
150 nm
70 nm
Figure 6.8 – Electrometer: electrode conﬁguration A
false color SEM shows a close up of one of the electrode
pairs, with Si3N4 in red and platinum in yellow. The cross
section is illustrated below, following the dashed line in
the SEM
In this context, we seek to couple weak oscil-
lating charges to the nanobeam, which can
be optically read out via the microdisk res-
onator. Electrical coupling to the nanobeam
is accomplished by via the dielectrophoretic
force, which is the phenomenon that causes
a polarizable object to experience a force
when subjected to a non-uniform electric
ﬁeld. The electric ﬁeld polarizes the object
and exerts a force on the poles, along the ﬁeld
gradient. To accomplish this, electrodes are
placed on either side of the nanobeam and
are vertically offset as shown in ﬁgure 2. This
type of conﬁguration was originally demon-
strated in the absence of an optical cavity
[72]. Applying a DC electric ﬁeld induces a
dipole in the nanobeam, and when an os-
cillating electric ﬁeld is also applied across
the electrodes the nanobeam experiences a
corresponding oscillating force.
The process used to construct the optomechanical device (chapter 3) has been adapted to
place electrodes on either side of the nanobeam as described above. The resulting system is
shown in ﬁg. 6.7. A lift-off metalization process using platinum forms the electrodes. Platinum
is chosen due to its highly unreactive nature, making it compatible with acids, bases, and
oxygen plasma used during process steps following lift-off. The mechanical nanobeam that
sits between the electrodes is designed to be narrow in the region of the electrodes and is
widened in the region that overlaps with the evanescent ﬁeld of the microdisk. Since the
dielectrophoretic force is proportional to the electric ﬁeld in magnitude, it is advantageous
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to make the beam narrow where it is coupled to the electrodes (see ﬁg. 6.8) in order to allow
for reduction of the gap between electrodes. Conversely, widening the beam in the region of
the microdisk serves to enhance the coupling to the whispering gallery mode (this design is
similar to that shown in appendix E.2.1). The electrodes are separated into two sections such
that they do not interfere with the optical ﬁeld (which would naturally lead to high losses).
The electrodes themselves sit on suspended silicon nitride beams that are designed to be very
narrow at the center (∼50 nm), where they overlap with the microdisk, to avoid introducing
extraneous mechanical noise to the optical readout.
Figure 6.9 – Electrometer: use as a tunable optical cav-
ity Demonstration of the potential to use this device as a
high-speed tunable optical ﬁlter or switch. The voltage
value indicates a DC voltage applied to the electrodes
Applying a DC electric ﬁeld results in a ver-
tical displacement of the nanobeam, which
in turn leads to a shift in the optical mode
frequency. This effect is demonstrated in
ﬁg. 6.9, and can be used to construct an opti-
cal switch or a high-speed tunable optical ﬁl-
ter. Note that although the applied voltage is
rather high, at 15 V, the energy required to in-
duce this shift is justU ∼ 0.5(0.8fF)(15V)2 =
90fJ (here the FEM simulated capacitance
value of 0.8 fF is used). Note that the very
small capacitance value implies that such an
optical switch could be operated at very high
frequencies, given by the cutoff frequency
fc = 1/(2πRC )∼ 200THz ·Ohms/R
While a DC ﬁeld causes a dielectrophoretic force that displaces the beam, the derivative
of this force results in an electrically induced spring constant, which leads to a shift in the
nanobeams eigenmode frequencies. In the case of the geometry shown here the result is
spring stiffening for the out-of-plane mode and spring softening for the in-plane mode.
A B
Figure 6.10 – Electronically mediated intermodal coupling
In (A) the fundamental in-plane and out-of-plane nanobeam
modes are tuned through the avoided crossing and (B) hy-
bridization is observed via their modiﬁed coupling rates
Since the fundamental in-plane mode is
initially at higher frequency the result of
applying a DC ﬁeld is to tune the modes
toward an avoid crossing. This effect
can be seen in ﬁg. 6.10(A). At the avoided
crossing the initially orthogonal modes
become hybridized and their optome-
chanical coupling rates become equal
(ﬁg. 6.10(B)).
Beyond static tuning of the intermodal
mechanical and optomechanical cou-
pling rates, it follows that dynamic ﬁelds
applied across the electrodes may be
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used to imprint a signal onto the nanobeam’s motion - on or off resonance. In this sce-
nario the nanobeam mediates electro-optic transduction. This presents a compelling practical
application to read out very small electrical signals, as the optomechanical system in question
has extraordinary sensitivity to mechanical motion. In fact the ability to resolve broadband
thermomechanical noise from a 4.3 MHz, 10 pg nanobeam with a Q over 300 000 has been
demonstrated at room-temperature (see section 2.2.2). Assuming the ability to resolve off-
resonant thermomechanical noise we estimate the minimum resolvable spectral density for
a ﬂuctuating charge applied to the device’s electrodes at various RF frequencies, as shown
in ﬁg. 6.11. Here the resolvable charge ﬂuctuation is dependent on the applied DC ﬁeld,
which deﬁnes the strength of the induced dipole. Impressively, the extrapolated resolution
of 3.2× 10−4e/Hz is less than an order of magnitude away from the state-of-the-art of
5.3×10−5e/Hz achieved using cryogenic RF-single electron transistors [182]. Importantly,
in our case this sensitivity can be achieved at room temperature.
Figure 6.11 – Electrometer: sensitivity to RF charge ﬂuc-
tuations over a range of RF frequencies, as a function of
DC bias voltage
In this initial work, we have demonstrated
the ability to dynamically tune the mechan-
ical intermodal coupling, as well the mode
frequencies electronically, as demonstrated
in ﬁg. 6.10(A). Moreover, the optomechan-
ical coupling can be dynamically adjusted
electronically (ﬁg. 6.10(B)). However, what is
truly compelling about this system is the abil-
ity to leverage exquisite displacement sensi-
tivity in order to read out tiny RF charge ﬂuc-
tuations at room temperature (ﬁg. 6.11). The
device in its current form already approaches
state-of-the-art sensitivities, which can in
principle be improved by orders of magni-
tude with a parallel plate coupling scheme.
This would involve placing one electrode on
the central beam and another electrode over
top, bridging the two side beams. This direc-
tion presents a pathway towards achieving an electrometer that has unprecedented sensitivity
and can be operated across a very broad temperature range.
It should also be mentioned that this conﬁguration allows for a very simple implementation of
measurement based feedback, analogous to that carried out in chapter 5. However, in this case
the photodetector signal is used to actuate the beam via the electrodes. This is interesting as it
avoids the need for light modulators and is thus more amenable to on-chip implementation.
Moreover, the feedback phase can be easily ﬂipped simply by changing the sign of the DC
bias. This type of feedback was brieﬂy carried out and seen to work as expected, although no
comprehensive efforts were made to explore its limits.
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6.4 Final words
The results presented in the previous sections suggest that there is good reason to be hopeful
about the future of the device architecture explored in this thesis. The ability to reduce
mechanical dissipation by orders of magnitude is a demonstrable reality. The open question
for future exploration is how to leverage this insight when faced with the problem of stiction.
When considering the 4mm long beams discussed in this chapter and the∼30 nmgaps utilized
in current versions of our system it is clearly a formidable challenge. However, as discussed in
section 6.2.1 there are other possible routes towards realizing back-action dominated systems
at room-temperature. Moreover, these routes are likely complimentary. Coupling more
efﬁciently to the cavity may allow one to increase the coupling gap, in turn making it possible
to utilize larger and more compliant mechanical devices. Realizing an optomechanical system
dominated by quantum noise at room-temperature is a noble goal, and it will certainly open
a new vista on experimental possibilities. Moreover, there seems to be great promise in
utilizing these devices as practical sensors. For those willing to take up and solve the inevitable
challenges ahead, there is much to be excited about.
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A Sample designs
This appendix describes the typical sample chip layout for the devices described in chapter 2
(with the fabrication process described in chapter 3), the speciﬁc details of samples used for
major manuscripts, and a set of data characterizing how relevant optomechanical parameters
depend on varying beam width, beam position, and optical mode. Figure A.1 shows a CAD
rendering of a typical chip layout, with numbering and ’Wild card samples’ labels added.
An inset photo taken with a macro lens shows three adjacent samples, with 500 μm spacing
between them. As can be seen in the image, the samples are elevated with respect to the chip
substrate in order to allow coupling with a tapered ﬁber.
A typical sample chip has dimensions of approximately 5 by 13 mm with 21 total samples,
as shown in ﬁg. A.1. The bottom of the chip contains a unique chip indicator (in this case
’A’) and the top of the chip indicates the wafer from which the chip originates. The ﬁrst two
samples, labeled as ’Wild card samples’, were generally used to test new designs that were
likely to have problems (e.g. the design shown in ﬁg. 6.5). Samples 1 to 9 were used to perform
a parametric sweep of some type, which was usually the lateral position of the nanobeam with
respect to the disk. Sample 10 was always dedicated to a bare disk, with no mechanics, such
that a reference optical Q measurement could be made. Samples 11-19 were then used to
perform a second parametric sweep. Typically such a chip would contain two beam designs:
one used for samples 1 to 9 and another used for samples 11-19.
A.1 Sample chips used for major publications
This section provides details for the sample chips used in the major publications that resulted
from this thesis work. The samples used for characterization in chapter 2 and published in
[153] are not explicitly mentioned here, as a large number were used and later re-purposed for
thermal annealing tests.
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Figure A.1 – Typical monolithic sample chip layout with a CAD rendering of the chip shown on the left and a
close up photograph of the samples on the right. The numbering and label "Wild card samples" have been added
to the CAD rendering for illustrative purposes.
A.1.1 Measurement-based control of a mechanical oscillator at its thermal deco-
herence rate
This sample was one of the ﬁrst working samples produced, and was used for the experimental
work described in chapter 5. This work was published in Nature in August 2015 under the
title Measurement-based control of a mechanical oscillator at its thermal decoherence rate.
The sample originates from wafer 13.09.17 (early wafers used date labels) and chip 01 10
(early chips used binary labels). The chip CAD rendering is shown in ﬁg. A.2(A), with the
sample used circled in blue. The microdisk was produced by photolithography, has a 30o
wedge angle, is 600 nm thick and has a radius of 14.9 μm. The sample exhibits an intrinsic
linewidth of κ0 ≈ 2π ·0.44 GHz. The nanobeam is 70 nm thick, 400 nm wide, and 65 μm long.
Its fundamental out-of-plane resonance is at 4.3 MHz, with a mechanical damping rate of
Γm ≈ 2π ·5.7 Hz at 4K (mechanical Q is very poor at room-temperature for this sample). It
is suspended approximately 50 nm above the microdisk, with a frequency pulling factor of
G ≈ 2π ·0.70 GHz/nm and optomechanical coupling rate of g0 ≈ 2π ·20 KHz.
A.1.2 Appearance and disappearance of quantum correlations in measurement-
based feedback control of a mechanical oscillator
The experiments involving this sample were published in PRX in January of 2017, with the
title Appearance and disappearance of quantum correlations in measurement-based feedback
control of a mechanical oscillator. The wafer used to produce these samples is A1 and the
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A B C
Figure A.2 – Chips used in major manuscripts with the speciﬁc samples used circled in blue. (A) is the chip used
for the experiments in chapter 5, published in Nature as Measurement-based control of a mechanical oscillator at
its thermal decoherence rate. (B) was used for the experiments published in PRX as Appearance and disappearance
of quantum correlations in measurement-based feedback control of a mechanical oscillator. (C) was used for the
experiments published in PRX with the title Quantum correlations of light from a room-temperature mechanical
oscillator, also detailed in chapter 4.
chip used for experiments is A down (here ’down’ indicates that the letter is rotated to be
upside down). The chip and sample of interest are shown in ﬁg. A.2(B). The microdisk was
produced by photolithography, has a 30o wedge angle, is 620 nm thick and 13.6 μm in radius.
The intrinsic optical linewidth is κ0 ≈ 2π · 0.25 GHz. The nanobeam is 80 nm thick, 400
nm wide, and 60 μm long. Its fundamental out-of-plane resonance is at 4.3 MHz, with a
mechanical damping rate of Γm ≈ 2π ·7 Hz at 4K (approximately 15 Hz at room-temperature).
The separation gap between the nanobeam and microdisk is∼ 55 nm and the optomechanical
coupling rate is g0 ≈ 2π ·23 KHz.
A.1.3 Quantum correlations of light from a room-temperature mechanical oscil-
lator
This sample was used for observation of quantum back-action-induced correlations of light at
room-temperature, as described in chapter 4. The work was published in PRX in September
of 2017 with the title Quantum correlations of light from a room-temperature mechanical
oscillator. The chip of interest, with label B1 1,3 (’B1’ indicates the design and ’1,3’ the location
on the wafer) was produced from wafer AE L2. These samples, as opposed to the others
above, were produced with e-beam microdisks and spacing between samples of 250 μm rather
than 500 μm. This higher sample density is clearly visible in the CAD rendering of the chip
(ﬁg. A.2(C) ). This type of chip has a total of 41 samples, with the speciﬁc sample of interest
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Figure A.3 – 400 nm wide beam: fundamental TM optomechanical coupling and optical dissipation for varying
lateral positions of the nanobeam. In (A) the single photon optomechanical coupling and cooperativity for the ﬁrst
out of plane mechanical mode is shown with respect to lateral positioning around the point of maximum coupling.
(B) shows the exponential rise in optical dissipation as the beam is moved towards the center of the microdisk.
in this case being number 34. The e-beam microdisk has a 10o wedge angle, is 350 nm thick
and has a radius of 20 μm. The microdisk has an intrinsic optical linewidth of κ0 ≈ 2π ·2.2
GHz. This surprisingly large linewidth is speculated to arise from increased waveguiding in
the nanobeam as a result of the lower optical mode effective index and better matching to the
optical modes of the nanobeam. The nanobeam is 80 nm thick, 200 nm wide with a 400 nm
wide center defect (see ﬁg. E.1), and 70 μm long. The fundamental out-of-plane mode sits at
3.4 MHz and has a damping rate of Γm ≈ 2π ·7 Hz at room-temperature. The separation gap
between the nanobeam and microdisk is ∼ 55 nm, with an optomechanical coupling rate of
g0 ≈ 2π ·60 KHz.
A.2 Dependenceof optomechanical parameters onbeamwidth, beam
position and optical mode selection
This section provides a more extensive set of characterization data to supplement the data
in chapter 2. All samples in this section were produced from a single wafer and so they share
many parameters. All samples have SiO2 microdisks that are 630 ±10 nm thick, 30 ±0.2 μm in
diameter and have a 30o sidewall angle. The microdisks are produced by photolithography, as
described in chapter 3. The LPCVD Si3N4 used to form the nanobeams is 60 ±2 nm thick, with
a pre-stress of ∼1 GPa. All nanobeams are 60 ±0.01 μm long and have vertical gap from the
microdisk of 25 ±5 nm.
The data in ﬁg. A.3 shows the optomechanical coupling rate, cooperativity, optical loss rate and
Γ factor (optical loss rate over mode splitting) for varying lateral positions of the nanobeam.
Here data is only shown for the fundamental TM mode. All samples have beams that are 400
nm wide. The 0 offset position in ﬁg. A.3 indicates the position where simulation predicts
the highest coupling rate. This corresponds to the nanobeam center being positioned above
the upper edge of the microdisk sidewall. This results in an overlap with the optical mode,
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Figure A.4 – 400 nm wide beam: fundamental TE optomechanical coupling and optical dissipation for varying
lateral positions of the nanobeam. In (A) the single photon optomechanical coupling and cooperativity for the ﬁrst
out of plane mechanical mode is shown with respect to lateral positioning around the point of maximum coupling.
(B) shows the exponential rise in optical dissipation as the beam is moved towards the center of the microdisk.
of about 10 μm (see section 2.2.6), which drops rapidly as the beam is moved further from
the center of the disk (negative offset values). As discussed in the thesis body, when the beam
is moved towards the center of the microdisk from the outmost positon (-600 nm), g0 rises
rapidly but so too does the optical loss rate. The combination of these two effects results in an
optimal cooperativity that occurs for g0 that is below the maximum value (here for offset of
-300 nm).
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Figure A.5 – 200 nm wide beam: optomechanical coupling for higher order optical modes The optomechanical
coupling rates for higher order TM and TE polarization modes are shown over one free spectral range. Color coding
is used to identify different mode families.
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The same general behavior is seem for the fundamental TE mode in ﬁg. A.4. However, in this
case cooperativity remains nearly constant for offsets between -450 nm and 0 nm, with the
change in g20 being compensated by a commensurate change in κintrinsic. Interestingly, for
both polarization modes a maximum cooperativity of unity is reached. Even more curious,
simulation predicts that g0 for the TE mode should be a factor of two smaller than what was
measured in experiment. The simulation predictions were accurate for samples with larger
coupling gaps, but for the small gaps (∼25 nm) of these samples the perturbative simulation
approach described in chapter 2 may not be sufﬁcient. For example, if the electric ﬁeld in the
air gap between the nanobeam and microdisk is enhanced this would not be captured by the
model. This could be explored with a 3D ﬁnite-difference time-domain model.
Figure A.5 shows the measured the coupling rates to higher order TE and TM polarization
modes, for a 200 nm wide nanobeam offset by -450 nm from the ideal coupling point. The
result in ﬁg. A.5, shows coupling to the fundamental out-of-plane mechanical over one free
spectral range for the observed optical mode families, for both TM and TE polarizations. Note
that the mode indices are not known experimentally, and color coding in the plot is used to
differentiate different mode families, which are separated by ∼4.5 nm.
In experiment the ratio of optomechanical coupling between the in plane and out of plane
modes often becomes important. For example, in the case of feedback cooling contamination
of the noise ﬂoor by the in plane mode can limit the degree to which the out of plane mode can
be cooled. Ideally, in this scenario the in plane mode would have far lower coupling strength
than the out of plane mode. In this context ﬁg. A.6 shows this coupling ratio for and illustrates
the intuitive result that when coupling is maximized for the out of plane mode coupling to the
in plane mode is minimized. The sharp feature in the scatter plot of g0,OP/ g0,IP near the zero
offset (for both TM (A) and TE (B) modes) suggests that ﬁnely stepping the beam offset near
zero would allow one to produce a sample with almost no in plane coupling.
The data presented in ﬁg. A.3 and ﬁg. A.4 was also taken for samples with beam widths of 200,
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Figure A.6 – 400 nm wide beam: optomechanical coupling to in plane and out of plane mechanical modes The
ratio of optomechanical coupling rates is shown for excitation of the fundamental TM (A) and TE (B) polarization
modes.
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600, and 800 nm. The equivalent data for these samples is given in ﬁg. A.7, ﬁg. A.8 and ﬁg. A.9,
respectively.
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Figure A.7 – 200 nm wide beam: fundamental TM and TE optomechanical coupling and optical dissipation for
varying lateral positions of the nanobeam. In (A) the single photon optomechanical coupling and cooperativity for
the ﬁrst out of plane mechanical mode is shown with respect to lateral positioning around the point of maximum
coupling. (B) shows the dependence of optical dissipation with the lateral position of the beam
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Figure A.8 – 600 nm wide beam: fundamental TM and TE optomechanical coupling and optical dissipation for
varying lateral positions of the nanobeam. In (A) the single photon optomechanical coupling and cooperativity for
the ﬁrst out of plane mechanical mode is shown with respect to lateral positioning around the point of maximum
coupling. (B) shows the dependence of optical dissipation with the lateral position of the beam
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Figure A.9 – 800 nm wide beam: fundamental TM and TE optomechanical coupling and optical dissipation for
varying lateral positions of the nanobeam. In (A) the single photon optomechanical coupling and cooperativity for
the ﬁrst out of plane mechanical mode is shown with respect to lateral positioning around the point of maximum
coupling. (B) shows the dependence of optical dissipation with the lateral position of the beam
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dum
The following section details the calibration process used to determine the microdisk radius
and nanobeam clamping pad separation, which is crucial for the e-beam writing step (and
correct placement of the nanobeams). Next a process developed in an effort to mitigate
heating effects, by avoiding optical absorption at the nanobeam clamping points, is described.
The remaining sections deal with various caveats that have been encountered during the
fabrication process. The earliest one was a fundamental problem with the initial design, which
assumed the nanobeams could be clamped on polysilicon. It turned out that polysilicon
was signiﬁcantly undercut during the release stage of the process, which severely impacted
their performance. For this reason, the method described in section 3.3.1 was developed.
Appendix B.4 describes the problem that arises during KOH etching if the clamping pads are
made too small or the etch is carried out for too long of a period (namely undercutting of the
nanobeam supports). Appendix B.5 details early problems encountered when attempting to
carry out the microdisk thinning step described in section 3.3.1. Finally, efforts made to anneal
the Si3N4 ﬁlm, in order to realize lower absorption and potentially high Q, are described in
appendix B.6.
B.1 Calibration of e-beam alignment to microdisk and clamping
pads
Figure B.1(A) showing a calibration mask pattern written in HSQ prior to the mask used for
pattering Si3N4, described in section 3.3.5. During etching of the SiO2 layer that deﬁnes
the microdisk as well as the clamping pads for the nanobeam, it is necessary to over-etch
signiﬁcantly in order to achieve a linear wedged sidewall (as described in section 3.3.1), which
is fundamental to achieving high Q performance. Typically the etch time was set to 25 minutes,
leading to a 3.5 μm biasing of the pattern. However, the precise bias varied between 3.3-3.7 μm
which likely depended on the chemical conditions of BHF bath (which is a communal bath)
as well as the adhesion conditions of the photoresist, which can vary based on temperature
ﬂuctuations and wafer surface conditions. The end result is that the exact dimensions of the
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Figure B.1 – E-beam alignment calibration process for monolithic system: (A) Optical microscope image of
alignment and size calibration pattern (brown/green) written in HSQ over top of microdisk and nanobeam
clamping pads. (B) Image in (A) is transformed by Sobel edge detection method. (C) Grayscale map of blue cut line
shown in (B), allowing for precise calibration of nanobeam clamping pad separation and microdisk diameter.
microdisk, as well as the spacing between the nanobeam clamping pads could not be assumed
with the requisite precision required to achieve an alignment uncertainty to the nanobeam of
<100 nm, as desired.
One simple solution to the problem of uncertainty in the feature dimensions is to measure
them with a microscope in the CMi (with some microscopes being equipped with a software
package that allows measurement). Since the dimensional variation across a wafer is very
small, it is only necessary to measure a representative set of features. However, this method
relies on the microscope itself being well calibrated and even in the best case is limited to an
uncertainty of ±200 nm.
In order to avoid uncertainty in the microscope calibration and in an attempt to improve the
resolution with which the SiO2 feature dimensions could be determined, a self-calibrated
process was used. The mask pattern shown in ﬁg. B.1(A) was aligned to the markers described
in section 3.3.4 and written in HSQ by e-beam, using a 5 nm grid. Thus the pattern features
could be used for length calibration in analysis (for example the spacing between the small
rectangular boxes in ﬁg. B.1(A) are spaced by exactly 60 μm. The contrast generated by
interference pattern between the edges of the SiO2 features and HSQ was exploited by an edge
detection method known as sobel edge detection, which approximates the intensity gradient
at each point on the image. This process was carried out in ImageJ (an open source image
processing software), with the resulting image shown in ﬁg. B.1(B). As can be seen in the
cut through line of ﬁg. B.1(C), the edges of the SiO2 are precisely delineated by a spike in
the intensity gradient. Using this method it was possible to achieve an alignment precision
between the SiO2 and Si3N4 layers <100 nm.
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Figure B.2 – Creating a channel beneath the clamping pad: (A) shows a nanobeam clamped to a SiO2 pad that
has a channel etched out beneath it, along the beam’s axis. (B) Shows vias etched into the Si3N4 and SiO2 layers,
prior to Si3N4 etching. These vias allowed XeF2 gas (no plasma) to access the silicon underneath, etching isotropic
cavities, as seen in (C). The purple and light blue in (C) indicate the presence of a cavity underneath.
B.2 Creating a suspended channel under the clamping pads
As was mentioned in chapters 5 and 6, we have long suspected that light being guided away
from the cavity by the nanobeam is producing the heating effects we observe. Light may be ab-
sorbed in the beam causing direct heating, and/or it may cause heating at the clamping points
upon absorption by the silicon substrate. Efforts toward improving the Si3N4 stoichiometry, as
detailed in appendix B.6, sought to address the former mechanism. To address the latter issue
we sought to suspend the SiO2 clamping pad on one side of the cavity, as seen in ﬁg. B.2(A).
The concept of this was that light could continue to propagate before being absorbed, such
that the heat source was far from the nanobeam clamping point.
In order to create this channel the KOH used in the ﬁnal undercut step needed access to the
<100> plane. This was accomplished in a two-step process that consisted of patterning 1 μm
diameter holes into the Si3N4 and SiO2 layers by dry etching, and with the resist still in place
to protect the Si3N4, XeF2 gas was diffused through the holes in order to attack the silicon
underneath. The result of this process is shown in ﬁg. B.2(C). The holes were staggered in
order to avoid creating a line where the ﬁlm could easily fracture. We note that in (A), after
KOH etching, the SiO2 pad is still robustly clamped on either side of the channel. However,
an apparent birefringent effect is seen in the colors at the edge of the channel, suggesting a
stress gradient. Although the modiﬁcation did not lead to an apparent reduction in heating,
the process was used to make the structure in ﬁg. 6.5(A).
B.3 Initial design with polysilicon spacer layer
A key requirement during the planarization process described in section 3.3.2 is that at the end
of the process the pads where the nanobeam will be clamped must be cleared of polysilicon.
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polysilicon boundary
Figure B.3 – Undercut of polysilicon in initial monolithic system design: SEM shows completed sample, fol-
lowing KOH undercut and drying. As indicated the SEM the polysilicon spacer layer has been undercut by
approximately 10 μm, and the Si3N4 has collapsed onto the SiO2, completely removing the gap between microdisk
and nanobeam.
This, in turn, means that the microdisk must be initially thinned with respect to the pads such
that the necessary offset can be achieved. When the process was initially run preferential
thinning of the microdisk was not used and instead a thin layer of polysilicon (∼50-100 nm)
was left above the pads at the end of the CMP process. This thin layer was intended to deﬁne
the gap.
It was anticipated that the polysilicon would be partially undercut at the clamping points,
but it was expected that this would be acceptably small and not lead to increased dissipation.
However, as can be seen in ﬁg. B.3 the polysilicon was undercut by ∼10 μm and after drying
(with CPD) the Si3N4 has collapsed onto the SiO2. The collapse of the Si3N4 is particularly
problematic as it completely removed the gap between microdisk and nanobeam.
In order to solve this problem the strategy of creating an offset in the SiO2 layer was developed,
avoiding undercut of the Si3N4 during the release step. In the new process polysilicon is
technically not a spacer layer, but a sacriﬁcial layer. The space between the structures is deﬁned
primarily by the microdisk thinning step and secondarily by the (unavoidable) polishing of
the clamping pads, as described in section 3.3.2.
122
B.4. Excessive undercutting of nanobeam clamping pads
A B
Free standing 
silicon dioxideCrystaline silicon
Figure B.4 – Undercutting of nanobeam clamping pads during KOH release: shown in (A) and (B), where the
silicon substrate (pink) has started to recede behind the nanobeam clamping point, creating a free-standing edge
of the SiO2 clamping pad.
B.4 Excessive undercutting of nanobeam clamping pads
During the structural release step described in section 3.3.6 the sacriﬁcial polysilicon spacer
layer is removed, freeing the nanobeam. In addition, during this process the crystalline silicon
beneath the microdisk must be also be partially etched away to avoid interference with the
optical mode that would lead to excessive loss. Practically, it was determine that an undercut
>5μm avoided introducing additional losses from the silicon pillar. However, a balance needed
to be achieved between sufﬁcient undercutting of the microdisk and excessive undercutting of
the supporting SiO2 nanobeam clamping pads. The pads were aligned with the <111> crystal
plane to protect the underlying silicon from direct attack, but the KOH could still attack from
the edges of the pad. After a sufﬁcient etch time the silicon would begin to recede behind the
point where the nanobeam is clamped, as can be seen in ﬁg. B.4(B). It is critical to avoid this
effect, as the SiO2 is under compressive stress (see section 3.1.2) and with sufﬁcient undercut
this stress will be released in the overhanging region, leading to loss of tensile stress in the
nanobeam. A 45 minute etch in 40% KOH at 45 ◦ achieved the desired balance between these
processes, with a 5-6 μm undercut of the microdisk while keeping the silicon intact under the
nanobeam clamping region, as can be seen in ﬁg. 2.9, for example.
B.5 BHF leakage under resist undercut during microdisk thinning
In section 3.3.1 the process used to offset the microdisk with respect to the surrounding pads
by preferentially etching the microdisk in BHF is described. This involves exposing resist using
a mask that creates an opening around the microdisk and covers the rest of the structures on
the wafer. The wafer is then immersed in BHF for then than 1 minute, with the exact time
being calibrated to thin the disk by ∼50 nm. Initial attempts to run this process used 5 μm
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Figure B.5 – Leakage of BHF during microdisk thinning: Initial attempts to thin the microdisk preferentially, as
described in section 3.3.1, using MicroChemicals AZ 9260 resist. The halo effect seen in the microscope, taken
after removal of the resist, shows that the BHF leaked underneath the resist mask during etching and attacked the
surrounding pads (used for clamping the nanobeam).
thick MicroChemicals AZ 9260 resist. This resist was originally chosen as it allows for spinning
thicker layers than AZ 1512 HS, which is limited to 2 μm thicknesses. The thicker layer was
expected to result in better conformality to the SiO2 topography, and avoid leakage of BHF
underneath the mask. In fact, as can be seen in ﬁg. B.5, a conformal layer was not achieved
with AZ 9260 and BHF leaked under the mask during the thinning process. This mean that the
nanobeam clamping pads were thinned at the edges, as can be seen from the halo effect, and
the offset was effectively lost.
In the end it was necessary to a 2μmlayer of AZ 1512, following application ofHMDSadhesions
promoter (as described in section 3.3.1). A reﬂow step was carried out in an oven at 140 ◦C,
for 30 minutes in order to improve conformality to the structures. This method allowed for
preferential thinning of the disk with no undercut of the resist mask.
B.6 Thermal annealing
Mechanical heating effects, such as those observed in the work of chapter 5 were suspected
to arise from excessive absorption in the Si3N4 due to residual hydrogen content. Despite
the near ideal stoichiometry of the LPCVD Si3N4 (section 3.1.2 we hoped that some further
improvement could be made by annealing at temperatures above the deposition temperature
(ideally >1000 ◦C). Annealing was attempted both during the processing, following Si3N4
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indentations in 
microdisk
Figure B.6 – Attempt to anneal silicon nitride during processing in tube furnace at 1050 ◦C: for 24 hours with
N2 gas ﬂow. After removal of the Si3N4 and polysilicon layers indentations could be observed in the microdisk
surface, under SEM. This are attributed to the polysilicon grains, under compressive stress, pushing into the soften
SiO2 during the process.
deposition, and after completed fabrication can of the sample. Unfortunately, in both cases
these attempts failed and the reasons are discussed below.
Annealing after silicon nitride deposition
A ﬁrst attempt at annealing was made following deposition of Si3N4, placing the wafer in a
LPCVD tube furnace at 1050 ◦C, with N2 gas ﬂow, for 24 hours. After annealing, the Si3N4
and polysilicon layers were removed and the microdisks were inspected under SEM, with
the results shown in ﬁg. B.6. It can be observed that large indentations were formed in the
microdisk surface as a result of this process. We attribute this to a softening of the SiO2
combined with the compressive stress and granular nature of the polysilicon (section 3.1.2).
Likely the compressed columnar grains of the polysilicon pressed into and deformed the
SiO2 during the anneal. This stress induced damage raises the question of where it could be
possible to ﬁrst release the compressive tension in the polysilicon by initially annealing at 600
◦C as described in section 3.1.2 (before Si3N4 deposition) and then anneal the Si3N4 at 1050
◦C. This method has not been attempted and could be an interesting avenue for exploration.
Annealing of samples at the end of the fabrication process
As annealing during the fabrication process was not successful, attempts were made to anneal
the structures at the end of fabrication. Figure B.7 shows the result of such an attempt, using a
specialized annealing tube furnace at 1200 ◦C, with N2 gas ﬂow, for 24 hours. As should be
125
Appendix B. Monolithic device fabrication addendum
Nanobeam
Figure B.7 – Attempt to anneal completed samples in a tube furnace at 1200 ◦C: for 24 hours with N2 gas ﬂow.
As can be observed the suspended rim of the microdisk curled upwards and formed a torus shape, at the same
time enveloping the nanobeam. The result was not successful.
clear the result was not successful. It can be seen that the suspended edge of the microdisk
curled into a torus shape, and moreover enveloped the nanobeam in SiO2. This result can be
thought of as analogous to the method used to form microtoroidal resonators described in
[57], where a microdisk is rapidly heated by exposure to a high intensity CO2 laser pulse.
Despite the result being unsuccessful, it perhaps raises the question of whether such a method
could be used to produce an alternate version of the system described in this thesis that
integrates a microtoroid. Since slow formation in a furnace should be rather well controlled as
compared to heating with a laser pulse, it may be possible to achieve this result if the right gap
distance between the microdisk and nanobeam is used along with precise control over the
microdisk overhang. The advantage would be the ability to achieve optical Q factors more than
an order of magnitude higher for the same mode volume (∼ radius) as compared to microdisks.
However, it should be said that presumably such a system would be quite challenging to realize
in practice.
Other attempts were made to anneal completed samples at lower temperatures, using a
process known as rapid thermal annealing (RTA). This process uses high intensity IR lamps
to directly heat a wafer, or sample, with the temperature measured by a pyrometer and used
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to feedback control the lamp intensity. Here temperatures used ranged from 700-1000 ◦C.
Distortion of the geometry could not be directly observed and so the samples were iteratively
measured between annealing tests to conﬁrm that nanobeamhadnot become stuck to the disk.
In this case it was found that temperatures above 850 ◦C consistently lead to the nanobeam
becoming stuck. It should be kept in mind that the separation gaps in these samples are 20-50
nm and so even a small deformation of the microdisk would lead to collapse. It might seem
unlucky that the disk would always curl towards the disk rather than away, but this effect is
likely a result of the wedged microdisk sidewall, which would favor an upward curling in a
compressively stressed ﬁlm.
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C E-beam microdisks fabrication
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Figure C.1 – Comparison between microdisks made by pho-
tolithography and e-beam lithography: Intrinsic (under-
coupled) Q-factors for a set of microdisks with oxide thick-
ness of 700 nm and varying radii. TM and TE modes are not
distinguished. The set shown in red is produced by e-beam
lithography and in blue by photolithography. Dashed grey lines
indicate corresponding resonance linewidths, κ= 2πc/(λQo ),
at λ= 780 nm (the measurement wavelength).
Fabrication of e-beam microdisks fol-
lows closely the process used for mak-
ing microdisks by photolithography as
detailed in section 3.3.1. Microdisks fab-
ricated by this method are a compelling
replacement for the monolithic fabri-
cation process, as they exhibit approx-
imately an order of magnitude higher
Q for the same radius and thickness, as
compared to the photolithography pro-
duced variants used throughout much
of this thesis work. As optomechanical
cooperativity scales inversely with the
optical dissipation rate, if it is possible
to integrate these disks without signif-
icantly losing in the frequency pulling
factor than these would be a compelling
replacement. Moreover, they may fa-
cilitate making an integrated sideband-
resolved device (with mechanical frequency being higher than the optical dissipation rate).
This cannot be practically achieved currently, as the bare linewidth of a 15 μm radius pho-
tolithography microdisk is ∼ 100 MHz. On the other hand, a 100 MHz mode in a nanobeam
with intrinsic stress of 900 MPa has a nodal spacing of ∼2 μm, whereas the optimal overlap
length for a 15 μm radius is ∼10 μm (see section 2.2.6). This means that a signiﬁcant trade off
in optomechanical coupling would be required (roughly a factor of 4, leading to a ∼16 times
lower cooperativity). Even more problematic is that at these high frequencies stress-induced
dissipation dilution has a negligible effect (section 2.1.1).
We recall the comparison between the two types of microdisks mentioned brieﬂy in chapter 2
129
Appendix C. E-beam microdisks fabrication
A
B
700 nm
400 nm
Figure C.2 – FEM simulation of fundamental TE mode loca-
tion with varying SiO2 thickness: FEM simulations show the
location of fundamental TE mode at λ = 780 nm for 700 nm
thick (A) and 400 nm thick (B) SiO2 microdisks with a radius
of 15 μm. The wedge angle is 10◦, corresponding to the side-
wall proﬁle of microdisks fabricated with this e-beam process.
Arrows indicate the upper edge of the wedge, where the mode
is ideally centered in the optomechanical system, in order to
realize maximum overlap with the nanobeam.
and shown in ﬁg. C.1, with e-beam mi-
crodisks illustrated in red and those pro-
duced by photolithography in blue. The
thickness in both cases is 700 nm. A
complication that arises when integrat-
ing the e-beam type microdisks is that,
as produced currently, they have a typ-
ical wedge angle of 10◦, as compared
with the photolithography type with an
angle of 30◦. As described in chapter 2,
in order to maintain a high overlap be-
tween the optical mode and nanobeam,
the center of the optical mode should
coincide with the same radial position
as the upper edge of the microdisk. The
steep wedge angle of photolithography
microdisks allows this condition to be
realized for a large range of thicknesses,
up to ∼1 μm. However, the shallow
angle of e-beam microdisks causes the
mode to sit far into the wedge region
for thickness above ∼400 nm, greatly re-
ducing the overlap with the nanobeam.
This effect is clearly seen in the FEM sim-
ulations of fundamental TE modes for
microdisks with a 15 μm radius and 10
◦ wedge angle. Thus in such systems the microdisk must be made very thin, as is the case
for the samples used in chapter 4, with a thickness of 350 nm. This results in a low effective
refractive index, which does not signiﬁcantly impact the Q when the microdisks are measured
on their own, but when a nanobeam is brought into the near-ﬁeld the Q drops precipitously.
We cannot say for sure the origin of this effect, but it’s a fair guess that it is a result of a closer
matching of the mode index to that of the nanobeam, leading to guiding of light out of the
resonator and into the nanobeam (it could also be attributed to increased scattering). Either of
these effects may be remedied by using extremely thin nanobeams, but so far this avenue has
not been explored, and for the time being integrated devices utilizing e-beam microdisks do
not exhibit the high Qs that one would expect. For example the device used in chapter 4 has a
radius of 15 μm and an under-coupled cavity decay rate of κ≈ 2π ·2.2 GHz. From ﬁg. C.1 we
can see that the microdisk on its own has a decay rate of κ≈ 2π ·30 MHz - almost two orders
of magnitude lower. Careful modeling of this effect will likely be necessary if this issue is to be
mitigated in future versions of the device.
130
A B
20 μm
Figure C.3 – E-beam microdisks process: with the three mask layers shown in (A). The ﬁrst mask, used to deﬁne
the microdisk, is the green ring which is written by e-beam in ZEP 520A resist. The next mask (optional), in blue, is
similarly deﬁned and used to etch labels (or other features as seen in ﬁg. C.5) into the microdisk. The ﬁnal mask
outline in black is used to elevate the microdisk with respect to the substrate, as shown in ﬁg. C.4. (B) is an optical
microscope image of the microdisk following BHF etching, with mask 1 still in place. The yellow ring corresponds
to the green pattern in (A). The colored rings inside this ring are interference fringes from the sloped sidewall of
the microdisk.
C.0.1 Fabrication process
First mask process
The fabrication process utilizes a negative tone polymeric resist made by Zeon Corporation,
known as ZEP 520A, which exhibits good stability to wet etches like BHF. The initial mask
layer is shown in green in ﬁg. C.3(A), for a single microdisk. In order to keep the e-beam
writing process efﬁcient a thin ring, 1.5 μm wide, is written. A dry oxidized FZ silicon wafer
(section 3.1) is used for the process and prior to coating the resist, the wafer is dehydrated
and primed with HMDS (section 3.3.1) in an oven at 125 ◦C. ZEP 520A 100% is spin coated at
1500 rpm for 3 minutes, resulting in a resist thickness of ∼600 nm. Following spin coating the
wafer is baked at 180 ◦C for 5 minutes, to remove residual solvents. The mask layer is exposed
to a dose of 245 μC/cm2 using a Vistec EBPG5000 e-beam system with 100 kV acceleration.
The mask is fractured on a 5 nm grid and the dose is delivered with 4x multipass in order to
reduce line edge roughness (each pass delivers 1/4 of the total dose). Following exposure the
resist is immersion developed in Amyl acetate for 70 seconds, and development is stopped by
immersion in 9:1 MiBK:IPA for 60 seconds. The wafer is then baked in an oven at atmospheric
pressure and 140 ◦C for 30 minutes, to reﬂow the resist and further reduce pattern roughness
(this step also serves to remove solvent residue in preparation for wet etching). Prior to
wet etching, a low power (200W) oxygen plasma for 20 seconds is used to remove any resist
residues in the cleared area. Immersion etching of the SiO2 is carried out in a bath of BHF
7:1 (NH4F : HF = 87.5 : 12.5 %) for 10 minutes. Note that this etch is much shorter than the
25 minute one used for photolithography microdisks as the lateral etch rate is nearly three
times faster (which is the cause of the more shallow wedge angle - see section 3.3.1 for more
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4 μm
Figure C.4 – Standalone disks written by e-beam: with false coloring (blue) to indicate the SiO2. The pillar deﬁned
by Bosch process in mask 3 can be seen on the left side. Note that following etching to undercut the microdisk the
pillar shrinks to be smaller in radius than the microdisk (it is initially larger). The label "3A" can be seen etched
into the center of the microdisk.
details). The resulting pattern at the end of wet etching is seen in the microscope image of
ﬁg. C.3(B). Here the yellow ring is the mask pattern, seen in green in ﬁg. C.3(A), the purple
region is where SiO2 has been completely cleared, and the ring patterns seen at the center
are interference fringes caused by sloping sidewall of the microdisk. Note that resist is still
in place in this image. Finally, the resist is removed by oxygen plasma ashing at high power
(600W) for 10 minutes.
Second mask process (optional)
At this point the process can be carried on to produce optomechanical device samples, as
detailed in appendix D, or the microdisks can be made into standalone devices. In the latter
case the process detailed above for patterning ZEP 520A can be repeated to place labels on the
microdisks, as shown in the blue mask layer in ﬁg. C.3(A). However, in this case the pattern
is transferred by ICP-RIE dry etching (section 3.2.2) and reﬂow is not required. The oxygen
plasma step is still used to remove resist residues following development. Dry etching is
carried out with an SPTS APS (manufacturer and model) ICP-RIE using C4F8 as the enchant
gas, with H2 used to enhance polymerization and increase anisotropy (section 3.2.2). Normally
the etch time is calibrated to achieve a etch depth of ∼50 nm, which is sufﬁcient to resolve
the markers (seen in ﬁg. C.4), although this can be adjusted as desired. As with the ﬁrst mask
resist is removed by oxygen plasma ashing at high power (600W) for 10 minutes.
Third mask process (Elevation and undercut of the microdisk)
In order to couple to the microdisk with an optical ﬁber it must be elevated with respect to
the substrate. Also, as mentioned at the beginning of this chapter, the microdisk must be
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sufﬁciently undercut in order to avoid optical losses to the supporting pillar. The step of
elevating the resonator is accomplished using the Bosch process detailed in section 3.2.3, and
the undercutting step is carried out by KOH wet etching, as described in section 3.3.6. The
Bosch process is used to etch down the substrate ∼50 μm with respect to the microdisk and
a resist layer at least a few microns thick is required. For this step 5 μm of MicroChemicals
AZ 9260 is spin coated at 6800 rpm, following a dehydration bake at 160 ◦C for 5 minutes. A
softbake follows the spin coating to remove residual solvent before photolithography is used
to expose the mask layer shown in black in ﬁg. C.3(A). This is just a circle with a radius that is
enlarged by 2 μm with respect to the ring used to deﬁne the microdisk in mask 1. Note that
SiO2 still surrounds the microdisk, as seen in ﬁg. C.3(B), and thus the circle used for Bosch
process should ﬁt within the region where SiO2 has been cleared. It should be large enough
that photolithography alignment imprecision (±2 μm) does not cause the disk to be exposed
and etched, but not too large such that SiO2 remains outside the disk and blocks it from being
coupled to at the end of the process. The mask is exposed using a Süss MA6 mask aligner,
with a 1000W i-line ﬁltered mercury-vapor lamp for 25 seconds, in hard contact. The resist
is then sprayed developed with MicroChemicals AZ 726 MIF for 70s. Exposure to low power
(200W) oxygen plasma for 20 seconds removes any photoresist residues in the cleared area.
Dry etching with the same chemistry and equipment used for mask 2 clears SiO2 from the
rest of the wafer (Bosch process does not effectively etch SiO2), with the etch time dependent
on the SiO2 thickness. Bosch process is used to etch down 50 μm of silicon, using an Alcatel
AMS 200 ICP-RIE (the name of speciﬁc recipe used in the CMi is soi_acc++++), and takes 15
minutes to etch this depth). Before removing the resist, the wafer is diced half way through
(∼260 μm for a typical 525 μm thick wafer) by alignment to markers indicating the edge of
the chips, which can be deﬁned in either mask 1 or 2. The dicing equipment is a DISCO
(manufacturer) DAD 321 silicon dicing saw. The resist is left in place to protect the microdisks
from silicon particles during the dicing. Following dicing the wafer is rinsed and resist is
removed by oxygen plasma ashing at high power (600W) for 15 minutes (note that the wafer is
still in one piece). Undercut of the disk proceeds by etching in aqueous 40% KOH at 45 ◦C, with
the time dependent on the radius of the disks (for 15 μm radii 45 minutes is sufﬁcient). After
etching, the wafer is immersed in 37% HCl to dissolve any potassium salts left behind from the
KOH. The chips can now be carefully broken from the wafer using tweezer, in a process akin
to dividing a Toblerone bar. It is recommended to perform one more step to clean the SiO2,
which can be done with the entire wafer or with individual chips: this wet etching in 5% HF for
30 seconds. This process removes removes ∼10 nm of SiO2, leaving an optically clean surface -
avoiding any additional losses that would be introduced by contaminants on the surface.
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Figure C.5 – Possibility to use e-beam microdisks for 2D optomechanics: a version of the structure in ﬁg. C.4 is
modiﬁed to include a 50 nm deep and 1 μm wide channel around its perimeter (SiO2 false colored to blue). The
image is modiﬁed to show the concept of applying a ﬂake of 2D material over this channel to create a suspended
mechanical structure, where its motion would be optically coupled to the microdisk mode.
An alternative use for the second mask
Note that although the second mask process described above was introduced in the context
of applying labels for identiﬁcation of different microdisks, it can be used to etch other types
of features into the surface. One interesting example is shown in ﬁg. C.5, where a shallow
channel, ∼50 nm deep and 1 μm wide, has been etched into the microdisk, in a ring shape
following its perimeter. The image has been modiﬁed to show the concept of depositing a
ﬂake of 2D material over the channel, which would be free to oscillate over the suspended
region. Such a device could in principle be used to make an optomechanical system using
2D materials. A somewhat similar concept has been demonstrated to form a mechanically
compliant capacitor plate made of graphene deposited over a shallow etched circle [183]. The
concept shown in ﬁg. C.5 has not been explored further but could be an interesting avenue to
consider in the future.
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D Fabrication process monolithic device
with e-beam microdisks
The following sections detail the fabrication process for the sample used in the experiment
described in chapter 4 [125], referred to as B1 1,2 #34. Here B1 refers to the wafer, 1,2 to the
speciﬁc chip, and #34 to the speciﬁc sample on the chip. This is a modiﬁed version of the
process described in chapter 3, which has been altered to include microdisks made using
e-beam rather than photolithography
As described in chapter 3, the process starts with a 525 μm thick, 100 mm diameter, ﬂoat zone
grown, intrinsic Si wafer (see chapter 3). A tube furnace is used to grow a 750 nm SiO2 layer
in a pure O2 environment (dry oxidized). For the samples used in the manuscript the SiO2
thickness was reduced to 450 nm, by buffered hydroﬂuoric acid etching, before the start of the
process.
Mask 1
Process tag: HAE M1 (hybrid all e-beam process, mask 1). Note that all e-beam refers to the
fact that both the microdisk and nanobeam patterns are deﬁned by e-beam. In fact, the other
masks utilized are transfered by photolithography
Process objective: Deﬁne alignment markers that are used for all subsequent e-beam masks.
Of speciﬁc note: these markers combined with calibration of the microdisk radius allow
for precise alignment (<50 nm) between the microdisk and nanobeam, which is critical for
maximizing coupling between the mechanical and optical modes.
GDS number: 1
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HAE M1 Run Card
Step Process step descrip-
tion
Equipment Operation Notes
1 HMDS adhesion pro-
moter priming
YES III priming oven HMDS vapor coating at
~10 mBar and 125 ◦C
Allow wafers to ther-
malize (~5 minutes) be-
fore engaging vacuum
2 Coat with high contrast
photoresist
EV Group EVG150 re-
sist processing system
(100mm)
Coat 2 μm MicroChem-
icals AZ 1512 HS (spin
at 1800 rpm)
Edge bead removal
used. Softbake at 110
◦C for 90s.
3 Expose mask 1 Süss MA6/BA6 mask
aligner
Hard contact exposure
for 3.5s
1000W Hg lamp, hard
contact for 10s before
exposure
4 Photoresist develop-
ment
EV Group EVG150 re-
sist processing system
(100mm)
Spray develop with AZ
726 MIF for 70s
Post bake at 112 ◦C for
90s
5 Oxygen plasma ashing
(descum)
PVA TePla plasma sys-
tem
Plasma treatment for
20s (~50 nm photore-
sist removed)
2.45 GHz, 200W, 200
sccm O2
6 Plasma etching of SiO2 SPTS APS inductively
coupled plasma etcher
Etch through 750 nm
SiO2 layer (SiO2 3:1
recipe, 3 mins)
He/H2/C4F8 chemistry
7 Plasma etching of Si Alcatel AMS 200 induc-
tively coupled plasma
etcher
Etch ~2.5 μm into Si (Si
Opto recipe, 3 mins)
SF6 chemistry
8 Oxygen plasma ashing
of photoresist
PVA TePla plasma sys-
tem
Plasma treatment for
10 mins
2.45 GHz, 600W, 400
sccm O2
9 Piranha etching of pho-
toresist residues
Temperature con-
trolled Ultrafab wet-
bench
Immerse wafer in solu-
tion for 10 minutes
30% H2O2 added to
H2SO4 (1:7) main-
tained at 100 ◦C
Mask 2
Process tag: HAE M2 (hybrid all e-beam process, mask 2)
Process objective: Deﬁne the SiO2 microdisks that will be integrated with nanobeams in the
ﬁnal samples, by e-beam lithography. Also deﬁned in this mask are the photolithography
alignment markers. Here positive photoresist is used and an opening is created whereby the
underlying SiO2 can be etched using buffered hydroﬂuoric acid.
GDS numbers: 2 and 3 (high resolution (5 nm grid) and low resolution (50 nm grid), respec-
tively). Note that a bulk and sleeve technique is used for e-beam writing to reduce write time:
features are divided into a 1 μm wide feature boundary (the sleeve) and the remaining inside
of the features (the bulk).
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HAE M2 Run Card
Step Process step descrip-
tion
Equipment Operation Notes
1 HMDS adhesion pro-
moter priming
YES III priming oven HMDS vapor coating at
~10 mBar and 125 ◦C
Allow wafers to ther-
malize (~5 minutes) be-
fore engaging vacuum
2 Coat with positive e-
beam photoresist
ATMsse OPTIspin SB20
manual spin coater
Coat 600 nm Zeon
Corporation ZEP520A
(spin at 1500 rpm)
Post bake at 180 ◦C for
5 mins
3 Expose mask 2 Vistec EBPG5000 e-
beam system @ 100
kV
Expose with 245
μC/cm2 dose, and 4x
multipass (to minimize
line edge roughness)
GenISys Beamer soft-
ware used for fractur-
ing and application of
proximity effect correc-
tion (η = 0.5)
4 Photoresist develop-
ment
Petri dishes Immersion develop
with Amyl acetate for
70s, and rinse in 9:1
MiBK:IPA for 60s
5 Photoresist reﬂow YES-PB curing oven Bake at 140 ◦C for 30
mins at atmospheric
pressure
Allow to cool at least
5 mins before proceed-
ing
6 Oxygen plasma ashing
(descum)
PVA TePla plasma sys-
tem
Plasma treatment for
20s (~50 nm photore-
sist removed)
2.45 GHz, 200W, 200
sccm O2
7 Buffered hydroﬂuoric
acid (BHF) wet etching
Plade Six Sigma wet
bench with recirculat-
ing bath
Immersion in BHF for
10 mins
40% NH4F and 49% HF
in 7:1 volume ratio
8 Oxygen plasma ashing
of photoresist
PVA TePla plasma sys-
tem
Plasma treatment for
10 mins
2.45 GHz, 600W, 400
sccm O2
9 Piranha etching of pho-
toresist residues
Temperature con-
trolled Ultrafab wet-
bench
Immerse wafer in solu-
tion for 10 minutes
30% H2O2 added to
H2SO4 (1:7) main-
tained at 100 ◦C
Mask 3
Process tag: HAE M3 (hybrid all e-beam process, mask 3)
Process objective: Deﬁne the sacriﬁcial SiO2 microdisks, which will not be integrated with
nanobeams in the ﬁnal samples, by photolithography. Here positive photoresist is used and
an opening is created whereby the underlying SiO2 can be etched using buffered hydroﬂuoric
acid. The purpose of creating these sacriﬁcial microdisks, which cover the entire wafer, is to
provide a uniform topography that is critical to achieving a uniform polishing rate during
chemical mechanical planarization. The process is nearly the same as mask 2, except that
photolithography is used instead of e-beam (since the microdisks will not be utilized). Here
HMDS priming is not done as the resist adheres much better than ZEP520A used in mask 2,
and we want to achieve a similar sidewall angle in both cases.
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GDS number: 4
HAE M3 Run Card
Step Process step descrip-
tion
Equipment Operation Notes
1 Coat with high contrast
photoresist
EV Group EVG150 re-
sist processing system
(100mm)
Coat 2 μm MicroChem-
icals AZ 1512 HS (spin
at 1800 rpm)
Edge bead removal
used. Softbake at 110
◦C for 90s.
2 Expose mask 3 Süss MA6/BA6 mask
aligner
Hard contact exposure
for 3.5s
1000W Hg lamp, hard
contact for 10s before
exposure
3 Photoresist develop-
ment
EV Group EVG150 re-
sist processing system
(100mm)
Spray develop with AZ
726 MIF for 70s
Post bake at 112 ◦C for
90s
4 Photoresist reﬂow YES-PB curing oven Bake at 140 ◦C for 30
mins at atmospheric
pressure
Allow to cool at least
5 mins before proceed-
ing
5 Oxygen plasma ashing
(descum)
PVA TePla plasma sys-
tem
Plasma treatment for
20s (~50 nm photore-
sist removed)
2.45 GHz, 200W, 200
sccm O2
6 Buffered hydroﬂuoric
acid (BHF) wet etching
Plade Six Sigma wet
bench with recirculat-
ing bath
Immersion in BHF for
10 mins
40% NH4F and 49% HF
in 7:1 volume ratio
7 Oxygen plasma ashing
of photoresist
PVA TePla plasma sys-
tem
Plasma treatment for
10 mins
2.45 GHz, 600W, 400
sccm O2
8 Piranha etching of pho-
toresist residues
Temperature con-
trolled Ultrafab wet-
bench
Immerse wafer in solu-
tion for 10 minutes
30% H2O2 added to
H2SO4 (1:7) main-
tained at 100 ◦C
Mask 4
Process tag: HAE M4 (hybrid all e-beam process, mask 4)
Process objective: Thin the SiO2 microdisks relative to the bulk SiO2 in order to deﬁne the
gap between the microdisks and nanobeams (note that nanobeams will be clamped to the
bulk SiO2 layer). Here an opening in positive photoresist is created around the microdisk such
that it can be selectively etched relative to the bulk SiO2 using buffered hydroﬂuoric acid.
GDS numbers: 5 (repeated for 6 and 7). This process can be repeated N times (here N=3), for
2N −1 different disk thicknesses. For example, here a disk can be thinned with a single mask
(ie. gds 5,6, or 7), by two masks (ie. gds 5 & 6, 5 & 7, or 6 & 7), or by three masks (ie. gds 5 & 6 &
7). This allows for making many different gaps between microdisks and nanobeams on the
same wafer, which is important for optimizing performance.
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HAE M4 Run Card
Step Process step descrip-
tion
Equipment Operation Notes
1 Coat with high contrast
photoresist
EV Group EVG150 re-
sist processing system
(100mm)
Coat 2 μm MicroChem-
icals AZ 1512 HS (spin
at 1800 rpm)
Edge bead removal
used. Softbake at 110
◦C for 90s.
2 Expose mask 4 Süss MA6/BA6 mask
aligner
Hard contact exposure
for 3.5s
1000W Hg lamp, hard
contact for 10s before
exposure
3 Photoresist develop-
ment
EV Group EVG150 re-
sist processing system
(100mm)
Spray develop with AZ
726 MIF for 70s
Post bake at 112 ◦C for
90s
4 Oxygen plasma ashing
(descum)
PVA TePla plasma sys-
tem
Plasma treatment for
20s (~50 nm photore-
sist removed)
2.45 GHz, 200W, 200
sccm O2
5 Buffered hydroﬂuoric
acid (BHF) wet etching
Plade Six Sigma wet
bench with recirculat-
ing bath
Immersion in BHF for
24s, 32s, or 40s (for gds
5, 6, or 7, respectively)
40% NH4F and 49% HF
in 7:1 volume ratio
6 Oxygen plasma ashing
of photoresist
PVA TePla plasma sys-
tem
Plasma treatment for
10 mins
2.45 GHz, 600W, 400
sccm O2
7 Piranha etching of pho-
toresist residues
Temperature con-
trolled Ultrafab wet-
bench
Immerse wafer in solu-
tion for 10 minutes
30% H2O2 added to
H2SO4 (1:7) main-
tained at 100 ◦C
Thin ﬁlm deposition
Process tag: HAE FD (hybrid all e-beam process, ﬁlm deposition)
Process objective: After thinning of the microdisks with mask set 4, a 1.5 μm thick poly-Silicon
layer is deposited by low-pressure chemical vapor deposition (LPCVD) at 600 ◦C. The poly-
Silicon will serve as the sacriﬁcial layer between the microdisks and nanobeams. Before this
step the wafer undergoes RCA cleaning, followed by atomic layer deposition (ALD) of 2 nm
of Al2O3 (this will serve as an etch stop for mask 5, step 7). After deposition of poly-Silicon,
chemical mechanical planarization (CMP) is used to thin the material until the surface of
the bulk SiO2 is reached. This surface will provide a place for the ends of the nanobeams to
be clamped. Following CMP, RCA cleaning is performed, 2 nm of Al2O3 is deposited by ALD
(an etch stop for mask 7, step 5), and ﬁnally 80 nm of Si3N4 is deposited by LPCVD at 800 ◦C
(producing a near stoichiometric ﬁlm, with intrinsic stress of ~900 MPa).
Mask 5
Process tag: HAE M5 (hybrid all e-beam process, mask 5)
Process objective: After deposition of Al2O3, poly-Silicon, Al2O3, and Si3N4 the e-beam align-
ment markers deﬁned in mask 1 must be uncovered. This means etching away these deposited
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materials which have buried the markers.
GDS number: 8
HAE M5 Run Card
Step Process step descrip-
tion
Equipment Operation Notes
1 Coat with high contrast
photoresist
EV Group EVG150 re-
sist processing system
(100mm)
Coat 2 μm MicroChem-
icals AZ 1512 HS (spin
at 1800 rpm)
Edge bead removal
used. Softbake at 110
◦C for 90s.
2 Expose mask 5 Süss MA6/BA6 mask
aligner
Hard contact exposure
for 3.5s
1000W Hg lamp, hard
contact for 10s before
exposure
3 Photoresist develop-
ment
EV Group EVG150 re-
sist processing system
(100mm)
Spray develop with AZ
726 MIF for 70s
Post bake at 112 ◦C for
90s
4 Oxygen plasma ashing
(descum)
PVA TePla plasma sys-
tem
Plasma treatment for
20s (~50 nm photore-
sist removed)
2.45 GHz, 200W, 200
sccm O2
6 Plasma etching of
Si3N4 and Al2O3
SPTS APS inductively
coupled plasma etcher
Etch through 80 nm
Si3N4 layer and the 2
nm Al2O3 underneath
(SiO2 3:1 recipe, 2
mins)
He/H2/C4F8 chemistry
7 Plasma etching of poly-
Silicon
Alcatel AMS 200 induc-
tively coupled plasma
etcher
Etch away poly-Silicon
that has ﬁlled the align-
ment markers deﬁned
in mask 1 (Si Opto
recipe, 5 mins)
Note that the poly-
Silicon is over-etched,
as the Al2O3 under-
neath provides a
stopping layer. SF6
chemistry
8 Oxygen plasma ashing
of photoresist
PVA TePla plasma sys-
tem
Plasma treatment for
10 mins
2.45 GHz, 600W, 400
sccm O2
9 Piranha etching of pho-
toresist residues
Temperature con-
trolled Ultrafab wet-
bench
Immerse wafer in solu-
tion for 10 minutes
30% H2O2 added to
H2SO4 (1:7) main-
tained at 100 ◦C
Mask 6
Process tag: HAE M6 (hybrid all e-beam process, mask 6)
Process objective: Thin local sections of Si3N4 using buffered hydroﬂuoric acid, such that
samples with differing Si3N4 thicknesses can be produced on the same wafer.
GDS numbers: 9 (repeated for 10). As with mask 4, this process can be repeated N times, for
2N −1 different nanobeam thicknesses. Here only two thicknesses were desired.
140
HAE M6 Run Card
Step Process step descrip-
tion
Equipment Operation Notes
1 HMDS adhesion pro-
moter priming
YES III priming oven HMDS vapor coating at
~10 mBar and 125 ◦C
Allow wafers to ther-
malize (~5 minutes) be-
fore engaging vacuum
2 Coat with positive e-
beam photoresist
ATMsse OPTIspin SB20
manual spin coater
Coat 600 nm Zeon
Corporation ZEP520A
(spin at 1500 rpm)
Post bake at 180 ◦C for
5 mins
3 Expose mask 6 Vistec EBPG5000 e-
beam system @ 100
kV
Expose with 245
μC/cm2 dose, and 4x
multipass (to minimize
line edge roughness)
GenISys Beamer soft-
ware used for fractur-
ing and application of
proximity effect correc-
tion (η = 0.5)
4 Photoresist develop-
ment
Petri dishes Immersion develop
with Amyl acetate for
70s, and rinse in 9:1
MiBK:IPA for 60s
5 Photoresist reﬂow YES-PB curing oven Bake at 140 ◦C for 30
mins at atmospheric
pressure
Allow to cool at least
5 mins before proceed-
ing
6 Oxygen plasma ashing
(descum)
PVA TePla plasma sys-
tem
Plasma treatment for
20s (~50 nm photore-
sist removed)
2.45 GHz, 200W, 200
sccm O2
7 Buffered hydroﬂuoric
acid (BHF) wet etching
Plade Six Sigma wet
bench with recirculat-
ing bath
Immersion in BHF for
27 mins (depends on
desired Si3N4 thick-
ness; etch rate ~0.75
nm/min
40% NH4F and 49% HF
in 7:1 volume ratio
8 Oxygen plasma ashing
of photoresist
PVA TePla plasma sys-
tem
Plasma treatment for
10 mins
2.45 GHz, 600W, 400
sccm O2
9 Piranha etching of pho-
toresist residues
Temperature con-
trolled Ultrafab wet-
bench
Immerse wafer in solu-
tion for 10 minutes
30% H2O2 added to
H2SO4 (1:7) main-
tained at 100 ◦C
Mask 7
Process tag: HAE M7 (hybrid all e-beam process, mask 7)
Process objective: Etch nanobeam patterns in Si3N4 by plasma etching. Nanobeams are
aligned to underlying microdisks with a precision of <50 nm, using the alignment markers
deﬁned in masks 1 and 6.
GDS numbers: 11 and 12 (high resolution (5 nm grid) and low resolution (50 nm grid), respec-
tively). Note that a bulk and sleeve technique is used for e-beam writing to reduce write time:
features are divided into a 1 μm wide feature boundary (the sleeve) and the remaining inside
of the features (the bulk).
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HAE M7 Run Card
Step Process step descrip-
tion
Equipment Operation Notes
1 Buffered hydroﬂuoric
acid (BHF) surface
preparation
Plade Six Sigma wet
bench with recirculat-
ing bath
Immersion in BHF for
30 s
Used to strip surface
Silicon oxy-nitride
layer (better resist
adhesion). 40% NH4F
and 49% HF in 7:1
volume ratio
2 Coat with negative e-
beam photoresist
ATMsse OPTIspin SB20
manual spin coater
Coat 180 nmDowCorn-
ing XR1541 006 (HSQ
6%; spin at 1000 rpm)
3 Expose mask 7 Vistec EBPG5000 e-
beam system @ 100
kV
Expose with 1700
μC/cm2 dose
GenISys Beamer soft-
ware used for fractur-
ing and application of
proximity effect correc-
tion (η = 1.5)
4 Photoresist develop-
ment
Petri dishes in fume
hood
Immersion develop
with 25% Tetramethy-
lammonium hydroxide
(TMAH) for 90s, and
rinse in H2O
5 Plasma etching of
Si3N4
SPTS APS inductively
coupled plasma etcher
Etch through 80 nm
Si3N4 layer and stop on
the 2 nm Al2O3 under-
neath (Si3N4 smooth
recipe, ~30s)
End point detection via
optical spectrometry is
used. CHF3/SF6 chem-
istry
Mask 8
Process tag: HAE M8 (hybrid all e-beam process, mask 8)
Process objective: Using photolithography deﬁne a mesa type feature that elevates the sample
relative to the rest of the chip. This is necessary such that an optical ﬁber can be brought
near to the microdisk, for coupling during experiment, without having the ﬁber touch the
chip (which would cause loss of the out-coupled photons). Following this etch, the remaining
fabrication steps including chip dicing, undercut, cleaning, and release are carried out. Note
that the HSQ e-beam resist from mask 7 is left on the sample as it will be stripped during step
10.
GDS number: 13
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HAE M8 Run Card
Step Process step descrip-
tion
Equipment Operation Notes
1 Coat with high contrast
photoresist
EV Group EVG150 re-
sist processing system
(100mm)
Coat 5 μm MicroChem-
icals AZ 9260 (spin at
6800 rpm)
Dehydrate at 160 ◦C for
5 mins. Softbake at 115
◦C for 6 mins. Edge
bead removal used
2 Expose mask 8 Süss MA6/BA6 mask
aligner
Hard contact exposure
for 25s
1000W Hg lamp, hard
contact for 10s before
exposure
3 Photoresist develop-
ment
EV Group EVG150 re-
sist processing system
(100mm)
Spray develop with AZ
726 MIF for 70s
No post bake
4 Oxygen plasma ashing
(descum)
PVA TePla plasma sys-
tem
Plasma treatment for
20s (~50 nm photore-
sist removed)
2.45 GHz, 200W, 200
sccm O2
5 Plasma etching of bulk
SiO2
SPTS APS inductively
coupled plasma etcher
Etch through 450 nm
SiO2 layer (SiO2 3:1
recipe, 2.5 mins)
He/H2/C4F8 chemistry
6 Deep reactive ion etch-
ing of Si
Alcatel AMS 200 induc-
tively coupled plasma
etcher
Etch down Si surround-
ing samples, such that
the sample is elevated
~50 μm relative to the
substrate (soi_acc++++
recipe, 15 mins)
SF6 and C4F8 chem-
istry, in pulsed mode
7 Dicing of samples from
wafer
Disco DAD 321 Silicon
dicing saw
Cut into 5 x 12mmsam-
ple chips
Cut half way through
wafer (~260 μm), such
that chips can be bro-
ken from the wafer at
the end of processing
8 Oxygen plasma ashing
of hardened photore-
sist surface layer
PVA TePla plasma sys-
tem
Plasma treatment for 1
min
2.45 GHz, 600W, 400
sccm O2
9 Wet etching of photore-
sist
Temperature con-
trolled Ultrafab wet-
bench
Immerse wafer in solu-
tion for 10 minutes
Dow Microposit
remover 1165 main-
tained at 70 ◦C
10 Buffered hydroﬂuoric
acid (BHF) wet etching
of SiO2
Plade Six Sigma wet
bench with recirculat-
ing bath
Immersion in BHF for 7
mins
Removal of SiO2 under
nanobeam and sur-
rounding microdisk.
40% NH4F and 49% HF
in 7:1 volume ratio
11 Potassium hydroxide
(KOH) wet etching of
poly-Silicon and Si
Plade Six Sigma wet
bench with recirculat-
ing bath
Immersion in bath for
45 mins
Removal of SiO2 under
nanobeam and sur-
rounding microdisk.
Structural release of
sample, by etching
poly-Silicon and Sili-
con under nanobeams
and microdisks. 40%
KOH at 45 ◦C
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Step Process step descrip-
tion
Equipment Operation Notes
12 Neutralization of
Potassium salts with
hydrochloric acid
(HCl)
Plade Six Sigma wet
bench with recirculat-
ing bath
Immersion in bath for
2 hours
37% HCl
13 Surface cleaning of
Si3N4 and SiO2 with
hydroﬂuoric acid (HF)
Arias wet bench with
Teﬂon petri dishes
Immersion in solution
for 30 seconds (etch
~10 nm SiO2 and ~2
nm Si3N4)
Process strips Silicon
oxynitride from the
nanobeam surface,
minimizing material
loss tangent. 5% HF
diluted from 50% stock
14 Critical point drying
(CPD) of the released
sample
Automegasamdri 915B
CO2 CPD
Start process with sam-
ple immersed in VLSI
grade EtOH (replaced
by CO2 in sealed, high
pressure chamber)
CPD is necessary to
avoid stiction
144
E Addendum: Chapter 4
E.1 Theoretical model for optomechanically induced quantum cor-
relations
We consider here an optomechanical system consisting of an optical cavity, whose intracavity
ﬁeld is described by the amplitude a(t), dispersively coupled to a mechanical oscillator of
effective mass m, whose position is described by x(t). Following standard linearization
procedure [21], the ﬂuctuations in either variable, denoted δa and δx respectively, satisfy the
equations of motion,
δa˙ =
(
iΔ− κ
2
)
δa+ iGa¯δx+ηcκδain +
√
(1−ηc )κδa0
m
(
δx¨+Γmδx˙+Ω2mδx
)= δFth+Ga¯(δa+δa†). (E.1.1)
Here δFthis the thermal force noise,G is the cavity frequency pull parameter (the dispersive
optomechanical coupling strength). The noise variables δain,0 describe the ﬂuctuations in the
cavity input at the coupling port and the port modelling internal losses. The cavity coupling
efﬁciency ηc =κex/κ, describes the relative strength of the external coupling port. The steady
state intracavity photon number, nc = a¯2 is given by,
nc = 4ηc
κ
Pin/ωL
1+4Δ2/κ2 ,
where Pin is the injected probe power at optical frequency ωL .
In the frequency domain, mechanical motion is described by susceptibility to the applied
force,
x[ω]=χx [Ω]F [Ω]= 1
m(Ω2m −Ω2− iΩΓm[Ω])
F [Ω], (E.1.2)
where Γm[Ω] is frequency dependent damping rate generalizing the velocity-proportional
dissipation model in the eq. (E.1.1). For the out-of-plane ﬂexural modes of a Si3N4 nanos-
This appendix is adapted from [125]
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tring Γm[Ω]≈ΩmΓm/Ω [159], where Γm without argument denotes the oscillator resonance
linewidth.
For the following it is convenient to introduce the normalized position, δz := δx/xzp, the
single- and multi- photon optomechanical coupling rates, g0 :=Gxzp and g := g0nc , and the
single- and multi- photon cooperativities,C0 := 4g 20/κΓm andC :=C0nc ; xzp =
√
/2mΩm is
the zero-point variance in the position of the mechanical oscillator.
In the experimentally relevant situation of resonant probing (Δ ≈ 0) and bad cavity limit
(Ωm κ), the equation of motion for the cavity ﬁeld in eq. (E.1.1) assumes the form,
δa[Ω]≈ 2i g
κ
δz[Ω]+ 2
κ
(
ηcδain[Ω]+
√
1−ηcδa0[Ω]
)
,
Using the input-output relation [7], δaout = δain−ηcκδa, the transmitted ﬂuctuations,
δaout[Ω]= (1−2ηc )δain[Ω]−2
√
ηc (1−ηc )δa0[Ω]− i
√
ηcCΓm δz[Ω], (E.1.3)
carries information regarding the totalmechanicalmotion δz consisting of the thermalmotion
and the quantum back-action driven motion, i.e.,
δz[Ω]= δzth[Ω]+δzQBA[Ω].
Here and henceforth, we deﬁne the quadratures of the optical ﬁeld δa,
δq(t )= 1
2
(
δa(t )+δa†(t )
)
, δp(t )= 1
i

2
(
δa(t )−δa†(t )
)
. (E.1.4)
The back-action motion is given by,
δzBA[Ω]=
√
2CΓmχz [Ω]
(
ηc δqin[Ω]+
√
1−ηc δq0[Ω]
)
, (E.1.5)
where δqin,0 are the amplitude quadrature ﬂuctuations from the two cavity input ports and
χz [Ω]= χx [Ω]/x2zp is the oscillator susceptibility in new units,
χz [Ω]= 2Ωm
(Ω2m −Ω2− iΩΓm[Ω])
≈
|Ω−Ωm |	Ωm
1
(Ωm −Ω)− iΓm/2
. (E.1.6)
Note that in the main manuscript, we make use of χ=χx .
Inserting eq. (E.1.5) in eq. (E.1.3), the two quadratures of the cavity transmission are,
δqout[Ω]= (1−2ηc )δqin[Ω]−2
√
ηc (1−ηc )δq0[Ω]
δpout[Ω]= (1−2ηc )δpin[Ω]−2
√
ηc (1−ηc )δp0[Ω] (E.1.7)
−√2ηcCΓm [δzth[Ω]+√2CΓmχz [Ω](ηc δqin[Ω]+√(1−ηc )δq0[Ω])] .
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For a general quadrature at angle θ, deﬁned by,
δqθout[Ω] := δqout[Ω]cosθ+δpout[Ω]sinθ, (E.1.8)
it follows that, 〈
δqθout[Ω]δq
θ
out[−Ω]
〉
=cos2θ〈δqout[Ω]δqout[−Ω]〉 (E.1.9)
+ sin2θ〈δpout[Ω]δpout[−Ω]〉
+ sin(2θ)Re〈δqout[Ω]δpout[−Ω]〉 .
The homodyne photocurrent spectrum is related to this correlator via,
S¯θI I [Ω] ·2πδ[0]∝ S¯θ,outqq [Ω] ·2πδ[0]=
1
2
〈
{δqθout[Ω],δq
θ
out[−Ω]}
〉
,
i.e., S¯θI I [Ω]= cos2θ S¯outqq [Ω]+ sin2θ S¯outpp [Ω]+ sin(2θ) S¯outpq [Ω].
(E.1.10)
The relevant spectra of the output ﬁeld quadratures is explicitly given by,
S¯outqq [Ω]= 12
S¯outpp [Ω]= 12 +2ηcCΓm
(
S¯thzz [Ω]+ S¯BAzz [Ω]
)
S¯outpq [Ω]= ηcCΓmReχz [Ω].
Inserting these in eq. (E.1.10), we arrive at the homodyne photocurrent spectrum (normalized
to electronic shot noise and omitting the negligible contribution from detector electronic
noise),
S¯θI I [Ω]= 1+4ηCΓm
(
S¯zz [Ω]sin
2θ+ 1
2
sin(2θ)Reχz [Ω]
)
. (E.1.11)
Note that henceforth (as in the main manuscript) photocurrent spectra are implicitly normal-
ized to shot noise. Using the ﬂuctuation-dissipation theorem [184] to relate the thermal and
back-action force noise to mean phonon occupations nth and nBA respectively, the spectral
density of the total motion,
S¯zz [Ω]=
∣∣χz [Ω]∣∣2 (Γm[Ω]nth+ΓmnQBA) , (E.1.12)
where, nth = kBT /Ωm  1 is the average thermal occupation, and, nQBA =C =C0nc is the
average occupation due to (quantum) back-action arising from vacuum ﬂuctuations in the
input amplitude quadrature.
E.1.1 Analytical expression for asymmetry ratio R, and visibilityΔR
In the regime when nQBA 	 nth the correlation term in the eq. (E.1.11) is small compare to
the shot noise + thermomechanical noise 4ηCΓmS¯zz . Therefore, in order to visualize the
correlations we consider R(θ,δ), the ratio of the homodyne spectral densities symmetrically
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detuned to the high and low frequencies from the mechanical resonance
R(θ,δ)≡ S¯
θ
I I [Ωm +δ]
S¯θI I [Ωm −δ]
. (E.1.13)
In the limit of δ	Ωm the thermomechanical motion spectrum S¯zz [Ω] is symmetric about
Ωm and Reχ[Ω] is antisymmetric, so R(θ,δ) only deviates from 1 due to the correlation term
R(θ,δ)|δ	Ωm ≈ 1+
4ηCΓm sin(2θ)
1+4ηCΓmS¯zz [Ωm +δ]sin2θ
Reχz [Ωm +δ]. (E.1.14)
Maximization/minimization of R given by the eq. (E.1.14) over θ yields
ΔR(δ)≡max
θ
R(θ,δ)−min
θ
R(θ,δ)= 2 4ηCΓmReχ[Ωm +δ]√
1+4ηCΓmS¯zz [Ωm +δ]
≈ 4 ηC/nth√
(δ/2Γmnth)2+ηC/nth
,
(E.1.15)
ΔR(δ)= 4
√
ηC
nth
if Γm 	 δ	 2Γm
√
ηCnth. (E.1.16)
Considering broad frequency ranges, however, one has to account for the deviation of χx from
a single-pole Lorenzian and for the thermal force noise being not perfectly white. Up to the
1-st order in (S¯zz [Ωm +δ]− S¯zz [Ωm −δ])
R(θ,δ)≈ 1+ 4ηCΓm
1+4ηCΓmS¯zz [Ωm +δ]sin2θ
(
sin(2θ)Reχz [Ωm +δ]+ 1
2
sin2θ(S¯zz [Ωm +δ]− S¯zz [Ωm −δ])
)
.
(E.1.17)
In the approximation of eq. (E.1.14) Rθ−1 is antisymmetric in the quadrature angle θ, with
magnitude being proportional to
√
ηnQBA/nth. For δ further from the mechanical resonance
the antisymmetric part of Rθ−1 still has the same meaning, but it becomes superimposed
with a symmetric in θ classical contribution.
E.1.2 Effect of excess laser noise and detuning
In addition to vacuum ﬂuctuations in the input amplitude quadrature, classical ﬂuctuations
in the amplitude quadrature can lead to phase-amplitude correlations in the cavity transmis-
sion. Additionally, detuning deviations causing a ﬁnite Δ/κ can transduce classical phase
ﬂuctuations in the input to excess phase-amplitude correlations in the output.
In order to analyse the two possible classical contributions on the same footing, we consider
the quadratures of the cavity transmission, δqout,δpout for the case of a ﬁnite detuning |Δ|	 κ.
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In this regime, eq. (E.1.7) contains corrections of order Δ/κ, viz.,
δqout[Ω]= (1−2ηc )δqin[Ω]−2
√
ηc (1−ηc )δq0[Ω]
+ 2Δ
κ
(√
2ηcCΓmδz[Ω]+2ηcδpin[Ω]+2
√
ηc (1−ηc )δp0[Ω]
)
δpout[Ω]= (1−2ηc )δpin[Ω]−2
√
ηc (1−ηc )δp0[Ω]−
√
2ηcCΓmδz[Ω]
− 2Δ
κ
(
2ηcδqin[Ω]+2
√
ηc (1−ηc )δq0[Ω]
)
,
(E.1.18)
where the total motion δz = δzth+δzBA, with,
δzBA[Ω]=
√
2CΓm
[(
ηcδqin[Ω]+
√
1−ηcδq0[Ω]
)
+4iΩΔ
κ2
(
ηcδpin[Ω]+
√
1−ηcδp0[Ω]
)]
,
(E.1.19)
the motion induced by the quantum and the classical ﬂuctuations in the input laser ﬁeld.
Excess noise in the input amplitude and phase quadratures is modelled by white noise with
intensityCqq andCpp respectively, so that,
S¯inqq [Ω]=
1
2
+Cqq , S¯inpp [Ω]=
1
2
+Cpp . (E.1.20)
Using eqs. (E.1.18) and (E.1.19) in the deﬁnition of the homodyne spectrum (eq. (E.1.10)) to
leading order in Δ/κ, the shot-noise normalized balanced homodyne spectrum is:
S¯θI I [Ω]≈ 1+4ηCΓm
[(
S¯th+QBAzz [Ω]+ S¯CBA,qzz [Ω]+ S¯CBA,pzz [Ω]
)
sin(θ′)2+ 1
2
sin(2θ′)Reχz [Ω]+
+sin(2θ′)ηc (1−2ηc )CqqReχz [Ω]+2sin(θ′)2ηc (1−2ηc )4ΩmΔ
κ2
Cpp Imχz [Ω]
]
, (E.1.21)
where θ′ ≈ θ−4Δ/κ is the quadrature angle rotated by the cavity. The effect of excess noise
is two-fold. Firstly, classical amplitude (phase) noise Cqq (Cpp ) causes additional classical
back-action motion S¯CBA,qxx (S¯
CBA,p
xx ), leading to excess back-action occupations,
nCBA,q =C0ncCqq , nCBA,p =C0nc
(
4ΩmΔ
κ2
)2
Cpp . (E.1.22)
Secondly, classical amplitude noise, and phase noise transduced via ﬁnite detuning, establish
excess correlations, as can be seen from the last two terms in the eq. (E.1.21). It is important
to note that the contribution of excess phase noise Cpp to the measured homodyne signal
is effectively suppressed for the current experimental parameters since Δ ·Ωm/κ2 =O (10−4).
Finally, when laser noise is insigniﬁcant, the role of a residual detuning from the cavity, i.e.
Δ = 0, is to rotate the detected quadrature by an angle arctan(4Δ/κ), without leading to any
artiﬁcial asymmetry.
Classical amplitude noise leads to excess correlations, which results in a larger anti-symmetry
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in R . The size of the anti-symmetry is quantiﬁed byΔR . Following the deﬁnition in eq. (E.1.15),
andusing the expression for the homodyne spectrum in the presence of laser noise (eq. (E.1.21)),
it can be shown that,
ΔR(δ)= 4
√
ηC
nth
(1+2Cqq ) for Γm 	 δ	 2Γm
√
ηCnth, (E.1.23)
and for an overcoupled cavity (ηc ≈ 1). Thus, the magnitude of the anti-symmetric feature
in R (shown in ﬁg. 4 in the main manuscript) is increased by the average thermal photon
occupation of the amplitude quadrature.
In addition, the overall scaling ofΔR with probe power is qualitatively different. In order to see
this, we consider an arrangement (as in the experiment) where the laser ﬁeld alas is attenuated
by a variable beam-splitter of transmissivity ηbs, to derive the ﬁeld that excites the optical
cavity, ain. Thus,
δain[Ω]=ηbsδalas[Ω]+
√
1−ηbsδabs, (E.1.24)
where, δabs, is the vacuum noise from the remaining open input port of the beam-splitter. This
equation, together with the deﬁnition ofCqq (eq. (E.1.20)), allows us to relate the amplitude
quadrature excess noise in the cavity input ﬁeld to that of the laser, viz.
C inqq = ηbsC lasqq =
Pin
Plas
C lasqq , (E.1.25)
Pin(Plas) is the mean optical power of the input (laser) ﬁeld. Thus, when the cavity input power
(Pin) is varied by attenuating a laser operating at a ﬁxed output power (Plas), the amplitude
noise at the cavity input scales proportional to the power. Inserting this in eq. (E.1.23) shows
that in this case, ΔR ∝ Pin, whenC inqq  12 .
E.1.3 Effect of homodyne phase ﬂuctuations
The measured dependence R(θ) for δ/2π= 21 kHz, shown at the ﬁg. 3 of the main text, exhibit
sharp variation with θ around amplitude quadrature, with maxima and minima of the high-
power measurements being as close as 1-2◦ to θ = 0. Correspondingly, in order to be able to
resolve these features ensuring low residual ﬂuctuations of the homodyne angle is essential.
In order to see the effect of homodyne angle instability on R(θ), consider the homodyne
detection with θ ﬂuctuating as θ(t )= θ0+δθ(t )
δqθ(t )= δq(t )cos(θ(t ))+δp(t )sin(θ(t ))≈ δqθ0 (t )+δθ(t )δqθ0+π/2(t ), (E.1.26)
where δqθ0 (t) is the signal of a perfectly stable homodyne at the angle θ0 and δqθ0+π/2(t) is
such signal at the orthogonal quadrature. The signal spectral density
S¯θI I [Ω]= S¯θ0I I [Ω]+ S¯θ0+π/2I I [Ω]∗Sδθ[Ω], (E.1.27)
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Figure E.1 – (A) False colored scanning electron micrograph of the device design used in this work. Si3N4 is
indicated in red and SiO2 in blue. (B) Finite element calculation of effective mass for defect beam design, as a
function of the defect length. The data point in orange indicates the defect length (5 μm) of the experimental
device; see text for details.
where Sδθ[Ω] is the homodyne angle ﬂuctuations spectrum and ∗ denotes convolution
S¯θ0+π/2I I [Ω]∗Sδθ[Ω]=
1
2π
∫
dΩ′S¯θ0+π/2I I [Ω−Ω′]Sδθ[Ω′]. (E.1.28)
In the presented experiment the homodyne angle ﬂuctuations were mainly conﬁned to low
frequency (suppressed withing the bandwith of 300 Hz by feedback loop), so Sδθ[Ω
′] can be
treated as a delta-function
S¯θ0+π/2I I [Ω]∗Sδθ[Ω]≈ 〈δθ2〉S¯θ0+π/2I I [Ω]. (E.1.29)
Neglecting terms 〈δθ2〉 compare to 1 the eq. (E.1.11) is modiﬁed as
S¯θI I [Ω]= 1+4ηCΓm
(
S¯zz [Ω](sin
2θ+〈δθ2〉cos2θ)+ 1
2
sin(2θ)Reχz [Ω]
)
. (E.1.30)
Correspondingly, due to the impossibility to completely suppress thermal noise on amplitude
quadrature, ΔR is diminished by the fraction 〈δθ2〉/(θopt )2, where θopt 	 1 is the angle at
which R reaches maximum. For the bottom panel of the manuscript ﬁg. 3
√
〈δθ2〉 ≈ 0.4◦,
θopt ≈ 1.2◦, resulting in the homodyne instability effect on R as 〈δθ2〉/(θopt )2 < 10%. Larger δ
or smaller input power result in larger θopt and improve this constraint further.
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E.2 Experimental details
E.2.1 Experimental platform
The device measured in this work consists of an SiO2 whispering gallery mode microdisk
with a high-stress Si3N4 nanobeam centered in the near-ﬁeld of the microdisk (see chapters 2
and 3. For the devices used here both the mechanical and optical resonator shapes are
deﬁned by electron-beam lithography (appendix D). The bare microdisks exhibit very high
ﬁnesse of ∼ 105 – nearly an order of magnitude higher than microdisks produced by photo-
lithography. However, in this implementation we do not access this high ﬁnesse regime when
the nanobeam is placed in the near-ﬁeld of the disk. We attribute this to the 80 nm thickness
of the Si3N4, which is conjectured to lead to excessive scattering and/or waveguiding. The
microdisk is 40μm in diameter, ∼ 350 nm thick, and has a wedged sidewall of ∼ 10o (see
section 3.3.1 and appendix C).
In this rendition of the device the nanobeam has been designed with a central defect that
allows for increased overlap with the optical mode while minimizing the effective mass (meff ≈
1.94 pg). The optical mode of the microdisk samples approximately 9μm of the beam at its
center (see section 2.2.6), however we utilize a defect that is tapered within the sampling region
as this resulted in lower optical loss and overall higherC0 than longer defects. This effect may
be attributed to the reduced scattering loss on account of a softer dielectric boundary seen by
the optical mode. Figure E.1B shows the defect geometry and the effect of defect length on the
effective mass of the fundamental out-of-plane mode. The beam is 70 μm long and consists of
a narrow (200 nm) beam with a wider (400 nm) rectangular defect at the center which tapers
linearly into the thin beam at an angle of ∼ 12o. The defect length of the device used in this
paper is 5 μm, which exhibits an effective mass only 11% larger than that of a standard 200 nm
wide beam.
As shown in Figure E.1A, two short beams of Si3N4 with dimensions 20×0.2×0.08μm are also
placed across the channel on either side of the microdisk to support the tapered optical ﬁber
and increase the overall mechanical stability of the experiment.
E.2.2 Measurement setup
The essential layout of the experiment is shown in ﬁg. E.2. The sample is placed in a high
vacuum chamber, at a pressure of ∼ 10−7 mbar, and room temperature. Light is coupled in
and out of the microdisk cavity using a tapered optical ﬁber, the position of which is adjusted
using piezo actuators to achieve critical coupling into the cavity (i.e. ηc ≈ 0.5).
Two lasers are employed in the experiment – a TiSa laser (MSquared Solstis) with wavelength
centered around 780 nm which is the meter beam, and an auxiliary 850 nm external cavity
diode laser (NewFocus Velocity) which is the feedback beam. Both beams are combined
before the cavity and separated after it using dichroic beamsplitters. The feedback beam is
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detected on an avalanche photodetector (APD), while the meter beam is fed into a length-
and power-balanced homodyne detector. A small portion of the meter beam – stray reﬂection
from the dichroic beam-splitter – is directed onto an APD.
Both lasers are actively locked to their independent cavity resonances using the APD signal.
For the meter beam, a lock on cavity resonance (|Δ| 0.1 ·κ) is implemented using the Pound-
Drever-Hall technique. For the feedback beam, a part of the APD signal is used directly to
implement a lock red-detuned from cavity resonance.
The other part of the feedback beam APD signal is used to perform moderate feedback cooling
of the mechanical oscillator. Speciﬁcally, the photosignal is ampliﬁed, low-pass ﬁltered and
phase-shifted, before using it to amplitude modulate the same laser. As in conventional cold
damping [158], the phase-shift in the feedback loop is adjusted to synthesise an out-of-phase
radiation pressure force that damps the mechanical oscillator. At the nominal feedback laser
power of 5μW, a damping rate of 1kHz is realized; the associated increase in the mechanical
decoherence rate due to injected imprecision noise was measured to be below 5%.
The path length difference of the homodyne interferometer is actively stabilized using a two-
branch piezo translation system. Demodulation of the homodyne signal at PDH frequency
also produced interference fringes suitable for locking the homodyne angle near the amplitude
quadrature (i.e. θ = 0). The residual homodyne angle ﬂuctuations could be estimated θRMS
1o ≈ 0.017rad, inferred from the suppression of thermomechanical signal-to-noise ratio on
amplitude quadrature of ≈ 10−4 compared to the phase quadrature. An offset DC voltage is
applied to the homodyne error signal for deterministic choice of detection quadrature.
Since the feedback cooling exclusively relies on the auxiliary diode laser, the homodyne
measurements on the 780 nm meter beam are completely out-of-loop and does not contain
electronically-induced correlations.
E.2.3 Data analysis
In each experimental run, corresponding to the data shown in one panel of Figure 3 of the
main text, the meter laser is locked to cavity resonance at ﬁxed input power, and a series of
homodyne photocurrent spectra are taken at various settings of the homodyne angle θ. From
independently measured mechanical and optical parameters of the sample, together with the
known input power, the homodyne detection efﬁciency is inferred in each run by the thermo-
mechanical signal-to-shot-noise ratio (shot noise level was measured by blocking the signal
interferometer arm). To account for a small quadrature rotation by the cavity the nominal
θ = 0 quadrature was inferred from the minimum in the transduction of thermomechanical
noise.
In order to experimentally access the asymmetry ration Rθ discussed in the main text, Rθ is
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Figure E.2 – Schematic of the experimental setup. Abbreviations: AM – amplitude modulator, FM – frequency
modulator, BS – beam splitter, IS – intensity stabilizer.
estimated from an integral over a ﬁnite bandwidth ΔΩ, i.e.,
Rθ =
∫Ωm+δ+ΔΩ/2
Ωm+δ−ΔΩ/2
S¯θI I [Ω]dΩ
/∫Ωm−δ+ΔΩ/2
Ωm−δ−ΔΩ/2
S¯θI I [Ω]dΩ . (E.2.1)
Theoretically, there is some freedom in the choice of the detuning offset δ and integration
bandwidth ΔΩ, since the relative contribution of the quantum interference term to the de-
tected signal is maximum within a broad range of detunings Γeff 	 δ	 2Γm
√
ηC nth; here
Γeff ≈ 2π ·1kHz is the effective damping rate due to feedback. For typical experimental condi-
tions in this work 1 kHz	 δ/2π	 500 kHz. Figure E.3 shows the ratio Rθ extracted for various
choices of the detuning offset and integration bandwidth. Figure 3 of the main manuscript
depicts data extracted for the choice δ= 2π ·56kHz and ΔΩ= 2π ·20kHz.
In the demonstration of external force estimation in the main manuscript, the signal-to-noise
ratio for the applied force δFext is deﬁned by,
SNθ± ≡ S¯θI I [ΩF±δ]
/
S¯I I [ΩF±δ]|δFext=0 ; (E.2.2)
i.e., the signal is the photocurrent noise at the frequencies where the force is applied (ΩF±δ),
while the noise is the photocurrent noise at the same frequencies without the force. Practically,
we estimate both contributions from ﬁnite bandwidth integrals over the relevant part of the
photocurrent spectrum: for the signal, the photocurrent signal is integrated over a ﬁnite
bandwidth ΔΩF around the applied force, while to estimate the noise, we choose to take
averages of the photocurrent spectrum over ﬁnite bandwidth ΔΩN, on either side of the
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Figure E.3 – (A,C) Illustration of the variation of the experimental asymmetry ratio R(θ) for different offsets δ
at ﬁxed integration bandwidth ΔΩπ = 20 kHz (A) and for different integration bandwidths ΔΩ at ﬁxed offset
δ/2π= 56 kHz (C). Solid and dashed red curves show theoretical predictions accounting and not accounting for
the quantum back-action-imprecision correlations. (B,D) Plots show the integration bands used for calculation of
the R(θ) on the left (shaded gray regions). Dark green is a mechanical spectrum at an intermediate homodyne
quadrature and light green is the local oscillator trace showing the shot noise level. The data was taken at Pin = 200
μW.
applied force, without turning off the force. Speciﬁcally,
SNθ± =
∫ΩF±δ+ΔΩF/2
ΩF±δ−ΔΩF/2
S¯θI I [Ω]dΩ
/
1
2
(∫ΩF±δ+δΩN+ΔΩN/2
ΩF±δ+δΩN−ΔΩN/2
S¯θI I [Ω]dΩ+
∫ΩF±δ−δΩN+ΔΩN/2
ΩF±δ−δΩN−ΔΩN/2
S¯θI I [Ω]dΩ
)
.
(E.2.3)
The integration bands used for the Figure 5 in the main text are shown at the Figure E.4.
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Figure E.4 – Integration bands used in the deﬁnition of the signal-to-noise ratio SNθ in the main manuscript. The
signal bands are shaded gray (ΔΩF = 3kHz), the bands for noise estimation are shaded orange (ΔΩN = 5kHz).
E.2.4 Role of broadband mechanical susceptibility
Within the theoretical description,adopted in the main text, that relies on single-pole Loren-
zian mechanical susceptibility and white thermal noise, the variation of the asymmetry ratio,
ΔR =maxθRθ −minθRθ, can be directly related to the nQBA/nth as given by the eq. (E.1.16).
In the present experiment, however, back-action-imprecision correlations are produced in
the broad span of frequencies on the order of hundreds of kHz, which makes eq. (E.1.16)
not directly applicable at large detunings δ. As is illustrated by the ﬁg. E.3A, at large δ the
experimental Rθ−1 shows deviations from the antisymmetric shape given by eq. (E.1.14) and
should be described by the eq. (E.1.17) containing a contribution symmetric in θ. In order
to make the data analysis in the main text more transparent we choose δ= 21 kHz, which is
small enough so that eq. (E.1.16) holds with sufﬁcient accuracy.
E.2.5 Laser noise
A MSquared Solstis Ti:Sa laser was used for the measurements presented in the manuscript.
The amplitude noise of the laser was characterized via direct photo-detection. In a frequency
band 3MHzwide around themechanical frequency,Ωm = 2π·3.4MHz at the highest employed
power 100μW the classical amplitude noise level was < 1% of the shot noise (see Figure E.5B).
This means that,Cqq < 5×10−3, implying a negligible contribution to excess classical correla-
tions and a negligible fraction of classical back-action motion, nCBA,q < 0.005 ·nQBA, compared
to quantum back-action.
Laser phase noise was upper-bounded using a self-heterodyne measurement [185] with a 400
m ﬁber delay line. The self-heterodyne signal can described by the formula (after shifting the
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Figure E.5 – (A) Phase noise about the carrier, measured using an imbalanced Mach-Zehnder interferometer (self-
heterodyning). Blue color shows the measurement for the employed Ti:Sa, whose phase noise contribution can be
estimated to be≤ 2·10−13 rad2/Hz around the mechanical frequency≈ 3.4MHz, corresponding to frequency noise
≤ 2Hz2/Hz. The noise peaks at ca. 250 kHz are attributed to the laser’s relaxation oscillation frequency. Green
shows a commercial diode laser (NewFocus Velocity) for comparison, exhibiting at least 20 dB times more phase
noise at similar frequencies. The noise measurement for the TiSa laser clearly indicates absence of the sin2(Ωτ0)
pattern, visible in the measurement for the diode laser and expected for the classical laser noise interference,
showing that the phase noise of the TiSa lasers was not observed. (B) Amplitude noise of the Ti:Sa characterised as
relative intensity noise integrated over a 3MHz bandwidth around the mechanical frequency for the used Ti:Sa
laser. The solid line shows ﬁt with 1/P dependence, characteristic of shot noise limited behavior.
beat-note to zero frequency)
S¯I I [Ω]∝ π
2
δ[Ω]+ sin2
(
Ωτ0
2
)
S¯φφ[Ω], (E.2.4)
where τ0 is the delay and S¯φφ[Ω] is the laser phase noise spectral density. The measured signal
for the laser is shown at the Figure E.5A, where the vertical scale is calibrated using the known
mean photon ﬂux in the beat note carrier. For the Ti:Sa laser (the blue curve in Figure E.5A)
the absence of the characteristic sin2(Ωτ0) interference pattern suggests that laser phase noise
is below the sensitivity of the measurement. Although the laser is expected to be quantum-
noise-limited at frequencies well above the relaxation oscillation frequency (≈ 400kHz), our
measurements can only provide a conservative upper-bound for the frequency noise to be at
the level of 2Hz2/Hz (in comparison, frequency noise of a commercial external cavity diode
laser, also shown in Figure E.5A, is 20dB larger). This upper bound on the excess phase noise,
together with large optical linewidth (κ) strongly suppresses the inﬂuence ofCpp and leads
to an estimated back-action motion that is below a factor 0.0025 compared to the quantum
mechanical contribution. Intrinsic cavity frequency noise, for example from thermoelastic
[186] or thermorefractive [187] processes, can also lead to a ﬁnite value ofCpp . In the current
experiments, broadband measurements of cavity transmission on phase quadrature suggests
a conservative upper bound ofCpp < 10 at frequencies aroundΩm . Using a length-balanced
homodyne interferometer for detection, classical phase noise in the measurement imprecision
could also be bounded by 0.1%.
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E.3 Quantum-enhanced force sensitivity
Consider estimation of an arbitrary force, δF , acting on the mechanical oscillator. The homo-
dyne photocurrent spectrum carries information about the force eq. (E.1.10), viz.
S¯θI I [Ω]= 1+4ηCΓm
[∣∣χx [Ω]∣∣2 (S¯FF [Ω]+ S¯QBAFF [Ω])sin2θ+ 12 sin(2θ)Reχx [Ω]
]
. (E.3.1)
The spectrum of the applied force S¯FF [Ω] can be estimated from the photocurrent spectrum
via,
S¯est,θFF [Ω] :=
S¯θI I [Ω]
4ηCΓm
∣∣χx [Ω]∣∣2 sin2θ
= S¯FF [Ω]+ S¯QBAFF [Ω]+
1
4ηCΓm
∣∣χx [Ω]∣∣2 sin2θ︸ ︷︷ ︸
S¯imp,θFF
+cotθ Reχx [Ω]∣∣χx [Ω]∣∣2 .
(E.3.2)
Here, the ﬁrst term represent the spectral density to be estimated. The second term, positive
at all frequencies, is the contamination in the measurement record due to quantum back-
action. The third, also positive term, is the imprecision due to shot-noise in the detection.
The last term is due to quantum correlations between the back-action and imprecision in
homodyne measurement record that can be negative at some frequencies, providing for
reduced uncertainty in the ability to estimate the force.
Note that precisely on resonance (Ω=Ωm), and/or, for phase quadrature homodyne measure-
ment (θ =π/2), correlations do not contribute to the estimator; so any reduction in uncertainty
can only be expected away from resonance for quadrature-detuned homodyne measurement.
For a ﬁxed probe strength, i.e. ﬁxed cooperativity C , there exists a frequency dependent
homodyne phase at which the correlation and the imprecision S¯imp,θFF achieve an optimal
trade-off. This optimal angle θopt[Ω] is determined by,
cotθopt[Ω]=−2ηCΓmReχx [Ω]= 4ηC
ΩmΓm(Ω2−Ω2m)
(Ω2−Ω2m)2+ (ΩΓm[Ω])2
. (E.3.3)
At this optimal angle, the spectrum of the force estimator takes the form,
S¯
est,θopt
FF [Ω]= S¯FF [Ω]+ S¯
QBA
FF [Ω]+
1
4ηCΓm
∣∣χx [Ω]∣∣2 −ηCΓm
(
Reχx [Ω]∣∣χx [Ω]∣∣
)2
. (E.3.4)
Noting that the third term is simply S¯imp,π/2FF , and that S¯
QBA
FF [Ω]=CΓm , this equation can be
re-expressed in the suggestive form,
S¯
est,θopt
FF [Ω]= S¯FF [Ω]+ S¯
imp,π/2
FF [Ω]+ S¯
QBA
FF [Ω]
[
1−η
(
Reχx [Ω]∣∣χx [Ω]∣∣
)2]
. (E.3.5)
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Thus, at the optimal detection angle, quantum correlations conspire to cancel quantum back-
action (in the measurement record) and reduce the error in the force estimation compared to
the conventional choice θ =π/2, for which correlations are absent and
S¯est,π/2FF [Ω]= S¯FF + S¯
imp,π/2
FF [Ω]+ S¯
QBA
FF [Ω]. (E.3.6)
E.3.1 Correlation enhanced thermal force sensing
In the case of an oscillator in thermal equilibrium quantum correlations can yield improved
sensitivity in the detection of the thermal force. In such a case the signal is the thermal
force noise, i.e. S¯FF = S¯thFF . Assuming that the recorded periodogram of the photocurrent has
converged to the theoretical power spectrum, the homodyne angle dependent uncertainty in
the spectral estimation of the thermal force may be deﬁned by,
θ[Ω] := S¯est,θFF [Ω]− S¯thFF [Ω]. (E.3.7)
If consider the ratio of uncertainties for the phase quadrature measurement (θ =π/2) and for
the measurement at a detuned detuned quadrature θ,
ξth[Ω]=
π/2[Ω]
θ[Ω]
= S¯
imp,π/2
FF [Ω]+ S¯
QBA
FF [Ω]
S¯imp,π/2FF [Ω]
sin2 θ
+cotθ Reχx [Ω]|χx [Ω]|2 + S¯
QBA
FF [Ω]
, (E.3.8)
the sensitivity enhancement due to back-action cancellation takes place when ξ> 1 for θ such
that
S¯imp,π/2FF [Ω]
sin2 θ
+cotθ Reχx [Ω]|χx [Ω]|2 < S¯
imp,π/2
FF [Ω]< S¯
imp,π/2
FF [Ω].
The enhancement in sensitivity attained for measurement at the frequency-dependent op-
timal quadrature θopt, compared to the conventional measurement on phase quadrature, is
quantiﬁed by,
ξth[Ω]=
π/2[Ω]
θopt [Ω]
= S¯
imp,π/2
FF [Ω]+ S¯
QBA
FF [Ω]
S¯imp,π/2FF [Ω]+ S¯
QBA
FF [Ω]
[
1−η(Reχx [Ω]/ ∣∣χx [Ω]∣∣)2] ≈
[
1−η
(
Reχx [Ω]∣∣χx [Ω]∣∣
)2]−1
,
(E.3.9)
where the last approximation is valid when S¯QBAFF [Ω] S¯
imp,π/2
FF [Ω], i.e. in the limit of large co-
operativityC  1 and for frequency offsets around the mechanical resonance |Ω−Ωm |/Γm 	
2

ηC . In this regime ξ[Ω]> 1 and quantum-enhanced force sensitivity can be realized, with
the enhancement factor being limited by the ﬁnite detection efﬁciency η and the imaginary
part of the mechanical susceptibility. The back-estimated factors ξth[Ω] for the parameters
of our experiment are shown at the Figure E.6 and demonstrate thermal force sensitivity
enhancement up to 25%.
The ability to better estimate the thermal force over a broad range of frequencies may open up
opportunities for probing the structure of the weak thermal environment that the oscillator is
coupled to.
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Figure E.6 – Quantum-enhanced sensitivity to thermal force for the parameters realized in the current experiment,
assuming input power = 25μW. Plot shows the enhancement factor ξθ[Ω], deﬁned in eq. (E.3.8) and eq. (E.3.9),
as a function of Fourier frequency and homodyne angle θ. The dashed black line corresponds to ξπ/2[Ω], where
force is estimated by phase quadrature detection, where back-action-imprecision correlations are absent. As the
homodyne angle is detuned from phase quadrature, enhancement of up to 25% can be observed, limited by the
detection efﬁciency of similar magnitude. The yellow curve shows the theoretically ideal detection scheme, where
the homodyne angle is frequency dependent (eq. (E.3.3)), so that broadband enhancement is realized.
E.3.2 Correlation enhanced external force sensing
If an optomechancial system is used for external incoherent force detection, the thermal force
itself becomes a part of the noise background. We now consider the sensitivity enhancement
in such a case, i.e. S¯FF = S¯extFF + S¯thFF , and the error is,
θ[Ω] := S¯estFF [Ω]− S¯extFF [Ω]. (E.3.10)
The corresponding expression for the sensitivity enhancement,
ξext[Ω]= π/2[Ω]
θopt [Ω]
= S¯
imp,π/2
FF [Ω]+ S¯thFF [Ω]+ S¯
QBA
FF [Ω]
S¯imp,π/2FF [Ω]+ S¯thFF [Ω]+ S¯
QBA
FF [Ω]
[
1−η(Reχx [Ω]/ ∣∣χx [Ω]∣∣)2] , (E.3.11)
indicates an additional constraint to be met due to the presence of the thermal force – the
quantum back-action force needs to be comparable to the thermal force.
For room temperature experiments to date, the regime nQBA/nth 	 1 (with nth  1) has been
relevant, so, again for the case S¯QBAFF  S¯
imp,π/2
FF ,
ξext[Ω]≈ 1+η
nQBA
nth
(
Reχx [Ω]∣∣χx [Ω]∣∣
)2
, (E.3.12)
and quantum-enhanced sensitivity to external force can be realized far off resonance, if QBA
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is signiﬁcant compared to thermal noise.
In future experiments, where nQBA/nth  1 may be achieved, the improvement for external
force sensitivity scales as,
ξext[Ω]≈ 1
1−η(Reχx/
∣∣χx ∣∣)2
[
1−O
(
nth
nQBA
)]
, (E.3.13)
so that arbitrarily large enhancement may be realized far off resonance, limited by the detec-
tion efﬁciency.
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a glossary of variables is provided at the end of this section, on page 185
Note on convention
For any variable X , X¯ denotes its classical steady state value, and δX (t) = X (t)− X¯ , the
ﬂuctuation from that steady state. We deﬁne the Fourier transform of an operator X (t ) by
X˜ (Ω) :=
∫+∞
−∞
X (t )eiΩt d t . (F.0.1)
Following standard deﬁnition [184], we employ the symmetrized spectral density,
S¯X X (Ω) :=
∫∞
−∞
1
2
〈δX (t )δX (0)+δX (0)δX (t )〉eiΩt d t , (F.0.2)
to describe the spectral distribution of the variance of the operator-valued process, δX (t ). The
single-sided spectral density is then given by (strictly forΩ≥ 0)
SX (Ω)= 2 S¯X X (Ω). (F.0.3)
To make contact with experiment and with the main text, we hereafter adopt the single-sided
convention unless otherwise necessary for clarity.
F.1 Theory of feedback cooling of a harmonic oscillator
Consider a harmonic oscillator, whose motion is described by position coordinate x(t ), mov-
ing in a harmonic potential of frequencyΩm . We specialize to a case in which the oscillator is
subject to three stochastic forces: a thermal force (Fth) associated with the ambient environ-
ment, a ‘back-action’ force (Fba) associated with the oscillator’s coupling to a measurement
This appendix is adapted from [28]
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device, and a feedback force (Ffb) that controls the oscillator. The dynamics of this system are
described by the Langevin equation 1,
m
(
x¨+Γmx˙+Ω2mx
)= Fth+Fba+Ffb
⇒ (Ω2m−Ω2− iΩΓm)︸ ︷︷ ︸
:=χm(Ω)−1
x˜ =m−1 (F˜th+ F˜ba+ F˜fb) . (F.1.1)
where χm is the intrinsic mechanical susceptibility (note that, for notational convenience
in section F.2, we have scaled the conventional expression for χm by m). See Sec. F.1.5 for
a discussion of the role of dephasing as a decoherence mechanism in addition to energy
damping.
We adopt the following model for the back-action and feedback forces:
F˜ba =−mχba(Ω)−1 x˜+ F˜ba,th (F.1.2a)
F˜fb =−mχfb(Ω)−1 y˜ + F˜fb,th. (F.1.2b)
Each force has two components: a ‘dynamic’ component, characterized by a linear suscep-
tibility, that contains correlations with the oscillator’s position, and an effective thermal
component. Notably, the dynamic component of the feedback force is linear in an apparent
(measured) position, y˜ = x˜+ x˜imp, where x˜imp is the measurement imprecision. Hereafter, for
simplicity, we neglect the dynamic portion of the back-action force. We revisit this approxima-
tion in detail in section F.2.1.
F.1.1 Optimal feedback cooling
In feedback cooling, we are interested in minimizing the mean phonon occupancy of the
oscillator, viz.
min
χfb
(2nm+1)=min
χfb
√√√√〈 x2
x2zp
〉〈
p2
p2zp
〉
−
〈
xp+px
2xzppzp
〉
, (F.1.3)
where x2zp = 2mΩm , and xzppzp =

2 . For a thermal state, the constraint reduces to
min
χfb
〈
x2
〉
x2zp
. (F.1.4)
The problem described herein — that of a linear system driven by weak-stationary Gaussian
noise (Eq. (F.1.1)), and controlled by linear measurement and actuation (Eq. (F.1.2a)), with
the aim of minimizing a quadratic cost function (Eq. (F.1.4)) — is an archetype of the linear
1we adopt a Brownian motion description of the oscillator position, as opposed to a Lindblad one, in spite
of the well-known non-positivity of the former [188, 189]; this choice is justiﬁed by their mutual concordance
at sufﬁciently large temperatures T  ΓmkB = O (10
−10 K) [190, 191]. Note that there exist non-Markovian noise
models that preserve the positivity of the evolution [192].
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quadratic gaussian (LQG) paradigm of classical control theory [193–195]. Recently, such
problems have been formalized and studied in the quantum mechanical context [196, 197].
The optimal feedback ﬁlter, χfb, can be solved for exactly in our case. From Eq. (F.1.1) and
Eq. (F.1.2a) (and neglecting χba), the oscillator position and measurement record are(
χ−1m +χ−1fb
)
x˜ =m−1 (F˜th+ F˜ba,th+ F˜fb,th)−χ−1fb x˜imp(
χ−1m +χ−1fb
)
y˜ =m−1 (F˜th+ F˜ba,th+ F˜fb,th)+χ−1m x˜imp. (F.1.5)
Identifying the effective mechanical susceptibility, χ−1eff :=χ−1m +χ−1fb and total effective thermal
force, StotF = SthF +SbaF +Sfb,thF , Eq. (F.1.5) implies
Sx(Ω)= |χeff|2
(
m−2StotF +|χfb|−2Simpx
)
Sy (Ω)= |χeff|2
(
m−2StotF +|χm|−2Simpx
)
.
(F.1.6)
for the (single-sided) spectral density of the position and measurement records.
The LQG problem can be stated concretely as (using double-sided spectra temporarily)
min
χfb
∫∞
−∞
S¯xx(Ω)
dΩ
2π
. (F.1.7)
The solution to this variational problem is given by the Euler-Lagrange equation,
DS¯xx
Dχfb
= 0, (F.1.8)
whereD stands for the variational (Gateaux) derivative. This is most effectively solved in terms
of the magnitude |χfb| and phase φfb = argχfb of the optimal ﬁlter; resulting in the solution,
φfb(Ω)= arctan
Imχm
Reχm
|χfb(Ω)|
S¯totFF
m2
= |χm(Ω)|−1 S¯impxx .
(F.1.9)
F.1.2 Practical feedback cooling
The optimal ﬁlter Eq. (F.1.9) affects cooling by inverting the open-loop susceptibility χm, and
so relies on the ability to realize a Q ∼ 106 electronic ﬁlter at room temperature, which is
experimentally challenging. Moreover, such a ﬁlter is not intrinsically robust to perturbations
in χm.
Thus in practice, it is easiest to implement φfb =π/2 across the mechanical oscillator band-
width, and choose |χfb|−1 ∝Ω, i.e.,
χfb(Ω)
−1 =−iΩΓfb(Ω), (F.1.10)
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where ideally the feedback gain Γfb(Ω)= gfbΓm , with gfb the dimensionless gain of the ﬁlter.
The ensuing effective susceptibility,
χ−1eff :=χ−1m +χ−1fb =Ω2m−Ω2+ iΩΓm(1+ gfb)︸ ︷︷ ︸
:=Γeff
, (F.1.11)
is characterized by a modiﬁed damping rate, Γeff (cf. Sec. F.1.4 for a discussion of the effects of
a non-ideal loop phase in the feedback).
To see how this damping leads to cooling, we reconsider the three components of the thermal
environment: (1) an ambient reservoir with which the oscillator equilibrates, (2) a reser-
voir constituted by stochastic measurement back-action, and (3) a reservoir constituted by
stochastic ﬂuctuations of the feedback actuator. For a high-Q oscillator, each reservoir can
be assigned a thermal noise equivalent occupation: nth, nba and nfb respectively, where
nth + 12 = 12 coth(Ωm/2kBT ) in terms of the ambient bath temperature, T . Thus the total
effective thermal force may be expressed:
StotF (Ω)=
(
nth+nba+nfb+ 12
) ·m2|χm(Ωm)|−2 ·2Szpx (Ωm). (F.1.12)
where we have introduced for convenience the (peak) position spectral density in the ground
state:
Szpx (Ωm)=
4x2zp
Γm
. (F.1.13)
We further introduce the imprecision quanta, nimp, as the apparent thermal occupation
associated with noise in the measurement:
Simpx (Ω)= nimp ·2Szpx (Ωm). (F.1.14)
Thus the spectra of physical position and the measurement record, Eq. (F.1.6), are given by
Sx(Ω)
2Szpx (Ωm)
= (nth+nba+nfb+
1
2 )Ω
2
mΓ
2
m+nimp g 2fbΩ2Γ2m
(Ω2m−Ω2)2+Ω2Γ2eff
Sy (Ω)
2Szpx (Ωm)
= (nth+nba+nfb+
1
2 )Ω
2
mΓ
2
m+nimp
(
(Ω2m−Ω2)2+Ω2Γ2m
)
(Ω2m−Ω2)2+Ω2Γ2eff
.
(F.1.15)
The mean phonon occupancy of the cooled oscillator is then given by
2nm+1=
∫∞
0
Sx(Ω)
x2zp
dΩ
2π
⇒ nm =
(nth+nba+nfb+ 12 )+nimpg 2fb
1+ gfb
− 1
2
.
(F.1.16)
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In the relevant limit of nth  12 , a minimum of
nm,min ≈ 2
√
(nth+nba+nfb)nimp−
1
2
≈ 1
2
√
StotF (Ωm)S
imp
x (Ωm)−
1
2
(F.1.17)
is attained at an optimal gain of
gfb,opt ≈
√
nth+nba+nfb
nimp
, (F.1.18)
as anticipated by Eq. (F.1.9).
In particular, for the experimentally relevant case of nth nfb, the conventional condition for
ground state cooling, nm < 1, translates to
nimp < 9
16
(nth+nba)−1. (F.1.19)
Finally, in the regimewhere feedback cooling is strong (gfb  1) and quantum-limited (nfb = 0),
intuition can be garnered by noticing that Eq. (F.1.16) can be expressed as the detailed balance
condition,
(
nm+ 12
)
Γeff = (nth+nba)Γm+nimpΓfb. This suggests that cooling as affected by
feedback can be understood as a thermodynamic process which proceeds by the reduction
of entropy of the mechanical oscillator to a level ultimately set by the entropy due to the
imperfect estimation of the mechanical position.
F.1.3 Limits due to stochastic back-action
In section F.2.4, it is shown that stochastic back-action associatedwith a cavity-optomechanical
position measurement is bound by the imprecision-back-action product:

2Simpx S
ba
F = 16nimpnba ≥ 1. Imposing this limit, Eq. (F.1.19) implies that a necessary condition
for ground-state cooling is
nimp < (2nth)−1. (F.1.20)
Notably, from Eq. (F.1.14), the associated condition on the measurement imprecision becomes
Simpx <
Szpx
nth
=
4x2zp
nthΓm
=
4x2zp
Γth
, (F.1.21)
where Γth := Γmnth is the thermal decoherence rate. Notably Eq. (F.1.21) corresponds to an
imprecision nth/2 times below that at the standard quantum limit (Eq. (F.2.22)), or equivalently,
as a measurement rate [184, 198]
Γmeas :=
x2zp
2Szpx
= Γm
16nimp
> Γth
8
(F.1.22)
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F.1.4 Effect of non-ideal ﬁlter phase
In the experimentally implemented feedback ﬁlter Eq. (F.1.10), the phase has to satisfy arg
[
χfb(Ω)
−1]=
−(2n+1) π2 for all relevant Fourier frequencies, for efﬁcient cold damping (here n is an integer).
Note that to satisfy the condition forMarkovian feedback, the total time delay τ :=φfb(Ωm)/Ωm
has to satisfy, τ< 2π/Γth, thus constraining the largest phase warp tolerable.
To achieve minimal dispersion, the delay is implemented by a combined optical/electronic
delay line (cf. Sec. F.3). Here we consider the effect of any residual dispersion and/or non-ideal
phase, which we model by,
χfb(Ω)
−1 = exp
[
−i
(
(2n+1)π
2
+δφfb(Ω)
)]
Ωgfb(Ω)Γm
=−iΩgfb(Ω)Γm e−iδφfb(Ω).
(F.1.23)
The corresponding effective susceptibility,
χeff(Ω)
−1 =Ωeff(Ω)2−Ω2m − iΩΓeff(Ω), (F.1.24)
features feedback-induced damping, and an additional frequency shift,
Γeff(Ω)= Γm
[
1+ gfb(Ω)cosδφfb(Ω)
]
Ωeff(Ω)=Ωm
[
1− gfb(Ω)
ΩΓm
Ω2m
sinδφfb(Ω)
]1/2
.
(F.1.25)
Thus, deviations from an ideal phase proﬁle can be observed in the feedback-induced fre-
quency shift, while a non-ﬂat gain proﬁle results in a susceptibility that is no longer Lorentzian.
In the experiment, we measure τ = 174ns, implying a linear phase dispersion amounting
to δφfb(Ωm+Γeff)−δφfb(Ωm−Γeff)≈ 0.3rad. The resulting fractional frequency shift |(Ωeff−
Ωm)/Ωm| ≈ 10−3 contributes negligibly to the estimation of the ﬁnal occupation, while the
contribution from the uncertainty in Γeff can be shown to result in a 5% uncertainty in the
ﬁnal occupation.
F.1.5 Dephasing as a decoherence mechanism for the oscillator
In Eq. (F.1.1), the damping rate Γm was assumed to arise from a generic coupling of the
oscillator to an environment, giving rise to energy relaxation. In this section, we provide a
model that distinguishes between two potential sources of such a coupling, namely, energy
relaxation and dephasing, and discuss their relevance to our experiment.
To discuss the relevant intrinsic decoherence mechanisms that the mechanical oscillator is
susceptible to, it is convenient to work in terms of the oscillator ladder operators b,b† deﬁned
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by,
b := 1
2
(
x
xzp
+ i p
pzp
)
s.t. [b,b†]= 1.
The free oscillator, described by the hamiltonian,
H = Ωm
(
b†b+ 1
2
)
,
is assumed to decohere via two mechanisms:
1. energy damping affected by its contact with a thermal bath at temperature T . In this
case, the oscillator state ρ undergoes changes whereby oscillator quanta decay into the
bath i.e., ρ→ bρb†, or the bath stimulates thermal ﬂuctuations in the oscillator, i.e.,
ρ→ b†ρb. Since the bath is assumed to be Markovian, and in thermal equilibrium at all
times, these two processes take place with a probability per unit time given by [184, 199],
Γ− = Γ1(nth+1) and Γ+ = Γ1nth respectively.
2. dephasing, wherein the environment acts by measuring the oscillator’s average phonon
number N = b†b at random times, with a probability per unit time given by Γ2. This
entails the jump ρ→NρN , which unlike damping, does not cause exchange of quanta
with the environment. We identify Γ2 with the dephasing rate of the oscillator.
These two processes imply that the system state ρ evolves according to the Lindblad equation
[199],
ρ˙ =− i

[H +Fext(t )x,ρ]+Γ−D[b]ρ+Γ+D[b†]ρ+Γ2D[N ]ρ, (F.1.26)
where D[O]ρ =OρO†− 12 {O†O,ρ}. In writing the Lindblad terms for the individual decoher-
ence channels, we have modeled energy damping and dephasing as Markovian process into
independent baths with white spectrum. Note that for later discussion, we have assumed an
external Newtonian force Fext to be driving the oscillator.
Switching to the Heisenberg picture, and employing standard trace identities, this master
equation implies the following equation of motion for the mean amplitude,
d 〈b〉
dt
:=Tr[bρ˙]=−(iΩm + (Γ1+Γ2))〈b〉+xzpFext(t ). (F.1.27)
Note that due to the assumption made in Eq. (F.1.26), white frequency noise, which by deﬁni-
tion acts on very fast time scales compared to the system dynamics, the effect of dephasing is
to contribute an effective linewidth Γm = Γ1+Γ2. In speciﬁc experiments where the frequency
noise may not be white, and are characterized by a non-zero correlation time, an appropriate
treatment using a Langevin equation may alter this prediction. In the extreme case where the
frequency drift is very slow, the effect of dephasing would be rendered irrelevant.
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Since Eq. (F.1.27) is a linear equation, the quantum regression theorem [199, 200] guarantees
that the susceptibility of the two-time correlator 〈x(t )x(0)〉 to the corresponding correlator of
external Langevin forces, is of the form employed in Eq. (F.1.1), except that now Γm = Γ1+Γ2.
This implies that a coherent response measurement of the mechanical oscillator, for example
by driving it with a chirped radiation pressure force, would reveal a susceptibility with the
total linewidth Γm .
However, the effect of dephasing can be seperated from that of energy damping, by an
additional measurement that probes the decay of the average coherent phonon number
〈N〉coh := 〈N〉−nth, for example by ringdown. The master equation Eq. (F.1.26) implies in this
case,
d 〈N〉coh
dt
=−Γ1 〈N〉coh , (F.1.28)
which is consistent with the inituiton that dephasing does not involve exchange of quanta
with the environment. Thus in principles Γ2 = Γresponse−Γringdown, asuming that additional
sources of decoherence, other than the ones considered here, are absent.
In practice, we do not observe a departure between ringdown and spectral measurements of
the linewidth, which is consistent with observations on a similar oscillator in our own group
[201], and others [202].
Finally, we make a related, if somewhat tangential, observation regarding the implication of
Eq. (F.1.27) for dynamic back-action Sec. F.2.1. The increased linewidth predicted in Eq. (F.1.27)
would imply a modiﬁcation of the strength of linear optomechanical phenomena like para-
metric ampliﬁcation and back-action cooling – indeed, if the frequency noise is white, it
decorrelates the mechanical amplitude from the mean optical back-action force.
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F.2 Readout and feedback using a cavity
In our system, the mechanical oscillator is dispersively coupled to an optical cavity mode. The
cavity ﬁeld exerts a radiation pressure force on the oscillator; the unitary nature of this interac-
tion affects a phase shift of the cavity ﬁeld commensurate with the amplitude of mechanical
motion.
Supplementary Figure F.1 – Schematic of the relevant input, output and couplings between the various subsystems
in the experiment.
We adopt the following set of coupled Langevin equations to model the dynamics of the
cavity mode (characterized by the slowly varying amplitude of the intracavity ﬁeld, a) and the
mechanical mode (characterized by its normalized position, u := x/xzp):
a˙+ =
(
iΔ0− κ
2
)
a++ iγ
2
a−+ i g0ua++ηcκ s+in+
√
(1−ηc)κδs+vac
a˙− =
(
iΔ0− κ
2
)
a−+ iγ
2
a++ i g0ua−+ηcκ s−in+
√
(1−ηc)κδs−vac
(F.2.1a)
u¨+Γmu˙+Ω2mu = δ fth+ fba+ ffb. (F.2.1b)
Notably, in Eq. (F.2.1a) we use a two-mode model to describe the microdisk cavity. Subscripts+
and − refer to whispering gallery modes propagating along (‘clockwise’) and against (‘counter-
clockwise’) the conventional direction (+) of the injected ﬁeld, respectively. The two modes
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are coupled at a rate γ by scattering centers [203], leading to a characteristic splitting of the
optical resonance (cf. Eq. (F.2.5) and Sec. F.3.5). Motivated by the geometrical nature of the
interaction, we assume that both modes share a common vacuum optomechanical coupling
rate, g0.
Light is physically coupled to the microdisk cavity using an optical ﬁber [203]. In Supple-
mentary Figure F.1 and Eq. (F.2.1a), we model this coupler as a two port waveguide. Fields
entering(exiting) the ‘clockwise’ port, s+in(out), couple directly to the clockwise cavity mode.
Fields entering(exiting) the ‘counter-clockwise’ port, s−in(out), couple directly to the counter-
clockwise mode. The cavity-waveguide coupling rate is κex = ηcκ, where κ= κex+κ0 is the
total cavity decay rate and κ0 is the intrinsic cavity decay rate. In addition, each cavity mode is
driven through its intrinsic decay channel by a vacuum state with amplitude δs±vac. Input ﬁeld
amplitudes are here normalized so that P±in = ω± |s±in|2 is the injected power. Δ0 = ωc−ω±
denotes the detuning of the drive ﬁeld carrier frequency, ω±

, from the center frequency of the
optical mode doublet, ωc .
The dynamics of the mechanical oscillator are governed by Eq. (F.2.1b). Note that owing to the
dimensionless form of u, generalized forces fth,ba,fb have dimensions of (time)
−2; the actual
forces (cf. Sec. F.1), in units of Newtons, are given by Fi =mxzp fi (i ∈ {th,opt, fb}). Using this
convention, the thermal Langevin force is given by
δ fth =ΩmΓm
√
2(2nth +1)ξth, where nth =
1
2
coth
(
Ωm
2kBT
)
(F.2.2)
and ξth the is unit variance white noise process modeling the bath ﬂuctuations.
We model the measurement back-action force as the radiation pressure imparted by the
excited mode doublet a±:
fba =Ωmg0(a†+a++a†−a−). (F.2.3)
We likewise model the feedback force as the radiation pressure imparted by an independent,
auxiliary cavity mode with amplitude c and optomechanical couplng rate g1:
ffb =Ωmg1 c†c. (F.2.4)
In the following treatment, both optical modes are driven by optical ﬁelds entering the clock-
wise port of the optical ﬁber. The ﬁeld driving mode doublet a± is refered to as the ‘sensor’
ﬁeld. The ﬁeld driving mode c is referred to as the ‘feedback’ ﬁeld. The counter-clockwise port
of the optical ﬁber is used to monitor the transmitted sensor ﬁeld, but is otherwise left open.
We hereafter conﬁne our attention to the back-action force associated with the cavity mode a±.
Steady state. When the cavity is excited by the sensor ﬁeld, the static component of the
ensuing radiation pressure force displaces the oscillator to a new steady-state position, u¯,
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and leads to a renormalization of the laser-cavity detuning to Δ=Δ0+ g0u¯. In practice the
frequency of the sensor ﬁeld is stabilized so that Δ= 0. In this case the steady state intracavity
ﬁeld amplitude (a¯) and oscillator position are given by
a¯+ =n+, a¯− = in− and u¯ = g0
Ωm
(n++n−),
where n+ = 4ηc
κ
P+in/ωc
(1+γ2/κ2)2 and n− =
(γ
κ
)2
n+.
(F.2.5)
denote the mean intracavity photon number of the clockwise and counter-clockwise modes,
respectively. Note that when describing Figure 2 in the main text, we associate the intravity
photon number with that of the clockwise mode, i.e. nc =n+.
Splitting of the cavity resonance can be observed spectroscopically in the normalized steady
state transmission. Using the input-output relation s¯+out = s¯+in−

ηcκ a¯+ gives
∣∣∣∣∣ s¯
+
out
s¯+in
∣∣∣∣∣
2
= P
+
out
P+in
= 1−ηcκ2
(
Δ2+ (γ/2)2+ (κ/2)2)−ηc (Δ2+ (κ/2)2)(
Δ2− (κ/2)2− (γ/2)2)2 , (F.2.6)
which is used in Sec. F.3.5.
Fluctuations. Fluctuations of the cavity ﬁeld, δa = a− a¯, and the mechanical position, δu =
u− u¯, are coupled according to Eq. (F.2.1). To ﬁrst order:
δa˙± =
(
iΔ− κ
2
)
δa±+ iγ
2
δa∓+ i g0a¯±δu++ηcκδs−in±+
√
(1−ηc)κδs±vac (F.2.7a)
δu¨+Γmδu˙+Ω2mδu = δ fth+δ ffb+ g0Ωm
∑
j=±
(a¯ jδa
†
j + a¯∗j δaj ). (F.2.7b)
The ensuing radiation pressure force ﬂuctuations
δ fba = g0Ωm
∑
j=±
(a¯ jδa
†
j + a¯∗j δaj ) (F.2.8)
contain both a dynamic and stochastic component, as detailed in section F.2.1 and F.2.2,
respectively.
Taking the Fourier transforms of Eq. (F.2.7) recasts the optomechanical interaction in terms of
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optical(mechanical) susceptibilities, χa(m):
χ
(γ)
a (Ω)
−1δa˜± = i g0
(
a¯±+ iγ
2
χ(0)a a¯∓
)
δu˜
+√(1−ηc)κ(δs˜±vac+ iγ2 χ(0)a δs˜∓vac
)
+ηcκ
(
δs˜±in+
iγ
2
χ(0)a δs˜
∓
in
) (F.2.9a)
(
χm(Ω)
−1+χfb(Ω)−1+χba(Ω)−1
)
δu˜ = δ f˜th+δ f˜fb,th+δ f˜ba,th. (F.2.9b)
Hereχfb andχba are themodiﬁcation to the intrinsicmechanical susceptibility due to feedback
and dynamic back-action, respectively. Likewise ffb,th and fba,th represent effectively thermal
components of the feedback and measurement back-action forces, respectively, adopting
the notation from Sec. F.1. Before elaborating, we emphasize the following simpliﬁcations in
the experimentally relevant ‘bad-cavity’ limit, κΩm, assuming a resonantly driven cavity
(Δ= 0) and adopting the dissipative feedback strategy described in Sec. F.1.2:
χ(0)a (Ω)
−1 :=−i (Ω+Δ)+ κ
2
≈ κ
2
χ
(γ)
a (Ω)
−1 := χ
(0)
a (Ω)
−1
χ(0)a (Ω)−2+ (γ/2)2
≈ κ
2
(
1+ γ
2
κ2
)
χm(Ω)
−1 :=Ω2m−Ω2− iΩΓm
χfb(Ω)
−1 :=Ω2fb(Ω)− iΩΓfb(Ω)≈−iΩΓm(1+ gfb)
χba(Ω)
−1 :=Ω2ba(Ω)− iΩΓba(Ω)≈ 0.
(F.2.10)
F.2.1 Dynamic back-action
When the cavity is driven away from resonance (Δ = 0), correlations between the radiation
pressure back-action force and the mechanical position give rise to a well known dynamic
radiation pressure back-action force [204]. In the high-Q (Ωm  Γm), bad-cavity (κΩm)
limit relevant to our experiment, dynamic back-action manifests as a displaced mechanical
frequency (the optical spring effect) and passive cold-damping [204]. Accounting for cavity
mode splitting, the optically-induced spring shift (ΔΩba) and damping rate (Γba) are given by:
ΔΩba :=Ωba(Ωm)−Ωm ≈
2g 20
κ
4ηcP+in
κωc
∑
j=±
(κ/2)3(Δ+ jγ/2)[
(Δ+ jγ/2)2+ (κ/2)2]2 (F.2.11a)
Γba(Ωm)≈
Ωm
4κ
· 2g
2
0
κ
4ηcP+in
κωc
∑
j=±
κ5(Δ− jγ/2)[
(Δ+ jγ/2)2+ (κ/2)2]3 . (F.2.11b)
Eq. (F.2.11a) is used in conjunction with Eq. (F.2.6) to estimate g0 in section Sec. F.3.3. Note
that both terms vanish for resonant probing.
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F.2.2 Stochastic back-action
When the cavity is driven on resonance (Δ = 0), the thermal component of the radiation
pressure back-action force takes the form
δ f˜ba,th =
8g0Ωm
κ
(
1+γ2/κ2)
{(
n++ γ
κ

n−
)
ηcδq˜
+
in+
(
n++ γ
κ

n−
)√
1−ηcδq˜+vac
−
(γ
κ

n+−n−
)
ηcδp˜
−
in−
(γ
κ

n+−n−
)√
1−ηcδp˜−vac
}
,
(F.2.12)
where q(p) denote the amplitude(phase) quadrature of each ﬁeld: δs = δq+iδp. In Eq. (F.2.12),
we have retained the explicit dependence on n± in order to emphasize their role in weighting
the various noise components. We note that as a consequence of the scattering process,
(amplitude)phase ﬂuctuations entering the (clockwise)counter-clockwise mode are converted
to intensity ﬂuctuations by two pathways.
Assuming that the drive ﬁeld is shot-noise limited in its amplitude quadrature (S¯inqq = 12 ) and
that the cavity is otherwise interacting with a zero temperature bath (S¯vacqq = 12 = S¯vacpp ), we ﬁnd
that the effective thermal occupation of the remaining ‘quantum’ stochastic back-action is
given by
nba =C0
1
1+γ2/κ2 (n++n−)=C0n+; (F.2.13)
here expressed in terms of the ‘single-photon cooperativity’ parameter,
C0 :=
4g 20
κΓm
. (F.2.14)
F.2.3 Measurement imprecision
The cavity transmission, δs˜+out = δs˜+in−

ηcκδa˜+, at Δ= 0 is given by,
δs˜+out =−i

ηc
2g0

n+
κ
(
1−γ2/κ2
1+γ2/κ2
)
δu˜+
(
1− 2ηc
1+γ2/κ2
)
δs˜+in− i
2ηc(γ/κ)
1+γ2/κ2 δs
−
in
− 2
√
ηc(1−ηc)
1+γ2/κ2
(
δs˜+vac+ i
γ
κ
δs˜−vac
)
.
(F.2.15)
As depicted in ﬁg. F.1, the transmitted ﬁeld is ampliﬁed in a balanced homodyne receiver with
a coherent local oscillator (LO) slo. The ﬁelds transmitted at either ports of the homodyne
beam-splitter are, (
s˜1
s˜2
)
= 1
2
(
1 i
i 1
)(
slo
δs˜+out
)
; (F.2.16)
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the optical intensities detected by independent identical photodetectors are, δI˜i = s˜†i s˜i (i =
1,2). The operator corresponding to the resulting subtracted homodyne intensity is,
δI˜hom = δI˜1−δI˜2 = 2|slo|
(
δp˜+out cosθlo−δq˜+out sinθlo
)
, (F.2.17)
where |slo| is the amplitude of the large coherent LO ﬁeld, and θlo the relative mean phase
between the LO and the cavity transmission. The path length of the LO arm is electronically
locked to maintain θlo ≈ 0, so that the homodyne signal picks out the phase quadrature of the
cavity transmission. For photodetectors with gainGd (A/W) and quantum effeciency ηd, the
resulting shot-noise-normalized spectrum of photocurrent ﬂuctuations is given by [205]:
Shomi (Ω)=G2dηd
(
1+ηd
〈: δI˜hom(Ω)δI˜hom(−Ω) :〉
〈Ihom〉
)
=G2dηd
(
1+ηdηc
16g 20n+
κ
(
1−γ2/κ2
1+γ2/κ2
)2
Su(Ω)
)
.
(F.2.18)
Using Eq. (F.1.14) and u ≡ x/xzp, the shot noise ﬂoor of the homodyne photocurrent spectrum
can be expressed as an equivalent thermal bath occupation,
nimp =
(
1
16ηcηdC0n+
)(
1+γ2/κ2
1−γ2/κ2
)2
. (F.2.19)
Note that mode splitting causes the optical susceptibility (Eq. (F.2.7)) to ﬂatten near resonance,
leading to divergence of Eq. (F.2.19) when γ=κ.
F.2.4 The uncertainty principle and the standard quantum limit
Eq. (F.2.13) and Eq. (F.2.19) imply that a cavity-optomechanical position measurement is
bound by the imprecision-back-action product,
4
√
nimpnba =
1

√
Simpx S
ba
F ≥ 1. (F.2.20)
Using Eq. (F.1.12) and Eq. (F.1.13), we identify
Simpx =nimp ·2Szpx (F.2.21a)
SbaF =nba ·m2|χ(Ωm)|−2 ·2Szpx = 4nbaΩmΓmm (F.2.21b)
as, respectively, the shot-noise limited imprecision of the homodynemeasurement, Eq. (F.2.19),
(referred from the photocurrent to the mechanical position) and its associated stochastic back-
action, arising from radiation pressure shot noise, Eq. (F.2.8).
This product places a limit on the apparent motion of the oscillator. Namely, in the absence of
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feedback, Eq. (F.1.15) gives
Sy (Ωm)
2Simpx
=nth+nba+nimp+
1
2
≥nth+1≥ 1. (F.2.22)
The limiting case in Eq. (F.2.22) occurs for nth = 0 and nba = nimp = 14 . This corresponds to
an oscillator in contact with a zero-temperature ambient thermal bath, measured with an
imprecision of Szpx /2, and exhibiting, due to stochastic back-action, a physical displacement
of Szpx /2 on top of its zero-point displacement, of magnitude S
zp
x .
A more general treatment [184] reveals the RHS of Eq. (F.2.20) and the RHS of Eq. (F.2.22) to
coincide with the Heisenberg uncertainty principle and the standard quantum limit for a weak
continuous (linear) position measurement, respectively.
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F.3 Experimental details
F.3.1 Cryogenic Operation
The sample is embedded in a 3He buffer gas cryostat (Oxford Instruments HelioxTL). As
detailed in Riviere et. al. [124], laser light is coupled to the microdisk by means of a straight
tapered optical ﬁber afﬁxed to the cryostat probe head. To position themicrodisk relative to the
optical ﬁber, the sample chip is mounted on a 2-axis Attocube nanopositioner (ANPx50/LT).
An important practical consequence of the near-ﬁeld coupling architecture is that it enables
us to place the tapered ﬁber in physical contact with the microdisk without inﬂuencing the
quality factor of the nanobeam. We operate in this “contact mode” in order to suppress
ﬂuctuations in the coupling strength κex due low frequency cryostat vibrations, as well as drift
due to temperature change. As shown in Supplementary Figure F.6, changing the position of
the contact point allows access to a wide range of coupling strengths, including nearly ideal
[39] critical coupling.
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Supplementary Figure F.2 – Mode temperature vs. cryostat temperature.
We regulate the pressure and temperature of our cryostat in order to address different ex-
perimental challenges. Measurements which require independent knowledge of the sample
temperature (e.g. optomechanical coupling, Sec. F.3.3) are performed using a large buffer
gas pressure of ∼ 100 mbar in order to ensure good thermalization with the sample holder,
whose temperature is monitored using a calibrated Cernox sensor. Measurements requiring
high mechanical quality factor are conducted with the buffer gas evacuated to a pressure of
< 10−3 mbar. We have veriﬁed that the sample remains thermalized with the sample holder at
temperatures as low as 4 K (ﬁg. F.2), by monitoring the thermomechanical noise of multiple
beam modes using a weak sensor ﬁeld (Supplementary Figure F.2). Below 4 K, a dramatic
rise in temperature is observed for all modes (inset to ﬁg. F.2). This temperature rise scales
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linearly with optical power, and suggests an increase in susceptibility to absorption heating.
We conjecture that this effect is due to a rapid drop in thermal conductivity consistent with
the universal behavior of amorphous glass (in this case Si3N4) at temperatures below ∼ 10K
[206]. To avoid this strong effect, we operate in temperature ranging from 4-5 K for all of the
reported experiments.
F.3.2 Experimental setup
A schematic of the experiment setup is shown in ﬁg. F.3. At its heart is the cryogenic, taper-
coupled microdisk (Sec. F.3.1). The taper is spliced into a ∼ 9 meter, single mode optical ﬁber
(780HP), penetrating the cryostat probe through a pair of teﬂon vacuum feedthroughs. Optical
ﬁelds coupled to the ﬁber are supplied by two intensity-stabilized (Thorlabs NE LCC3112H)
external cavity diode lasers (ECDL, New Focus Velocity 6312 and 6316) operating at λ≈ 775
nm and 850 nm: the ‘sensor’ and ‘feedback’ laser, respectively. Each laser is phase modulated
using a broadband EOM (PM, New Focus 4002). Phase modulation at 61(42) MHz is used
to generate a PDH error signal with which to stabilize the sensor(feedback) laser frequency
to the sensor(feedback) cavity mode. For the sensor ﬁeld, a second phase modulation tone
at Ωcal/2π= 40 MHz is used to calibrate the homodyne measurement (Sec. F.3.3). Directly
before(after) the signal ﬁber, the sensor and feedback ﬁelds are combined(split) using a
dichroic mirror (DM). The sensor(feedback) PDH error signal is derived from a weak pickoff of
the reﬂected(transmitted) cavity ﬁeld.
The homodyne detector is formed by incorporating the cryogenic signal ﬁber into one arm
of a carefully length-matched Mach-Zehnder interferometer. The local oscillator (LO) arm
of the interferometer is derived from the sensor ﬁeld using a beamsplitter located after the
broadband EOM. Cancelling the signal generated by common-mode phase modulation on a
single port of the balanced photodetector (FEMTO HCA-S) enables us to match the length of
the signal and LO arm to within 1 mm, practically eliminating contamination of the measure-
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ECDL 775 nm
(sensing)
LO
PBS HWPHWP
EOM
HWP
Cal. tone 40 MHz
Intensity
stabilization
Intensity
stabilization
HWP HWP
Fiber AM
NE
NE DM
Tapered fiber
G ?
SiN
nanobeam
Silica
microdisk
PBS
BS
5 MHz LPAdjustable delayLow noise amplifier
200kHz HP
DM
+
PDH 70 MHz
EOM
PZT
PDH 70 MHzPZT
Supplementary Figure F.3 – Schematic of experimental setup.
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ment by laser phase noise. Subsequent power balancing of the two detection ports achieves a
common-mode rejection of residual amplitude modulation — mainly arising due to optical
ﬁber etalons — by ∼ 30 dB. The balanced photodetector, based on a matched pair of Si PIN
photodiodes, features a low gain, DC-coupled transimpedance ampliﬁer and a high gain
(5 ·104 V/A) AC-coupled transimpedance amplifer with a low NEP of ∼ 10 pW/Hz at 5 MHz.
We use a LO power of 4 mW to achieve a shot noise to detector noise ratio of 6 dB at Fourier
frequencies nearΩm/2π= 4.32 MHz. The DC photosignal is used to stabilize the path length
of the interferometer by feedback to a piezo-actuated mirror in the LO path.
For characterization of measurement imprecision, the AC homodyne photosignal is sent
directly to the spectrum analyzer (SA, Tektronix RSA5106A). For feedback cooling, the photo-
signal is split on a 20 dB directional coupler (Minicircuits ZFDC-20-3+). The weak port is sent
to the SA. The strong port is directed to a low Vπ(≈ 5 V) ﬁber intensity modulator (EOSPACE)
in the feedback beam path. For the signal(feedback) power used in the reported cooling ex-
periment, 5.5(0.1) μW, it was necessary to further amplify the photosignal in order to achieve
the largest reported damping rates. A low noise voltage ampliﬁer (Minicircuits ZFL-500LN)
was thus placed after the directional coupler, followed by a voltage-controlled RF attenuator
(Minicircuits ZX73-2500-S+), used to tune the feedback gain. In order to suppress feedback
to higher-order beam modes, the photosignal was also passed through a 5 MHz low-pass
ﬁlter (Minicircuits BLP-5+). The remaining electronic path length was manually ﬁne tuned, by
minimizing the feedback spring effect, to achieve a total feedback delay of 3π/2Ωm ≈ 175 ns.
F.3.3 Calibration of optomechanical coupling rate g0
We determine the zero-point optomechanical coupling rate g0 of our system by calibrating
the transduction factorGVω connecting thermomechanical cavity frequency noise, Sω(Ω)≈
8g 20nth/Γm · |χm(Ω)/χm(Ωm)|2 with the measured homodyne photocurrent noise, SV (Ω) =
|GVω(Ω)|2Sω(Ω) (here photocurrent has been referred to the voltage V measured at the output
of the photodetector transimpedance ampliﬁer). Following the method detailed in [66], we
take advantage of the fact that the cavity transduces laser frequency ﬂuctuations and cavity
Frequency [MHz]
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Supplementary Figure F.4 – Calibration of g0. Left: thermal noise calibration of g0 by using known RF frequency
modulation. Right: Optical spring shift from a red-detuned sweep of the probe laser.
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frequency ﬂuctuations in the same way. To calibrate GVω, we phase-modulate the sensor
ﬁeld at frequencyΩcal with a known modulation depth β; this produces a reference tone of
magnitude ScalV (Ω)= 12Ω2calβ2δ(Ω−Ωcal)|GVω(Ω)|2. Comparing the integrated area beneath
the reference tone,
〈
V 2
〉
cal = 12Ω2calβ2|GVω(Ωcal)|2, and the thermomechanical noise peak,
〈V 2〉m = 2g 20nth|GVω(Ωm)|2, gives,
g0 = βΩcal
2
√
1
nth
〈V 2〉m
〈V 2〉cal
∣∣∣∣GVω(Ωcal)GVω(Ωm)
∣∣∣∣ . (F.3.1)
An example of a g0 measurement is shown in ﬁg. F.4. For this measurement, a buffer gas
pressure of ∼100 mbar was used to ensure good thermalization of the sample to probe head at
T ≈ 3.3 K (nth ≈ 1.6 ·104). The resulting mechanical gas damping rate, Γm ≈ 2π ·64 kHz, also
allows us to ignore dynamic back-action effects for the moderate sensor power used, P+in ≈ 1
μW. From separately determined β≈ 0.057 (inferred from a heterodyne beat measurement),
Ωcal = 2π ·40 MHz (the value ofΩcal Ωm was chosen in order to reduce residual amplitude
modulation), and |GVω(Ωc )|/|GVω(Ωm)| ≈ 0.98, we infer g0 ≈ 2π ·21 kHz.
As an independent measure of g0, we red-detune the sensor ﬁeld and compare the resulting
shift of the mechanical frequency to a standard model for radiation pressure dynamical
back-action Eq. (F.2.11). For this measurement, the mechanical damping rate was reduced
by evacuating the buffer gas pressure to < 10−3 mbar (Sec. F.3.4). In ﬁg. F.4, the observed
spring shift ΔΩba is plotted versus cavity transmission for an input power of P
+
in ≈ 1μW and
a measured cavity linewidth of κ ≈ 2π · 1070 MHz. Incorporating the effect of measured
cavity mode splitting (Sec. F.3.5) into the model, the measured spring shift is consistent with
g0 ≈ 2π ·19 kHz. The seperately determined values of 19 kHz and 21 kHz (Supplementary
Figure F.4) are used to set error bars on estimates ofC0 and nimp in the reported experiments
(Supplementary Table 1).
F.3.4 Mechanical damping rate
To determine the intrinsic mechanical damping rate, Γm, it is necessary to minimize extrane-
ous sources of physical and apparent damping; these include gas pressure, radiation pressure
and bolomentric back-action, and slow thermal drift of the mechanical frequency. To miti-
gate the former, we conduct experiments with the buffer gas in our cryostat evacuated to a
level < 10−3 mbar. We verify that the oscillator still thermalizes with the sample holder to a
temperature as low as 4 K (ﬁg. F.5). To mitigate back-action and drift, we extract Γm from an
impulse-response measurement conducted with a weak probe (feedback) beam power of< 50
nW.
The step-response measurement is conducted as follows: the mechanical oscillator is driven
with radiation pressure by intensity modulating the feedback ﬁeld at a frequency Ωd ≈Ωm.
An RF switch is then used to rapidly shutter off the modulation. The subsequent exponential
181
Appendix F. Addendum: Chapter 5
(ringdown) decay of the mechanical energy, with e-folding time τ = 2π/Γm, is observed by
demodulating the homodyne photocurrent atΩd with a demondulation bandwidth of B  Γm.
An average of 100 such ringdowns in shown in the inset of ﬁg. F.5. To record Γm vs temperature
in this ﬁgure, it was necessary to track the frequency of the oscillator over a (temperature-
induced) drift range of ∼ 10 kHz. This was accomplished by incorporating the modulation
and demodulations signal into a phase-locked-loop, using a digital lock-in ampliﬁer (Zurich
Instruments UHFLI).
Cryostat temperature [K]
? m
/2?
 [H
z]
Time [ms]
Supplementary Figure F.5 – Mechanical damping rate versus temperature. See Section F.3.4. Inset: ringdown
example data (blue) and ﬁt (red).
F.3.5 Mode splitting of probe cavity
To accurately estimate intracavity photon number, nc, measurement imprecision, nimp, and
stochastic measurement back-action, nba, it is necessary to account for cross-coupling be-
tween optical cavity modes. In a whispering gallery microresonator, Rayleigh scattering
from surface defects leads to coupling of otherwise degenerate clockwise (CW) and counter-
clockwise (CCW) propagating modes [203] at a rate γ (Eq. (F.2.1a)). Since only the clock-wise
mode (by convention) is driven by the ﬁeld from the optical taper, this leads to an effective
reduction of photon collection efﬁciency by a factor (1+γ2/κ2)2 (Eq. (F.2.5)). At Δ = 0, co-
herence between the CW and CCW ﬁelds leads to a further decrease in homodyne readout
sensitivity by a factor (1+γ2/κ2)2/(1−γ2/κ2)2 (Eq. (F.2.19)) and the simpliﬁed form for nba
given in Eq. (F.2.13).
As a conﬁrmation of the coupled-mode model, we have characterized the steady state cavity
transmission (Eq. (F.2.6)) as a function of external coupling strength, κex (accessed by changing
the taper’s contact point on themicrodisk’s surface). As shown in Supplementary Figure F.6, the
relationship of resonant transmission and total decay rate κ=κ0+κex shows good consistency
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with the model for an intrinsic decay rate of κ0 = 2π ·440 MHz and mode splitting γ= 2π ·360
MHz. These values are used to analyze data presented in Figures 1-3 of the main text.
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Supplementary Figure F.6 – Taper coupling ideality probed by cavity transmission. Inset: examples of cavity
transmission (red) calibrated by using a pre-calibrated “comb” from a ﬁber loop cavity (gray).
F.4 Summary of experimental values and systematic uncertainty
Values used to determine experimental data points and their uncertainty in Figures 2-3 of
the main text are summarized in Supplementary Table 1. We restrict our attention to sources
of systematic uncertainty, as these were found to dominate over statistical uncertainty (e.g.
for least-squares ﬁtting of thermomechanical spectra). Uncertainties in {nimp, ntot} (vertical
axis in Figure 2 of main text) are primarily due to uncertainty in the value the cryostat tem-
perature. Uncertainties in {neff,nfb} (vertical axis in Figure 3 of main text) are primarily due to
uncertainty in both the cryostat temperature and the magnitude of extraneous back-action
heating. Horizontal error bars in Figure 2 of the main text are primarily due to uncertainty in
magnitude of the vacuum optomechanical coupling rate.
We highlight two sources of systematic uncertainty in the mechanical mode temperature:
(1) discrepancy between the cryostat Cernox sensor reading and the temperature at the
location of the sample, and (2) heating due to extraneous back-action. With regards to (1):
two independently calibrated sensors placed in different locations on the sample holder read
values T = 4.1 K and 4.6 K. We take this to be the systematic uncertainty. With regards to (2):
Extraneous back-action heating is recorded versus optical power in Figure 2 of the main text. A
similar measurement was made prior to the cooling experiment shown in Figure 3 of the main
text. In the latter case, we observed approximately 0.4 K of measurement back-action heating
for the P+in ≈ 5.5 μW sensor power used. This is a factor of ∼2 smaller than shown in Figure 2.
The discrepancy is partly attributable to the use of a larger optical linewidth, κ≈ 2π ·1.85 GHz,
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in the feedback experiment. As a conservative estimate, we assume a back-action heating of
(0.4,1) K for Figure 3.
An estimate for the systematic uncertainty in Γm is made by taking the extreme values 2π ·
(5.6,5.8) Hz in the range T = (4.1,4.6) K in Supplementary Figure F.5. We note that in Figure
2 of the main text, extraneous back-action leads to a rise in effective bath temperature by as
much as∼ 12 K, corresponding to Γm ≈ 2π·6.6 Hz. As we do not have a model for the inﬂuence
of such localized heating on Γm, we have chosen to omit this possible source of uncertainty
from the treatment in the main text.
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Introduced in Sec. F.1
x,p position and momentum operator of the mechanical oscillator
xzp,pzp

variance of the position and momentum in the ground state
y position estimate (apparent position inferred from measurement)
ximp imprecision of position estimate
Ωm,Γm resonant frequency and damping rate of the oscillator
m effective mass of the (extended) elastic oscillator mode
χm intrinsic susceptibility of the oscillator position to an external force
T temperature of the ambient thermal environment
Fth Langevin force associated with the ambient thermal environment
Fba,Fba,th Measurement back-action force, Langevin force associated with measurement noise
Ffb,Ffb,th Feedback force, Langevin force associated with feedback noise
χfb,χba susceptibility of the linear feedback network, and back-action
χeff,Γeff effective susceptibility and damping rate of the oscillator in the presence of feedback
and/or back-action
nth,nba,nfb effective thermal occupancy of the ambient thermal bath, measurement (‘back-action’)
noise reservoir, and feedback noise reservoir.
nimp position imprecision referred to an effective thermal occupation
nm,nm,min mean phonon occupancy of the oscillator in the presence of feedback, minimal possible
occupation
gfb,gfb,opt feedback gain, optimal value of feedback gain
Γth thermal decoherence rate (= nthΓm)
Introduced in Sec. F.2
ωc,ω,λ cavity resonance frequency, carrier frequency of optical input, wavelength of optical
carrier (λ= 2πc/ω, where c is the speed of light)
Δ0,Δ bare and renormalized laser-cavity detuning (Δ0 =ω−ωc )
κ0,κex,κ intrinsic, coupling-induced, and total cavity decay rates (κ= κ0+κex)
ηc cavity coupling efﬁciency (=κex/κ)
γ cavity mode splitting
a±,c intracavity ﬁeld operator for the measurement (a) and feedback (c) optical mode, in a
frame rotating at ω; +(−) refers to ﬁeld propagating in (counter) the direction of injected
power
n± steady state intracavity photon numbers
s±in ﬁeld operators for modeling for the injected traveling wave, in a frame rotating at ω
δs±in,δs
±
vac white noise operators modeling the vaccuum ﬂuctuations coupled in via the travelling
wave inputs (‘in’), and the intrinsic decay channels of the cavity (‘vac’)
χ
(γ)
a susceptibility of the optical ﬁeld to cavity input noises, in the presence of splitting γ
g0 vacuum optomechanical coupling rate
u normalized mechanical position operator (= x/xzp)
δ fth,ξth normalized thermal force and associated white noise operator
fba,δ fba dynamical and stochastic components of the normalized radiation pressure force from
the measurement mode
ffb normalized radiation pressure feedback force
Ωba,Γba mechanical frequency and damping rate renormalized by dynamic back-action
C0 single-photon cooperativity (= 4g 20/κΓm)
Introduced in Sec. F.3
G optomechanical coupling expressed as a cavity frequency pull parameter (= ∂ωc/∂x =
g0/xzp)
Supplementary Table F.1 – Glossary of important variables
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