In this paper we study the problems of polynomial identity testing (PIT) and reconstruction of read-once formulas. The following are some deterministic algorithms that we obtain.
ROFs. This implies an n O(d) deterministic algorithm for the reconstruction of depth d ROFs.
A hitting set of size exp(Õ(
√ n + k 2 )) for the sum of k ROFs (without depth restrictions). This implies a subexponential time deterministic algorithm for black-box identity testing and reconstructing of ROFs.
To the best of our knowledge our results give the first polynomial time (non black-box) and sub-exponential time (black-box) identity testing algorithms for the sum of (a constant number of) ROFs.
In addition, we introduce and study the read-once testing problem (ROT for short): Given an arithmetic circuit computing a polynomial P (x), decide whether there is a ROF computing P (x). If there is such a formula then output it. Otherwise output "No". We show that most previous algorithms for polynomial identity testing can be strengthen to yield algorithms for the ROT problem. In particular we give ROT algorithms for: Depth-2 circuits (circuits computing sparse polynomials), Depth-3 circuits with bounded top fan-in (both in the black-box and non black-box settings, where the running time depends on the model), noncommutative formulas and sum of k ROFs. The running time of the ROT algorithm is essentially the same running time as the corresponding PIT algorithm for the class.
The main tool in most of our results is a new connection between polynomial identity testing and reconstruction of read-once formulas. Namely, we show that in any model that is closed under partial derivatives (that is, a partial derivative of a polynomial computed by a circuit in the model, can also be computed by a circuit in the model) and that has an efficient deterministic polynomial identity testing algorithm, we can also answer the read-once testing problem. 
Categories and Subject Descriptors

INTRODUCTION
Let F be a field and C an arithmetic circuit in the variablesx = (x1, . . . , xn) over F. The output C(x) is a polynomial in F[x1, . . . , xn]. Can we determine whether C(x) is the zero 1 polynomial? This is the well known polynomial identity testing problem (PIT for short). The celebrated Schwartz-Zippel result [25, 23] implies a polynomial time randomized algorithm for the PIT problem, but the main question is whether we can do this deterministically. There are two scenarios in which PIT is considered. In the blackbox setting we can only access the unknown polynomial by querying its values on inputs of our choice. Thus, a PIT algorithm basically gives a set of points such that if the polynomial is non-zero then it must be non-zero on one of the points in the set (such a set is known as a hitting set). The only information that we have about the polynomial is that there exists a circuit of a certain form that computes it. In the non black-box setting we also have the circuit computing the polynomial at our disposal, so the algorithm has much more power in this setting. We shall consider both the black-box setting and the non black-box setting, and will make clear when we consider each of the settings.
The problem of giving deterministic sub-exponential PIT algorithms is believed to be very difficult. In particular it was shown that efficient PIT algorithms imply lower bounds for arithmetic circuits [14, 1] (see also [11] ). In view of the difficulty of providing sub-exponential deterministic PIT algorithms for general arithmetic circuits, research focused on restricted models such as depth-2 circuits [4, 12, 19, 21] (and many more), depth-3 circuits [10, 18, 16, 3] and non-commutative arithmetic formulas [22, 5] . It is a major open problem to give sub-exponential time deterministic algorithms for PIT of bounded depth circuits and of multilinear formulas.
The focus of this work is on models related to arithmetic read-once formulas (ROF for short). An arithmetic readonce formula is a formula (a circuit in which the fan-out of every gate is at most 1) in which the operations are {+, ×} and such that every input variable labels at most one leaf. Although read-once formulas form a very restricted model of computation they received a lot of attention both in the boolean world [15, 2, 9] and in the algebraic world [13, 8, 6, 7] . However, no deterministic sub-exponential time blackbox PIT algorithm for arithmetic ROF was known prior to this work. This sad state of affairs implies that if we want to give efficient algorithms for bounded depth circuits or for multilinear formulas then we should first try to find algorithms for read-once formulas. In view of this we study several models related to ROFs and give new PIT algorithms for them. In particular, we give the first deterministic subexponential time black-box algorithm for identity testing and reconstruction of read-once formulas. Theorem 1. There is a deterministic exp(Õ( √ n)) time black-box algorithm for identity testing of ROFs. In particular, this implies a sub-exponential time deterministic algorithm for reconstruction of read-once formulas (that is, there is an algorithm that outputs a ROF computing the same polynomial). In case that |F| is too small we make queries to the black-box from a polynomial size extension field.
In particular, we construct a hitting set of size exp(Õ( √ n)) for ROFs, that also enables the reconstruction of the formula. This result relies on the following theorem that studies ROFs of relatively small depth. Theorem 2. There is an n O(d) time deterministic algorithm for checking whether a black-box holding an n-variate ROF of depth d (in the unbounded fan-in model) computes the zero polynomial. In case that |F| is too small we make queries to the black-box from a polynomial size extension field. As a consequence we also get a reconstruction algorithm of roughly the same running time for depth d ROFs.
If fact, we prove the above theorem for the alternating model which is a generalization of the (standard) unbounded fan-in model. The following result gives an efficient PIT algorithm (in the non black-box setting) when the input is the sum of a small number of read-once formulas Theorem 3. There is an n O(k 2 ) time deterministic algorithm for checking whether given k ROFs, in n variables, over a field F, sum to zero or not. In case that |F| is too small we make queries from a polynomial size extension field.
By combining ideas from the proofs of the previous theorems we are able to prove the following theorems that strengthen the results of Theorems 1 and 2.
2 Basically, the theorems show how to perform black-box PIT when the input is a sum of a small number of read-once formulas.
Theorem 4. There is an exp(Õ( √ n+k 2 )) time black-box deterministic algorithm for identity testing for the sum of k ROFs. In case that |F| is too small we make queries to the black-box from a polynomial size extension field.
Theorem 5. There is an n O(d+k 2 ) time deterministic algorithm for checking whether a black box holding a sum of k depth d ROFs (in the unbounded fan-in model), in n variables, computes the zero polynomial. In case that |F| is too small we make queries from a polynomial size extension field.
In fact we can generalize the previous theorems to the case where we have a sum of ROFs that is read-k. That is, every variable appears in at most k of the formulas.
Fm be a read-k sum of ROFs. Then there is an exp(Õ( √ n + k 2 )) time deterministic black-box PIT algorithm for F . If in addition we are guaranteed that the Fm's are depth d ROFs then there is an n O(d+k 2 ) time deterministic black-box PIT algorithm for F .
In the non black-box setting there is an n
In addition to giving PIT algorithms for models related to ROFs, we are interested in a generalization of the problem, that we call the read-once testing problem (ROT for short).
Problem 1. Given a circuit C (maybe as a black-box) computing some polynomial P (x), decide whether P can be computed by an (arithmetic) ROF, and if the answer is positive then compute the read-once formula for it.
This problem is a generalization of the PIT problem, as the zero polynomial is computable by a ROF. Moreover, given a ROF it is easy to check whether it computes the zero polynomial. Similarly to the PIT problem, there is an efficient randomized algorithm for the ROT problem. Indeed by the results of [13] there is a randomized algorithm for reconstructing ROFs, that are given as black-box, and then using the Schwartz-Zippel randomized identity testing algorithm [25, 23] we can check whether the ROF that we computed, computes the same polynomial as the one in the black-box. The main question is whether we can find an efficient deterministic algorithm for the ROT problem. We show that if we have an efficient PIT algorithm for a circuit class M, that satisfies some closure properties, then we can also solve the ROT problem for the class efficiently.
Theorem 7. Let M be a class of arithmetic circuits, that can compute any univariate linear function (i.e. for every f = axi + b there is a circuit in M that computes it). Denote with MV the class of circuits that contains all circuits of the form C1 + C2 + C3 × C4, where the Ci's are circuits from L(M) 3 and C2, C3 and C4 are variable disjoint. Assume that there is a deterministic PIT algorithm that runs in time T (n, s), when given access (explicit or via a blackbox) to a circuit in n-variables, of size s, that belongs to MV . Then there is a deterministic algorithm that runs in time poly(n, s, T (s, n)) that when given access (explicit or via a black-box) to an n-variate circuit of size s from M, solves the ROT problem.
Note that for most circuit classes for which we have efficient PIT algorithms, we also have efficient PIT algorithms for their "closure", MV . As a corollary we get that all previous PIT algorithms can be generalized to yield algorithms for ROT. In particular we obtain the following results. We first give a strengthening of Theorems 3, 4 and 5. 
. A deterministic algorithm that given a black-box access to F solves the ROT problem and runs in time exp(Õ( √ n + k 2 )). If in addition all the Fm's are of depth d, then there is a deterministic algorithm that given a black-box access to F solves the ROT problem in time n O(d+k 2 ) . As before the results remain the same when F is read-k sum of ROFs and not just the sum of k ROFs.
The following result strengthens many reconstruction algorithms that were given for sparse polynomials ( [4, 12, 19] just to name a few). We are not sure however whether our result is new, but we give it anyway (see last sentence of paragraph 4 on page 707 of [8] that refers to [20] ).
Theorem 9. Given a black-box access to a polynomial P with m monomials there is a polynomial (in n, m) time algorithm that solves the ROT problem for P . If |F| is too small then we make queries from a polynomial size extension field.
Our next result solves the ROT problem for depth-3 circuits with bounded top fan-in. This result generalizes the results of [10, 18, 16, 3] who gave deterministic identity testing algorithms for this model (in that respect we also mention the results of [24, 17] that gave reconstruction algorithms for such circuits).
Theorem 10. Given a black box holding a depth-3 circuit C with k multiplication gates (i.e. a ΣΠΣ(k) circuit) there is an exp(log O(k 2 ) n) time algorithm that solves the ROT problem. If C is a multilinear circuit then the running time of our algorithm is poly(n) (for a constant k). If C is explicitly given to us then there is a polynomial time algorithm that solves the problem.
The last result of this kind concerns non-commutative formulas and generalizes the polynomial identity testing result of [22] for this model.
Theorem 11. Given a non-commutative formula (in the non black-box setting) there is a polynomial time algorithm (in the size of the formula) for the read-once testing problem.
Comparison to Previous Works
Read-once arithmetic formulas were studied before in the context of learning theory and exact learning algorithms were given to them. We shall now discuss the different models in which it was studied and highlight the differences from our work.
In [13] learning algorithms for read-once arithmetic formulas that use membership and equivalence queries were given. A membership query to a ROF f (x) is simply a query that asks for the value of f (x) on a specific input. An equivalence query on the other hand, gives the oracle a certain hypothesis, h(x), and the oracle answers "equal" if f ≡ h or returns an inputᾱ such that f (ᾱ) = h(ᾱ). Note that when it comes to deterministic PIT algorithms, equivalence queries are irrelevant (as we can always give as an hypothesis the zero polynomial). Using this language, our results for the black-box setting use only membership queries (both for the PIT and read-once testing problems).
The results of [13] were later extended by [8] in two different ways. First, they allowed the formulas to contain division gates (in addition to {+, ×}), and secondly they allowed the algorithm to use randomness instead of using equivalence queries. They also considered a model in which justifying assignments (a notion that we later define) are given in advance to the algorithm. Again, this approach is irrelevant when it comes to deterministic PIT algorithms. However, we do use some of the techniques of [13, 8] in our ROT algorithms. That is, we use their ideas in order to construct a candidate ROF that may compute the same polynomial as the one computed by the given circuit (recall Problem 1). The main difficulty is then to verify deterministically that this ROF indeed computes the same polynomial as the given circuit. Indeed, the main difference between the reconstruction problem and the ROT problem is that in the reconstruction setting we are guaranteed that there exists a ROF for the given circuit, so if we use the results of [13, 8] we are guaranteed that we have the correct ROF, whereas in the ROT setting we first have to check whether the polynomial can be computed by a ROF and only then we can try and find the formula. Thus, when we use the reconstruction algorithm we get a ROF and then we still have to verify that it does compute the same polynomial as the given circuit (or black-box). This may seem like a small point, however this is exactly the reason that we cannot use the results of [18] to get a polynomial time black-box algorithm in Theorem 10, and instead settle for the results of [10, 16] due to the additional structure they guarantee.
Organization
The paper is organized as follows. In Sections 2 and 3 we give the basic definitions and notations. In Section 4 we give several basic algorithms for ROFs (some of them already known but used in this paper as well). Then in Section 5 we show how to convert PIT algorithms to ROT algorithms and prove Theorem 7. New PIT algorithms for bounded depth and black-box ROFs is given in Section 6. Finally, in Section 7 we give PIT algorithms for sum of ROFs.
PRELIMINARIES
The following definitions are for a polynomial P ∈ F[x1, x2, . . . , xn] and an assignmentā ∈ F n : Given a subset I ⊆ [n] we define P Ī a (x) to be the polynomial resulting from substituting ai to the variable xi for every i ∈ I. We say that P depends on xi if there existsb ∈ F n such that
We now define a lossless type of an assignment. Similar definitions were given in [13] and [8] , but we repeat the definitions here to ease the reading of the paper (we also slightly change some of the definitions). We denote var(P ) ∆ = {xi | P depends on xi}.
Definition 2.1 (Justifying assignment).
An assignmentā ∈ F n is a justifying assignment of P if for every subset I ⊆ var(P ) we have that var(P Ī a ) = var(P ) \ I. We say thatā is a weakly-justifying assignment of P if var(P Ī a ) = var(P ) \ I holds for |I| = 1. A polynomial P is a−justified ifā is justifying assignment of P . We define the termā-weakly-justified in a similar manner.
n is a justifying assignment of P iff var(P Ī a ) = var(P ) \ I for every |I| = |var(P )| − 1.
Partial Derivatives
The concept of a partial derivative of a multivariate function and its properties are well-known and well-studied for continuous domains (such as: R,C etc.). Here we use the natural extension of the concept for multilinear polynomials over arbitrary fields.
Definition 2.4. Let P be a n variate polynomial over a field F and let xi be a variable. We define the discrete partial derivative of P with regard to xi as
Notice that this definition coincides with the "analytical" one when F = R or C. The following lemma is easy to verify.
Lemma 2.5. For a multilinear polynomial P the following basic properties hold: P depends on xi if and only if
n is a justifying assignment of P if and only if ∀i ∈ var(P ) we have
Since the above properties trivially hold, we will use them implicitly. The following lemma contains the equivalent derivation rules when we restrict ourselves to the multilinear polynomials domain. That is, in all the cases we must ensure that the results of the specified arithmetic operations are indeed, multilinear polynomials. As this is not the general case, it imposes various (implicit) variable-disjointness restrictions. For example, a quotient of two arbitrary multilinear polynomial is not necessarily a multilinear polynomial. Moreover, in some cases it might not be a polynomial at all. Lemma 2.6. Let P, G, Q be multilinear polynomials. Then the following derivation rules hold (with the appropriate implicit restrictions): Sum Rule, Product Rule, Quotient Rule, Chain Rule.
Definition 2.7. For a non-empty set V = {xi 1 , xi 2 , . . . , xi |V | } we define the partial derivative with respect to V as ∂V P
Definition 2.8. Let M be a circuit class. We say that M contains the polynomial P if P can be computed by some circuit C from M. We denote it by P ∈ M. The Partial Derivatives of M is:
ROFS AND ROPS
In this section we give some basic definitions related to read-once formulas. Most of the definitions are from [13] , or are small variants of their definitions. We start by formally defining the notions of a read-once formula, a skeleton of a read-once formula and a read-once polynomial.
Definition 3.1. A read-once arithmetic formula (ROF for short) over a field F in the variablesx = (x1, . . . , xn) is a binary tree whose leafs are labeled with the input variables and whose internal nodes are labeled with the arithmetic operations {+, ×} and with a pair of field elements
Each input variable can label at most one leaf. The computation is performed in the following way. A leaf labeled with the variable xi and with (α, β) computes the polynomial α · xi + β. If a node v is labelled with the operation op and with (α, β), and its children compute the polynomials fv 1 and fv 2 then the polynomial computed at v is fv = α · (fv 1 op fv 2 ) + β.
The skeleton of a ROF f is the tree obtained from f after removing all the labels (α, β) from the nodes (but keeping the operations and the input variables).
We say that a ROF is non-degenerate if it depends on all the variables appearing in it.
As our ROF model does not allow constants as inputs (constants can only label internal nodes of the formula), we represent the constant polynomials with a special gate CONST that has only one label, a. We denote by Ca the nondegenerate ROF computing the constant polynomial P ≡ a.
A polynomial P (x) is a read-once polynomial (ROP for short) if it can be computed by a ROF. For a ROP P we define ROF(P ) ∆ = {f |f is a ROF computing P }. A ROF is called multiplicative ROF if it has no addition gates. A polynomial computed by a multiplicative ROF is called a multiplicative ROP.
Note, because we allow gates to apply linear functions on the results of their operations, the output of a multiplicative ROF can be more than a mere monomial.
When considering read-once formulas of small depth we allow the tree to have unbounded fan-in (and not just fanin 2 as in the definition above). Moreover, we shall allow small depth ROF to use generalized multiplication gates. A generalized multiplication gate on the inputs (x1, . . . , x k ) is allowed to compute any multiplicative ROP in its input variables. Because of the similarity to Definition 3.1 we only sketch the definition. Definition 3.2. An alternating read-once formula (AROF) over a field F is a ROF in the operations {+, MUL}, with unbounded fan-in. If a node v, of fan-in k, is labeled with + and (α, β) and its children compute the polynomials fv 1 , . . . , fv k then the polynomial computed at v
If v is labeled with MUL then it computes a multiplicative ROP in its input variables. That is, if v computes the multiplicative ROP g, and its children compute the polynomials fv 1 , . . . , fv k , then the output of v will be the polynomial fv = g(fv 1 , . . . , fv k ). In addition, any children of a MUL (+) gate is either a leaf or a + (MUL) gate.
The skeleton of an AROF f is defined, as before, as the tree of f without the labels (α, β) on the nodes (but with the operations and the input variables).
The depth of an AROF is defined as the depth of its tree. I.e., the length of the longest path from a leaf to the root.
For a ROP P ∈ F[x1, x2, . . . , xn] we define: depth(P ) to be the depth of the AROF computing it.
The depth of a ROP P will play an important role in our PIT algorithms. At first sight it is not clear why this notion is well defined, however it is not difficult to show that the skeleton of an AROF for P is unique (e.g. it follows from Lemma 3.3) and so depth(P ) is well defined. We now give some simple claims regarding ROFs. Lemma 3.3 (ROP Representation Lemma). Every ROP P (x) such that |var(P )| ≥ 2 can be presented in exactly one of the following forms:
Similarly, we have the following representation in terms of AROF's. Every ROP P (x) with |var(P )| ≥ 2 of depth d can be presented in exactly one of the following forms: P2(x) , . . . , P k (x)). Where, for every j ∈ [k], the polynomials Pj(x) are non-constant variable-disjoint ROPs of depth at most d − 1, and f is a multiplicative ROP.
Lemma 3.4. Let P (x) be a ROP and v a node in a ROF f computing P . We denote by pv(x) the polynomial that is computed by v. Then there exists a polynomial Q(y,x) such that Q(pv(x) ,x) ≡ P (x) and, in addition, pv and Q are variable-disjoint ROPs.
Lemma 3.5. Every factor of a ROP is a ROP.
Partial Derivatives of ROPs
We start by presenting a basic, and yet, important property of ROPs derivatives. The proof is carried out by a simple induction on |var(P )| using Lemma 3.3.
Lemma 3.7 (2-nd Derivative Lemma). Let P (x) be a ROP such that
Proof. First, notice that xj, xi ∈ var(P ). Let f ∈ ROF(P ) and let v be the first common ancestor of xj and xi. Let G(x) be the polynomial computed by v in f . By Lemma 3.4 there exists a ROP Q(y,x) such that Q(G(x) ,x) ≡ P (x). Clearly, xj, xi ∈ var(G) \ var(Q). As
(P1), xj ∈ var(P2) and c ∈ F. By the chain rule (Lemma 2.6):
The following is an easy consequence of the above.
Multiplicative and0−Justified ROPs
The following gives an algebraic characterization of multiplicative ROFs.
Proposition 3.8. A ROP P is a multiplicative ROP iff ∀xi = xj ∈ var(P ) we have that
The following lemma gives a very useful property of multiplicative ROP that we shall rely on later.
Lemma 3.9. Let P (x1, x2, . . . , xn) be a multiplicative ROP with |var(P )| ≥ 2. Then for every variable xi ∈ var(P ) there exists another variable xj ∈ var(P ) such that ∂P ∂x j = (xi − α)h(x) for some α ∈ F and h, where var(h) = var(P ) \ {xi, xj}. In particular,
Proof. Let f ∈ ROF(P ) be a multiplicative ROF. As |var(f )| = |var(P )| ≥ 2, f has at least one gate. Assume, w.l.o.g. that i = 1. Let v be the father of x1 (in f ). We denote by pv(x) the ROP that is computed by v. Let var(pv) = [k] for some 2 ≤ k ≤ n. By Lemma 3.4 there exists some polynomial Q(y, x k+1 , . . . , xn) such that Q(pv(x1, x2, . . . , x k ), x k+1 , . . . , xn) ≡ P (x1, x2, . . . , xn). Since v is a multiplication gate (recall that f is a multiplicative ROF) and is the father of x1 we get, in a similar manner to Lemma 3.3, that pv can be written as pv(x) = (x1 + β)H(x) + c for some polynomial H(x) such that x1 / ∈ var(H). By the chain rule: (Lemma 2.6):
. As a result we get that
The following lemma is an extension of Lemmas 3.6 and 3.5 to0−weakly-justified ROPs. Follows from Lemma 3.7.
Lemma 3.10. A partial derivative and a factor of ā 0−weakly-justified ROP is a0−weakly-justified ROP.
ROF GRAPH-RELATED ALGORITHMS
In this section we give (without proof) several basic algorithms for ROFs (some are already known).
Lemma 4.1. Given a graph of computation of a ROF f there is an O(n) time algorithm that can convert any ROF f to a non-degenerate ROF f such that f ≡ f .
In fact, this algorithm can also be used as a (non-black box) PIT algorithm for ROFs.
Lemma 4.2 (Lemma 3 of [8])
. Given access to a black-box holding a ROF f and a justifying assignmentā of f there is a polynomial time algorithm for reconstructing f , i.e. for constructing a (non-degenerate) ROFf s.t.f ≡ f . Lemma 4.3. Given a graph of computation of a ROF f and a variable xi there is an O(n) time algorithm that outputs a (non-degenerate) ROF g that computes ∂f ∂x i .
FROM PIT TO ROT
In this section we study the relation between the polynomial identity testing problem (PIT) and the read-once testing problem and prove Theorem 7 (of which Theorems 9, 10 and 11 are corollaries). We present a generic scheme that can be used to strengthen efficient PIT algorithms to yield efficient read-once testing algorithms. Then we use the scheme to obtain ROT algorithms for models for which PIT algorithms are known.
Generic Scheme
The idea behind the scheme is: "Doveriai, no Proveriai". 5 First, we give a read-once reconstruction algorithm (based on Algorithm 2 and Lemma 4.3). That is, an algorithm that given a circuit C computing a ROP, outputs a ROF f computing the same polynomial. Then, to preform the readonce testing, we assume that the given circuit C computes a ROP and run the read-once reconstruction algorithm based on this assumption. If the algorithm encounters an error or is unable to run correctly, then we conclude that C does not compute a ROP. Things are more complicated in the case of success, that is, when the algorithm does output a ROF. The problem is that we do not have a guarantee regarding the correctness of our assumption (that the circuit computes a ROP) and hence the correctness of its output. Moreover, for any circuit C that computes a ROP there exist many circuits (computing different polynomials) aliasing C. Meaning, that an execution of our read-once reconstruction algorithm on any such circuit C = C will succeed and yield a ROF f such that f ≡ C = C . Consequently, to complete the read-once testing we need to verify the correctness of the output. For this purpose we need a verification procedure, which we give in Theorem 5.4. Algorithm 1 gives the generic scheme for ROT. The algorithm works both in the black-box and in the non black-box settings, depending on the PIT algorithm for M at hand.
Algorithm 1 Generic ROT Scheme
Input: A black-box / circuit C that belongs to M. Output: ROF f such that f ≡ C, if C computes a ROP, "failure" otherwise.
1: Acquire a justifying assignmentā using Algorithm 2 2: Given the justifying assignmentā reconstruct f from C 3: Verify that f ≡ C using Theorem 5.4
From PIT to Justifying Assignments
In Section 4 we showed (by citing the results of [13, 8] ) that a reconstruction of a ROF is possible when we have a justifying assignment. We now show how to get a justifying assignment from a PIT algorithm. We shall consider a circuit class M (e.g. depth-3 circuit, sum of ROFs, etc.) for which there exists another circuit class M such that ∂M ⊆ M and M has an efficient PIT algorithm.
6 Algorithm 2 returns a justifying assignment for P if it manages 5 Trust, but Verify. 6 Note, that in most cases an identity testing algorithm for M can be slightly modified to yield an identity testing alto find one. Otherwise it returns "ERROR". The algorithm invokes (as a subroutine) the PIT algorithm for M . Before giving the algorithm we explain the intuition behind it. What we are after is a vectorā ∈ F n s.t. if P depends on xi then the polynomial P |x j =a j (for any j = i) also depends on xi. I.e., we want that if
Therefore, we consider the polynomials {gi = ∂P ∂x i } i∈ [n] , and look for a vectorā, s.t. for any j = i, gi|x j =a j ≡ 0. As each gi is a linear polynomial in xj there is at most one "bad value" that we can assign to aj. Namely, for most values of aj, we have that gi|x j =a j ≡ 0. Hence, if we check enough values we should find a good aj for every gi. To verify that gi|x j =a j ≡ 0 we use the PIT algorithm for M . In fact, what we just described only gives a weakly justifying assignment. To find a justifying assignment we have to verify that after we assign aj to xj, for all j = i, we have that gi is still not zero. We manage to do it by first finding a1, then we assign a1 to x1 to get a new set of polynomials gi's etc.
Actually, we shall acquire a a Common Justifying Assignment for a set of polynomials {Pm} m∈ [k] . A common justifying assignment is an assignmentā that is simultaneously a justifying assignment for each Pm. Acquiring a common justifying assignment is a simple generalization of the above ideas. In fact, it can be regarded as a simultaneous acquisition of a (single) justifying assignment. Lemma 5.1. Assume that |F| > kn. Let {Pm} m∈[k] be a set of ROPs computed by circuits from M (in both black-box and non-black box setting) and let ∂M ⊆ M . Algorithm 2 outputs a common justifying assignmentā for {Pm} m∈ [k] in time O(n 3 k 2 · t), where t is the running time of the PIT algorithm for M .
From a Hitting Set to a Justifying Set
Note that in Algorithm 2, even if the PIT for M is in the black-box setting then the algorithm still runs in an adaptive manner. In this subsection we give a "Black-Box" version of Algorithm 2. More precisely, given a hitting set A for M we construct J k A -a k−justifying set for M. Namely, a set of vectors that contains a common justifying assignment for any set of k ROPs computed by M. The construction is performed in two steps: First, we interpolate the vectors in A by multivariate polynomials (i.e. take a low degree extension of A). Afterwards, we expand the set A by evaluating those polynomials on more points.
Given a hitting set A ⊆ F n we chose a subset of V ⊆ F of size n and set q ∆ = log n|A| . It follows that |A| ≤ n q < n|A|. Then, we arbitrarily order the vectors in A. Let gorithm for ∂M.
F to be the interpolation polynomial of the i-th coordinates of the vectors in A. That is, Li(ȳ) is a q-variate polynomial of degree at most n − 1 in every variable such that for everȳ L2(ȳ) , . . . , Ln(ȳ)).
be ROPs computed by circuits from M and let W ⊆ F be a subset of size kn
Read-Once Verification
Read-Once Verification is testing whether a given circuit C, from a certain circuit class M, and a given ROF f compute the same polynomial. Note though, that while the verification might have the nature of a polynomial identity testing, it is somewhat a harder problem since it requires determining the equivalence of polynomials computed by circuits from two different circuit classes. We shall assume that M has a PIT algorithm and that M can compute any univariate linear function. In addition, we shall assume that the ROF f is given to us explicitly (e.g. as a graph of computations). The circuit C, on the other hand, may be given to us as a black-box, depending on the PIT algorithm for M. Clearly, if C − f ∈ M then the verification procedure is trivial (as M has a PIT algorithm). The general case however is more complicated. Due to lack of space we only sketch a verification procedure that enables us to take care of the case where C − f ∈ M.
Theorem 5.4. Let C and f be a circuit from a circuit class M, and a ROF correspondingly. Let MV be defined as in the statement of Theorem 7. Then given f and C (maybe only as a black-box) there is an O(n · t + n 4 ) time Algorithm that outputs "true" iff C ≡ f , where t is the cost of a single PIT algorithm for MV .
The idea behind the algorithm is to recursively ensure that every gate v of f computes the same polynomial as a corresponding restriction of C. To give a rough sketch, we first find a justifying assignment for f ,ā. Then we consider v, the root of f . It has two sub formulas. W.l.o.g. assume that f = α·(fv 1 op fv 2 )+β, where fv i is the ROF computed at vi and op is either + or ×. Assume that the variables of vi are Si (S1 and S2 are disjoint). Consider the circuit C1 that equals to C after we substitute the corresponding values fromā to the variables in S2. Similarly we define C2, and the ROFs f1 and f2. We now recursively verify that Ci ≡ fi. The only thing left now is to verify that indeed C ≡ α · (C1 op C2) + β. This basically reduces the verification problem to the problem of verifying that C ≡ C1 op C2 where C1 and C2 compute variable disjoint ROPs and op is either + or ×, and verifying that C ≡ α · xi + β for the leaves (i.e. INPUT or CONST gates). Note, that this is a PIT problem for a circuit class that is closely related to M, although slightly different (e.g. if M is the class of ΣΠΣ(k) circuits, then we need a PIT algorithm for ΣΠΣ(O(k 2 )) circuits). Therefore, we shall assume that a slightly larger circuit class has an efficient PIT algorithm (e.g. a class containing C − C1 op C2 and C − α · xi + β for variable disjoint C1 and C2). For this we make the following definition of a "verifying class". The definition uses the notations given in Definition 2.8. Note, that for most circuit classes that have efficient PIT algorithms, there also exists a PIT algorithm for a corresponding verifying class.
Definition 5.5. We call a circuit class MV a Verifying Class of M if it admits an efficient PIT algorithm and contains all circuits of the form C1 + C2 + C3 × C4, where the Ci's are circuits from L(M) (See Definition 2.8) such that C2, C3 and C4 are variable disjoint.
As f is given to us explicitly, we can acquire the justifying assignmentā in time O(n 4 ) time (see Lemma 5.1). This completes the sketch of proof of Theorem 5.4. Now we can easily proof Theorem 7.
Proof of Theorem 7. We will show that given M and MV satisfying the required conditions we can successfully preform each step of the "Generic ROT Scheme" described in Algorithm 1. Acquiring a Justifying Assignment: As ∂M ⊆ MV we can acquire a justifying assignmentā by invoking Algorithm 2. The running time is O(n 3 · T (n, s)).
Reconstructing ROF f from C: Given the justifying assignmentā we can reconstruct f from C using Lemma 4.3. The running time is poly(n, s).
Verifying that f ≡ C: As MV satisfies the conditions of Definition 5.5, it can serve a verifying class of M. This allows to invoke the verification procedure described in Theorem 5.4. The running time is O(n · T (n, s) + n 4 ). The total running time is poly(n, s, T (n, s)).
By applying the "Generic ROT Scheme" on several known PIT algorithms we can easily prove Theorems 9, 10 and 11.
PIT ALGORITHM FOR AROF
In this section we prove Theorems 1 and 2. It will be more convenient for us to use the notion of AROF instead of the usual notion of ROF (see Definition 3.2).
PIT for Bounded-Depth AROFs
In this subsection we prove Theorem 2. The main idea is to convert a ROP P , that has many variables, each with degree 1, to a polynomial P with a "small" number of variables and a "reasonable" degree , such that P ≡ 0 iff P ≡ 0. For this task, we define the following two families of maps.
Definition 6.1. Let n ≥ m ≥ 1 and d ≥ 1 be integers. Define the trace functions τi(y1, . . . , y d ) τ1(y1, . . . , y d ) , . . . , τn(y1, . . . , y d )). Denote with ei ∈ {0, 1} n the vector that has a single non zero entry at the i-th coordinate. Let T d,m (z, y1, y2, . . . , y d ) : The transformation takes advantage of the fact that each variable is read at most once, so there is always a variable with the smallest index that cannot be cancelled. Definition 6.2. For a non-constant polynomial P ∈ F[x1, x2, . . . , xn] define minarg(P ) = min{i | xi ∈ var(P )}.
We now give the main idea behind our PIT algorithm. We say that AROF is additive if its root is an addition gate. Lemma 6.3. Let P ∈ F[x1, x2, . . . , xn] be a non-constant ROP computed by an additive AROF ϕ : F n → F of depth < 2d and let m = minarg(P ). Then P (T d,m ) depends on z and P (S d ) is a non-constant polynomial inȳ.
Proof. We show that the two properties hold by a joint induction on d. When d = 1 we have that an additive AROF of depth at most 1 must have the form P = a0 + a1x1 + a2x2 + · · · + anxn. It is clear that the two properties hold. We now consider the case d > 1. We can represent
) where {fi} i∈ [k] are the multiplicative ROPs that label the children of the root of ϕ (which are MUL gates), and each Pi,j is a ROP of depth < 2d − 2 = 2(d − 1), computed by an additive AROF that enters the MUL gate labeled with fi. Let m = minarg(P ). Assume w.l.o.g. that m ∈ var(P1,1). We first show that P (T d,m ) depends on z. Consider P1,j for j > 1. As m ∈ var(P1,j) we get from the induction hypothesis that P1,j(T d−1,m ) = P1,j(S d−1 ) is a non-constant polynomial. Similarly, we get by the induction hypothesis that P1,1(T d−1,m ) depends on z. The following lemma guarantees that g1(T d−1,m ) depends on z.
Lemma 6.4. Let Q(x) : F k → F be a non-constant multiplicative ROP and let h1(z,ȳ), h2(ȳ), . . . , h k (ȳ) be nonconstant polynomials such that z ∈ var(h1).
Then Q(h1, . . . , h k ) ≡ 0 and depends on z.
As a corollary we get that g1(
In particular P (T d,m ) depends on z, as required. We now want to show that P (S d ) = P (T d,m )|z=0 is a non-constant polynomial. Recall that m = minarg(P ). Therefore we can write g1(x) = xm · A1(xm+1, . . . , xn) + B1(xm+1, . . . , xn), where A1 is a nonzero polynomial. Moreover,
. Summing all together, we can write P (x) = xm · A1(xm+1, . . . , xn) + B(xm+1, . . . , xm), as the other gi's do not depend on xm (because they come from the same ROP). It follows that
We now make two observations. The first is that A1(S d ) has a monomial not depending on y d . This follows from the fact mentioned above that A1(S d−1 ) ≡ 0. The second observation is that in every monomial involving y d in either A1(S d ) or B(S d ), the degree of y d is at least m + 1. This follows from the fact that these two polynomials only depend on xm+1, . . . , xn. In particular we have that m, and in any other monomial the degree of y d is either 0 or at least m + 1). As a conclusion we get that P (S d ) is a non-constant polynomial inȳ and particularly, P (S d ) ≡ 0, and the proof is completed.
Corollary 6.5. Let P be a non-zero ROP computed by an AROF of depth ≤ 2d then P (S d+1 ) ≡ 0.
We now construct the hitting set suggested by Lemma 6.3.
Theorem 6.6. Let W ⊆ F be a set of size n 2 . Let A = S d+1`W d+1´⊆ F n (that is, we take the image of W d+1 under S d+1 ). Then an n-variate ROP P of depth ≤ 2d is zero if and only if P |A ≡ 0.
Theorem 2 is now an immediate corollary.
PIT for General ROFs
In this section we prove Theorem 1. The idea of the proof is the following. Given a black-box holding a ROP P we have two options. Either the depth of P , denoted with d, is smaller than O( √ n), and in this case we can use Theorem 6.6. Or, we are in a case where any AROF for P has a "high" depth. We show that in such a case there exists an input variable xi such that
is not the zero polynomial and, more importantly, depends on at most n − d/2 variables. The idea behind the proof is to show a that if there is a variable xi that is "very far" from the root of the AROF for P , then there are "many" variables xj such that xi · xj does not appear in any monomial. Consequently we can eliminate the dependency on those variables by taking a partial derivative w.r.t. xi. By repeating this several times we get as a result that there exists a set I ⊆ [n] of size O( √ n) such that ∂I P is non zero and is either of depth smaller than √ n or it depends on a small number of variables. In either case we can perform PIT efficiently (i.e., in sub-exponential time).
Proof. We shall show the proof only for the case k = 1, as after taking a partial derivative the depth cannot increase (see Lemma 3.6) , and so we can construct the set I by adding one element at a time. We assume w.l.o.g. that depth(P ) > 0 as otherwise there is nothing to prove.
Consider an alternating ROF f for P . As depth(f ) ≥ 1, it must be the case that f contains at least one gate and that |var(P )| ≥ 2. Let xi be the variable labelling a leaf that is farthest from the roof of f . Let π be the path from xi to the root. By definition π is an alternating path (that it, it has alternating MUL and + gates) of length d ∆ = depth(f ) = depth(P ). In particular, π contains at least
Consider such an addition gate v. Consider the child of v that is not on π. There must be a leaf leading to this child. Assume that xj is labeling this leaf. As v is the first common ancestor of xi and xj it must be the case that xj ∈ var(
). In addition, xi ∈ var( ∂P ∂x i ) as well. As this is the case for xi and for every addition gate on π we have that |var(
The next corollary immediately follows as for every ROP P it holds that depth(P ) ≤ |var(P )|.
Corollary 6.8. For every non-zero ROP P ∈ F[x1, x2, . . . , xn] and k ≥ 0 there exists
and ∂I k P ≡ 0.
We now give the black-box algorithm for PIT of general read-once formulas.
Algorithm 3 Black-Box PIT for ROP Input: (A black-box access to) ROP P . Output: "true" if P ≡ 0 and "false" otherwise.
1: For every I ⊆ [n] such that |I| ≤ √ n Verify that ∂I P ≡ 0 as a ROP of depth ≤ 2 √ n {Using the hitting set from Theorem 6.6 } Theorem 6.9. Algorithm 3 is a deterministic PIT algorithm for ROF that runs in time exp
Proof. at a given pointā we have to query the polynomial at two points:
It follows that in order to compute the value of ∂I (P ), at a given input, we need to make 2 |I| queries to the blackbox holding P . According to Theorem 6.6 we have to make n O( √ n) queries to ∂I (P ) in order to check whether it computes the zero polynomial. Therefore, we have to make a total of 2 |I| · n O( √ n) queries to P , in order to check whether ∂I P ≡ 0. As we have to do it for every I ⊆ [n] of size at most √ n we get that the running time is P √ n k=0`n k´·
PIT FOR SUM OF ROFS
In this section we give (a sketch of) the proofs of Theorems 3, 4, 5, 6 and 8. The main ingredient (Theorem 7.1) is a PIT algorithm for the sum of k ROFs: Let {Fm} m∈[k] be ROFs and F = P k m=1 Fm. We have to check whether F ≡ 0. Our algorithm has two steps. In the first step we find a common justifying assignment to F1, . . . , F k using Algorithm 2 or J n with Hamming weight at most k 2 . Theorem 7.2 then guarantees that F ≡ 0. To establish the theorem we need Theorem 7.3 that shows that we cannot represent the polynomial Pn(x) = Q n i=1 xi as a sum of less than √ n many0−justified ROPs. We call this approach a hardness of representation approach as the proof is based on the fact that Pn(x) cannot be represented (computed) by a sum of a "small" number of0−justified ROPs. Theorem 7.1. Letā be a common justifying assignment for the ROPs F1, F2, . . . , F k and let F = P k m=1 Fm. Then 
We first direction is trivial. For the second direction we apply induction on n. Our base case is when n ≤ k 2 . In this case F is a multilinear polynomial in n variables that vanishes on the boolean cube {0, 1} n and therefore F ≡ 0. We now assume that n > k 2 ≥ 4. Let ∈ [n]. Consider the restriction of the Fm's and F to the subspace x = 0. Namely, let F ≡ 0. Therefore, {F m (x)} m∈ [k] satisfy the conditions of the theorem and so by the induction hypothesis we get that F = 0. In other words, F |x =0 ≡ 0 and therefore x is a factor of F . As this holds for every we get that Pn divides F . Since F is a multilinear polynomial this implies that F = a · Pn for some a ∈ F. It follows that a · Pn is a sum of k < √ n0−justified ROPs. Theorem 7.3 (that we prove in the next subsection) shows that in such a case we must have that a = 0. In particular, we get that F = a·Pn ≡ 0. This completes the proof of the theorem.
Hardness of Representation Theorem for Sum of0−Justified ROFs
We complete the last piece needed for the proof of Theorem 7.2. We give a theorem, that shows that there is no way to write the polynomial Pn as a sum of k < √ n0−justified ROPs. In fact, we show a stronger statement.
Theorem 7.3 (Hardness of Representation).
Pn(x) cannot be represented as a sum of k0−weaklyjustified ROPs for k < √ n.
Proof. Let {Fm(x)} m∈[k] be k0−weakly-justified ROPs over F[x1, x2, . . . , xn]. We prove the claim by induction on k. For k = 0, 1 the claim is trivial. We now assume that k ≥ 2 and that n > k 2 . We shall assume for a contradiction that P k m=1 Fm = Pn. The idea of the proof is to find a set of (indices of) input variables I ⊆ [n] such that after we take a partial derivative with respect to all of them (that is we consider the ROPs {∂I Fm} m∈[k] ) we get that for every m ∈ [k], ∂I Fm = (xn − αm) · hm, for some αm = 0 and a ROP hm. Now we substitute xn = α k and get that we can represent the polynomial (∂I Pn) |x n=αk as a sum of at most k − 10−weakly-justified ROPs (the fact that hm is ā 0−weakly-justified ROP is not hard to show). Then we use the induction hypothesis to reach a contradiction. We now proceed with the proof. There are two cases to consider. It may be the case that more than one Fm vanishes when we take a partial derivative w.r.t. {xn, xn−1}, however they cannot all vanish simultaneously (as Pn contains xn · xn−1). By Lemma 3.10 we have that the polynomials { ∂ 2 Fm ∂xn∂x n−1 } are0−weakly-justified ROPs. Hence, we obtain a representation of Pn−2 as a sum of 0 <k ≤ k − 10−weaklyjustified ROPs such that 0 <k 2 ≤ (k − 1) 2 = k 2 − 2k + 1 < n − 2 − (2k − 3) < n − 2 which contradicts the induction hypothesis. we have that αm = 0 and h m (x) is a0−weakly-justified ROP (Lemma 3.10). Finally, for every α = αm ∈ F we have that F m |x n=α is a non-zero0−weakly-justified ROP.
Let F m ∆ = ∂I Fm|x n=αk = F m |x n=αk = (α k − αm)h m (x). As for every m in [k] we have that h m is a0−weakly-justified ROP then so is F m . In addition, we note that F k ≡ 0. W.l.o.g. let us assume that I = {n+1,n+2, . . . , n−2, n−1} for somen. We get that P k−1 m=1 F m = ∂I Pn|x n=αk = α k · Pn. That is, we have a representation of Pn as a sum ofk ≤ k −1 0−weakly-justified ROPs. We note that as k ≥ |I| = (n − 1) −n, it follows thatk 2 ≤ (k − 1) 2 = k 2 − 2k + 1 ≤ k 2 − k − (n − 1 −n) + 1 < n − k − n + 2 +n ≤n. Therefore, we have found a representation of α k Pn as a sum ofk < √n 0−weakly-justified ROPs. By our induction hypothesis we get that α k = 0, in contradiction. Hence, Pn cannot be represented as a sum of less than √ n0−weakly-justified ROPs.
