

















































本論文ではまず，Web サイトの有用性を確認するために，以下の 3 点を確認する予備調
査を行った (3.1 節)。即ち，(a) 疑問記事が Web 上に一定量存在すること，(b) 疑問記事に
書かれた疑問はレファレンスの専門家でなくとも回答が可能であること，(c) ブログ著者は
見知らぬ人からの回答でも好意的に受けとめること，の 3 点である。結果として，(a) 検索
結果 800 件中 16 件の疑問記事が存在する事，(b) その中の回答のついていない疑問記事 13
件中 7 件で回答が得られたこと，(c) 疑問記事 7 件への回答のうち 5 件で回答に対して感謝
されたこと，を確認した。 
Web サイトを構築する際に，課題となる点が 2 つある。即ち，(1) 疑問記事の収集方法，






即ち，(1-1) 特徴的な表現による検索，(1-2) テキスト自動分類による抽出，である。(1-1) は
疑問記事にのみ頻繁に現れる特徴的な表現を特定するステップである (3.2.1 項)。実験デー
タとして，ブログと Twitter それぞれに関して疑問記事と非疑問記事の 2 種類を 100 件ずつ
集めた計 400 件を用いた。実験の評価には検索結果上位 100 件中疑問記事が何件あるかを
表す疑問記事率を用いた。(1-2) は検索された特徴的な表現が現れる記事をテキスト自動分
類によって疑問記事と非疑問記事に分類するステップである (3.2.2 項)。実験データとして，
ブログに関して疑問記事と非疑問記事を 150 件ずつ集めた計 300 件を用い，Twitter に関し
て疑問記事と非疑問記事を 800 件ずつ集めた計 1600 件を用いた。実験の評価には疑問精度，
非疑問精度，疑問再現率，非疑問再現率，疑問 F 値，非疑問 F 値を用いた。 
(1-1) の実験の結果 (4.1.1 項)，ブログにおいて疑問記事率が最も高かった特徴的な表現は
「タイトル_が_思い出せ_ない」で疑問記事率は 19%であり，Twitter において疑問記事率が
最も高かった特徴的な表現も「タイトル_が_思い出せ_ない」で，疑問記事率は 13%である
ことが明らかになった。(1-2) の実験の結果 (4.1.2 項)，ブログに関して最も精度，再現率，
F 値が高かったのは，ブースティングの 1 形態素によってテキスト自動分類を行った場合で
あり，精度 94.8%，再現率 94.3%，F 値 0.943 であった。Twitter に関して最も精度，再現率，
F 値が高かったのは，決定木の 1 形態素によってテキスト自動分類を行った場合であり，精
度 94.3%，再現率 94.3%，F 値 0.941 であった。 
(1-1)，(1-2) の結果から，ブログに対してブースティングの 1 形態素を用いた場合，その
疑問再現率は 89.4% (＝疑問記事数 150 件のうち正しく判定された疑問記事数 134 件)，非疑
問再現率は 99.3% (非疑問記事数 150 件のうち正しく判定された非疑問記事数 149 件) であ
った。そのため 17 件 (16.9 = 19×0.894) の疑問記事が出力される一方，非疑問記事は 0 件
から 1 件 (0.567 = 81×(1－0.993)) しか出力されない。従って例えば検索だけでは 100 件に
目を通さねばならなかったのが，テキスト自動分類によって 17 件の疑問記事と 0 件から 1
件の非疑問記事に目を通し，疑問記事を選び出すだけで済むようになる。同様の条件にお
いて Twitter に対して決定木の 1 形態素を用いた場合，その疑問再現率は 94.4%，非疑問再
現率は 94.1%であった。そのため 12 件 (12.2 = 13×0.944) の疑問記事が出力される一方，






構築し，その有効性の確認を行った (4.1.3 項)。構築した Web サイトにはブログ記事 30 件，
ツイート 31 件を掲載し，2010 年 12 月から 2011 年 2 月までの間回答を呼びかけた。その結
果，構築した Web サイトには 1,251 人の利用者から 1,511 回のアクセスがあり，ブログに関
しては 6 件に回答が付き，ツイートに関しては 5 件の回答が付いた。ブログ記事に関して
は 2 件の回答に感謝のコメントが付き，ツイートには 5 件の回答に感謝のコメントが付い
た。ここで，感謝のコメントが付いてないブログ記事はいずれも 1 ヶ月以上前に投稿され
た記事であった。この結果から，実際に Web サイトを通した疑問に対する回答はブログ著
者や Twitter ユーザからも好意的に受け止められると考えられる。 
 次に (2) に関しては，レファレンス協同データベースのレファレンス事例 (以下事例) 
の参考資料と質問文を用いて疑問の書かれた文章に対して NDC (日本十進分類法) 記号を
自動付与する手法を提案した。本研究では以下の 3 つの手法を用いて，事例に対する NDC
記号の自動付与を行った。即ち，(2-1) 参考資料を用いた手法，(2-2) 質問文を用いた手法，
(2-3) 参考資料と質問文の両方を用いた手法，である。(2-1) は事例の参考資料の項目に記
入されている図書の NDC 記号を利用して特徴ベクトルを作成し，NDC 記号の自動付与を行
う手法である (3.3.1 項)。実験データとして，事例のうち NDC 記号と参考資料が両方付与
されている 17,181 件を用い，実験の評価には精度，再現率を用いた。(2-2) は事例の質問の
項目に記入されている文章を利用して特徴ベクトルを作成し，NDC 記号の自動付与を行う
手法である (3.3.2 項)。実験データとして，事例のうち NDC 記号の付与されている 40,288
件を用い，実験の評価には精度，再現率を用いた。(2-3) は上記の参考資料の項目と質問の
項目の両方から作成した特徴ベクトルを同時に利用して NDC記号の自動付与を行う手法で
ある (3.3.3 項)。実験データとして，事例のうち NDC 記号と参考資料が両方付与されてい
る 17,181 件を用い，実験の評価には精度，再現率を用いた。 
(2-1) の実験の結果 (4.2.1 項)，参考資料を用いた手法での NDC 記号の 1 桁目 (類) まで
の自動付与の精度は 53.4%であり，再現率は 52.0%であった。 (2-2) の実験の結果 (4.2.2 項)，
質問文を用いた手法での NDC 記号の 1 桁目 (類) までの自動付与の精度は 54.2%であり，
再現率は 54.5%であった。(2-3) の実験の結果 (4.2.3 項)，参考資料と質問文の両方を用いた
手法での NDC 記号の 1 桁目 (類) までの自動付与の精度は 51.8%であり，再現率は 51.7%
であった。 
先行研究である原田ら (2007) の手法の精度と比較すると，参考資料を用いた手法では
NDC 記号の自動付与精度を 8.5 ポイント向上させることができた。また，質問文を用いた
手法では NDC 記号の自動付与精度を 10 ポイント向上させることができた。以上から以下
の 2 つのことが明らかになった。即ち，(2-1) 事例の参考資料の項目に記入されている図書
の NDC 記号を利用することで原田らの手法よりも高い精度で NDC 記号の自動付与を行え
ること (4.2.1.1 項)，(2-2) 特徴ベクトルの作成方法を工夫することで，事例の質問文の項目
に記入されているような自然言語で書かれた文章を利用しても，参考資料を用いた場合と
同程度の高い精度で NDC 記号の自動付与を行えること (4.2.2.1 項)，の 2 つである。 
最後に上記の (1)，(2) の 2 つの提案手法を用いて，実際に疑問記事を自動的に収集し，
収集した疑問記事に NDC 記号を自動付与する実験を行った (3.4 節)。実験データとして，
「タイトル」が含まれるツイート 15,000 件を用いた。 
この実験の結果 (4.3.1 項)，15,000 件の中から 118 件のツイートを疑問記事として自動抽
出し，その中の 40 件が疑問記事であった。このツイートの疑問記事 40 件に対して NDC 記
号を自動付与したところ，精度 71.2%，再現率 52.5%で疑問記事に対する NDC 記号の自動
付与を行うことができた。以上から，(1)，(2) の実験データと提案手法を用いて，収集した
ツイートの疑問記事に対して事例の質問文を用いた場合よりも高い精度，同程度の再現率










Methods to Automatically Collect and Categorize Questions Posted on SNS 
 
In this paper, we propose methods to automatically collect and categorize articles on 
SNS containing questions (hereinafter, “question articles”) and examine their 
effectiveness. In recent years, the number of articles on SNS written by individuals has 
increased. Furthermore, the number of articles and users on Twitter is increasing with 
the widespread use of smartphones and tablet PCs. Twitter users can easily post 
questions using the platform. However, these questions are left unanswered if other 
users able to answer them (hereinafter, “answering users”) cannot find the questions. 
Question articles are scattered all across the Web, and it is difficult for answering users 
to find them if they are not following the users who posted these articles. Within this 
context, constructing a website which collects, categorizes, and displays question 
articles will be an effective way for the question articles to be answered. Accordingly, we 
discuss methods to automatically collect and categorize question articles in this paper. 
First, in order to confirm the usefulness of the previously mentioned website, we 
conducted preliminary research on the following three hypotheses (Section 3.1): (a) 
there is a certain number of question articles on the Web; (b) the questions in the 
question articles can be answered by non-experts; and (c) the users who posted the 
questions appreciate answers from answering users. As a result, we confirmed: (a) there 
were 16 question articles in 800 search results; (b) seven articles were answered out of 
the 13 question articles in the temporarily constructed website; and (c) among the seven 
question articles answered, five answers were appreciated by the users who posted the 
questions. 
There are two problems to be solved when constructing the website: (1) how to collect 
question articles effectively, and (2) how to classify the collected articles correctly. 
Question articles will continue to increase and collecting and categorizing them 
manually is costly. In order to solve these problems, we propose the following two 
solutions: (1) automatic collection of question articles, and (2) automatic categorization 
of collected question articles. 
Regarding solution (1), we proposed a method to automatically collect question articles 
by two steps; they are (1-1) finding candidate articles by using a search engine with 
specific keywords, and (1-2) extracting question articles from search results by text 
categorization. For (1-1), we identified specific words that appear frequently only in 
question articles (Section 3.2.1). We used 100 question articles and 100 non-question 
articles found in blogs and tweets (400 articles in total). We focused on the rate of 
question articles in the top 100 pages, which the search engine returned (hereinafter, 
“question article rates”). For (1-2), we used 150 question and non-question articles (300 
articles in total) from blogs and 800 question and non-question articles (1,600 articles in 
total) from tweets (Section 3.2.2). For the evaluation of the experiment, we used 
precision, recall, and F-measure. 
In the experiment (1-1) (Section 4.1.1), the specific phrase with the highest question 
article rate from blogs was "タイトル_が_思い出せ_ない" (meaning "I cannot remember 
the title"). The question article rate for this phrase was 19%. Similarly, the specific 
phrase with the highest question article rate from Twitter was also "タイトル_が_思い出
せ_ない," with a question article rate of 13%. In the experiment (1-2) (Section 4.1.2), the 
highest precision, recall, and F-measure from blogs were obtained when text 
categorization was performed by using one morpheme in boosting. The precision, recall, 
and F-measure were 94.8%, 94.3%, and 0.943, respectively. Similarly, the highest 
precision, recall, and F-measure from Twitter were obtained when text categorization 
was performed by using one morpheme in the decision tree. The precision, recall, and 
F-measure were 94.3%, 94.3%, and 0.941, respectively. 
In the experiments (1-1) and (1-2), when we used one morpheme in boosting for blogs, 
we obtained 89.4% question recall (134 correctly extracted question articles/150 
question articles) and 99.3% non-question recall (149 correctly extracted non-question 
articles/150 non-question articles). Therefore, if we apply our method to the top 100 
articles from the search engine output, a total of 18 articles would be extracted and 
among them 17 (19 * 0.894 = 16.9) would be question articles and only 1 (81 * (1 - 0.993) 
= 0.6) would be a non-question article. In this case, we only have to check 18 articles 
instead of 100 and can find 17 question articles. Similarly, when we used one morpheme 
in the decision tree for tweets, we obtained 94.4% question recall and 94.1% 
non-question recall. Therefore, if we apply our method to the top 100 articles from the 
search engine output, a total of 17 articles would be extracted and among them 12 (13 * 
0.944 = 12.2) would be question articles and 5 (87 * (1 - 0.941) = 5.1) would be 
non-question articles. In this case, we only have to check 17 articles instead of 100 and 
can find 12 question articles. Therefore, we can say that the cost of collecting question 
articles can be reduced by the two steps of our method, i.e., using a search engine with 
specific words, and extracting question article candidates by text categorization (Section 
4.1.2.4). 
We temporarily constructed a website that presents question articles and confirmed its 
effectiveness (Section 4.1.3). We presented 30 blogs and 31 tweets on the website we 
constructed, and called for answers from December 2010 to February 2011. As a result, 
the website was accessed 1,511 times by 1,251 users. Users wrote 6 answers to the blogs 
and 5 answers to the tweets. Among them, 2 blog answers and 5 tweet answers were 
appreciated by the users who posted the questions. Four (6 - 2) blog users did not 
respond to the answer; however, all of them had already stopped posting for more than a 
month. Therefore, they might not have noticed the answer. From these results, it can be 
concluded that blog and Twitter users appreciate answers to their questions. 
Regarding solution (2), we proposed a method of automatically assigning Nippon 
Decimal Classification codes (hereinafter, “NDCs”) to question sentences in reference 
records of the Collaborative Reference Database, which is being maintained by the 
National Diet Library in Japan. Reference records are classified based on Nippon 
Decimal Classification (NDC), and accordingly, most of them have their own NDCs. We 
can use such pairs of records and NDCs as our training data for machine learning. In 
the present study, we examine the following three methods to automatically assign 
NDCs to reference records: (2-1) using reference materials (reference books, etc.) that 
were listed in the records, (2-2) using question sentences in the records, (2-3) and using 
both of them. Method (2-1) automatically assigns NDCs by creating feature vectors 
based on the NDCs of the reference materials in the records (Section 3.3.1). In the 
experiment, we used 17,181 records with NDCs and reference materials. Method (2-2) 
automatically assigns NDCs by creating feature vectors based on question sentences in 
the records (Section 3.3.2). We used 40,288 records with NDCs. Method (2-3) 
automatically assigns NDCs by creating a feature vector using reference materials and 
question sentences in the records (3.3.3). We used 17,181 records with NDCs and 
reference materials. For the evaluation of these three experiments, we used precision 
and recall. 
In the experiment from (2-1) (Section 4.2.1), we found that the precision and recall 
were 53.4% and 52.0%, respectively, from assigning the first digit of the NDCs using the 
reference material. In the experiment from (2-2) (Section 4.2.2), the precision and recall 
were 54.2% and 54.5%, respectively. In the experiment from (2-3) (Section 4.2.3), the 
precision and recall were 51.8% and 51.7%, respectively. 
We have implemented the method proposed by Harada et al. (2007) for assigning 
NDCs and found that its precision and recall for assigning NDCs to question sentences 
were 44.9% and 45.0%, respectively. By comparing these results with our previously 
mentioned results, it can be stated that (1) our method performs with higher 
performance than that of Harada et al. (2007) (Section 4.2.1.1) and (2) by devising 
methods to create feature vectors, automatic assignment of NDCs can be performed 
with high accuracy (Section 4.2.2.1).  
Finally, by using the two proposed methods (1) and (2) mentioned above, we 
automatically collected question articles and assigned NDCs to the collected question 
articles (Section 3.4). We used 15,000 tweets containing the keyword “タイトル.” We 
found that 118 out of 15,000 tweets were automatically extracted as potential question 
articles. In addition, 40 out of the 118 tweets were actually question articles (Section 
4.3.1). The precision and recall to automatically assign NDCs to these articles were 
71.2% and 52.5%, respectively. It was shown that by using our methods (1) and (2), 
NDCs can be assigned automatically with higher precision and similar recall to tweets 
than reference records. 
This study clarified that (1) by searching with the specific phrase "タイトルが思い出せ
ない" and text categorization using machine learning, the cost of finding question 
articles can be greatly reduced, (2) if we assume that the question articles and the 
question sentences of the reference record are of the same quality, it is possible to 
automatically assign NDCs to the question articles and (3) we can automatically collect 
question articles and assign NDCs to them with high precision. Therefore, we conclude 
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 本研究では，疑問に対する回答を得るための支援を行う Web サイトを構築するための基
盤的な手法として，SNS に書かれた疑問記事を自動的に収集する手法と，分類した上で人々
に提示する手法を提案し，その実現性について検証を行った。本章ではこの研究の背景 (1.1
節) と目的 (1.2節)，そしてその目的を達成するために解決しなければならない課題 (1.3節) 




近年，Social Networking Service (SNS) を利用した個人による私的な書き込みが増加し続
けている。SNS とは，人と人とのコミュニケーションを促すように設計された Web サービ
スおよびそのサービスによって提供されている Web サイトを指す。その中でも Twitter のよ
うなマイクロブログは，スマートフォンやタブレット PC の普及に伴い，ユーザを増やして
いる。Twitter Japan は 2016 年 2 月 18 日に行われた記者説明会 1において，日本における 2015
年 12 月時点での月間アクティブユーザ数は 3,500 万人であると発表している。Twitter Japan
ができた 2011 年 3 月時点の 670 万人と比べると約 5.2 倍に増加している。同記者説明会に










                                                   
1 http://www.huffingtonpost.jp/2016/02/18/twitter-japan_n_9260630.html (accessed 
2016-6-16) 








































































ァレンス協同データベースは，2005 年 4 月から国立国会図書館によって始められたサービ
スで，個々の図書館で行われるレファレンスサービスに関する知見を広く共有するために，















そこで提案手法 (2) では，Web サイトに NDC に基づくディレクトリ型検索を実装するため














収集実験 (3.2 節)，(2) 疑問文に対する NDC 記号の自動付与実験 (3.3 節)，である。最後に
これら 2 つの実験から得られた知見をもとに，疑問記事に対する NDC 記号の自動付与実験 
(3.4 節) を行うための手順を説明する。第 4 章では，以上の 3 つの実験の結果と考察を述べ

















研究に関連する先行研究について，以下の 3 つに大別し概観する。即ち，(1) テキストマイ
ニングに関する研究 (2.1 節)，(2) デジタルレファレンスサービスに関する研究 (2.2 節)，(3) 








かれたものを主としてブログ，Twitter，その他の Web テキストの 3 つのそれぞれについて，
これまでに行われたテキストマイニングに関する研究を概観する (2.1.2 項)。最後に，テキ
ストマイニング技術を図書館情報学分野で応用した研究について述べる (2.1.3 項)。 
 
2.1.1 テキストマイニングの概要 






















を行った研究として，佐々木ら (2013)，山田ら (2013)，単ら (2014)，白井ら (2014)，清水
ら (2016) などがある。 
 













 ブログを対象としたテキストマイニングの研究として，奥村ら (2004)，関口ら (2005)，
平野ら (2005)，数原ら (2006)，古瀬ら (2006) がある。奥村らはブログを定期的に監視し，



















2.1.2.2 Twitter に関するテキストマイニング 
Twitter を対象としたテキストマイニングの研究として，安藤ら (2014)，久米ら (2015)，
森國ら (2015)，阿部 (2016) などがある。安藤らは Twitter や動画のコメントなどから有益
な意見を抽出し，これらの意見をテレビ番組や Web 放送に活かすために意見を分類する手
法を提案している。しかしこれらの文書に対して，テキストマイニングをそのまま用いる






















2.1.2.3 その他の Web テキストに関するテキストマイニング 
その他の Web テキストを対象としたテキストマイニングの研究として，板倉ら (2004)，
鍛冶ら(2009)，疋田ら (2012)，杉本ら (2015) ，が挙げられる。板倉らはアドホックな閾値
















特に質問回答に関連の深い Web テキストのテキストマイニング研究として，藤井ら 



















テキストマイニングの技術を図書館情報学分野で応用した研究として，Moony et al. 













特にデジタルレファレンスサービスに関連の深い研究として，Nicholson et al. (2007)，







し Nicholson et al. はそれと同時に，レファレンスサービスはその内容が自由記述であるた
め，個人情報が入り込んでしまう危険性がある，としている。そのために，利用する際に
はその中に個人情報が含まれていないことに注意する必要があることも指摘している。












データとして，OCLC (Online Computer Library Center) の提供するデジタルレファレンスサ











観する (2.2.2 項)。 
 
2.2.1 デジタルレファレンスサービス 
 デジタルレファレンスサービスに関する研究には，Ferguson et al. (1997)，Kwon (2007)，

















として設計するとよいことが示唆された，としている。Shachaf は e-mail を用いたデジタル
レファレンスサービスの IFLA (International Federation of Library Associations) と RUSA 
(Reference and User Services Association) によって公表された 2組のガイドラインへの順守レ
ベルを比較評価している。実験データとして 54 の図書館で行われたデジタルレファレンス
サービスの記録 324 件が用いられている。その結果として，以下の 4 つのことを明らかに










たフォーマット (表 1) に沿って記入される。記入が必須とされている項目は，質問，
公開レベル，管理番号，回答，の 4 つであり，それ以外の項目は任意となっている。 
 レファレンス協同データベースの概要や取組みについて説明したものとして，依田 












表 1 レファレンス事例記入フォーマット 
No 項目名 記入区分 
1 質問 必須 
2 公開レベル 必須 
3 管理番号 必須 
4 回答 必須 
5 事例作成日 任意 
6 解決／未解決 任意 
7 キーワード 任意 
8 NDC の版 任意 
9 NDC 任意 
10 調査種別 任意 
11 内容種別 任意 
12 参考資料 任意 
13 回答プロセス 任意 
14 照会先 任意 
15 事例調査事項 任意 
16 備考 任意 
17 質問者区分 任意 
18 寄与者 任意 
19 関連画像 任意 
20 登録番号 自動付与 
21 登録日時 自動付与 
22 最終更新日時 自動付与 




として図書館員，一般利用者，図書館学研究者，の 3 つのグループを想定している。依田 



















ら (2012)，谷本ら (2013) がある。川瀬らは公共図書館を中心として，レファレンス協同デ
ータベースについての考察と，改善点の検討を行っている。レファレンス協同データベー
スの問題点として，全事例のうちの約 30%である 21,403 件が一般公開されていないことを
















て以下の 3 つを挙げている。即ち，(1) 登録作業が業務上の負担となっている，(2) 登録に
対する業務上の位置付けが曖昧になっている，(3) 参加館の担当者に登録すべき事例を選択











 レファレンス協同データベースを利用した研究として，原田ら (2007)，伊藤ら (2008)，
間部ら (2011)，三津石ら (2012)，吉田 (2015)，などがある。原田らはレファレンス協同デ
ータベースのまだ NDC 記号が付与されていない事例に対して Support Vector Machine (以下






























は，まず訓練集合 (training set) と呼ぶ N 個の手書き数字の大きな集合 {x1, …, xN} を
使って，モデルのパラメータを適応的に調整する。ただし，訓練集合の手書き数字の
カテゴリは，あらかじめ人間が手で 1 つ 1 つラベル付けすることなどにより既知とす
























行うときに用いられる。教師なし学習手法としては，k 平均法，EM アルゴリズム，PLSI 

















y(𝐱𝐱) = 𝑓𝑓(𝐰𝐰T𝐱𝐱+ 𝑤𝑤0) 
 
機械学習の分野では，この f(・)は活性化関数 (activation function) として知られている。
(ビショップ (2012a)，p.178) 
 
ここで，w は M 次の多項式の係数をまとめたベクトルであり，w = (w1, w2, …, wM) である。
この活性化関数が非線形であっても，決定面は入力ベクトル x の線形関数になる。 















の 5 つの手法について解説する。即ち，(1) 初期の機械学習手法であるパーセプトロン，(2) 
ロジスティック回帰，(3) SVM，(4) 決定木とそのアンサンブル学習であるランダムフォレ

















𝑓𝑓(𝑎𝑎) = [ +1, 𝑎𝑎 > 0
−1, 𝑎𝑎 < 0 
 
で与えられる。 (中略) パーセプトロン基準は 
 




で与えられる。ここで𝛗𝛗𝑛𝑛 = 𝛗𝛗(𝐱𝐱𝒏𝒏) であり，M は誤分類されたすべてのパターンの集合
を表す。(ビショップ (2012a)，p.190-192) 
 




確率的最急降下アルゴリズムを適用する。そのとき，重みベクトル w の変化は 
 









まった段階で学習が終わってしまう，の 2 つである。(a) の線形分離可能でない場合とは，







































データ集合 {φn，tn}，tn∈{0, 1} であり，φn = φ(xn) で n = 1, …, N に対する尤度関
数は， 
 




と書ける。ここで t = (t1, …, tN)Tであり，yn = p(C1|φn) である。この尤度の負の対数を
取って誤差関数を定義する。この誤差関数は，以下の式で与えられる交差エントロピ
ー誤差関数 (cross-entropy error function) 
 




を与える。ここで，yn =σ(an) であり，an = wTφnである。w に対する誤差関数の勾配
を取って， 
 

















を容易に作ることができる，の 2 つである。(1) はマージンを最大化する決定境界を求める
ことで実現できる。(2) はカーネル関数を利用することで実現できる。 
2 値分類問題に対する SVM の一般化線形モデルは，入力ベクトル x の変換関数φ(x)を用
いて 
 









𝑡𝑡𝑛𝑛𝑦𝑦(𝐱𝐱𝑛𝑛)||𝐰𝐰|| = 𝑡𝑡𝑛𝑛(𝐰𝐰𝐓𝐓𝛗𝛗(𝐱𝐱𝑛𝑛) + 𝑏𝑏)||𝐰𝐰||  
 
マージンは訓練データと分類境界の最短距離であり，今求めたいのはそのマージンを
最大化するパラメータ w と b である。従って，解は次の最適化問題を解くことで得ら
れる。 















できる。ラグランジュ乗数を an≧0 とすると，ラグランジュ関数は 
 
𝐿𝐿(𝐰𝐰,𝑏𝑏, 𝐚𝐚) = 12 ||𝐰𝐰||2 −�𝑎𝑎𝑛𝑛𝑁𝑁
𝑛𝑛=1
{𝑡𝑡𝑛𝑛(𝐰𝐰𝐓𝐓𝛗𝛗(𝐱𝐱𝑛𝑛) + 𝑏𝑏) − 1} 
 































𝑎𝑎𝑛𝑛 ≥ 0,  n = 1, … , N 
 
このように，もともとの最適化問題 (w に対する最適化) である主問題に対し，置き換えら
































































𝑄𝑄𝜏𝜏(𝑇𝑇) = 1 − max {𝑝𝑝𝜏𝜏𝑘𝑘} 
 









1. 学習用コーパスから n 個の文書をランダムに抽出する。 
2. n 個の文書に対して決定木を作成する。 
 2-1. d 個の特徴量をランダムに非復元抽出する。 
 2-2. 目的関数を計算し，最適な分割を行う特徴量によってノードを分割する。 
3. ステップ 1-2 を繰り返す。 
4. 複数個の決定木のクラスラベルの予測の多数決をとり，クラスラベルを予測する。 
 
(5) Naive Bayes 
Naive Bayes は確率に基づいた分類器であり，入力ベクトル x に対して P(k|x) が最大にな
るようなクラスラベル k を出力する。この分類器はベイズの定理を利用し，特徴量同士が独
立であるという，単純な仮定を前提とするため Naive Bayes と呼ばれる。高村 (2010) は，
多変数ベルヌーイモデルを使った Naive Bayes について解説している。多変数ベルヌーイモ
デルは，ある特徴量が入力ベクトル x の中に現れたか否か (1 か 0 か) をその特徴量の値と
して考えるモデルである。 
入力ベクトルに現れる全特徴量を V としたときに，V に含まれる特徴量 f とクラスラベル
k について，ベルヌーイ分布に従う確率変数 Xfk を考えると，各確率変数は特徴量 f が入力
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ベクトル x 内に現れるときに 1，現れなかったときに 0 をとる。ここで Xfkが 1 になる確率
を pfkで表す。また，クラスラベルが k である確率を pk = P(k) とする。このとき，入力ベク
トル x の生起確率は 
 








P(k|x) を事後確率，P(k) を事前確率、P(x|k) を尤度と呼ぶ。左辺は入力ベクトル x のクラ
スラベルが k である確率を示している。即ち，P(k|x) を最大になるようなクラスラベル k を
求めることができれば，そのクラスラベル k が入力ベクトル x にとって最も適切なクラスラ
ベルである。ここで右辺の分母は k に依存しないため計算から除外できる。入力ベクトル x
に最も適切なクラスラベル k は 
 






 log (𝑃𝑃(𝑘𝑘)�𝑝𝑝𝑓𝑓𝑘𝑘 �(1− 𝑝𝑝𝑓𝑓𝑘𝑘)
𝑓𝑓∈/V𝑓𝑓∈V )= �𝑁𝑁𝑘𝑘log𝑝𝑝𝑘𝑘 + ��𝑁𝑁𝑓𝑓𝑘𝑘log𝑝𝑝𝑓𝑓𝑘𝑘 +
𝑓𝑓∈V𝑘𝑘𝑘𝑘
� � (𝑁𝑁𝑘𝑘 − 𝑁𝑁𝑓𝑓𝑘𝑘)log (1− 𝑝𝑝𝑓𝑓𝑘𝑘)
𝑓𝑓∈/V𝑘𝑘  
 
となる。ここで Nk はクラスラベルが k である入力ベクトル x の数，Nwk はクラスラベルが k
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で特徴量 f を含む入力ベクトル x の数である。最尤推定において求めるべきパラメータは，














ここでθは求めたいパラメータの集合 (つまり pfk と pk) である。各パラメータについて偏
微分し 0 とおくと，結果として 
 
𝑝𝑝𝑓𝑓𝑘𝑘 = 𝑁𝑁𝑓𝑓𝑘𝑘𝑁𝑁𝑘𝑘 , 𝑝𝑝𝑘𝑘 = 𝑁𝑁𝑘𝑘∑ 𝑁𝑁𝑘𝑘𝑘𝑘  
 
が求まる。ここで求められる pfk は f×k 個，pkは k 個存在する。これらは全てパラメータで
あり，クラスラベルが未知の入力ベクトル x に対する分類器として働く。 
最尤推定法を用いた Naive Bayes において，学習用コーパスの中に 1 度も現れていない特
徴量 f が評価用コーパスに現れた場合，注意が必要である。確率の積を求めているために，
その他の全ての特徴量 f を無視してクラスラベルが k である確率は 0 になってしまう。これ
はパーセプトロンにおける，オーバーフィッティングと同様の問題である。このような問
題を解決するための手法として，ラプラススムージングがある。ラプラススムージングは
全ての特徴量 f の出現頻度とクラス数に 1 を足してパラメータを計算する。これによって、
1 度も現れていない特徴量 f が新たな入力ベクトル x の中に現れたときに，その入力ベクト








ている SVM に関して，RWCP テキストコーパスを用いたテキスト自動分類の例を紹介して
いる。また，情報抽出・質疑応答，ポータルサイトの自動構築へのテキスト分類の応用に
ついて言及している。Sebastiani は機械学習を用いたテキスト自動分類について解説してい
る。特に以下の 3 点に関して詳細に議論している。即ち，(1) 文書のベクトル表現における
次元削減手法，(2) 識別モデルと生成モデルによる分類手法，(3) 精度，再現率を用いた分
類性能の評価方法，である。Sebastiani はテキスト自動分類がメジャーな研究領になった理










田ら (2004)，藤野ら (2006)，平田ら (2007)，後藤 (2010)，が挙げられる。相澤は，特徴量
として低頻度語を利用した場合のテキスト自動分類の性能の改善方法について検証してい
る。改善方法として具体的には以下の 3 つが挙げられている。即ち，(1) 確率重み付き情報
量による語の重み付け，(2) 統計的ディスカウンティングによる確率推定，(3) 抽出した複
合語の利用，である。実験データとして，NTCIR に含まれる文書 309,999 件を学習用コー
パスとして，10,000 件を評価用コーパスとして用いている。結果として，SVM に関しては (3) 
を用いる事で性能の改善が見られたとしている。太田らは，テキスト自動分類の特徴量選
択のために用語抽出の技術を用いて専門用語を抽出し，これを特徴量と用いることを提案





























ブースティングを用いたテキスト自動分類の研究としては塚本ら (2001) ，平ら (2002) 
が挙げられる。塚本らは，能動学習がテキスト分類にどの程度有効かを明らかにするため










に含まれる文書から学習用コーパスとして 1,000 件，評価用コーパスとして 1,000 件を用い
ている。の結果として，特に訓練データが少ない場合に従来手法に比べて提案手法での精
度が向上したとしている。 
SVM を用いたテキスト自動分類の研究としては，Joachims (1998)，平ら (1998)，平ら 
(2000)，Tong et al. (2001)，が挙げられる。Joachims は SVM が以下の 3 つの点で，理論的に
もまた実証的にもテキスト自動分類に適した機械学習手法であるとしている。3 つとは即ち，
(1) 高次元の特徴空間を持つ，(2) 多くの特徴量が似通っている，(3) 疎なベクトルを持つ，
の 3 つである。平ら (1998) は，従来手法に比べて過学習せずに最適解が得られるとされて
いる SVM を用いたテキスト自動分類を提案している。分類精度に関する実験を行う事によ
って，SVM に関して以下の 3 点を確認している。(1) 特徴ベクトルの要素数を増加させて
も過学習を起こらない，(2) 多項式 Kernel 関数の次元を変化させてもこの実験の範囲では精
度が大きく向上することはないが，過学習が起こらないことから次元を上げていく事で高
い精度が得られるかもしれない，(3) 目的関数の正例と負例に関する部分を分離する事で，
分類精度が向上する。平ら (2000) は，日本語新聞記事コーパスを使用して SVM によるテ
キスト分類における最適な属性選択についての調査を行っている。SVM と C4.5 に関して，










Naive Bayes を用いたテキスト自動分類の研究としては，岩永ら (2005)，花井ら (2005)，


























の比較実験を行っている。青空文庫に保存されている 4 人の著者による著書 80 冊を学習用
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いる。 Khan et al. は既存の研究で用いられた，文書の自動分類とテキストマイニングの理
論と方法についてレビューしている。その結果，文書の自動分類手法としては k-近傍法，
SVM，Naive Bayes，がよく用いられていることを明らかにしている。また特徴量に関して
は，文書のベクトル表現方法として多くの研究で，単純な Bag of Words が用いられており，
統計的なテクニックとして十分でないことを指摘している。 
 
2.4 2 章のまとめ 
 
 本章では，先行研究を以下の 3 つに大別した。3 つとは即ち，(1) テキストマイニングに
関する研究 (2.1 節)，(2) デジタルレファレンスサービスに関する研究 (2.2 節)，(3) 機械学
習による文書の分類に関する研究 (2.3 節)，の 3 つである。 
 2.1 節ではまず，大量の文書を自然言語処理や機械学習などの技術によって処理し，新た
な知見を得る方法であるテキストマイニングの概要について過去に行われた例を挙げてを

















3 SNS に書かれた疑問記事を収集・提供する Web サイトの構築手法 
 
本章では SNS に書かれた疑問を自動的に収集し，それらを回答できる可能性のある人々
に提示する Web サイトを構築するための提案手法について述べる。 
 
3.1 疑問記事を提示する Web サイトに関する予備調査 
 
疑問記事を提示する Web サイトに関して，以下の 3 点を確認する予備調査を行った。即








 まず (1) に関しては，「本 タイトル 思い出せない」，「本 題名 思い出せない」とい
う 2 組のキーワードを用いてサーチエンジンで検索を行い，それぞれ検索結果の上位 200
件に疑問記事が何件含まれているかを調べた。調査は 2009 年 5 月に行い，サーチエンジン
には Google ブログ検索と Yahoo!ブログ検索を用いた。その結果，「本 タイトル 思い出
せない」をキーワードとして用いた場合，疑問記事を 7 件発見することができた。また「本 
題名 思い出せない」をキーワードとして用いた場合，疑問記事を 9 件発見することがで
きた。ここで，検索エンジンごとの検索結果として得られた疑問記事に重複はなかった。
即ち全 800 (=200×2×2) 件を調査した結果，互いに異なる疑問記事が重複なく 16 件存在し
た。さらに，図書のタイトルが思い出せないという疑問記事は今後も現れ続ける可能性が
高い。即ち，予備調査で対象とした疑問記事は Web 上に一定量存在することが確認できた。 
 (2) に関しては，記事中の疑問はレファレンスの専門家でなくとも回答可能なものである




えて!goo と Yahoo!知恵袋) に質問した。質問は 2009 年 7 月に行った。その結果，デジタル
レファレンスサービスからは 8 件に対する回答を，Q&A サイトからは 7 件に対する回答を
得ることができた。Q&A サイトによって得られた 7 件の回答は，デジタルレファレンスサ
ービスによって得られた 8 件の回答のうちの 7 件の回答と同じものであった。以上のこと
から疑問記事の多くはレファレンスの専門家でなくとも回答可能であることがわかった。 
(3) に関しては，(2) で得られた 8 件の回答を疑問記事のコメント欄に書き込み，ブログ







図 2 疑問記事を提示する Web サイトに関する予備調査 
                                                   




以上の予備調査の結果から，以下の 3 点を確認した。即ち，(1) 疑問記事が Web 上に一定量
存在する，(2) 疑問記事に書かれた疑問はレファレンスの専門家でなくとも回答可能である，
(3) ブログ著者は疑問記事に対する回答を好意的に受けとめる，の 3 点である (図 2)。本研





発見できることがわかった。また，後述の 4.3 節における実験では Twitter において，2017
年 2 月 14 日 15:00 から 2 月 15 日 03:00 までの約 12 時間の間に書き込まれた「タイトル」






下の 2 つのステップから成る。即ち，(1) 特徴的な表現をサーチエンジンに入力することに










本項では検索に用いる特徴的な表現の定義 (3.2.1.1 項) を述べ，特徴的な表現を用いた検






















 ・・・ (1) 
 
を算出する。ここで Nq は疑問記事に現れる全形態素列の出現頻度の合計，nq(w) は疑問記
事における形態素列 w の出現頻度，Noはそれ以外の記事に現れる全形態素列の出現頻度の
合計，no(w) はそれ以外の記事における形態素列 w の出現頻度である。特徴度 F(w)の値が







ぞれに関して疑問記事とそれ以外の記事の 2 種類を 100 記事ずつ，計 400 記事を手作業で
収集した。記事の収集には，ブログに関しては Google ブログ検索，Yahoo!ブログ検索を利




用し，Twitter に関しては Twitter 検索を利用した。記事の収集は 2010 年 2 月から 3 月にか
けて行った。疑問記事は，これらのサーチエンジンにキーワードとして「タイトル 思い
















検索結果の上位 100 記事 ・・・ (2) 
 
である。ここでサーチエンジンには，ブログに関しては Google ブログ検索と Yahoo!ブログ













しい。本項では特徴的な表現による検索結果 (3.2.1 項) から，テキスト自動分類によって疑
問記事だけを抽出する手法 (3.2.2.1 項) について述べる。その後に，実験で用いるデータ 






析し，得られた形態素から，1 形態素，2 形態素列，3 形態素列の 3 種類の形態素列の出現









用されている決定木，ブースティング，Naive Bayes，SVM の 4 種類の手法を用いてテキス
ト自動分類性能の比較実験を行う。ツールとしてはデータマイニングソフト Weka 3.6.45を
用いた。決定木には J48，ブースティングには AdaBoostM1，Naive Bayes には NaiveBayes，
SVM には SMO を用いている。また，オプション設定はすべてデフォルト値を用いている。 
 
3.2.2.2 テキスト自動分類による抽出で用いる実験データ 
本研究では以下の記事群 A と記事群 B の 2 つの記事群についてテキスト自動分類を行っ
た。記事群 A は Google ブログ検索に「タイトルが思い出せない」をキーワードとして入力





れらの記事の中の疑問記事は 52 件であり，非疑問記事は 248 件であった。次に記事群 B は，
分類性能の向上のために疑問記事と非疑問記事のサンプル数を同じにした記事群として，
ブログに関して疑問記事とそれ以外の記事を 150 記事ずつ，Twitter に関して疑問記事とそ
れ以外の記事を 800 記事ずつ手作業で収集したものである。ここで，記事群 B の疑問記事
の収集においては，3.2.1 項で特徴的な表現として「が思い出せない」が頻出したことから，
「タイトルが思い出せない」と「題名が思い出せない」の 2 つを検索のキーワードとして


























 ・・・ (6) 
 
                                                   
6 Twitter に関して，SVM に限り筆者の環境ではメモリ容量が足りず結果が得られなかっ



















本実験では 10 回交差検定を行い，その平均値から精度，再現率，F 値を求める。10 回交













文と NDC 記号の組として考えることができる。本研究では以下の 3 つの手法を用いて NDC
記号の自動付与を行った。即ち，(1) 参考資料を用いた手法 (3.3.1 項)，(2) 質問文の形態素
を用いた手法 (3.3.2 項)，(3) その両者を同時に用いた手法 (3.3.3 項)，である。 
本研究ではレファレンス協同データベースに登録され，2013 年 3 月 19 日に一般に公開さ
れていた事例 62,328 件に記入されている NDC の項目 (NDC 記号)，参考資料の項目 (以下
参考資料)，質問の項目 (以下質問文)，キーワードの項目 (以下キーワード) を実験に用い





3.3.1 参考資料を用いた NDC 記号の自動付与 
本項では参考資料を用いた NDC 記号の自動付与手法について述べる。事例の参考資料に
挙げられているのは，回答を作成するにあたって参考にした資料である。従って参考資料
の NDC 記号は，事例に付与されるべき NDC 記号と類似していると考えられる。そこで参
考資料の NDC 記号を調べ，それを特徴量として特徴ベクトルを作成し，この特徴ベクトル






図書の NDC 記号を判定する (3.3.1.2 項)。 
4. 機械学習ソフトウェア Weka 3.6.6 を利用して参考資料の NDC を特徴量とする特徴ベク
トルを作成する (3.3.1.3 項)。 
 







・1.『千葉の建築探訪』(中村哲夫 崙書房出版 2004)|0200797764; 
・【資料 1】「クラシック音楽作品名辞典」(三省堂，2009) 
・日本神話事典 / 青木周平[ほか]編 大和書房 , 1997  ISBN:4479840435  p.31 
 
即ち，(a) 挙げられた参考資料の数え方 (1.と【資料 1】など) が異なる，(b) 図書のタイト













s/bibl_desk = (¥(|【文献|【資料|資料|¥s|)(¥d|[０-９]|[①-⑨])(¥)|】|.|．)/bibl_desk = / 
 
3.3.1.2 図書のタイトルからの NDC 記号の判定 
次に NDC 記号の判定だが，本研究では図書のタイトルからその図書の NDC 記号を判定





















𝑆𝑆𝑖𝑖 = 2𝑠𝑠(𝑁𝑁𝑅𝑅 ∩ 𝑁𝑁𝑖𝑖)𝑠𝑠(𝑁𝑁𝑅𝑅) + 𝑠𝑠(𝑁𝑁𝑖𝑖) ・・・ (9) 
 
ここで，s(N) は集合 N の要素数を表す。例えば国立国会図書館サーチでタイトルに対して





(N3) という名詞の集合に分解できる。それぞれに対して Dice 係数を求めると，(1) S1 = 2
×3 / (3+3) = 6/6 = 1.0，(2) S2 = 2×1 / (3+2) = 2 / 5 = 0.4，(3) S3 = 2×0 / (3+2) = 0/5 = 0.0，
が得られ，この中で最も Dice 係数が高い図書である (1)『千葉の建築探訪』を目的の図書
として扱う。その NDC 記号は 520 (建築学) となる。 
 
3.3.1.3 NDC 記号の出現回数を用いた特徴ベクトルの作成 
参考資料に挙げられた図書の NDC 記号を参照し，NDC 記号の出現回数を用いて特徴ベク
トルを作成する。例として，ある事例に 4 つの参考資料が挙げられており，その参考資料
の NDC 記号 9がそれぞれ 010 (図書館，図書館学)，013 (図書館管理)，016 (各種の図書館)，
210 (日本史) であった場合を考える。1 桁目 (類) までの NDC 記号の自動付与を行いたい場
合，その事例を表現するベクトルは 10 個の要素を持つベクトルとなる。このベクトルの要
素の値は，0 (総記) に対応する値が 3，2 (歴史) に対応する値が 1，その他の要素はすべて
0 となる。 
本研究では以下の 2 種類の場合に関して実験を行う。即ち，(1) NDC 記号の 1 桁目 (類) ま
でを特徴量として自動付与を行った場合 (10 次元ベクトル) と，(2) NDC 記号の 2 桁目 (綱) 
までを特徴量として自動付与を行った場合 (100 次元ベクトル)，の 2 種類である。 
 
 
                                                   
9データを採集した時点でレファレンス協同データベースに使われているのは第 9 版までな
ので，ここでは第 9 版における NDC 表記を採用した。 
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3.3.1.4 NDC 記号の自動付与実験 
こうして作成した特徴ベクトルから NDC 記号の自動付与を行い，その性能に関する評価
を行う。NDC 記号の自動付与においては，収集した事例のうち NDC 記号と参考資料の両方
が挙げられている事例 17,181 件を実験に用いた。評価は事例を各 NDC 記号へ分類した際の
精度と再現率によって行った。 
ここで，1 桁目までの自動付与を行う際に，実際の NDC 記号が i の事例を Ei，NDC 記号
が i の事例のうち正しく付与できた事例数を Ei_a，NDC 記号が i の事例として付与された事




𝑃𝑃𝑖𝑖 = 𝐸𝐸𝑖𝑖_𝑎𝑎𝐸𝐸𝑖𝑖_𝑏𝑏 ・・・ (10) 
 
 










 ・・・ (12) 
 
 




 ・・・ (13) 
 
ここで ri は各 NDC 記号に属する事例の全件数である。n は NDC 記号の数であり，1 桁目ま
での自動付与であれば n=10，2 桁目までの自動付与であれば n=100 となる。 
参考資料を用いて NDC 記号を自動付与する際には，機械学習ソフトウェア Weka 3.6.6 を





号を自動付与した場合の精度，再現率である。本実験では 3 回交差検定を行った。 
 








参考資料の NDC 記号を用いる場合とは異なり，質問文に現れる形態素 1 つ 1 つを素性と
して特徴ベクトルを作成する場合，以下の 2 つの問題がある。即ち，(1) ベクトルの要素数
は非常に大きくなり計算に時間がかかる，(2) 特徴量が NDC を基準としていないため精度
が下がる，の 2 つである。(1) に関しては，参考資料を用いた場合の特徴ベクトルの要素数


















 𝑣𝑣𝑖𝑖𝑖𝑖 = 𝑤𝑤𝑖𝑖𝑖𝑖∑ 𝑤𝑤𝑖𝑖𝑖𝑖𝑛𝑛𝑖𝑖=1  ・・・ (14) 
 
ここで wij は形態素 j の NDC 記号ごとの出現回数である。このベクトルの要素数は NDC 記
号の数 n である。これにより質問文に現れたすべての形態素 j を形態素ベクトル vij = (v0j, v1j, 
…, vnj) で表すことができる。この具体的な例については後述する。 
次に質問文 t に関して，その質問文 t に現れる形態素 j について形態素ベクトルの i 番目
の要素 vijを加算することで，質問文 t の特徴ベクトルの i 番目の要素 Vi(t) を以下の式で求
める。 
 
 𝑉𝑉𝑖𝑖(𝑡𝑡) = � 𝑣𝑣𝑖𝑖𝑖𝑖𝑚𝑚
𝑖𝑖=1
 ・・・ (15) 
 
ここで m は質問文 t に含まれる全形態素数である。こうして作成した質問文 t についての特
徴ベクトル V(t) を用いて事例に対する NDC 記号の自動付与を行い，その性能の評価を行
う。 
以下に特徴ベクトルの作り方に関して，(1) 先行研究でとりあげた原田ら (2007) の手法
(2.2.2 項参照) を再現した作り方，(2) 提案手法を用いた作り方，の 2 つに関して例を挙げ
る。以下のような NDC 記号を付与された 3 つの質問文があり，これらを用いて NDC 記号
の 1 桁目 (類) までを自動付与したい場合を考える。 
 
・NDC 記号: 351，明治以降の日本の裁判統計を調べたい。 
・NDC 記号: 350，『世界の統計』のデータを調べたい。 
・NDC 記号: 216，明治時代にあった京都国技館の場所を知りたい。 
 
どちらの方法においても，まず MeCab 0.993 を用いて形態素解析を行い，これらの質問文か
らすべての名詞を抽出する。上記の質問文に含まれる名詞は，明治，日本，裁判，統計，








・NDC 記号: 3，(1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0) 
・NDC 記号: 3，(0, 0, 0, 1, 1, 1, 0, 0, 0, 0, 0) 





いるかを計算し，形態素ベクトル vijを作る。このベクトルの要素は (NDC=0, NDC=1, NDC=2,
…, NDC=9) である。即ち 
 
明治 (0, 0, 1, 1, 0, 0, 0, 0, 0, 0) 
裁判 (0, 0, 0, 1, 0, 0, 0, 0, 0, 0) 
統計 (0, 0, 0, 2, 0, 0, 0, 0, 0, 0) 
京都 (0, 0, 1, 0, 0, 0, 0, 0, 0, 0) 
 
というように，すべての名詞に対して形態素ベクトル vij を作る。質問文に含まれる名詞の
形態素ベクトル vij を足し合わせることで，3 つの質問文の特徴ベクトル Vi(t)を以下のように
表す。 
 
・NDC 記号: 3，(0, 0, 1, 4, 0, 0, 0, 0, 0, 0) 
・NDC 記号: 3，(0, 0, 0, 4, 0, 0, 0, 0, 0, 0) 
・NDC 記号: 2，(0, 0, 6, 1, 0, 0, 0, 0, 0, 0) 
 
このように，3 つの質問文の NDC記号と特徴ベクトル Vi(t)の各要素の中の最も大きな値 (そ









た場合，の 3 種類の形態素ベクトルを作成し，そこから作成した 3 種類の異なる特徴ベク
トルに対して分類性能の評価を行う。 
 
3.3.2.2 NDC 記号の自動付与実験 
このように事例の質問文から本研究で提案する特徴ベクトルを作成し，事例への NDC 記
号の自動付与を行い，その性能に関する評価を行う。質問文を用いた NDC 記号の自動付与
においては，収集した事例のうち NDC 記号が付与されているすべての事例 40,288 件を用い
た。また，図書のタイトルから形態素ベクトルを作る際には，日本全国書誌からランダム
に抽出した 214,673 件の図書のタイトルと NDC 記号を用いた。評価は事例を各 NDC 記号へ
分類した際の精度と再現率によって行った。本実験では 3 回交差検定を行った。 
参考資料を用いて NDC 記号を自動付与する際には，機械学習ソフトウェア Weka 3.6.6 と
LIBSVM10を用いた。機械学習手法としては Random Forest，SVM，CNB，を用いた。ここ
で SVM を用いる際に，カーネルには動径基底関数カーネルを使用し，C パラメータ (誤り
に対するペナルティ) とγパラメータ (カーネル関数の係数) は LIBSVM のパッケージに
含まれている easy.py を用いてグリッドサーチによる最適化を行っている。また，評価のベ
ースラインとしては，原田ら (2007) の手法と同時に，参考資料を用いた NDC 記号の自動
付与実験の結果を用いた。本実験では 3 回交差検定を行った。 
 
3.3.3 参考資料と質問文の両方を用いた NDC 記号の自動付与 
これまでに参考資料を用いる手法と，質問文を用いる手法という 2 種類の NDC 記号の自
動付与手法を提案した。だが，参考資料が記入されている事例に対しては，参考資料と質
問文の手法を同時に用いることで，自動付与の精度をより向上させられる可能性がある。









を作成し，それぞれの有効性を検証した。即ち，(a) 得られたベクトルを規格化し 2 つのベ
クトルの各要素を足し合わせる，(b) 得られたベクトルを規格化し 2 つのベクトルの各要素
を独立に並べる，の 2 つである。例えば参考資料から得られたベクトルが (0, 0, 1, 0)で，質
問文から得られたベクトルが (1, 0, 1, 0) だった場合，規格化により後者は (0.5, 0, 0.5, 0) と
なり，(a) の方法では (0.5, 0, 1.5, 0) が得られ，(b) の方法では (0, 0, 1, 0, 0.5, 0, 0.5, 0) が得
られる。 
 
3.3.3.2 NDC 記号の自動付与実験 
事例の参考資料と質問文の両方を用いて特徴ベクトルを作成し，事例への NDC 記号の自
動付与を行い，その性能に関する評価を行う。NDC 記号の自動付与においては，収集した
事例のうち NDC 記号と参考資料の両方が挙げられている事例 17,181 件を実験に用いた。評
価は事例を各 NDC 記号へ分類した際の精度と再現率によって行った。参考資料と質問文の
両方を用いた NDC 記号の自動付与では，機械学習ソフトウェア Weka 3.6.6 を用いた。ここ
で 3.3.2.2 項において使用した LIBSVM 3.12 を用いなかったのは，グリッドサーチを実行す
る際に非常に時間がかかり，かつ LIBSVM 3.12 で最適化された場合の SVM の精度と，Weka 
3.6.6 での CNB の精度に大きな違いが見られなかったためである。また，評価のベースライ
ンとしては，参考資料を用いた NDC 記号の自動付与実験の結果を用いた。本実験では 3 回
交差検定を行った。 
 
3.4 疑問記事の自動収集および NDC 記号の自動付与実験 
 
本節では，これまでに述べてきた 2 つの提案手法を用いて，疑問記事を収集しその疑問
記事に NDC 記号を自動付与する実験の手順を述べる。即ち，3.2 節の手法で収集した疑問






象をツイートに限定し以下の 2 つのステップによって疑問記事に対する NDC 記号の自動付




















た記事群 B を用いる。 
 
3.4.3 疑問記事に対する NDC 記号の自動付与 
 3.4.2 項ではツイートの中から疑問記事だけを抽出する方法を述べた。本研究ではこれら




の疑問記事に対して，3.3.2 項で述べた質問文を用いた NDC 記号の自動付与手法を利用して
NDC 記号の 1 桁目を付与する。NDC 記号の自動付与の詳しい結果については 4.2 節で述べ
るが，NDC 記号の自動付与を行う際に最も F 値の高かった SVM を機械学習アルゴリズム
として用いる。また 3.3.2.1 項で述べた提案手法を用いて特徴ベクトルを作成する。機械学
習を行う際の学習用コーパスとしては，レファレンス協同データベースのうちの NDC 記号
が付与されている事例 40,288 件の質問文とその NDC 記号を用いる。 
 
3.4.4 実験の評価方法 
 3.4.3 項の方法でツイートの疑問記事に対して人手で NDC 記号を付与し，それらのツイー
トに NDC 記号の自動付与を行うことで精度と再現率を算出し，自動付与性能を評価する。 
 




まず，疑問記事を提示する Web サイトの有用性について予備調査 (3.1 節) を行い，その
結果以下の 3 点を確認した。即ち，(i) 疑問記事が Web 上に一定量存在する，(ii) 疑問記事
に書かれた疑問はレファレンスの専門家でなくとも回答可能である，(iii) ブログ著者は疑
問記事に対する回答を好意的に受けとめる，の 3 点である。 
次に，この Web サイトの構築における課題を解決するための 2 つの提案手法について述
べた。2 つの課題とは即ち，(1) 疑問記事の自動的な収集手法 (3.2 節)，(2) 収集した疑問記










最後に，上記の (1)，(2) の 2 つの提案手法を用いて，実際に疑問記事を自動的に収集し，






本研究では，以下の 3 つの実験を行った。即ち，(1) 疑問の書かれた記事の効率的な収集 
(4.1 節)，(2)レファレンス事例に対する NDC 記号の自動付与 (4.2 節)，(3) 疑問記の自動収





本研究では，疑問記事を効率的に収集するために，特徴的な表現による検索 (4.1.1 項) に
よって得られた記事に対して，テキスト自動分類による疑問記事の抽出 (4.1.2 項) を行った。




本項では特徴的な表現による検索の結果 (4.1.1.1 項) と考察 (4.1.1.2 項) について述べる。 
 
4.1.1.1 特徴的な表現による検索結果 
表 2 ~ 表 5 に特徴度 F(w) (3.2.1.1 項の (1) 式) の高かった特徴的な表現とその疑問記事
率 (3.2.1.3 項の (2) 式) を示す。表 2 から，最も特徴度 F(w) の高い特徴的な表現 w「が_
思い出せ_ない」の Twitter 検索における疑問記事率は 2%であることがわかる。ここで表 3，
表 4，表 5 に現れる「EOS」は改行を表す。本研究では改行も一つの形態素として扱った。
この理由は改行自体が疑問記事に特徴的な表現に含まれている可能性を考えたためである。 
Twitter において最も疑問記事率が高かったのは「タイトル_が_思い出せ_ない」で疑問記
事率(T) は 13%であった (表 3)。ブログにおいて最も疑問記事率が高かったのは「タイト









表 2 Twitter における特徴的な表現 (3 形態素列) 
 特徴的な表現 w 特徴度 F(w) 疑問記事率(T)(%) 
1 が_思い出せ_ない 0.01392 2 
2 タイトル_が_思い出せ 0.01347 11 
3 思い出せ_ない_。 0.01055 1 
4 の_タイトル_が 0.00606 2 
5 ん_だけ_ど 0.00516 0 
6 な_い_。 0.00336 0 
7 思い出せ_ない_… 0.00314 1 
8 が_あっ_た 0.00247 0 
9 だけ_ど_、 0.00247 0 




表 3 Twitter における特徴的な表現 (4 形態素列) 
 特徴的な表現 w 特徴度 F(w) 疑問記事率(T)(%) 
1 タイトル_が_思い出せない 0.01325 13 
2 が_思い出せない_。 0.00696 2 
3 の_タイトル_が_思い出せ 0.00561 7 
4 思い出せ_ない_。_EOS 0.00292 1 
5 ん_だけ_ど_、 0.00201 1 
6 、_タイトル_が_思い出せ 0.00201 11 
7 ん_だけ_ど_タイトル 0.00201 4 
8 が_思い出せ_ない_… 0.00201 2 
9 映画_の_タイトル_が 0.00179 12 






表 4 ブログにおける特徴的な表現 (3 形態素列) 
 特徴的な表現 w 特徴度 F(w) 疑問記事率(G) 疑問記事率(Y) 
1 。_EOS_EOS 0.00248 0 0 
2 ん_だけ_ど 0.00142 0 0 
3 ・_・_・ 0.00139 0 0 
4 が_思い出せ_ない 0.00107 0 0 
5 た_。EOS 0.00103 0 0 
6 て_い_た 0.00080 0 0 
7 た_よう_な 0.00074 0 0 
8 だけ_ど_、 0.00073 0 0 
9 タイトル_が_思い出せ 0.00070 7 4 
10 ん_です_が 0.00068 0 0 
 
表 5 ブログにおける特徴的な表現 (4 形態素列) 
 特徴的な表現 w 特徴度 F(w) 疑問記事率(G) 疑問記事率(Y) 
1 た_。_EOS_EOS 0.00144 0 0 
2 タイトル_が_思い出せ_
ない 
0.00067 16 19 
3 ん_です_が_、 0.00051 0 0 
4 な_ん_だけ_ど 0.00049 0 0 
5 ん_だけ_ど_、 0.00047 0 0 
6 だっ_た_か_な 0.00040 0 0 
7 思い出せ_ない_。_EOS 0.00039 0 0 
8 た_ん_だけ_ど 0.00038 0 0 
9 ・_・_・_。 0.00038 0 0 





イトル_が_思い出せ_ない」という表現を用いる事で，疑問記事率は Twitter では 13%，
ブログでは 16%～19%に向上した。このことから，本研究の特徴的な表現を用いることで，
疑問記事の収集効率を向上させられたと言える。 
Twitter における特徴度 F(w)が高い 3 形態素列，4 形態素列として「が_思い出せ_ない」(表 
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2)，「が_思い出せ_ない。」(表 3) がある。これらの疑問記事率は共に 2%で，先ほどの「タ
イトル_が_思い出せ_ない」に比べるとはるかに疑問記事率が低かった。これらのキーワー
ドは「タイトル」という語を含まないため，本研究で収集したい「タイトルに言及する記








ている可能性が高い「た_。_改行_改行」，「・_・_・_。」の 4 つを除いた 6 つの特徴的な表
現と「タイトルが思い出せない」をキーワードとして組み合わせ，Google ブログ検索で AND
検索を行った (表 6)。 
 
表 6 表 5 の特徴的な表現と「タイトルが思い出せない」を組み合わせた際の疑問記事率 
 特徴的な表現 w 特徴度 F(w) 疑問記事率(G) 
3 ん_です_が_、 0.00051 6 
4 な_ん_だけ_ど 0.00049 6 
5 ん_だけ_ど_、 0.00047 14 
6 だっ_た_か_な 0.00040 4 
8 た_ん_だけ_ど 0.00038 9 











本項では，記事群 A におけるテキスト自動分類による抽出の結果 (4.1.2.1 項) と考察 
(4.1.2.2 項) ，記事群 B におけるテキスト自動分類による抽出の結果 (4.1.2.3 項) と考察 
(4.1.2.4 項) について述べる。 
 
4.1.2.1 記事群 A におけるテキスト自動分類による抽出結果 
記事群 A に対してテキスト自動分類を行った場合の精度，再現率，F 値を表 7 に示す。
例えば表 7 から，決定木の 2 形態素列によって分類を行った場合の精度は 71.4%，再現率
は 70.3%，F 値は 0.709 であることが分かる。 
 
表 7 テキスト自動分類の結果 (記事群 A) 




1 72.6 75.7 0.740 
2 71.4 70.3 0.709 




1 68.3 82.7 0.748 
2 68.3 82.3 0.747 




1 71.5 69.3 0.704 
2 73.4 69.0 0.709 




1 74.5 77.7 0.759 
2 73.8 78.0 0.749 
3 72.4 75.3 0.738 
 
最も精度，F 値が高かったのは SVM の 1 形態素によってテキスト自動分類を行った場合
であり，精度 74.5%，再現率 77.7%，F 値 0.759 であった。また最も再現率が高かったのは





4.1.2.2 記事群 A におけるテキスト自動分類による抽出に関する考察 
 記事群 A におけるテキスト自動分類において，最も再現率が高かったのはブースティン
グの 1 形態素によってテキスト自動分類を行った場合であった。この結果を確かめるため
にブースティングによる分類の結果を細かく見たところ，ブースティングによる分類では
300 記事のすべての記事が非疑問記事と判定されていた。疑問再現率 (3.2.2.3 項の (5) 式，
52 件，0%) と非疑問再現率 ((6) 式，248 件，100%) の加重平均を取るために再現率が高い 
( (0×52+100×248) / 300 = 82.7%) ように見えるが，実際の疑問再現率は上記のように 0%で
ある。このことは，他の手法に比べてブースティングでの精度が低い原因にもなっている。
同様に SVM による分類でも，再現率は比較的高い (77.7%) が，疑問再現率は 19.2% (＝疑
問記事のうち正しく判定された疑問記事数 10 件／疑問記事数 52 件，3.2.2.3 項) となってお
り，これでは本研究で収集したい疑問記事を効率よく抽出することは難しいと考えられる。 
記事群 A に対する分類精度が悪い原因としては以下のような点が考えられる。即ち，(1) 
疑問記事 (52 件) と非疑問記事 (248 件) のサンプル数が大きく異なる，(2) サンプル数 (全
300 件) が少ない，などである。記事群 B では全体のサンプル数を増やし，疑問記事と非疑
問記事のサンプル数を揃えた。 
 
4.1.2.3 記事群 B におけるテキスト自動分類による抽出結果 
 記事群 B に対してテキスト自動分類を行った場合の精度，再現率，F 値を表 8 に示す。
例えば表 8 から，Twitter 記事に対して決定木の 2 形態素列によって分類を行った場合の精
度は 92.2%，再現率は 92.1%，F 値は 0.921 であることが分かる。 
ブログに関して最も精度，再現率，F 値が高かったのは，ブースティングの 1 形態素によ
ってテキスト自動分類を行った場合であり，精度 94.8%，再現率 94.3%，F 値 0.943 であっ
た。Twitter に関して最も精度，再現率，F 値が高かったのは，決定木の 1 形態素によってテ











機械学習手法 媒体 形態素数 精度(%) 再現率(%) F 値 
決定木 
ブログ 
1 93.1 93.0 0.930 
2 88.1 88.0 0.880 
3 82.5 82.3 0.823 
Twitter 
1 94.3 94.3 0.941 
2 92.2 92.1 0.921 
3 91.9 91.6 0.916 
ブースティング 
ブログ 
1 94.8 94.3 0.943 
2 91.3 90.7 0.906 
3 85.3 81.3 0.808 
Twitter 
1 93.9 93.6 0.936 
2 93.0 92.6 0.926 
3 91.2 91.0 0.910 
Naive Bayes 
ブログ 
1 77.7 76.7 0.764 
2 77.5 75.7 0.752 
3 76.7 76.3 0.762 
Twitter 
1 88.6 88.5 0.884 
2 91.6 90.8 0.908 
3 91.2 90.9 0.909 
SVM 
ブログ 
1 91.0 91.0 0.910 
2 91.9 91.7 0.917 
3 90.1 90.0 0.900 
Twitter 
1 93.4 93.4 0.934 
2 93.2 93.1 0.931 








4.1.2.4 記事群 B におけるテキスト自動分類による抽出に関する考察 
本項では，3 つの視点から本研究におけるテキスト自動分類の性能について考察する。3











例えばブログに対してブースティングの 1 形態素を用いた場合，その疑問再現率 (表 9)
は 89.4% (＝疑問記事のうち正しく判定された疑問記事数 134 件／疑問記事数 150 件)，非疑
問再現率 (表 10) は 99.3% (=非疑問記事のうち正しく判定された非疑問記事数 149 件／非
疑問記事数 150 件) であった (3.2.2.3 項の (5) 式，(6) 式)。そのため 17 件 (16.9 = 19×0.894) 
の疑問記事が出力される一方，非疑問記事は 0 件から 1 件 (0.567 = 81×(1－0.993)) しか出
力されない。従って例えば検索だけでは 100 件に目を通さねばならなかったのが，テキス
ト自動分類によって 17 件の疑問記事と 0 件から 1 件の非疑問記事に目を通し，疑問記事を
選び出すだけで済むようになる。コストの削減率はかなり大きいと言えよう 。 
同様の条件において Twitter に対して決定木の 1 形態素を用いた場合，その疑問再現率は
94.4%，非疑問再現率は 94.1%であった。そのため 12 件 (12.2 = 13×0.944) の疑問記事が出




表 9 記事群 B における疑問精度，疑問再現率，疑問 F 値 
 
機械学習手法 媒体 形態素数 精度(%) 再現率(%) F 値 
決定木 
ブログ 
1 95.1 90.7 0.929 
2 89.7 86.1 0.878 
3 85.0 78.8 0.818 
Twitter 
1 94.2 94.4 0.943 
2 90.1 94.8 0.924 
3 88.5 95.8 0.92 
ブースティング 
ブログ 
1 99.3 89.4 0.941 
2 96.2 84.8 0.901 
3 97.0 64.9 0.778 
Twitter 
1 90.7 97.3 0.939 
2 88.7 97.6 0.929 
3 88.4 94.5 0.913 
Naive Bayes 
ブログ 
1 72.4 86.8 0.789 
2 70.5 88.7 82.8 
3 73.5 82.8 0.779 
Twitter 
1 86.2 91.7 0.888 
2 86.0 97.6 0.914 
3 87.8 95.0 0.913 
SVM 
ブログ 
1 91.3 90.7 0.910 
2 95.0 88.1 87.4 
3 92.3 87.4 0.898 
Twitter 
1 91.8 95.3 0.953 
2 91.5 95.1 0.933 
3 90.4 96.0 0.931 
 65 
 




機械学習手法 媒体 形態素数 精度(%) 再現率(%) F 値 
決定木 
ブログ 
1 91.0 95.3 0.931 
2 86.5 89.9 0.882 
3 80.0 85.9 0.823 
Twitter 
1 94.4 94.1 0.942 
2 94.5 89.5 0.919 
3 95.4 87.5 0.913 
ブースティング 
ブログ 
1 90.2 99.3 0.946 
2 86.2 96.6 0.911 
3 73.4 98.0 0.839 
Twitter 
1 97.0 90.0 0.934 
2 97.4 87.5 0.922 
3 94.1 87.5 0.907 
Naive Bayes 
ブログ 
1 83.2 66.4 0.739 
2 84.5 62.4 0.718 
3 80.0 69.8 0.746 
Twitter 
1 91.0 85.2 0.880 
2 97.2 84.0 0.901 
3 94.5 86.7 0.905 
SVM 
ブログ 
1 90.7 91.3 0.910 
2 88.8 95.3 0.919 
3 87.9 92.6 0.902 
Twitter 
1 95.1 91.5 0.932 
2 94.9 91.1 0.93 














性能が大きく変わることはなかった (表 8)。表 11 は記事群 B における，延べ形態素数と
異なり形態素数を連続する形態素列数ごとに算出したものである。 
 
表 11 コーパスの延べ形態素数と異なり形態素数 
 延べ形態素数 異なり形態素数 
形態素数 ブログ Twitter ブログ Twitter 
1 131,070 58,482 14,148 9,137 
2 137,979 58,483 62,551 31,166 


















なかった (表 8)。 
Naive Bayes は他の手法と異なり，Twitter 記事に比べてブログ記事において分類精度を顕
著に下げている。この理由としては，ブログ記事は Twitter 記事より 1 記事あたりの文章量
が多いことが影響していることが考えられる。表 11 に示したように，1 形態素の全延べ語
数はブログでは 131,070 語，Twitter では 58,482 語である。1 記事あたりに換算するとブログ
は 873.8 語，Twitter は 73.1 語となり，前者は後者に比べて 10 倍以上の語を含むことになる。
その分 Naive Bayes にとって分類上のノイズとなる語が多く含まれていた可能性が高い。一
方，例えば SVM は Naive Bayes と異なり，ノイズによる過学習を起こしにくい。そのため
ブログ記事と Twitter 記事とで分類性能が変わらなかったと考えられる。 
 検証のため，Naive Bayes を用いて以下の分類実験を行った。即ち，ブログに書かれた疑
問記事 150 記事と非疑問記事 150 記事のそれぞれに対して 1 記事あたりに含まれる形態素
数の中央値を特定し，中央値以上であった記事を「ブログ Long」，中央値未満の記事を「ブ
ログ Short」，同様に Twitter に書かれた疑問記事 800 記事と非疑問記事 800 記事も中央値を
境として「Twitter Long」と「Twitter Short」に分け，それぞれで分類実験を行った。結果は
以下のようになった (表 12)。 
 
表 12 Naive Bayes での文章の長さごとの分類性能 
媒体 文章の長さ 精度(%) 再現率(%) F 値 
ブログ 
Long 75.3 75.2 0.751 
Short 83.0 82.7 0.826 
Twitter 
Long 87.6 87.5 0.875 




表 12 からブログ記事，Twitter 記事ともに延べ語数が小さい記事で分類性能が良いことが
分かる。このことから長い記事中には Naive Bayes にとってノイズとして機能する語が多く
含まれ，それが分類精度を下げていることが考えられる。 
最後に，テキスト自動分類の結果において観察された誤分類について述べる。ブログに
関しては，疑問記事 30 個のうち 2 個で判定を誤り，それ以外の記事 30 個のうち判定を誤








Twitter に関しては，疑問記事 100 個のうち判定を誤ったものはなかったが，それ以外の
記事 100 個のうち 4 個で判定を誤った。これらはいずれも記事中に「タイトルが思い出せ
ない」という表現が入っているがそれ以外の記事に属している記事であった (例えば「だめ
だ、乗ってねえ、誰かレビュー書いてよ・・ タイトルが思い出せない」「聞いてる曲のタ




4.1.3 構築した Web サイトの有効性調査 
4.1 節の結果として収集した疑問記事を提示する Web サイト (図 3) を実際に構築し，そ




事としてブログ 30 記事，Twitter31 記事を掲載し，広く回答を呼び掛け 12，その結果各記事
                                                   









図 3 構築した Web サイト 
 
その結果，2010 年 12 月 9 日から 2011 年 2 月 9 日の間に 1,251 人の利用者から 1,511 回の
アクセスがあり，ブログに関しては 30 記事中 6 記事，Twitter に関しては 31 記事中 5 記事
に回答が付いた。 
回答が付いた記事の中で著者からの感謝のコメントがあったのは，ブログに関しては 6











低いが (3.1 節参照)，これには以下の 3 つの理由が考えられる。即ち，(1) 呼び掛けが十分
でなく，まだ本 Web サイトの知名度が低いため，図書館員など回答を知る人を誘導できて
いない，(2) 回答を知ってはいるが既に答えが出ているかもしれないと考えた人が回答を控
えている，(3) 答えを知っていても回答するメリットが少ないと考える者がいる，の 3 つで
ある。(1) に関しては，本 Web サイトの知名度を上げ，役に立つコンテンツを設置すること
で解決できると考えられる。(2) に関しては，回答が付いた疑問記事は 1 週間程度で本 Web
サイトから削除し，かつそのような削除方針を採っていることを Web サイト中に明記する





4.2 レファレンス事例に対する NDC 記号の自動付与 
 
本節では疑問記事を提示する Web サイトでディレクトリ型検索を実現する為に行った，
事例に NDC 記号を自動付与する実験結果を示す。本研究では以下の 3 つの手法を用いて事
例に対する NDC 記号の自動付与を行った。即ち，(1) 参考資料を用いた手法 (4.2.1 項)，(2) 
質問文を用いた手法 (4.2.2 項)，(3) 参考資料と質問文の両方を用いた手法 (4.2.3.1 項)，で
ある。 
 
4.2.1 参考資料を用いた NDC 記号の自動付与 





4.2.1.1 参考資料を用いた NDC 記号の自動付与結果 
表 13 にベースライン手法である原田ら (2007) の手法を用いた NDC 記号の自動付与の
結果を示した。以下ではこのベースライン手法の結果と提案手法の結果を比較することで，
提案手法の評価を行う。1 桁目 (類) までの NDC 記号の自動付与の結果を表 14 に示す。こ
の表から事例の類が 3 の場合に関する精度は 40.6%，再現率は 69.1%であることなどが分か
る。 
 
表 13 原田ら (2007) の手法による自動付与結果 
 精度(%) 再現率(%) 
類 (1 桁目) 44.9 45.0 
綱 (2 桁目) 32.4 32.4 
 
表 14 NDC 記号の自動付与結果 (類) 
NDC 精度(%) 再現率(%) 件数(個) 
0 35.5 16.1 2,189 
1 51.8 50.2 1,308 
2 58.8 54.5 5,300 
3 40.6 69.1 4,589 
4 59.6 53.4 1,617 
5 61.5 44.1 1,729 
6 54.6 44.8 1,393 
7 64.2 52.2 2,207 
8 57.4 55.8 754 
9 62.8 55.7 2,246 





この実験における全 NDC 記号の精度の加重平均 (3.3.1.4 項の (12) 式) は 53.4%であり，
再現率の加重平均 ((13) 式) は 52.0%であった。参考資料の NDC 記号を用いることで約半
数の事例において学習用サンプルと同じ NDC 記号を付与できた。原田らの (2007) の手法 
(表 13) の精度と比較すると，本研究手法によって精度を 8.5 ポイント向上させることがで
きた。 
次に 2 桁目 (綱) までの NDC 記号の自動付与の結果を表 15，表 16 に示す。表 15 には
実験によって得られた精度が高い NDC 記号上位 10 件を示し，表 16 には事例件数の多い
NDC 記号上位 10 件を示す。 
 
表 15 NDC 記号の自動付与結果 (綱，精度上位) 
NDC 精度(%) 再現率(%) 全件数(個) 
65 88.9 21.6 74 
92 81.4 41.2 308 
82 80.0 11.1 72 
60 77.8 10.3 68 
79 75.8 29.4 85 
71 75.0 3.4 87 
14 73.3 16.4 67 
34 70.0 7.4 94 
41 66.7 9.1 44 
69 66.7 3.2 62 
 
この実験における精度の加重平均は 45.6%であり，再現率の加重平均は 36.1%であった。
半数程度の場合に関して，2 桁目 (綱) まで含む場合においても学習用サンプルと同じ NDC
記号を付与できた。表 13 の綱 (2 桁目) から，原田ら (2007) の手法による精度，再現率は
どちらも 32.4%であった。従って本研究手法は，2 桁目 (綱) までの NDC 記号の自動付与に





表 16 NDC 記号の自動付与結果 (綱，件数上位) 
NDC 精度(%) 再現率(%) 全件数(個) 
21 13.6 63.0 2,108 
28 40.8 39.4 1,601 
91 59.8 55.2 1,552 
38 51.2 40.7 953 
29 37.1 37.8 943 
02 28.9 8.4 784 
37 56.1 52.2 760 
09 3.4 0.1 682 
32 60.0 41.8 625 
31 46.8 33.0 621 
 
4.2.1.2 参考資料を用いた NDC 記号の自動付与に関する考察 
 本項では参考資料を用いた NDC 記号の自動付与を行うために本研究で提案する 2～4 の
ステップ (3.3.1 項参照) のそれぞれについて考察を行う。2～4 のステップとは即ち，(a) 図











(i) の『』で囲まれた部分を図書のタイトルとみなした場合については，全 32,657 件中
15,905 件の参考資料の項目に『』が含まれていた。この 15,905 件の中から無作為に 500 件
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を抽出し誤り分析を行ったところ，以下の 2 件 (0.4%) に関して図書のタイトルを抽出でき
ていなかった。 
 
・"「コワレフスキー少将実在せず」(『産経新聞 2010/10/19 3 面』)" 
・"中国医学古典と日本 : 書誌と伝承 / 小曽戸洋著 塙書房 1996 ISBN:4827311420 






(i) で扱わなかった残りの 16,752 件のうち「http」の文字列が含まれる参考資料の項目を
除外した 15,465 件に対して，(ii) の条件によって『』がない場合，【資料 1】などのノイズ
を除き，半角スペース，カンマで区切ったときの最初の区切りまでを図書のタイトルとみ
なした。こうして得られた本のタイトルの中から無作為に 500 件抽出し誤り分析を行った
結果，以下の例を含む 17 件 (3.4%) に関して図書のタイトルを抽出できていないことがわ
かった。 
 






を抽出できていなかった 17 件中 11 件において，3 つ目の"館内文献調査"のようにテキスト
中に図書のタイトルが含まれていなかった。以上の結果から，図書のタイトルを抽出でき
る事例の参考資料は，(i) のステップで約 15,841 件 (15,905×(1-0.004))，(ii) のステップで
約 14,939 件(15,465×(1-0.034)) 程度存在すると考えられる。参考資料に http が含まれていな





(b) 図書のタイトルからの NDC 記号の判定 
この検索は 2013 年 5 月 10 日から 5 月 12 日の間に行った。図書のタイトルをキーワード
として国立国会図書館サーチで検索した場合，その検索結果には通常複数の図書が含まれ
る。本研究ではその中から先述のように最もDice係数の高い図書を選択し，その図書のNDC
記号を参考資料の NDC 記号として用いた (3.3.1.2 項)。このとき，図書の NDC 記号と事例
の NDC 記号が必ずしも一致するとは限らず，その結果は以下の 4 つに分けられた。即ち，
(A) 図書を正しく検索でき，その NDC 記号が事例の NDC 記号と一致する場合，(B) 図書を
正しく検索できたが，その NDC 記号が事例の NDC 記号と一致しない場合，(C) 図書を正
しく検索できておらず，抽出された図書の NDC 記号が事例のNDC記号と一致しない場合，
(D) 図書を正しく検索できていないが，抽出された図書の NDC 記号がたまたま事例の NDC
記号と一致してしまう場合，の 4 つである。ここで，事例の NDC 記号とその参考資料は，
その事例を登録した担当職員によってあらかじめ決められているため，図書を正しく検索
できたが NDC 記号が一致しない (B) の数を減らすことはできない。しかし，本研究ではこ
こで得た NDC 記号をそのまま事例に付与するのではなく，事例の NDC 記号の特徴を表す
特徴量として用いる。そのため(A)，(B) の数が十分に多ければ NDC 記号の自動付与という
本研究の目的を達成できると考えられる。 
事例の参考資料から無作為に 100 件を抜きだし NDC 記号の抽出を行い，(A)，(B)，(C)，
(D) のそれぞれの該当数を集計した結果を表 17 に示す。 
 
表 17 図書のタイトルからの NDC 記号の抽出結果 
 A (%) B (%) C (%) D (%) 
1 回目 48 42 10 0 
2 回目 49 46 5 0 
3 回目 58 38 4 0 
4 回目 45 46 9 0 
5 回目 47 49 4 0 




よる 2 桁目 (綱) までの NDC 記号の付与を行う。そのため，綱まで一致していれば，一致




(c) NDC 記号の自動付与 
1 桁目までの分類に関しては，各類でどの類を誤って付与するケースが多かったかを分析
するために，自動付与の結果の詳細を表 18 に示す。表 18 から，例えば 0 類の事例は全部
で 2,189 件存在し，うち 352 件で 0 類と正しく判定し，732 件で 3 類と誤って判定している
ことなどが分かる。全体的に 3 類と判定してしまう場合が多く，誤りのうちの約 40%がこ
の誤り方であった。これが，3 類が他の類に比べて再現率が高い原因であると考えられる。 
 
表 18 NDC 記号の自動付与の結果 (類) の詳細 











NDC 0 1 2 3 4 5 6 7 8 9  
0 352 85 470 732 69 60 69 110 16 226 2,189 
1 51 657 189 252 24 7 6 44 36 42 1,308 
2 159 282 2,890 1,154 107 112 140 188 42 226 5,300 
3 139 81 536 3,170 155 132 101 117 82 76 4,589 
4 38 18 92 410 864 62 77 15 25 16 1,617 
5 50 13 178 473 81 763 93 45 20 13 1,729 
6 36 7 165 396 72 56 624 18 10 9 1,393 
7 47 51 189 553 27 36 20 1,152 30 102 2,207 
8 19 25 43 165 22 9 3 17 421 30 754 
9 101 50 165 500 29 3 9 87 52 1,250 2,246 
計  992 1,269 4,917 7,805 1,450 1,240 1,142 1,793 734 1,990 23,332 
 
2 桁目までの分類に関しては，表 16 の NDC 記号 21 における精度と全件数から，2 桁目 
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(綱) までを誤って 21 と判定してしまう場合が非常に多いことが分かる。これは 1 桁目 (類) 
までの実験と同様に，21 の再現率が高い原因であると考えられる。このことは全体の精度
を下げる大きな原因となっている。NDC 記号 09 は「貴重書，郷土資料，その他の特別コレ
クション」であり，そこに含まれる参考資料同士の共通点が少ないことが予想される。こ
れが NDC 記号 09 の件数が多いにもかかわらず，精度・再現率が共に非常に低い原因であ
ると考えられる。NDC 記号 02 に関しても総記であるために，おそらく同様の理由で精度，
再現率が共に低くなっている。NDC 記号 96 や NDC 記号 85 など，全件数が数個しかないも




4.2.2 質問文を用いた NDC 記号の自動付与 
本項では質問文を用いた NDC 記号の自動付与の結果(4.2.2.1 項) と考察 (4.2.2.2 項) につ
いて述べる。 
 
4.2.2.1 質問文を用いた NDC 記号の自動付与結果 
質問文を用いた NDC 記号の自動付与 (3.3.2.2 項参照) を行った結果を表 19，表 20 に示
す。本研究で評価のベースラインとして用いている原田ら (2007) の手法，即ち質問文に関
して形態素の出現回数をベクトルの要素とした場合の精度と再現率も表 19 に同時に示し
てある。表 19 の「原田ら (2007) の手法」から，原田ら (2007) の手法を再現した場合の 1
桁目 (類) までの精度は 44.9%，再現率は 45.0%であることがわかる。また，4.2.1.1 項で述
べた，参考資料を用いて NDC 記号の自動付与を行った場合の結果も「参考資料」に改めて
示した。用いた機械学習手法である Random Forest，SVM，CNB のうち最も精度，再現率の
高かった CNB の結果と，LIBSVM 3.12 で実装されている SVM によって計算した精度を示
す。 
3.3.2.1 項の最後で述べたように，本研究では形態素ベクトルを作成する際に以下の 3 つ
を用いた。即ち，(a) 事例の質問文の項目を用いた場合，(b) 事例のキーワードの項目を用






表 19 NDC 記号の自動付与の結果 (1 桁目 (類)) 
 精度(%) 再現率(%) 
原田らの手法 44.9 45.0 
参考資料 53.4 52.4 
質問文 CNB 59.7 58.9 
質問文 SVM 58.8 61.0 
キーワード CNB 54.2 53.8 
キーワード SVM 54.2 54.5 
図書のタイトル CNB 42.4 42.3 
図書のタイトル SVM 42.9 43.5 
 
表 20 NDC 記号の自動付与の結果 (2 桁目 (綱)) 
 精度(%) 再現率(%) 
原田らの手法 32.4 32.4 
参考資料 45.6 36.1 
質問文 CNB 51.5 49.7 
質問文 SVM 51.6 57.7 
キーワード CNB 41.1 40.6 
キーワード SVM 36.9 41.7 
図書のタイトル CNB 29.1 29.3 
図書のタイトル SVM 22.1 24.4 
 
まず，(a) の質問文の項目を用いた場合だが，表 19 の「質問文」の行より，1 桁目 (類) ま
での自動付与で CNB を用いた場合，精度は 59.7%，再現率は 58.9%であり，SVM を用いた
場合，精度は 58.8%，再現率は 61.0%であった。表 19 に示したように参考資料を用いた場




2 桁目 (綱) までの自動付与で CNB を用いた場合，精度は 51.5%，再現率は 49.7%であり，
SVM を用いた場合，精度は 51.6%，再現率は 57.7%であった。表 20 に示したように参考資
料を用いた場合の精度は 45.6%，再現率は 36.1%である。即ち，この場合も参考資料を用い
た場合より高い精度で分類を行うことができた。ベースラインの原田ら (2007) の手法より
精度，再現率共に約 14 ポイント向上させることができた。 
次に，(b) のキーワードの項目を用いた場合だが，表 19 の「キーワード」の行より，1
桁目 (類) までの自動付与では CNB を用いた場合，精度は 54.2%，再現率は 53.8%であり，
SVM を用いた場合，精度は 54.2%，再現率は 54.5%であった。また表 20 より 2 桁目 (綱) ま
での自動付与では CNB で精度は 41.1%，再現率は 40.6%であり，SVM で精度は 36.9%，再
現率は 41.7%であった。この結果から，質問文を用いた場合よりは精度が下がったが，原田
ら (2007) の手法と比較すると約 10 ポイント精度，再現率が向上した。 
最後に，(c) の図書のタイトルを用いた場合の結果を示す。表 19 の「タイトル」の行よ




4.2.2.2 質問文を用いた NDC 記号の自動付与に関する考察 
機械学習手法の違いを比較すると，1 桁目までの分類では，CNB と SVM の間に大きな差
は見られなかった。しかし，2 桁目までの分類では質問文を用いて形態素ベクトルを作成し






4.2.1.2 項の最後でも述べたが，NDC 記号の 2 桁目までの分類では，レファレンス協同デ
ータベースの中にその NDC 記号に対応する事例がほとんど存在しない場合がある。そのよ








4.2.3 参考資料と質問文の両方を用いた NDC 記号の自動付与 
本項では参考資料と質問文を用いた NDC 記号の自動付与の結果(4.2.3.1 項) と考察 
(4.2.3.2 項) について述べる。 
 
4.2.3.1 参考資料と質問文の両方を用いた NDC 記号の自動付与結果 





立に並べる，という 2 つの方法である。それらの結果を表 21，表 22 に示す。表中の「(a) の
方法」「(b) の方法」にはそれぞれ上記の (a)，(b) の方法を用いて，機械学習手法である CNB，
SVM のうち，最も精度，再現率の高い CNB の結果を示した。また，表 19，表 20 の中か
ら同条件で行った実験結果について「キーワード」に改めて示した。 
 
表 21 NDC 記号の自動付与の結果 (1 桁目 (類)) 
 精度(%) 再現率(%) 
（a）の方法 51.8 51.7 
（b）の方法 51.8 50.5 
キーワード 54.2 53.8 
表 22 NDC 記号の自動付与の結果 (2 桁目 (綱)) 
 精度(%) 再現率(%) 
（a）の方法 41.0 39.8 
（b）の方法 43.2 43.2 




4.2.3.2 参考資料と質問文の両方を用いた NDC 記号の自動付与に関する考察 
表 21 の (a) の方法，(b) の方法の精度とキーワードを用いたときの精度を比較すると，
NDC 記号の 1 桁目 (類) までの自動付与に関しては，精度，再現率は向上させることがで
きなかった。しかし表 22 の (a) の方法，(b) の方法とキーワードを用いたときの精度を比
較すると，NDC 記号の 2 桁目 (綱) までの自動付与に関しては，精度，再現率共に向上さ
せることができている。2 桁目 (綱) までの自動付与において精度，再現率が向上した理由
としては以下の点が考えられる。即ち，1 桁目 (類) までの自動付与において，各 NDC 記
号の中でサンプル数の最も少ない NDC 記号は 8 (言語) で，754 個であった (表 14)。これ
に対して，2 桁目 (綱) までの自動付与においてはサンプル数が 10 個に満たない NDC 記号
を持つ事例も多く，このような事例に対して正しい NDC 記号の自動付与を行うことは非常
に難しい。参考資料と質問文を同時に用いることで，サンプル数を増やすことと同様の効
果が得られたため，2 桁目 (綱) までの自動付与の精度，再現率が向上したと考えられる。 
 
4.3 疑問記事の自動収集および NDC 記号の自動付与 
 
本研究では 3.4 節で述べたように，3.2 節の手法を用いて「タイトル」をキーワードとし
て検索したツイートから疑問記事を抽出し，3.3 節の手法を用いて抽出した疑問記事に対し
て NDC 記号を自動付与する実験を行った。本節では，この実験の結果 (4.3.1 項) と考察 
(4.3.2 項) について述べる。 
 
4.3.1 疑問記事の自動収集および NDC 記号の自動付与結果 
ツイートの疑問記事をテキスト自動分類によって抽出した結果，15,000 件のツイートか












て 118 件の自動抽出した記事の中から，40 件の回答可能な疑問記事を得ることができた。
回答可能な疑問記事か否かは筆者が判断した。こうして得られた疑問記事 40 件に対して
NDC 記号を自動付与したところ，表 23 のように NDC 記号の付与を行うことができた。こ
の表から例えば，疑問記事 16 件に NDC 記号 7 を自動付与していることが分かる。 
 














ここで抽出した 40 件の疑問記事に人手で正しい NDC 記号が付与し，テキスト自動分類
による結果と比較し，精度，再現率を算出した。その結果を表 24 に，詳細を表 25 に示す。
表 24から，NDC記号が 7の疑問記事が 26件存在し，それらの疑問記事に関して精度 93.8%，
再現率 57.7%で NDC 記号を自動付与できたことがわかる。 
表 24 に示すように，全体の加重平均としては精度 71.2%，再現率 52.5%で疑問記事に対
する NDC 記号の自動付与を行うことができた。レファレンス事例に対する NDC 記号の自







表 24 ツイートの疑問記事に対する NDC 記号の自動付与 
NDC 精度(%) 再現率(%) 件数(個) 
0 0.0 0.0 0 
1 0.0 0.0 1 
2 33.3 100.0 1 
3 20.0 100.0 1 
4 0.0 0.0 0 
5 0.0 0.0 0 
6 0.0 0.0 3 
7 93.8 57.7 26 
8 0.0 0.0 0 
9 44.4 50.0 8 
平均 71.2 52.5 40 
 
表 25 ツイートの疑問記事に対する NDC 記号の自動付与詳細 











NDC  0  1  2  3  4  5  6  7  8  9  
0 0 0 0 0 0 0 0 0 0 0 0 
1 0 0 0 0 0 1 0 0 0 0 1 
2 0 0 1 0 0 0 0 0 0 0 1 
3 0 0 0 1 0 0 0 0 0 0 1 
4 0 0 0 0 0 0 0 0 0 0 0 
5 0 0 0 0 0 0 0 0 0 0 0 
6 0 0 0 2 0 0 0 0 0 1 3 
7 0 0 1 2 1 2 1 15 0 4 26 
8 0 0 0 0 0 0 0 0 0 0 0 
9 0 0 1 0 1 1 0 1 0 4 8 





4.3.2 疑問記事の自動収集および NDC 記号の自動付与に関する考察 
本研究で扱った疑問記事の NDC 記号は 7 類や 9 類であることが多い。これは，ツイート
されるタイトルを求める疑問には，映画，漫画，ゲーム，音楽 (7 類) や，小説 (9 類) に関
する疑問が多いからである。表 24 から，7 類の精度が 93.8%と非常に高くなっているが，
これには全体の 2／3 が 7 類の疑問であることも影響していると考えられる。3 類の精度が
20.0%と低くなっている。この原因の 1 つとして，特徴ベクトルを作る際に用いたレファレ
ンス事例に，3 類の事例が多いことが挙げられる。このために誤って 3 類を付与してしまう
ことが多くなり，3 類において再現率は高いが精度は低くなったと考えられる。2 類につい
ても 3 類と同様の理由で精度が低くなったと考えられる。このような傾向は 4.2.2 項で行っ
たレファレンス事例に対する NDC 記号の自動付与実験においても見られた。ただし，3 類
や 2 類に属するツイート数自体は少ない。そのため，NDC 記号ごとの精度が低く見えても，
それが精度の加重平均に与える影響は小さい。 
 
4.4 4 章のまとめ 
 
 以下の 3 つの実験を行った。即ち，(1) 疑問記事の自動的な収集 (4.1 節)，(2) レファレ
ンス事例に対する NDC 記号の自動付与 (4.2 節)，(3) 疑問記事の自動収集および NDC 記号




 (2) の実験では，以下の 2 つのことを明らかにした。即ち，(2-1) 事例の参考資料の項目
に記入されている図書の NDC 記号を利用することで先行研究である原田ら (2007) の手法
よりも高い精度で NDC 記号の自動付与を行えること，(2-2) 特徴ベクトルの作成方法を工
夫することで事例の質問文の項目に記入されている文章を利用しても，参考資料を用いた
場合と同程度の高い精度で NDC 記号の自動付与を行えること，の 2 つである。 
(3) の実験では，(1)，(2) の実験データと提案手法を用いて，収集した疑問記事に対して








即ち，(1) 疑問記事の自動的な収集手法，(2) 収集した疑問記事の自動的な分類手法，の 2
つである。 















動付与する実験を行った。実験の結果，以下の 2 点が示された。即ち，(2-1) NDC 記号を自
動付与したい事例の参考資料に記入されている図書の NDC 記号を用いることで，原田ら 
(2007) の手法より高い精度で2桁目 (綱) までNDC記号を自動付与することができる，(2-2) 
NDC 記号を自動付与したい事例の質問文に記入されている文章だけを用いた場合でも特徴
ベクトルを工夫することで，原田ら (2007) の手法より高い精度で 2 桁目 (綱) まで NDC 記
号を自動付与できる，の 2 点である。Web 上に投稿された疑問記事を事例の質問文と同質
























4.2 節の事例に対する NDC 記号の自動付与においては，事例の質問文を用いて NDC 記号
の自動付与を行う際に，以下の 3 つから学習用コーパスを作成した。即ち，(1) 事例の質問
文，(2) 事例のキーワード，(3) 図書のタイトル，の 3 つである。このときの正解ラベルは (1)，








とその図書の NDC 記号や，国立国会図書館件名標目表に含まれる件名とその件名の NDC
記号を共に用いることなどが挙げられる。 
4.3 節では，本研究で提案した 2 つの手法を用いて，ツイートの疑問記事を収集しその疑
問記事に対する NDC 記号の自動付与を行った。しかし，人々が日常的な疑問を Web 上に書
き込むときに利用できる SNS は Twitter だけではない。Instagram や Facebook，はてなブッ


















今後の展望としては以下の 2 つが挙げられる。即ち， (a) 精度向上を目的とした深層学
習の利用，(b) 回答支援を目的とした疑問記事に対する参考図書の自動推薦システムの構築，
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テキスト自動分類によって 15,000 件のツイートから自動抽出した，疑問記事 118 件を以下
に示す。 
 
















































その他タイトル打点 1.#1 鹿島 5 得点 1.#0RINS 41.#1 鹿島 4 盗塁 1.#2 グチ 21.#00 鍬本 2
出塁率(規 1.#1 鹿島 .765 二塁打 1.#1 鹿島 11.#5J-宇 11.#59 ユー1 四死球 1.#0RINS 51.#12
飯塚 5 
 
【Kindle】KADOKAWA フェア、対象タイトルが希望小売価格から 50%OFF～。2 月 16















































バレンタイン編～」がスタート。限定衣装の 6 つ子達をまとめてお届け  - 
https://t.co/Mn5vz2UHca https://t.co/v59Ec8BDsr 
 
































文労の BL 本のタイトルは「凍てついた花のように」で、帯のフレーズは【 一度触れて






















((MC ランボーでの CD リリース、おめでとうございます。すみません、1st Single のタイ
トルを忘れてしまいました(汗)。教えていただけますか？FROM 山下健二郎)) 『最後の
戦場～アフガンの砂と共に～』 
※このツイートは実験データの中に全く同じものが 2 つ存在した。 
 
イキまくる動画 ミセスハント No.2 ～二子玉川 vs.銀座の奥さんナンパ～ タイトル ミ






6 類 (産業) 
 


















#高知動画 #高知 タイトル【高知単車盗難情報】拡散ディスクリプション twitter 画像よ











































































































また AV 落ちのなんちゃらかんちゃらアイドルもの漫画のタイトル忘れた 
 
小学生か幼稚園のころにやったペンギンを滑らせてギミッククリアするゲームのタイト












































エクストラバージンはホンマでっか TV までおあづけ。アレグラは今朝(昨日）8 時台テレ
ビ大阪のアジア系ドラマ(タイトル忘れ）で 2 種。明日もありますように(⋈◍＞◡＜◍)。✧♡ 
 










































何年か前に Youtube か Vimeo に UP されたイヴォンヌ・レイナーの映像はすぐに消去され
ていたな。タイトル忘れたけど、もう一度アレを見たい。 
 
フェリちゃんは少し本を読んでいました 。タイトルは .. 「不思議の国のアリス」とい
う誰でも知っているアレです 。これを読んでいると心が落ち着けるので , つい時間を忘

























彼女の事を検索しようとして名前を思い出せなくて Chinese wife って検索したらどうや
って中国人妻と出会うか、とか中国人妻はいいぞ、とかが Google のトップに出てきたの
に Japanese wife って入れたら AV タイトルしか出て来なかった件 :-( 
 
 
 
 
