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Abstract
The present paper addresses the development and implementation of the first high-order Flux Reconstruction (FR)
solver for high-speed flows within the open-source COOLFluiD (Computational Object-Oriented Libraries for Fluid
Dynamics) platform. The resulting solver is fully implicit and able to simulate compressible flow problems governed
by either the Euler or the Navier-Stokes equations in two and three dimensions. Furthermore, it can run in parallel
on multiple CPU-cores and is designed to handle unstructured grids consisting of both straight and curved edged
quadrilateral or hexahedral elements. While most of the implementation relies on state-of-the-art FR algorithms, an
improved and more case-independent shock capturing scheme has been developed in order to tackle the first viscous
hypersonic simulations using the FR method. Extensive verification of the FR solver has been performed through
the use of reproducible benchmark test cases with flow speeds ranging from subsonic to hypersonic, up to Mach
17.6. The obtained results have been favorably compared to those available in literature. Furthermore, so-called
“super-accuracy” is retrieved for certain cases when solving the Euler equations. The strengths of the FR solver in
terms of computational accuracy per degree of freedom are also illustrated. Finally, the influence of the characterizing
parameters of the FR method as well as the the influence of the novel shock capturing scheme on the accuracy of the
developed solver is discussed.
Keywords: High-Order Computational Fluid Dynamics, Flux Reconstruction, Correction Procedure via
Reconstruction, Hypersonic Flows
Introduction
The field of Computational Fluid Dynamics (CFD) has been progressing significantly in recent years as a re-
sult of the need for increasingly complex simulations in a multitude of fields such as aerospace, automotive, wind
engineering, atmospheric flows, etc. for a broad range of industrial and scientific applications. Depending on the
spatial discretization of the Partial Differential Equations (PDEs) describing flow dynamics, the numerical methods
developed in this field can be categorized into Finite Volume (FV), Finite Difference (FD), and Finite Element (FE)
schemes. For each family of schemes, commercial codes used in the industry have largely been based on low-order
methods which provide a second-order accuracy in space [1]. Despite being generally robust, intuitive, and reliable,
these codes have proven to be insufficiently accurate when applied to complex problems as encountered in the domains
of turbulence, aero-acoustics, plasma flows, etc. As a result of their high numerical dissipation, low-order methods
are not suitable for problems dealing with the propagation of waves and vortex-dominated flows, as encountered for
example around helicopters.
High-order methods can lead to considerably more accurate solutions for a comparable computational cost, i.e.
for approximately the same number of degrees of freedom. Besides being computationally more efficient in terms of
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order of accuracy per degree of freedom, they also provide a lower numerical dissipation [1]. However, high-order
methods are more complicated to implement as compared to low-order methods and are often less robust. The fact that
robust high-order mesh generators are not readily available has also limited their use for industrial applications [2].
Nonetheless, high-order methods have drawn considerable attention among researchers over the past couple of years
due to their higher accuracy and their capability to deal with complex geometries [3]. Furthermore, the generation
of high-order curved meshes has become increasingly supported by mesh generators such as the open-source Gmsh
[4]. This has resulted in several successful attempts to develop high-order extensions of the existing FV, FD and FE
schemes.
FD methods have been extended to higher orders in a straightforward manner by widening the stencil. In this
regard, Compact Finite Difference [5] schemes have proven to provide higher orders of accuracy. Nonetheless, all
FD methods exhibit the same weakness: they are incapable to readily deal with complex geometries, unless utilized
within an overset framework which complicates mesh generation [6, 7, 8]. FV methods, on the other hand, do not have
this shortcoming. As a consequence, several high-order extensions have been developed, such as the k-Exact method
[9, 10, 11], the Essential Non-Oscillatory (ENO) [12, 13, 14], and Weighted Essential Non-Oscillatory (WENO)
[15, 16, 17] schemes. These methods do not generally use a compact stencil and their utility for capturing complex
fluid flow phenomena remains limited as the computational complexity rapidly increases at higher orders.
Due to the drawbacks of the high-order FV and FD extensions, several FE type methods that can attain arbitrarily
high orders of accuracy on unstructured grids have been developed. In this respect, the Discontinuous Galerkin
(DG) method was first proposed in 1973 by Reed and Hill [18]. Various extensions to the DG method have been
proposed, such as Local Discontinuous Galerkin (LDG) [19], Compact Discontinuous Galerkin (CDG) [20] and
Hybrid Discontinuous Galerkin (HDG) [21].
Another new high-order FE method is the so-called Spectral Difference (SD) method which was originally in-
troduced by Kopriva and Kolias [22] and has been expanded upon in several works such as [23, 24, 25]. The main
difference with the DG method is that the SD method solves the strong form of the PDE, whereas the DG method
solves the weak or variational form.
Among the various developed methods, the Flux Reconstruction (FR) or Correction Procedure via Reconstruction
(CPR) formulation [26, 27] is one of the most recent and promising family of schemes. The FR method was first
proposed by Huynh in 2007 [26]. This approach provides a unifying framework for several existing high-order
schemes, such as SD and DG, while being simpler and more computationally efficient than the original versions
[28]. The relation between FR and DG has been studied thoroughly by Allaneau and Jameson [29], De Grazia et al.
[30], and Zwanenburg et al. [31]. Furthermore, the FR approach is naturally adaptable to HPC architectures such as
Graphical Processing Units (GPUs). Examples of massively parallel GPU implementations of the FR approach are
given by Manuel et al. [32], Vincent et al. [33], and Witherden et al. [34]. The FR methods have been extended to
work on any element types, including simplex element types in 2D and 3D [35, 36], and are thus suitable to handle
arbitrarily complex geometries.
The FR formulation proposed by Huynh is applicable to 1D advection problems and can be extended to quadri-
lateral elements in 2D through tensor products of the one-dimensional base and correction functions [26]. In 2009,
Huynh extended the FR method to diffusion problems. In this case, the flux also depends on the gradient of the
solution, and the reconstruction procedure is applied to both the solution and the flux [27].
Gao and Wang proposed the Lifting Collocation Penalty (LCP) method for advection-diffusion problems in 2009
[37, 38]. This class of schemes is closely related to FR and the two methods are proven to be identical for certain
cases in 1D [39]. The term Correction Procedure via Reconstruction (CPR) is used to refer to all LCP and FR schemes
[39, 40]. Furthermore, Haga, Gao and Wang have successfully applied the LCP schemes to non-linear advection-
diffusion problems on meshes of quadrilateral and triangular elements in 2D [37], and prisms and tetrahedra in 3D
[41, 40]. However, it remains difficult to identify stable LCP schemes, while this is more trivial for the FR approach
[36]. In 2011, Huynh proposed a method to extend FR to deal with advection-diffusion problems on triangles [35].
In 2011, Vincent, Castonguay, and Jameson proposed a class of FR schemes for linear advection problems in
1D, called Vincent-Castonguay-Jameson-Huynh (VCJH) schemes [42]. This method is characterized by a single
parameter that determines the analytical form of the correction functions. Vincent, Castonguay, and Jameson proved
the stability of the 1D VCJH schemes for linear advection using a similar energy method to the one Jameson used
in [43] to prove the stability of an SD scheme for linear advection. As such, VCJH schemes are also referred to as
Energy Stable Flux Reconstruction schemes (ESFR). Castonguay, Williams, Vincent, Lopez, and Jameson developed
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a multi-GPU enabled FR solver using the VCJH scheme, which is presented in [44].
Vincent, Castonguay, and Jameson extended the FR method and VCJH schemes to triangular elements in [36] and
proved the energy stability of these schemes. In [45], VCJH schemes are extended to non-linear advection and used
to solve the 2D Euler equations for meshes of simplex elements in a number of test cases. ESFR schemes are applied
to the diffusion equations in [46]. In [47], the VCJH schemes are extended to deal with non-linear advection-diffusion
problems for 2D mixed grids.
The present paper treats a novel FR solver that is fully implicit and able to handle hypersonic viscous test cases.
To the authors’ knowledge, this is the first FR solver for hypersonic compressible flows. A novel shock capturing
scheme for FR is introduced. The solver was implemented within COOLFluiD1, a world-class open-source framework
for multi-physics modeling and simulations where different numerical techniques, physical models, post-processing
algorithms can coexist and work together [48, 49, 50].
Most shock capturing schemes for high-order FE-type methods that are currently being studied, are either adapted
to explicit time stepping methods or unable to handle hypersonic viscous flows. This imposes a severe limit to the
Courant-Friedrichs-Lewy (CFL) number and gives rise to a need for a large amount of iterations and computational
time in order to reach convergence. In order to alleviate this issue, the present shock capturing scheme was success-
fully implemented for both explicit and implicit time stepping methods and verified in hypersonic test cases.
After giving an overview of the governing equations and the FR formulation in respectively section 1 and 2, the
proposed shock capturing scheme is presented in section 3. Subsequently the implementation of the solver is discussed
in section 4. Finally, section 5 presents subsonic and hypersonic verification test cases both in inviscid and viscous
regimes.
1. Governing Equations
Compressible flows are described by the Navier-Stokes equations. This set of equations is derived from the basic
conservation laws: conservation of mass, momentum and energy where the fluid is assumed to be a continuum. This
results in the following system of governing equations for three-dimensional flows:
continuity:
∂ρ
∂t
+ ∇ · (ρv) = 0, (1a)
x-momentum:
∂(ρvx)
∂t
+ ∇ · (ρvxv) = ∂(σxx − p)
∂x
+
∂τyx
∂y
+
∂τzx
∂z
, (1b)
y-momentum:
∂(ρvy)
∂t
+ ∇ ·
(
ρvyv
)
=
∂τxy
∂x
+
∂(σyy − p)
∂y
+
∂τzy
∂z
, (1c)
z-momentum:
∂(ρvz)
∂t
+ ∇ · (ρvzv) = ∂τxz
∂x
+
∂τyz
∂y
+
∂(σzz − p)
∂z
, (1d)
energy:
∂(ρet)
∂t
+ ∇ · (ρetv) = −∇ · (pv) +
(
∂(vxσxx)
∂x
+
∂(vxτyx)
∂y
+
∂(vxτzx)
∂z
+
∂(vyτxy)
∂x
+
∂(vyσyy)
∂y
+
∂(vyτzy)
∂z
+
∂(vzτxz)
∂x
+
∂(vzτyz)
∂y
+
∂(vzσzz)
∂z
)
− ∇ ·q,
(1e)
where σii denotes the normal viscous stress in the i-direction, and τi j denotes the shear viscous stress in the j-direction
on a plane normal to the i-direction. ρ denotes the density, p the pressure and v the velocity vector. The heat flux
vectorq is linearly proportional to the local temperature gradient as imposed by Fourier’s law of heat conduction:
q = −κ∇T, (2)
1https://github.com/andrealani/COOLFluiD/wiki
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where κ represents the coefficient of thermal conductivity. Equations 1a through 1e are commonly known as the
Navier-Stokes equations. When there is no viscosity and heat conduction present in the fluid, its flow is governed by
the Euler equations. This implies that all viscous stresses σii and τi j, as well as the thermal conductivity κ, are zero.
Assuming a Newtonian fluid, the viscous stresses are expressed as a function of the rates of deformation:
σxx = 2µ
∂vx
∂x
+ λ∇ · v, σyy = 2µ∂vy
∂y
+ λ∇ · v, σzz = 2µ∂vz
∂z
+ λ∇ · v, (3)
τxy = τyx = µ
(
∂vx
∂y
+
∂vy
∂x
)
, τxz = τzx = µ
(
∂vx
∂z
+
∂vz
∂x
)
, τyz = τzy = µ
(
∂vy
∂z
+
∂vz
∂y
)
. (4)
For gases, it is common practice to adopt Stokes’ hypothesis, which states that λ = − 23µ.
1.1. Equations of State
The dynamics of three-dimensional flow are described by a system (1) of five partial differential equations with five
unknowns, which can be expressed for instance as the conservative variables (ρ, ρvx, ρvy, ρvz, ρet). In order to evaluate
the pressure p and temperature T based on these variables, two equations of state are considered. These relations can
be obtained by assuming that the fluid is in thermodynamic equilibrium. By adopting the ideal gas model, which is
valid for air over a wide range of thermodynamic conditions, the temperature and pressure are expressed as a function
of the other unknown variables:
p = (γ − 1)ρ
(
et − 12(v
2
x + v
2
y + v
2
z )
)
, (5)
T =
p
Rρ
=
(γ − 1)
R
(
et − 12(v
2
x + v
2
y + v
2
z )
)
, (6)
where R is the specific ideal gas constant.
1.2. Formulation in Terms of Convective and Diffusive Fluxes
The system of equations 1 can be rewritten in the compact form, called the conservative form:
∂u
∂t
+ ∇ · f(u,∇u) = ∂u
∂t
+ ∇ · fC(u) − ∇ · fD(u,∇u) = 0, (7)
where u = (ρ, ρvx, ρvy, ρvz, ρet)T denotes the set of conserved variables and f(u) the set of total flux vectors.
Consequently ∇ · f(u) denotes the set of the divergences of the flux vectors. The flux vectors can be split up into a
convective flux fC(u), and a diffusive flux fD(u,∇u). The convective and the diffusive vectors are defined as fC(u) =
(fx,C; fy,C; fz,C)T and fD(u,∇u) = (fx,D; fy,D; fz,D)T :
fx,C =

ρvx
ρv2x + p
ρvxvy
ρvxvz
vx(ρet + p)
 , fy,C =

ρvy
ρvxvy
ρv2y + p
ρvyvz
vy(ρet + p)
 , fz,C =

ρvz
ρvxvz
ρvyvz
ρv2z + p
vz(ρet + p)
 , (8)
fx,D =

0
σxx
τyx
τzx
vxσxx + vyτyx + vzτzx −qx
 , fy,D =

0
τxy
σyy
τzy
vxτxy + vyσyy + vzτzy −qy
 , fz,D =

0
τxz
τyz
σzz
vxτxz + vyτyz + vzσzz −qz
 .
(9)
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2. Flux Reconstruction Formulation
This section presents a concise review of the FR method in one dimension equivalent to the method presented in
[42, 44]. Consider solving the one-dimensional advection-diffusion problem on an arbitrary domain Ω, given by:
∂u
∂t
+
∂ f
∂x
= 0 with x ∈ Ω = [xL, xR] and f = f
(
u,
∂u
∂x
)
. (10)
In equation 10, x represents the one-dimensional coordinate, t is the time variable, u(x, t) is a conservative variable,
and f is the flux which is a scalar for the 1D case. The Euler and Navier-Stokes equations can be written as a system
of conservation equations, equivalent to expression 10. The FR method is classified as a FE-type method. Hence,
the first step of the procedure involves partitioning the spatial domain Ω into a finite number N of non-overlapping,
non-empty, open sub-domains Ω′n such that:
Ω′n = {x | xn < x < xn+1} with x1 = xL and xN+1 = xR. (11)
The boundary of each sub-domain consists of the two end-points and is denoted by Γn = {xn, xn+1}. The closed domain
corresponding to the union of the open sub-domain Ω′n and its boundary Γn is called an element and is denoted by
Ωn = Ω
′
n ∪ Γn such that:
N⋃
n=1
Ωn = Ω and
N⋂
n=1
Ωn = ∅. (12)
The exact solution u of the conservation law 10 is approximated by a function uδn within each element Ωn. This
function uδn corresponds to a polynomial of degree P within Ωn and is identically zero on Ω \ Ωn. Furthermore, it
is important to note that these polynomials are generally discontinuous across elements. The approximate solution
polynomial uδ within the entire domain Ω is constructed through summation of the elemental solutions uδn. In the
same manner, the exact flux f is approximated by a polynomial of degree P + 1 within each sub-domain Ωn. This
elemental approximate flux is denoted by f δn and is identically zero outside of Ωn. The overall approximate flux f
δ in
the entire domain Ω is given by the sum of the elemental approximate fluxes such that:
uδ(x, t) =
N∑
n=1
uδn(x, t) ≈ u(x, t) and f δ(x, t) =
N∑
n=1
f δn (x, t) ≈ f (x, t). (13)
Each element Ωn together with the approximate solution uδn and flux f
δ
n inside it, is transformed to a standard reference
element ΩS = {ξ | − 1 ≤ ξ ≤ 1}. In this manner, the computations for all elements are done in the same reference
domain ΩS . The transformation between Ωn and ΩS is carried out by means of a mapping function Θn(ξ). The solution
uδn within each sub-domain Ωn can then be obtained by solving the transformed conservation equation 10 within the
reference element ΩS :
∂uˆδ
∂t
+
∂ fˆ δ
∂ξ
= 0 with ξ ∈ ΩS , (14)
with the transformed physical quantities given by:
uˆδ = uˆδ(ξ, t) = Jnuδn(Θn(ξ), t) and fˆ
δ = fˆ δ(ξ, t) = f δn (Θn(ξ), t). (15)
In equation 15, Jn represents the Jacobian of the mapping Θn(ξ).
The FR framework for solving equation 14 within the reference element ΩS consists of seven subsequent steps. In
the first step, a specific form for the approximate solution uˆδ within ΩS is defined. To this end, a set of P + 1 distinct
solution points ξi (with i from 1 to P + 1) are chosen within ΩS at which the values of uˆδ are assumed to be known.
The approximate solution uˆδ is then defined as a degree P polynomial of the following form:
uˆδ =
P+1∑
i=1
uˆδi li(ξ), (16)
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where uˆδi is the value of uˆ
δ at the i-th solution point, and li(ξ) is the 1D Lagrange polynomial associated with the i-th
solution point.
The second step consists of determining a common interface solution uˆδI at the boundaries of the standard element
ΩS , i.e. ξ = ±1. These two end-points of the standard element ΩS are referred to as the flux points. As such, at the
boundaries of the the standard element the flux points of two neighboring elements coincide. In order to compute the
interface value uˆδI , the approximate solution uˆδ must be first evaluated in the flux points by means of equation 16. The
approximate solutions evaluated at the left and right boundaries are denoted as uˆδL = uˆ
δ(−1) and uˆδR = uˆδ(1). Once
this procedure has been performed for all the elements, the common interface solution uˆδI can be computed at all flux
points. Several schemes can be used to compute the interface solution, such as Bassi-Rebay 2 (BR2) [51] or simply
an average of the left and right discontinuous solutions. The common interface solutions corresponding to the left
and right ends of Ωn are denoted by uδIL and u
δI
R . Figure 1 illustrates the process of computing the common interface
values.
Figure 1: Computation of the common interface solutions uδIR and u
δI
L at the left and right boundary of Ωn
The third step of the FR method consists of calculating a corrected solution gradient qˆδ. The corrected solution
gradient qˆδ is defined in terms of two correction functions gL(ξ) and gR(ξ) of degree P + 1, which approximate the
zero function within the reference element ΩS and satisfy the following boundary conditions:
gL(−1) = 1, gR(−1) = 0, gL(1) = 0, gR(1) = 1. (17)
Furthermore, the correction function for the right boundary gR(ξ) is defined as the reflection of the correction function
gL(ξ) with respect to the vertical axis in order to ensure symmetry of the correction process: gL(ξ) = gR(−ξ).
The corrected solution gradient qˆδ is then computed via the following expression:
qˆδ =
∂uˆδ
∂ξ
+ (uˆδIL − uˆδL)
dgL
dξ
+ (uˆδIR − uˆδR)
dgR
dξ
, (18)
The VCJH scheme is used to define the exact polynomial expression of gL and gR, as found in [45]. Figure 2 presents
the family of VCJH correction functions for P = 4.
Figure 2: Left correction functions for different values of c for P = 4
The fourth step consists of calculating the approximate discontinuous flux fˆ δD(ξ) on the reference element ΩS . To
this end, the flux is evaluated at each solution point ξi using the approximate solution uˆδ, and the corrected solution
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gradient qˆδ. The approximate discontinuous flux fˆ δD is constructed as a polynomial of degree P in the same manner
as the approximate solution uˆδ in equation 16.
The fifth step of the FR framework involves computing the transformed common interface fluxes fˆ δI at the flux
points of the standard element ΩS , i.e. ξ = ±1. In order to compute these interface fluxes, it is necessary to first obtain
the values of the approximate solution uˆδ and the corrected gradient qˆδ at the boundaries of the standard element
by using equations 16 and 18, respectively. Once this procedure has been performed for the adjacent elements, the
common interface flux can be computed. The common interface flux at the left and right end of the standard element
ΩS is denoted as fˆ δIL and fˆ
δI
R , respectively. In the case of the Navier-Stokes equations, it is computed as the sum of a
convective and a diffusive term. For the convective interface flux, an upwind biased approximate Riemann solver, like
the Roe scheme [52], can be used. The diffusive interface flux is often calculated following the BR2 scheme [51].
The flux must be continuous across element boundaries in order to obtain a conservative scheme. Therefore, the
sixth stage of the FR framework consists of adding a correction flux function fˆ δC to the approximate discontinuous
flux fˆ δD resulting in the continuous flux fˆ δ. The correction flux fˆ δC is a polynomial of degree P + 1 defined in such
a manner that the continuous flux fˆ δ equals the common interface flux in the flux points, while approximating the
discontinuous flux fˆ δD within the standard element ΩS . In order to satisfy the aforementioned requirements, fˆ δC is
constructed by means of the degree P+1 correction functions hL(ξ) and hR(ξ). This correction procedure is performed
within the standard element ΩS as the correction functions are defined within this domain. The correction functions
hL and hR are equivalent to the correction functions gL and gR used to define the corrected gradient qˆδ and have the
same properties as expressed in 17 .
The correction flux function fˆ δC takes the form:
fˆ δC = ( fˆ δIL − fˆ δDL )hL(ξ) + ( fˆ δIR − fˆ δDR )hR(ξ), (19)
where fˆ δDL = fˆ
δD(−1) and fˆ δDR = fˆ δD(1) are the values of the approximate discontinuous flux at the left and right
boundaries, evaluated from the Lagrange interpolation. The continuous flux fˆ δ within the standard element ΩS is then
written as the sum of the approximated discontinuous flux and the correction flux:
fˆ δ = fˆ δD + fˆ δC = fˆ δD + ( fˆ δIL − fˆ δDL )hL + ( fˆ δIR − fˆ δDR )hR. (20)
A schematic of the flux correction procedure within the reference element ΩS is given in figure 3.
Figure 3: Correction procedure ˆf δD such that the values of the total flux fˆ δ at the boundaries are equal to the common interface fluxes fˆ δIL and fˆ
δI
R
.
The final step consists of computing the divergence of the total flux fˆ δ at each solution point ξi, which is trivial as
the derivatives of both the Lagrange polynomials and correction functions are exactly known. Finally, a time marching
strategy such as a backward Euler method is then applied to advance the approximate solution uˆδ in time discretizing
the following expression:
duˆδi
dt
= −∂ fˆ
δ
∂ξ
(ξi). (21)
2.1. FR in 2D and 3D
As proposed by Huynh [26], the FR framework can easily be adapted to work on quadrilateral and hexahedral
elements through the construction of a tensor product basis. A brief overview of the procedure for quadrilaterals is
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given. The method for hexahedra is analogous. Consider solving the 2D scalar conservation law within an arbitrary
domain Ω given by:
∂u
∂t
+ ∇x · f = 0. (22)
In equation 22, f = ( f , g) represents the flux vector with f (u,∇u) and g(u,∇u) the fluxes in the x- and y-directions,
respectively. Once again, the spatial domain Ω is partitioned into N non-empty, non-overlapping, conforming quadri-
lateral elements Ωn = {x, y | xn < x < xn+1 , yn < y < yn+1} such that equation 12 is satisfied. Similar to the
one-dimensional approach, each quadrilateral element in the physical domain Ωn is mapped onto a standard element
ΩS = {ξ, η | − 1 ≤ ξ ≤ 1 , −1 ≤ η ≤ 1} in order to simplify the implementation. The mapping between the physical
domain x = (x, y) and the computational domain ξ = (ξ, η) can be written in the form:(
x
y
)
= Θn(ξ, η) =
K∑
i=1
Mi(ξ, η)
(
xi
yi
)
, (23)
where K is the number of points used to define the physical element, (xi, yi) are the physical coordinates of these
points, and Mi(ξ, η) are the shape functions defined on ΩS . A schematic representation of the mapping between the
physical domain x = (x, y) and the reference domain ξ = (ξ, η) is given in figure 4. In this example, the four vertices
(xi, yi) are used to define the shape of the physical element, hence K = 4.
Figure 4: Mapping between the physical domain (x, y) on the right and the reference element (ξ, η) on the left
The Jacobian matrix of the mapping Θn is denoted by Jn and the corresponding determinant by Jn. The Jacobian
matrix J can be determined as follows:
J =
∂Θn
∂ξ
. (24)
The solution uδn within every sub-domain Ωn is then found by solving the transformed version of the conservation
equation 22 within the standard element ΩS :
∂uˆδ
∂t
+ ∇ξ · fˆδ = 0, where uˆ
δ(ξ, η, t) = Jnuδn(Θn(ξ, η), t),
fˆδ(ξ, η, t) = ( fˆ δ, gˆδ) = JnJ−1n fδ.
(25)
Jn and J−1n are determined from equation 23 and 24. An example of a quadrilateral standard element ΩS for P = 2
is given in figure 5. For quadrilateral elements, the number of solution points Nquads , represented by orange circles, is
equal to (P + 1)2. A common choice for the solution points is the tensor product of the 1D Gauss-Legendre points. In
the case of hexahedral elements, the number of solution points is Nhexas = (P + 1)
3. Furthermore, a set of P + 1 flux
points, represented by blue squares, is distributed on each edge of the quadrilateral element. For hexahedral elements,
(P + 1)2 flux points are distributed on each face. This results in a total number of flux points Nquadf = 4(P + 1) for
quadrilateral elements, and Nhexaf = 6(P + 1)
2 for hexahedral elements.
Similar to the one-dimensional approach, the approximate solution uˆδ within the reference element Ωn is con-
structed as:
uˆδ =
(P+1)∑
i=1
(P+1)∑
j=1
uˆδi, jli(ξ)lj(η), (26)
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Figure 5: 2D standard element ΩS for p = 2, solution points ξi are represented by orange circles and flux points points by blue squares
where uˆδi, j is the value of the approximate transformed solution uˆ
δ at the corresponding solution point (ξi, η j), and li(ξ)
and lj(η) are the 1D Lagrange polynomials associated with the solution points ξi and η j, respectively. By evaluating
equation 26 at the boundaries of Ωn, one can calculate the common interface solutions at the flux points in a similar
way as was done for the one-dimensional approach. Once these values have been determined, the corrected gradient
qˆδ = (qˆξ, qˆη) is constructed by using the one-dimensional correction functions gL and gR. The ξ- and the η-components
of the corrected gradient at each solution point are calculated independently as follows:
qˆδξ(ξi, η j) =
∂uˆδ
∂ξ
(ξi, η j) + (uˆδIL − uˆδL)
∂gL
∂ξ
(ξi) + (uˆδIR − uˆδR)
∂gR
∂ξ
(ξi), (27)
qˆδη(ξi, η j) =
∂uˆδ
∂η
(ξi, η j) + (uˆδIB − uˆδB)
∂gB
∂η
(η j) + (uˆδIT − uˆδT )
∂gT
∂η
(η j), (28)
where uˆδIL , uˆ
δI
R , uˆ
δI
B , and uˆ
δI
T are the transformed common interface solutions at the flux points located on the left
(ξ = −1), right (ξ = 1), bottom (η = −1), and top (η = 1) edges respectively. The corrected gradient at each solution
point of a quadrilateral element thus depends on the common interface solutions at four flux points. The correction
functions gL(η), gR(η), gB(ξ), and gT (ξ) are defined in a completely analogous manner as for the one-dimensional
case. The corrected gradient qˆδ within the entire element is then written as:
qˆδ = (qˆδξ, qˆ
δ
η) =
(P+1)∑
i=1
(P+1)∑
i= j
qˆδi, jli(ξ)lj(η), (29)
where qˆδi, j corresponds to the value of the corrected gradient at the solution point (ξi, η j). The discontinuous flux
fˆ δDi, j at each solution point (ξi, ηi) is directly evaluated from the approximate solution uˆ
δ and the corrected gradient
qˆδ. The values of the discontinuous flux at the (P + 1)2 solution points are then used as coefficients to construct the
discontinuous flux within the entire element ΩS as follows:
fˆδD(ξ, η) =
(P+1)∑
i=1
(P+1)∑
j=1
fˆδDi, j li(ξ)lj(η). (30)
The continuous transformed approximated flux fˆδ = ( fˆ δ, gˆδ) is obtained by adding a correction flux fˆδC to the
discontinuous flux: fˆδ = fˆδD + fˆδC .
The correction flux fˆδC is constructed using the correction functions hL, hR, hB, and hT , and the common interface
fluxes fˆ δIL , fˆ
δI
R , gˆ
δI
B , and gˆ
δI
T at the flux points located along the lines ξ = ξi and η = ηi. These numerical interface fluxes
are calculated following the same methodology as in the one-dimensional approach. The ξ- and the η-components of
the correction flux fˆδC are computed independently as:
fˆ δC = ( fˆ δIL − fˆ δDL )hL + ( fˆ δIR − fˆ δDR )hR, (31)
gˆδC = (gˆδIB − gˆδDB )hB + (gˆδIT − fˆ δDT )hT , (32)
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where the discontinuous fluxes fˆ δDL , fˆ
δD
R , gˆ
δD
B , and gˆ
δB
T are computed directly from equation 30.
Next, the divergence of the total approximate flux ∇ξ · fˆδ(ξi, ηi) is calculated at the solution points as the sum of
the divergence of the discontinuous and the correction flux components. The divergence of the discontinuous flux at
the solution point (ξi, ηi) is obtained from:
∇ξ · fˆδD(ξi, ηi) =
(P+1)∑
i=1
(P+1)∑
j=1
fˆ δDi, j
dli
dξ
(ξi)lj(η j) +
(P+1)∑
i=1
(P+1)∑
i=1
fˆ δDi, j li(ξi)
dlj
dη
(η j). (33)
Similarly, the divergence of the correction flux at the solution point (ξi, ηi) is computed from:
∇ξ · fˆδC(ξi, ηi) = ∂ fˆ
δC
∂ξ
(ξi, ηi) +
∂gˆδC
∂η
(ξi, ηi), (34)
where
∂ fˆ δC
∂ξ
(ξi, η j) = ( fˆ δIL − fˆ δDL )
dhL
dξ
(ξi) + ( fˆ δIR − fˆ δDR )
dhR
dξ
(ξi), (35)
∂gˆδC
∂ξ
(ξi, η j) = (gˆδIB − gˆδDB )
dhB
dη
(η j) + (gˆδIT − gˆδDT )
dhT
dη
(η j). (36)
Finally, a time marching method is applied in order to advance the approximate solution at the solution points uˆδi, j in
time via the following expression:
duˆδi, j
dt
= −∇ξ · fˆδ = −∂ fˆ
δ
∂ξ
(ξi, η j) − ∂gˆ
δ
∂η
(ξi, η j). (37)
3. Shock Capturing
Robust shock capturing is the main pacing item for high-order FE-type CFD methods. In the vicinity of discon-
tinuities within the flow field, spurious oscillations appear due to the Gibbs phenomenon. This effect is more severe
for higher orders and for stronger shocks. The oscillations near the shock generally cause numerical instabilities and
negative pressures or densities. Several schemes have been investigated in [53, 54, 55, 56, 57] to avoid spurious oscil-
lations around shock waves. However these schemes have not been successfully applied to viscous hypersonic flows
and are generally only applicable to explicit time stepping. The present paper proposes a modified Localized Laplacian
Artificial Viscosity (LLAV) scheme combined with a positivity preservation method in order to alleviate oscillations
caused by the Gibbs phenomenon as well as harsh transient effects characterizing hypersonic flow calculations.
3.1. Localized Laplacian Artificial Viscosity
The concept of localized artificial viscosity is to add an artificial diffusive flux dependent on the local properties
of the flow field in order to spread out the shock over one or more elements. In this way spurious oscillations around
shocks are attenuated. Within the LLAV formulation, the artificial viscosity is of a Laplacian type, as proposed in
[56, 58]. The local artificial viscosity is only activated in areas of the flow field where discontinuities are present. To
this end, a smoothness detector is used, of which several are proposed in [56].
LLAV shows better convergence characteristics compared to traditional limiters developed for FR, such as Multi-
Dimensional Limiting Process (MLP) [54], especially for steady-state cases. Furthermore LLAV is readily adaptable
to implicit time-marching schemes. However, LLAV cannot guarantee positivity of the solution for hypersonic test
cases and requires fine-tuning of the maximum amount of artificial viscosity added, to work properly. A modified
LLAV scheme is proposed to alleviate these difficulties.
Within the LLAV framework, an extra flux is added to the system of equations:
∂u
∂t
= −∇ · fC + ∇ · fD + ∇ · fAV , (38)
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where fC is the convective flux, fD the diffusive flux and fAV the flux due to the artificial viscosity. fAV is constructed
as follows:
fAV = ε∇u, (39)
where ε is the artificial viscosity. Within the FR framework, this means that the space discretization procedure, as
presented in section 2, is also applied to a third flux. The gradients ∇u are approximated using the corrected solution
gradients q as computed in equation 18. As such, the FR procedure is applied to fAV = εq.
The value of the artificial viscosity ε is computed in such a way that it is only active in discontinuous regions:
ε =

0 if S < S 0 − κ,
ε0
2
(
1 + sin
pi(S − S 0)
2κ
)
if S 0 − κ ≤ S ≤ S 0 + κ,
ε0 if S > S 0 + κ,
(40)
where S is the smoothness in the current element, S 0 the reference smoothness, κ a parameter to control the working
spectrum of the artificial viscosity and ε0 the maximum artificial viscosity.
The smoothness for a P-th order FR method can be computed as follows, using the smoothness detector S found
in [56]:
S = log10
〈um − uP−1m , um − uP−1m 〉
〈um, um〉 , (41)
where um is the state variable that is monitored in order to detect discontinuities. For the Navier-Stokes equations,
typically the density ρ or pressure p is used. uP−1m represents the monitored state variable projected on a P− 1-th order
polynomial. The operator 〈· , ·〉 is the element-wise scalar product over the solution points. The reference smoothness
is set equal to S 0 = −3 log10 P as suggested in [59]. The (P−1)-projected state variable can be computed by projecting
the solution polynomial, which is expression in a Lagrange polynomial basis, on a modal basis using the Vandermonde
matrix. Next, the sum over the first P − 1 polynomials is made to determine uP−1m .
A novel scheme to compute the maximum artificial viscosity is proposed. In order to match the flux dimensions,
ε must be expressed in
[
m2
s
]
, or a length-scale times a velocity-scale. Since a higher artificial viscosity is needed at
higher speeds and in bigger elements (in order to spread out the shock over the element), ε0 is set to be:
ε0 = f (P)h|λ|max, (42)
where h is the characteristic length of the current element and |λ|max the maximum eigenvalue of the inviscid part of
the system of equations. In order to take into account the order P of the FR method, following the approach of [56],
f (P) is set to:
f (P) = c(2 − ∆ξmax(P)), (43)
where ∆ξmax(P) is the subcell resolution, i.e. the largest distance between two solution points within the reference
domain and c a constant. In order to avoid the need for fine-tuning the constant c, an approximate relation between
this parameter and the number of cells over which a shock is spread is defined here after.
For strong shocks where viscosity is present, the following shock-related Reynolds number is of order of magni-
tude 1:
Res =
δs∆uρ∗
µ∗
≈ 1, (44)
where δs is the shock thickness, ∆u the velocity difference over the shock, ρ∗ and µ∗ respectively the density and
dynamic viscosity in the shock at M = 1. Consider the following assumptions:
ρ∗ ∼ ρ∞, (45)
µ∗ ∼ ερ∞. (46)
Combining these two relations, the following scaling relation is found:
ερ∞ ∼ δs∆uρ∞. (47)
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Using the expression for the velocity drop ∆u over a shock:
ε ∼ δs 2
γ + 1
M2∞ − 1
M2∞
, (48)
combining with expression 42:
c(2 − ∆ξmax)h|λ|max ∼ δs M
2∞ − 1
M2∞
, (49)
rearranging and setting h∗ = (2 − ∆ξmax)h the characteristic subcell length:
c ∼ δs
h(u∞ + u∞M∞ )
M2∞ − 1
M2∞
, (50)
c ∼ δs
h∗
M∞ − 1
M∞
, (51)
introducing the characteristic shock thickness δ∗s =
δs
h∗
. This variable is a measure for the number of characteristic
element lengths over which the shock will span. Using this variable, the following relation is found:
c ∼ δ∗s
M∞ − 1
M∞
. (52)
Using expression 52, the LLAV scheme can be characterized by a characteristic shock thickness δ∗s which is a measure
for the number of elements over which the shock is spread out. By calibrating c as:
c = αδ∗s
M∞ − 1
M∞
+ β. (53)
If there is no viscosity present, the characteristic shock thickness is zero. As a consequence, β can be set to zero. For
the value of α, a calibrating test case can be used. As described in the section 5, the following value is found:
α ' 0.027 . (54)
By using this scheme, only the parameters κ and δ∗s need to be specified for the LLAV method instead of κ and c. The
spectral sensitivity κ is only related to the smoothness detector and is independent of the specific conditions of the test
case. As proposed in [56], a value of κ ranging from 1 to 5 generally produces robust results. The characteristic shock
thickness is a measure for the amount of elements over which the shock is spread, as a consequence, if δ∗s < 1 there
is a risk of spurious oscillations, while if δ∗s > 2, the shock will be spread over more than two elements, and accuracy
may be deteriorated due to superfluous artificial viscosity. The LLAV scheme based on these two parameters requires
little fine-tuning and generally produces robust results, independent of the characteristic length h of the elements near
the shock, of the Mach number of the far field, etc. In this way the fine-tuning of the novel LLAV scheme defined by
δ∗s is much more straightforward than that of the LLAV scheme defined by the scaling parameter c.
3.2. Positivity Preservation Scheme
For the Navier-Stokes equations the conservative state variables are u = (ρ, ρv, ρet), where v is the velocity and et
the specific total energy. However not all states are admissible: density and pressure must remain positive:
ρ > 0 and p = (γ − 1)
(
ρet − 12
||ρv||2
ρ
)
> 0. (55)
If the above conditions are not satisfied, a numerical blow-up of the solution will occur. A shock capturing method
based on artificial viscosity cannot guarantee that equation 55 is satisfied. Especially in hypersonic test cases where
very strong shocks and severe transients are present, artificial viscosity is inadequate in preserving positivity. In order
to alleviate this, a positivity preservation scheme is proposed for FR. This scheme limits the state at each iteration
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such that each violation of equation 55 is corrected. The proposed scheme is similar to the one presented in [60] that
was developed for the DG method, with the difference that now the limiting procedure must limit the states based on
the evaluation of the approximate solution polynomials in the flux points.
The first step is to limit the density. To this end the average state u¯ on the each element is computed. Based on u¯,
the average density ρ¯ and pressure p(u¯) are known. A small number  is defined to which ρ will be limited:
 = min(10−13, ρ¯, p(u¯)), (56)
where p(u¯) denotes the pressure computed using the element average state. Next, ρ is recomputed in each solution
point i, in order to obtain a new positive density ρ˜i:
ρ˜i = t1(ρi − ρ¯) + ρ¯ with t1 = min
(
ρ¯ − 
ρ¯ − ρmin , 1
)
. (57)
ρmin is computed in the following way:
ρmin = min
j
(
ρ j
)
, (58)
where the subscript j refers to the j-th flux point. In this way, the density in each solution point of an element is
limited such that all the densities in the flux points remain larger than or equal to .
The state u˜ = (ρ˜, ρv, ρet) obtained after limiting the density, is now used to limit the pressure: if in the j-th flux
point p j < , a coefficient t j is computed such that:
p(t j(u˜ j − u¯) + u¯) = . (59)
u˜ j represents the state after limiting the density in the j-th flux point. This can be computed by evaluating the
approximate solution polynomial, as defined in equation 16, in the j-th flux point. The value of t j can be obtained
from equation 59 by solving a second-order polynomial equation. Note that the expression 0 < t j < 1 is used to select
the correct solution of the second-order equation. Next, the whole state in each solution point i is limited using the
minimum value of the t j coefficients computed in the current element, obtaining ˜˜ui:
˜˜ui = t2(u˜i − u¯) + u¯ with t2 = min
j
(t j). (60)
This scheme guarantees that the density and pressure remain positive in the flux points. For a P1 extrapolation, the
most negative value will always be attained inside a flux point rather than a solution point, since they are situated on
the boundary of the element. For higher order it is possible that a negative state appears first in a solution point. As
such, the same procedure as outlined above is also applied to the solution points.
3.3. Interaction between LLAV and positivity preservation
Generally for a high maximum artificial viscosity, which is accomplished by specifying a large δ∗s, positivity is
only enforced during the transient of the simulation. However if δ∗s is chosen lower, typically δ∗s ' 1, the positivity
preservation scheme remains active until convergence. Since the positivity preservation scheme is applied outside of
the residual computation, it causes the residuals to stall at convergence: the positivity preservation scheme exactly
matches the contribution of the non-zero residuals to the solution at the next time step. As a consequence the solution
remains unchanged, despite non-zero residuals. As proposed in [57], a solution for this is to monitor u(t+∆t)−u(t)
∆t instead
of the residual. This is a behavior typically found in limiter-type shock capturing methods for high-order FE schemes,
such as Multi-Dimensional Limiting Process, presented in [57]. However, since the positivity preservation scheme
aims at keeping the solver stable during the transient, it should be avoided that it remains active until convergence. δ∗s
can simply be increased in order to avoid this behavior. In the present solver implementation it is possible to do this
“on the fly” during the simulation.
Furthermore, the positivity preservation scheme is applied outside of the residual computation process and imposes
a severe limit to the CFL number in implicit time marching. This is due to the fact that the contribution of the positivity
preservation scheme in the Jacobian of the implicit scheme cannot readily be evaluated. However, since the positivity
preservation scheme should only be active during the transient, the severe CFL limit is only imposed as long as it
remains active.
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4. Implementation of the Solver
This section first presents an overview of the capabilities of the developed solver. Second, the general structure is
described as well as the main interactions between various parts of the solver and the existing COOLFluiD framework.
The present FR solver consists of two main segments: the data structure and the FR algorithm itself. Both parts are
successively discussed in detail.
The present FR solver is implemented as a plug-in of COOLFluiD, a platform written in C++ that offers a
component-based framework oriented towards complex multi-physics simulations. Herein, each numerical method or
physical model is encapsulated into an independent dynamic module (or plug-in library) that can be loaded on demand
by user-defined applications. Some of the main features of COOLFluiD include: parallel solvers for compressible
and incompressible flows based on multiple discretization techniques (e.g. FV, Residual Distribution schemes, Fi-
nite Element, Spectral Finite Differences) for unstructured meshes, interfaces to different linear systems solvers (e.g.
PETSc, Trilinos, Pardiso), aerothermochemical models for flows and plasma [61, 62, 63, 64, 65, 66], MHD, coupling
algorithms for multi-physics and multi-domain simulations, Arbitrary Lagrangian Eulerian methods and radiation
transport algorithms based on Monte Carlo [48, 67]. More information on the development of this platform can be
found in [68, 69]. The logo of COOLFluiD is shown in figure 6.
Figure 6: Logo of COOLFluiD
COOLFluiD takes as inputs unstructured meshes with arbitrary element types. The mesh of a test case for the
FR solver can either be a 2D grid comprised of quadrilaterals or a 3D grid consisting of hexahedra. Most existing
mesh generators can exclusively create low-order meshes. As pointed out by Wang et al. in [70], this is one of the
most important challenges high-order CFD methods are confronted with nowadays. As a consequence, the ability to
construct a high-order mesh based on an existing low-order mesh is highly desirable. The FR solver can upgrade a
grid to up to ninth-order.
The present solver has the ability to increase the amount of elements in a mesh by dividing each element in a
number of equally sized elements specified by the user. In order to determine the order of convergence of a high-order
solver, a grid convergence study is performed. This is done by comparing the norm of a variable that represents the
solution accuracy for a range of meshes consisting of a different number of elements. However, such meshes are
often not readily available. The capability of increasing the grade of an existing mesh is thus regarded as a highly
convenient feature.
The FR solver has been developed to solve the compressible Euler and Navier-Stokes equations in 2D and 3D.
Section 1 describes these equations in more detail. In COOLFluiD, the algorithms that depend on the physics of
a problem, such as the evaluation of fluxes, are decoupled from the numerical algorithms. This means that the FR
solver has been developed to solve advection and advection-diffusion problems in general. In addition, all necessary
physics-dependent algorithms for the Euler and Navier-Stokes equations were implemented. These are the boundary
conditions that compute the ghost states and gradients as well as the algorithm that computes the characteristic speeds
for the evaluation of the CFL number. Extending the functionality of the FR solver to different types of advection-
diffusion problems only requires the addition of the above mentioned physics-dependent functions.
The FR method is fully determined by the solution and flux point distributions, the type of correction function and
the interface flux scheme. The present FR solver can employ Gauss-Legendre, Gauss-Lobatto or equidistant points
for both solution and flux points. These point distributions are defined in separate C++ classes within the solver. The
user can specify which distribution must be used. As a consequence, it suffices to add an extra class without changing
the existing solver, to add new distributions. The VCJH scheme for the correction functions has been implemented
in the present solver for quadrilaterals and hexahedra. The following interface flux schemes have been implemented:
Centered flux [71], Lax-Friedrichs flux [72], Roe flux [52], AUSM+ [73] and AUSM+-up flux [74]. These methods
are used to compute the common interface fluxes.
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In the COOLFluiD framework, the time and space discretizations are decoupled. This means that the FR solver
computes the residuals and, for implicit cases, the numerical flux Jacobian. Next, the COOLFluiD framework uses
a time marching procedure, such as the backward Euler method, to compute the states at the next discrete time step.
The present FR solver is able to use both an explicit and an implicit time-marching scheme. Forward Euler can be
used as an explicit scheme, whereas backward Euler and the Newton method can be used as implicit time marching
schemes. These schemes are discussed in more detail in section 4.5.
Finally, the solver can either be executed serially or in parallel. For the serial execution, one CPU computes the
update values of the whole mesh at each iteration. For the parallel execution, the spatial domain is partitioned between
a number of CPUs specified by the user. Details of the partitioning procedure, which are out of the scope of the present
paper, are a high-level feature of COOLFluiD and are explained in [68, 75].
The developed FR solver consists of two major components: the FR data structure and the FR algorithm. The
main function of the data structure is to create the data that defines the high-order unstructured mesh. This is com-
prised of geometric entities, namely elements and faces, how these elements are connected to each other, and their
properties: solution points, flux points, base functions, etc. The FR algorithm subsequently uses this data to compute
the numerical solution of a given test case in an iterative way.
Both parts of the FR solver interact with the existing COOLFluiD framework, as schematically shown in figure 7.
In the next sections, the two major parts of the solver are discussed in detail.
Figure 7: Overview of the major parts of the FR solver
4.1. Implementation of the Data Structure
The FR data structure allows the solver to loop over the geometric entities of the mesh. Geometric entities are
either elements or faces. In addition, a mesh is specified by a list of nodes and states. For unstructured meshes there
is no trivial way to access neighboring geometric entities. As a consequence, the creation of look-up tables, called
connectivity tables, is an important function of the data structure. These tables store how geometric entities are linked
to each other. The collection of a certain type of geometric entities and their relevant connectivity tables is referred
to as a Topological Region Set (TRS). TRSs include the boundary as well as the internal part of the computational
domain. The first function of the FR data structure is the creation of TRSs. Since the present FR solver builds the
high-order TRSs by upgrading the order of the mesh data generated in the COOLFluiD framework, the block “Mesh
Upgrade” in figure 7 represents this functionality. The second function of the data structure is to store the geometric
data and properties of the different element types that are needed for the FR algorithm.
4.1.1. Building the Topological Region Sets
The FR data structure creates the following topological region sets: a set of all elements, inner faces, boundary
faces and partition faces. Figure 8 gives an overview of these TRSs.
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Figure 8: Overview of the TRSs that are created by the FR data structure
Element TRS. The TRS of the elements consists of all the element (a.k.a. cells) geometric entities in the mesh. The
position of a certain element in the mesh is defined by the coordinates of its nodes. As a consequence, a connectivity
table that links elements to their nodes is necessary. The approximate solution polynomial on an element is determined
by the states in its solution points. Consequently, a connectivity table linking the elements to states is present. Finally,
a connectivity table stores indices of the neighboring faces of each element. This is necessary for the evaluation of the
state and fluxes in the flux points on the faces. These connectivity tables together with the element geometric entities
form the element TRS.
If the amount of elements has to be increased, the FR solver creates a completely new element TRS. For each
element of the old TRS, a number of new elements is created as specified by the user. Since the nodes that define
these new elements are not created directly by the core COOLFluiD infrastructure but by a local mesh upgrader, the
FR data structure builds a new list of nodes and a new element-node connectivity table. Finally, the correct amount of
states is created based on the order of the FR method and the state-element connectivity table is updated for each new
element.
Inner and Boundary Face TRS. After the creation of the element TRS, the inner and boundary face TRSs are built.
The position of a face in the mesh is defined by its corner nodes. A 2D face has two corner nodes, while a 3D face of
a hexahedral element has four corner nodes. As a consequence, a face-node connectivity table is made. Since there
are solution points only within an element and not on a face, there are no states linked to faces, only nodes. Using
the face-element connectivity table, the number of neighboring elements of a face is determined. If a face has only
one neighboring element, it is added to the boundary faces TRS. If it has two neighboring elements, it is added to the
inner faces TRS. Since a number of different boundary conditions can apply to the boundary faces, the boundary face
TRS is split up in at least the same amount of Topological Regions (TR). In this manner, a boundary condition can be
applied to a subset of the boundary faces.
The core COOLFluiD infrastructure creates face TRSs based on the low-order input mesh. If the amount of
elements needs to be increased, the FR solver creates a new set of faces. By looping over the old elements of the
mesh, the neighboring faces of the new elements are created. However, a face should only be constructed once, so a
search in the updated element-face connectivity table is performed to check whether the face has already been created.
If this is the case, only the face-element connectivity table is updated and no new face is made.
Finally, an additional TRS of the partition faces must be created if the solver runs in parallel. Partition faces are
inner faces of the global mesh, but make up the edge of the domain of a certain CPU. Since these faces have only
one neighboring element, but have no boundary condition attached to them, they must be treated separately by the FR
algorithm.
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4.1.2. Geometrical Data of the Elements
During the execution of the numerical computation of the update values for the states, the FR algorithm needs to
access the following geometrical data of the elements:
• type of the element: shape, geometric order, solution order and dimension;
• coordinates of the solution and flux points in the standard domain;
• local numbering of faces, flux points and solution points;
• approximate solution polynomial and its derivative.
For this purpose, a generic C++ class is defined for each type of element that provides the above information to the
solver. When the data structure of the test case is built, an instance of the class is created. Since all coordinates in this
class are defined in the reference domain ΩS , as defined in section 2, it is sufficient to create only one instance of an
element data class for each type of element. When the global coordinates are needed, the transformation between the
reference and global domain is performed, as in equation 23.
The distribution of the solution and flux points is a parameter of the FR method. As a consequence, the point
distributions are decoupled from the generic element data classes. Point distributions are defined by the 1D coordinates
of the points in the domain [−1, 1]. Based on these 1D coordinates, the element data classes construct the 2D or 3D
coordinates of the flux and solution points depending on the type of element.
The approximate solution is only stored in the solution points. This means that in order to evaluate the approximate
solution polynomial in the flux points, the Lagrange interpolation of equation 26 is used. Since the Lagrange base
functions belonging to the i-th solution point li are defined in the standard domain, it is sufficient to compute them
once for each element type and subsequently use the polynomials for all elements of this type. In addition, the
derivative of li is computed in order to be able to determine the derivative of the discontinuous fluxes as follows:
∂fˆδD
∂ξ j
(ξ) =
Ns∑
i=1
fˆδDi
∂li
∂ξ j
(ξ). (61)
4.2. Implementation of the FR Algorithm
The compressible Navier-Stokes and Euler equations can be written as a system of PDEs in the conservative form
as presented in equation 7. The goal of the FR solver is to compute the divergence of the reconstructed flux in each
element at every time step. For this purpose, the FR algorithm is divided into different parts as shown in figure 9. As
mentioned in section 1, the flux is split up in a convective and diffusive part:
∂u
∂t
= −∇ · fC(u) + ∇ · fD(u,∇u). (62)
The evaluation of the physical fluxes based on u and ∇u is performed in the physics module of the COOLFluiD
framework, as shown in figure 7. The convective and diffusive flux can be computed independently. As a consequence,
the FR algorithm consists of two major parts: the convective algorithm and the diffusive algorithm. These subdivisions
both interact with classes that define the parameters of the FR method that are specified by the user. These parameters
are: the flux and solution point distribution, the interface flux scheme and the correction function type. However,
the first of these parameters is used in the FR data structure as explained in the previous section. Additionally the
boundary conditions as well as the shock capturing method are implemented in the FR algorithm.
4.3. Computation of the Convective Flux Divergence
The reconstructed convective flux in the reference domain consists of a discontinuous flux fˆδDC and a correction
flux fˆδCC which in general are expressed as follows:
fˆδC = fˆ
δD
C (uˆ) + fˆ
δD
C (uˆ) = fˆ
δD
C (uˆ) +
N f∑
i=1
hi(ξ)
((
fˆδIC,i − fˆδDC (uˆ(ξi))
)
· nˆi
)
, (63)
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Figure 9: Overview of the structure of the FR algorithm
where hi is the correction field associated with the i-th flux point, N f the total number of flux points and nˆi the unit
normal vector to the face in flux point i. The divergence of this expression is:
∇ξ · fˆδC = ∇ξ · fˆδDC (uˆ) +
N f∑
i=1
∇ξ · hi(ξ)
((
fˆδIC,i − fˆδDC (uˆ(ξi))
)
· nˆi
)
. (64)
The computation of the discontinuous and correction flux divergence can be done separately. For the divergence of
the discontinuous flux, the states in the solution points must be accessed, as shown by its dependence on uˆ. Since
the solution points are part of the element geometrical entities, this term is computed by performing a loop over the
elements.
For the computation of the correction flux divergence, the states in the flux points ξi for both the left and right
neighboring elements are needed, as can be seen in the second term in the RHS of equation 64: this contains the
interface flux fˆδIC,i which depends on the left and right states on a face. Since the flux points are part of the face
geometric entities, this term is computed by looping over the faces. When looping over the faces, each flux point
state only needs to be computed once, since each flux point is only part of one iteration of the loop. However, if a
loop over the elements would be performed instead of over the faces, each face would be considered in two iterations
as it belongs to two neighboring elements. This means that each flux point state would be computed twice which is
inefficient. This is an additional reason why the computation of the correction flux divergence is performed by looping
over the face geometric entities.
For the computation of fˆδDC (uˆ(ξi)) in the correction flux divergence however, the discontinuous fluxes in the solu-
tion points of an element need to be accessed. This is necessary for the extrapolation of the discontinuous fluxes to the
flux points. As such, it is more efficient to compute this term in the loop over elements together with the discontinuous
flux divergence. In this manner, the discontinuous fluxes in the solution points only need to be evaluated once for each
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element. Equation 65 summarizes which terms are computed in which loops in each solution point:
loop over elements: ∇ξ · fˆδDC (uˆ) −
N f∑
i=1
∇ξ · hi(ξ)
(
fˆδDC (uˆ(ξi)) · nˆi
)
, (65a)
loop over faces:
N f∑
i=1
∇ξ · hi(ξ)
(
fˆδIC,i(uˆ(ξi)) · nˆi
)
. (65b)
Note that the divergence of the correction field ∇ξ · h(ξi) only has to be computed once, since it is defined within the
reference domain. Therefore its appearance in both loops simply means that its value needs to be accessed twice, not
that the same computation needs to be performed twice.
4.3.1. Loop over Elements
The first term in equation 65a is the discontinuous flux divergence, which can be computed as follows in the i-th
solution point:
∇ξ · fˆδDC (uˆi) =
Ndim∑
j=1
∂fˆδDC
∂ξ j
(uˆi) · nˆ j =
Ndim∑
j=1
Ns∑
k=1
(
fˆδDC (uˆk) · nˆ j
) ∂lk
∂ξ j
(ξi), (66)
where Ndim is the dimensionality of the problem, Ns the number of solution points and nˆ j the unit vector in the
direction of ξ j in the reference coordinate frame. From this equation, it is clear that the discontinuous flux divergence
is computed through summation over all solution points of the projected flux multiplied by the derivative of the
Lagrange base function of the corresponding solution point. The base function derivatives are defined on the reference
domain and are stored in the FR data structure, as explained in section 4.1.2. The states in the solution points can
easily be accessed when building an element geometric entity. The same applies to the unit axes nˆ j. As a consequence,
all information required to evaluate equation 66 is available when looping over the elements.
The second term in equation 65a depends on the extrapolation of the discontinuous fluxes to the flux points. For
the j-th flux point, this is equal to:
fˆδDC (uˆ(ξ j)) =
Ns∑
k=1
fˆδDC (uˆk)lk(ξ j). (67)
In this expression, every variable is now known, since the discontinuous fluxes in the solution points were evaluated
to compute expression 66.
Finally, the correction field of quadrilaterals and hexahedra associated with the j-th flux point, can be expressed
in terms of a scalar correction function: h j = h j nˆ j. The scalar correction function in 2D or 3D is constructed using
the tensor product of 1D correction functions, as explained in section 2.1. The divergence of the correction field in the
i-th solution point due to the correction associated with the j-th flux point for quadrilaterals and hexahedra can simply
be evaluated as follows:
∇ξ · h j(ξi) = ∇ξ ·
(
h j(ξi) nˆ j
)
=
∂h j
∂ξ j
(ξi), (68)
where ξ j is the direction along the unit normal in the j-th flux point nˆ j.
In summary, the computation that is performed for the i-th solution point in the loop over elements is given in
expression 69. This is the implementation of the evaluation of expression 65a:
Ndim∑
j=1
Ns∑
k=1
(
fˆδDC (uˆk) · nˆ j
) ∂lk
∂ξ j
(ξi) −
N f∑
f =1
∂h f
∂ξ f
(ξi)
Ns∑
n=1
(
fˆδDC (uˆn) · nˆ f
)
ln(ξ f ), (69)
considering once again that ξ f denotes the direction along the unit vector nˆ f . Note that in this expression N f is equal
to the total amount of flux points of an element. The pseudo-code of this computation is presented in algorithm 1.
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Algorithm 1 Element loop contribution to the computation of the flux divergence
1: procedure ElementLoop
2: for iElement ← 0, N do
3: states← get states of iElement
4: for iS tate← 0, Ns do
5: for iDim← 0, Ndim do
6: f luxes(iS tate, iDim)← get flux of iS tate along axis iDim
7: end for
8: end for
9: for iFlux← 0, N f do
10: dim← get the normal direction in iFlux
11: for iS tate← 0, Ns do
12: discFlux(iFlux)← 0 . discontinuous flux
13: baseFct ← get liS tate in iFlux
14: discFlux(iFlux) += f luxes(iS tate, dim) · baseFct
15: end for
16: end for
17: for iS tate← 0, Ns do
18: result(iElement, iS tate)← 0
19: for iDim← 0, Ndim do
20: for jS tate← 0, Ns do
21: dBaseFct ← get ∂ljS tate
∂ξiDim
in iS tate
22: result(iElement, iS tate) += f luxes( jS tate, iDim) · dBaseFct
23: end for
24: end for
25: end for
26: for iS tate← 0, Ns do
27: for iFlux← 0, N f do
28: dim← get the normal direction in iFlux
29: dh← get ∂hiFlux
∂ξdim
in iS tate
30: result(iElement, iS tate) −= discFlux(iFlux) · dh
31: end for
32: end for
33: end for
34: return result
35: end procedure
4.3.2. Loop over Faces
When computing equation 65b in a loop over faces, the common interface flux needs to be evaluated. The common
interface flux fˆδIj can be computed if the states in the flux point of the left and right neighboring elements are known:
a single flux point always belongs to two elements, as such, a left and right state uˆ− and uˆ+ can be computed in each
flux point. Therefore, the neighboring element geometric entities need to be accessed. A flux scheme such as Roe,
Lax-Friedrichs or centered flux then provides the interface flux value fˆδIj . The terms uˆ
− and uˆ+ are evaluated using the
Lagrange interpolation, as in equation 16. The divergence of the correction field can be computed in the same way as
in equation 68. Using equations 67 and 68, the final computation performed in the loop over faces for the i-th solution
point of the neighboring elements becomes the following:
N f∑
j=1
∂h j
∂ξ j
(ξi)
((
fˆδIC, j(uˆ
−(ξ j), uˆ
+(ξ j))
)
· nˆ j
)
, (70)
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where ξ j once again denotes the direction along the unit normal vector nˆ j. Note that here N f denotes the number of
flux points on a face. Algorithm 2 presents how this is executed in pseudo-code.
Algorithm 2 Face loop contribution to the computation of the flux divergence
1: procedure FaceLoop
2: for iOrientation← 0, maximum number of orientations do
3: for iFace← 0, number of faces with iOrientation do
4: le f tNeighbor ← get left neighbor element of iFace
5: rightNeighbor ← get right neighbor element of iFace
6: for iFlux← 0, N f do
7: le f tLocalIndex(iFlux)← left index of iFlux for iOrientation
8: rightLocalIndex(iFlux)← right index of iFlux for iOrientation
9: le f tS tate← 0
10: rightS tate← 0
11: for iS tate← 0, Ns do
12: iLe f tS tate← get state of left neighbor at iS tate
13: iRightS tate← get state of right neighbor at iS tate
14: le f tBaseFct ← liS tate in le f tLocalIndex(iFlux)
15: rightBaseFct ← liS tate in rightLocalIndex(iFlux)
16: le f tS tate += iLe f tS tate · le f tBaseFct
17: rightS tate += iRightS tate · rightBaseFct
18: end for
19: inter f aceFlux(iFlux)← fˆδIC,iFlux(le f tS tate, rightS tate) · nˆiFlux
20: end for
21: for iS tate← 0, Ns do
22: le f tResult(le f tNeighbor, iS tate)← 0
23: rightResult(rightNeighbor, iS tate)← 0
24: for iFlux← 0, N f do
25: le f tDivh← get divergence of hle f tLocalIndex(iFlux) in iS tate
26: rightDivh← get divergence of hrightLocalIndex(iFlux) in iS tate
27: le f tResult(le f tNeighbor, iS tate) +=
28: inter f aceFlux(iFlux) · le f tDivh
29: rightResult(rightNeighbor, iS tate) +=
30: inter f aceFlux(iFlux) · rightDivh
31: end for
32: end for
33: end for
34: end for
35: return le f tResult, rightResult
36: end procedure
4.3.3. Treatment of the Boundary Faces
A boundary face has only one neighboring element. As a consequence, only one state (“internal” to the domain)
can be evaluated in the flux points. However, there needs to be a left and right state in order to determine the interface
flux. This is solved by imposing a ghost state in each flux point. Ghost states depend on the boundary condition
attached to the boundary face. The way these states are computed is discussed in section 4.4.
Algorithm 2 cannot be used directly for the boundary faces. The algorithm is executed on the inner faces TRS and
a separate loop over the boundary faces TRS is performed. This procedure is very similar to algorithm 2. The only
differences being that the right state is now a ghost state that is computed by means of a separate boundary condition
implementation and that the divergence of the correction flux is only computed for one neighbor element, i.e. the
internal element attached to the boundary face.
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4.3.4. Computation of the Diffusive Flux Divergence
As section 1 shows, the diffusive flux depends on both the state uˆ and the corrected gradient of the state qˆ = ∇uˆ.
Once qˆ is known, the algorithms for the computation of the convective flux divergence can be used (algorithms 1 and
2). The approximate corrected gradient in the ξi-direction, in the reference domain, qˆδξi is computed as follows:
qˆδξi =
∂uˆδ
∂ξi
+
N f∑
j=1
(uˆδIj − uˆδ(ξ j))
∂h
∂ξi
· nˆi, (71)
where nˆi is the unit normal vector along direction ξi.
The way the corrected gradient is constructed is analogous to the corrected flux. As a consequence, there is a term
depending on the approximate state polynomial within an element and a term depending on the left and right state in
a flux point. Following the same approach as the computation of the divergence of the convective flux, a loop over
the elements and the inner and boundary faces is performed. The computation of the convective flux divergence is
performed before the diffusive computation, such that the algorithm to determine the corrected gradient can be done
in the loops over elements and faces of the convective algorithm. In this manner, no separate loops are needed to
calculate the corrected gradients. After the execution of the convective algorithm, qˆδ can be accessed to compute the
diffusive flux divergence.
On the boundary, the ghost state can be used to determine the corrected gradient similarly to the approach used
for the convective flux divergence. However, the method to evaluate the interface flux on the boundary must be
modified. The diffusive flux depends on the state and the state gradient in the flux point. Consequently it does not
suffice to compute a ghost state, but a ghost gradient has to be computed as well. Section 4.4 describes how these are
determined.
Since the correction procedure of the gradients is analogous to the correction of the fluxes, an algorithm analogous
to algorithms 1 and 2 is used. The main difference being that for the correction of the fluxes the variable extrapolated
to the flux points is the discontinuous flux, while for the correction of the gradients the states are extrapolated to the
flux points. Now only these extrapolated states are used to compute an interface value: this interface value is in this
case not dependent on the extrapolated discontinuous fluxes.
4.3.5. Correction Functions
The present solver uses VCJH correction functions for quadrilaterals and hexahedra. For these types of elements,
the correction field can be constructed based on a 1D function defined in the 1D standard domain [−1, 1]. This function
is:
h =
(−1)P
2
(
ΥP −
(
ηPΥP−1 + ΥP+1
1 + ηP
))
, (72)
where ΥP is the P-th order Legendre polynomial. ηP is equal to
c(2P + 1)(aPP!)2
2
and aP =
(2P)!
2P(P!)2
. The scalar c
must be within the range c < c < ∞, where
c =
−2
(2P + 1)(aPP!)2
. (73)
c corresponds to the smallest value of c for which the FR schemes have been proven to be stable in 1D. Many values
of c are proposed in the literature: the value cDG for which the FR method reduces to a DG method, the value cS D for
which it reduces to an SD method and the value proposed by Huynh cg2: [26, 47]
cDG = 0, cS D =
2P
(2P + 1)(P + 1)(aPP!)2
, cg2 =
2(P + 1)
(2P + 1)P(aPP!)2
. (74)
Let h f (ξi) denote the correction function associated with the f -th flux point, evaluated in the i-th solution point.
Then h f (ξi) is not zero if ξi and ξ f have Ndim − 1 coordinates in common. Here, Ndim is the spatial dimensionality of
the problem. Let ξ f be the coordinate of the flux point that it does not have in common with the solution point, and
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let ξs be the corresponding solution point coordinate. Since flux points are on faces, ξ f is always equal to ±1 in the
reference domain. In the case where h f (ξi) is not equal to zero, it can be evaluated as follows:
h f (ξi) =
h(ξs), if ξ f = −1,h(−ξs), if ξ f = 1. (75)
The gradient of the correction function along the j-th axis is denoted as ∂h f
∂ξ j
(ξi). The gradient of the correction function
can only be non-zero if h f (ξi) is non-zero. In addition, the derivative direction ξ j must be in the same coordinate
direction as the axis defined by the solution and flux point. For example, if the solution point and flux point have the
same ξ- and η-coordinate, but different ζ-coordinates, only the derivative with respect to ζ is non-zero. If the above
mentioned conditions are verified, the gradient of the correction function can be computed as follows:
∂h f
∂ξ j
(ξi) =
 ∂h∂ξ (ξs), if ξ f = −1,− ∂h
∂ξ
(−ξs), if ξ f = 1. (76)
4.4. Boundary Conditions
The boundary of a mesh consists of faces that hold flux points. As such, it is precisely in these points that boundary
conditions are introduced in the FR formulation. In a flux point of an inner face, a left and right state and gradient
can be defined. However, there can only be one state extrapolated to a flux point that lies on a boundary face. This
is called the internal state uinner. In order to introduce the boundary condition that applies to a face, the second state
and gradient in the flux point are computed based on this boundary condition. They are called ghost states ughost and
ghost gradients qghost.
In general, a state value in the boundary ubnd can be imposed by choosing the following ghost state: (Dirichlet
condition)
ughost = 2ubnd − uinner. (77)
If a boundary condition does not impose a certain state value, the ghost state value can be set equal to the inner one,
corresponding to applying a homogeneous Neumann condition for that specific value. For the gradients, the same
approach is used with the exception that a boundary condition will typically impose the gradient projected on the
boundary normal:
qghost = qinner + 2(qbnd − nˆ · qinner) nˆ. (78)
Once again, if no gradient needs to be imposed, qghost can simply be set to qinner.
4.5. Time Marching Procedure
The RHS of the set of equations to be solved (equation 62) is determined by discretizing the spatial domain of the
problem in elements. The FR method is then used to evaluate the RHS in every solution point in each element. This
discretized form of the RHS is called the residualR:
∂uce
∂t
=R(uce,une), (79)
where the subscript ce refers to the current element, while ne represents the neighboring elements. This results in a
semi-discretized equation. In order to fully solve the problem, the LHS of 79 also needs to be discretized. This is done
by dividing the time domain in discrete time steps ∆t. Subsequently, a time marching scheme can determine u(t + ∆t).
For implicit time stepping in addition to the residual, the Jacobian matrix of the residuals is needed. Consider as
an example the backward Euler implicit time marching scheme that can be written as follows:
uce(t + ∆t) = uce(t) + ∆tR(uce(t + ∆t),une(t + ∆t)), (80)
The value of ∆t is determined by a CFL number specified by the user. At time t, the value ofR(uce(t+∆t),une(t+∆t)) is
not readily available since u(t + ∆t) is unknown. BecauseR is non-linear for the Navier-Stokes equations, expression
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80 is a non-linear equation that has to be solved during each iteration. This system of equations is linearized resulting
in the following:
u(t + ∆t) = u(t) + ∆t
(
R(u(t)) +
∂R
∂u
∣∣∣∣∣
t
(u(t + ∆t) − u(t))
)
, (81)
where
∂R
∂u
∣∣∣∣∣
t
is the Jacobian matrix of the residuals with respect to the state vectors, evaluated at time t. Here the
subscripts ce and ne are omitted since here u represents the vector of all state vectors in the spatial domain. The
resulting large linear system is solved with for example a Generalized Minimal Residual approach (GMRES) [76].
The residual Jacobian matrix is determined by numerically approximating the partial derivatives with a simple
first-order finite difference scheme in the i-th element:
∂R
∂ui
=
R(ui + εu) −R(ui)
εu
. (82)
This philosophy of computing the residual Jacobian matrix is applied to the proposed LLAV scheme. In expression
82, the value ofR(ui) is known, since this is simply what is computed by the FR method. For the LLAV scheme, this
is the artificial flux divergence. HoweverR(ui + εu) also needs to be computed. This can be written as:
R(ui + εu) = −∇ · fC(ui + εu) + ∇ · fD(ui + εu,q(ui + εu)) + ∇ · fAV (q(ui + εu)). (83)
It is clear that for the evaluation of the artificial viscosity part of expression 83, only the corrected gradients q computed
based on the perturbed state ui + εu is needed. This is however already computed for the diffusive part of equation 83.
As such these variables are not computed again. Once ∇ · fAV (q(ui + εu)) is calculated, the residual Jacobian matrix,
including the contribution of the LLAV scheme, is known. After solving the time marching equation 81, the positivity
preservation scheme is applied to all elements on the newly computed state u(t + ∆t).
5. Verification of the FR Solver
In this section, the developed FR solver is investigated and verified by means of various test cases dealing with
both the compressible Euler and Navier-Stokes equations. First of all, the inviscid subsonic flow through a channel
with a smooth sinusoid bump is studied in 2D and 3D. As a second test case governed by the Euler equations, the
2D inviscid flow around a cylinder is studied. This test case is also extended to viscous flow governed by the Navier-
Stokes equations. More specifically, a laminar flow around the cylinder with stable vortices is studied in both 2D and
3D. Finally, the ability of the FR solver to accurately capture shocks is discussed based on the hypersonic flow over
a cylinder and cone. All test cases that are presented in this section are solved using an implicit backward Euler time
marching procedure, unless mentioned otherwise. Gauss-Legendre solution and flux points are used.
5.1. Inviscid Subsonic Flow Through a Channel with a Sinusoid Bump in 2D
In this section, the inviscid flow at M = 0.5 through a channel with a smooth sinusoid bump is investigated. The
physical domain is bounded between the inlet (x = 0) and the outlet (x = 4), and between the bottom (y = 0) and the
top (y = 1) edges. The top is straight, while the bottom consists of a smooth bump symmetrically positioned between
the in- and outlet, as shown in figure 10. The bump is defined by the following expression:
f (x) = 0.1 + 0.1 cos(pi(x − 2)), with x ∈ [1; 3]. (84)
A slip-wall boundary condition is imposed to both the bottom and the top edge. Subsonic inlet (imposing total
inlet pressure and temperature) and subsonic outlet conditions (imposing outlet pressure) are imposed such that the
resulting outflow Mach number is 0.5 at zero angle of attack as proposed by [70]. The free-stream flow values are
summarized in table 1.
Table 1: Free-stream values
M∞ ρ∞ [−] p∞ [−] vx,∞ [−] vy,∞ [−]
0.5 1 1 0.5
√
1.4 0
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Figure 10: Channel with a smooth sinusoid bump between x = 1 and x = 3
The physical domain is discretized by means of four different grids, consisting of quadrilateral elements. These
grids are composed of 3×9, 4×13, 5×17, and 6×21 nodes, respectively. The first value denotes the number of nodes
on the inlet and the outlet, while the second refers to the number of nodes on the top and bottom edges of the channel.
The four meshes are constructed by equally distributing the nodes along the boundaries as represented in figure 11.
Both straight edged elements with linear geometric mapping (Q1), as well as curvilinear elements with quadratic
geometric mapping (Q2) are used. However, large errors may pollute the solution in the vicinity of the boundary if
the physical boundary does not coincide with the computational boundary. Therefore, special treatment is required
for the straight edged elements in order to correctly take into account the curvature of the bump as demonstrated by
Krivodonova et al. [77]. As a consequence, all the simulations are run with curvilinear quadrilateral elements in order
to avoid the generation of an unphysical “boundary layer” as discussed further on in this section. In this work, the
elements are denoted by PpQq following the convention of Bassi and Rebay [78]. Here, p refers to the order of the
polynomials used to approximate the solution, and q refers to the order of the polynomials used for the geometric
mapping.
(a) Grid 1, 3 × 9 nodes (b) Grid 2, 4 × 13 nodes
(c) Grid 3, 5 × 17 nodes (d) Grid 4, 6 × 21 nodes
Figure 11: Discretization of the channel with a bump with quadrilateral cells
The Mach contour plot obtained with P3Q2 elements on grid 4 (6 × 21 nodes) is shown in figure 12. For an
inviscid flow, no entropy should be produced within the flow field. In addition, the geometry of the sinusoid bump
channel is completely symmetrical with respect to the vertical plane at the bump (x = 2). Consequently, the solution
for the Euler equations of this test case should also be symmetrical. From figure 12 it is clear that the flow field is
smooth and is almost exactly symmetrical with respect to the bump. Figure 13 shows the logarithm of the density
residual as a function of the simulation iterations. The CFL law is the following:
CFL(n) =
0.5, if n ≤ 5,min(0.5 · 2n−5, 104), otherwise, (85)
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where n is the iteration. Using implicit time stepping methods, there is no constraint on the CFL number, which
greatly speeds up convergence: by being able to use large CFL numbers, convergence is reached in 21 iterations for
this test case. If an explicit time stepping method is used, the CFL limit for FR is:
CFLmax =
1
P + 1
. (86)
For the P3Q2 test case, this means that CFLmax = 0.25.
Figure 12: Mach contours for the inviscid flow through a channel with a bump obtained with P3Q2 elements on grid 4
Figure 13: Logarithm of the residual of the density for the inviscid flow through a channel with a bump obtained with P3Q2 elements on grid 4
Since the entropy should remain constant through the entire domain, the entropy error εs is used as an indication
for the solution accuracy as proposed in [70]. The entropy error εs in the i-th state is defined as:
εs,i =
s − si
s
. (87)
The exact value of the specific entropy s can be calculated using the inlet variables. Based on the total pressure pt
and the total temperature Tt imposed by the subsonic inlet boundary condition, the specific entropy s of the flow field
is calculated as s = pρ−γ where ρ and p are the inlet density and pressure. The L1- and the L2-norm of the entropy
error εs are defined as follows:
L1(εs) =
N∑
n=1
∫
Ωn
|εs|dΩn ≈
N∑
n=1
Nq∑
j=1
|εˆs|Jnω j and L2(εs) =
√√ N∑
n=1
∫
Ωn
εs2dΩn ≈
√√
N∑
n=1
Nq∑
j=1
εˆ2s Jnω j, (88)
where ΩS ,n is the standard domain associated with the n-th element, Jn the Jacobian determinant of the n-th element,
Nq the number of quadrature points and ω j the j-quadrature weight. As equation 88 shows, Gauss quadrature is used
to approximate the integral over the element domain as in [79].
A grid convergence study is carried out by computing the L1- and the L2-norm of the entropy error εs on the four
successively refined grids for the P1Q2, P2Q2, P3Q2, P4Q2 and P5Q2 FR schemes. The calculation is considered
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to be converged when the density residual R ≤ 1e-6. In all simulations, Roe flux was used to compute the inviscid
fluxes and the VCJH parameter c was set equal to the g2 value as described in section 4.3.5. The order of accuracy of
the FR solver is then computed as the slope of the linear least squares fit of
log ∆x ∝ log L(εs), (89)
where L is either the L1- or the L2-norm. The characteristic spacing of the grid ∆x is approximated as N−1/2 where
N is the total number of elements in the grid, following the procedure of Witherden [34]. The results of the grid
convergence study are summarized in table 2. The obtained order of accuracy is approximately P+1 for most cases,
as is expected. In the P2Q2 and P4Q2 cases a significantly higher order of accuracy than P + 1 is reached.
It is clear that the accuracy is improved when either the polynomial order P to approximate the solution within an
element is increased while maintaining the same element size, or when the mesh is refined for the same polynomial
order P. The former method is commonly referred to as p-refinement, whereas the latter is known as h-refinement.
Table 2 clearly illustrates the advantage of p-refinement over h-refinement. Both the L1- and the L2-norm of the
entropy error obtained with P1Q2 elements on the finest grid are approximately reduced by a factor of 10 when
using P4Q2 elements on the coarsest grid, even though the same number of degrees of freedom is used, namely 400.
The same conclusion can be drawn when comparing the error obtained with P2Q2 elements on the finest grid to those
obtained with P4Q2 elements on grid 2, while the number of DOFs is 900 for both cases. The strength of p−refinement
is clearly illustrated in figure 14, which shows the Mach contours obtained with second- (P1Q2), fourth- (P3Q2), and
sixth-order (P5Q2) FR schemes on the coarsest grid.
P #DOF L1 error L1 order L2 error L2 order
1 64 3.16e-02 - 2.84e-02 -
144 1.33e-02 2.13 1.58e-02 1.44
256 7.66e-03 1.50 1.03e-02 1.92
400 4.85e-03 2.05 7.35e-03 1.51
2 144 5.19e-03 - 5.53e-02 -
324 1.46e-03 3.13 1.84e-03 2.72
576 5.88e-04 3.16 7.60e-04 3.06
900 2.99e-04 3.04 3.83e-04 3.07
3 256 1.05e-03 - 1.43e-03 -
576 2.00e-04 4.08 2.85e-04 3.98
1024 6.98e-05 3.67 1.05e-04 3.49
1600 3.31e-05 3.34 5.12e-05 3.20
4 400 3.26e-04 - 6.6e-04 -
900 3.22e-05 5.70 7.16e-05 5.42
1600 6.11e-06 5.78 1.65e-05 5.11
2500 2.35e-06 4.28 6.15e-06 4.42
5 576 2.38e-04 - 5.96e-04 -
1296 2.15e-05 5.93 6.05e-05 5.64
2304 3.35e-06 6.46 1.07e-05 6.02
3600 1.06e-06 5.04 3.36e-06 5.19
Table 2: Results of the grid convergence study for the 2D inviscid flow through a channel with a bump (Q2 curvilinear elements) using the L1- and
L2-norm of the entropy error εs as an indication for the solution accuracy
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(a) P1Q2 (b) P3Q2
(c) P5Q2
Figure 14: Mach contours for the inviscid flow through a channel with a smooth bump on the coarsest grid (3×9 nodes) under p-refinement
5.1.1. Treatment of the Boundary
For high-order methods, the mesh approximation of the physical boundary has a large influence on the solution as
discussed in [77, 80, 81]. If the order of the geometric approximation of the boundary is too low in comparison to the
solution polynomial order, the solution accuracy drops significantly and unphysical phenomena for Euler problems,
such as spurious wakes and boundary layers, can form. To illustrate this, consider the P3Q2 and P3Q1 solutions on
grid 4 using Lax-Friedrichs flux. For the solution where the mesh has a geometric order of Q1, it is clear that an
unphysical “entropy layer” is generated behind the bump as shown in figure 15. This layer however is not present in
the Q2 solution. As a consequence, the accuracy obtained with curvilinear Q2 elements is significantly higher than
the accuracy obtained with straight edged Q1 elements:
L1(εs(t∞))Q1 = 2.88e-03, L2(εs(t∞))Q1 = 6.48e-03, (90)
L1(εs(t∞))Q2 = 1.33e-05, L2(εs(t∞))Q2 = 2.12e-05. (91)
Therefore, the use of straight edged Q1 elements requires special treatment in order to take into account the
curvature of the bump. A possible solution for this is the introduction of analytical boundary normals, as applied in
[77, 81]. It consists of using the normal to the exact analytical form of the physical boundary for the flux projection
on the boundary instead of the constant normal along the straight edged element. This is illustrated in figure 16. This
approach gives a similar result as the use of curvilinear elements.
(a) P3Q1 (b) P3Q2
Figure 15: Mach contours obtained with P3Q1 and P3Q2 elements for grid 4
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Figure 16: Schematic presentation of the use of analytical boundary normals
5.1.2. Parameter Study
This section investigates the influence of the parameters of the VCJH c-parameter as well as the flux and solution
point distribution on the accuracy of the obtained solution for the 2D channel with a sinusoid bump test case. In order
to investigate the influence of a parameter, a reference test case is chosen. This case is the 2D channel with a sinusoid
bump with geometric order Q2 on grid 3. Unless mentioned otherwise, the FR parameters are: Roe flux, the cg2 value
of the c parameter and Gauss-Legendre points for the solution and flux point distribution.
As discussed in section 4.3.5, the VCJH correction field for quadrilaterals and hexahedra is fully defined by a
single parameter c. The FR method with a VCJH correction function is proven to be energy stable for c < c <
∞ [47]. The value of c depends on the order of the FR method and is given by equation 73. Let cmin be the
minimum value for which the developed FR solver does not diverge for the flow through the 2D channel with a
sinusoid bump. Consequently, the present FR solver converges for this test case if cmin ≤ c < ∞. This value is
determined experimentally by progressively lowering c until no convergence is reached. Table 3 shows the values of
c and cmin for orders P1 through P5. As expected, the values of cmin are close to those of c .
P c cmin
1 -6.667e-1 -6.402e-1
2 -4.444e-2 -4.345e-2
3 -1.270e-3 -1.232e-3
4 -2.016e-5 -1.926e-5
5 -2.036e-7 -1.912e-7
Table 3: Values of c and cmin for orders P1 through P5
Once c attains a certain value clarge, the form of the correction function does not significantly change anymore.
When c is further increased beyond clarge the L1-norm of εs reaches a constant value and the accuracy stagnates as
shown in figure 17. Figure 18 shows the variation of the L1-norm of the entropy error εs for different values of c for
orders P1, P3 and P5. It is clear that the L1-norm of the entropy error εs reaches a minimum for a value of c close to
cDG, which is in line with the results in [45].
Figure 17: Stagnation of the L1-norm of the entropy error εs as c approaches clarge
As proposed by Jameson, Vincent and Castonguay in [45, 82], the coordinates of the solution and flux points have
a large influence on non-linear aliasing driven instabilities. The use of quadrature points such as Gauss-Legendre is
advised. In the present FR solver, the Gauss-Legendre points, Gauss-Lobatto points and an equidistant set of points
have been implemented. The reference test case is executed with these three types of point distributions. The solution
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(a) P1 (b) P3 (c) P5
Figure 18: Influence of the VCJH parameter c on L1(εs)
and flux point distributions are always chosen to be the same. The L1-norm of the entropy error for these distributions
is shown in table 4.
P Equidistant Gauss-Legendre Gauss-Lobatto
1 5.94e-03 7.66e-03 1.48e-02
2 3.21e-04 5.88e-04 1.17e-03
3 6.27e-05 6.98e-05 1.11e-04
4 7.88e-06 6.11e-06 1.25e-05
5 - 3.35e-06 7.14e-06
Table 4: L1 norm of the entropy error for different convective interface flux schemes for orders P1 through P5
Although the performance of the equidistant set is similar to Gauss-Legendre for lower orders, for higher orders
it is considerably worse. For order P5, the FR method with an equidistant set of solution and flux points was not able
to converge. This is consistent with the observation that quadrature points should be used to minimize aliasing driven
instabilities [45, 82].
Furthermore, it is clear that the Gauss-Legendre distribution is an order of magnitude more accurate than the
Gauss-Lobatto points. Although the Gauss-Lobatto points are quadrature points as well, the solution points coincide
with the flux points. This has the potential to reduce the computational cost since extrapolation of states and fluxes
is avoided. However it is clear that its performance is considerably worse. Intuitively, this is logical, since for the
case of Gauss-Lobatto points, the interface fluxes only depend on one solution point value of the approximate solution
polynomial as opposed to all solution points of the element.
5.2. Inviscid Subsonic Flow Through a Channel with a Sinusoid Bump in 3D
In order to verify the FR solver in 3D, the 2D grids presented in the previous section are extruded to 3D while
keeping the geometry of the xy-plane constant. The length of the domain in the z-direction equals one. The 3D meshes
consist of 3 × 9 × 3, 4 × 13 × 4, 5 × 17 × 5, and 6 × 21 × 6 nodes where the last number refers to the number of nodes
in the z-direction. The grids consist of curvilinear Q2 hexahedral elements.
The boundary conditions used in this test case are similar to the 2D case: an inlet and outlet with the same
parameters are used, however, the inlet and outlet are planes in the 3D case instead of edges. For the bottom and top
wall, a slip-wall boundary condition is used. The same applies to the newly created walls by extruding the 2D mesh.
The same FR parameters and CFL law as for the 2D case were used. Figure 19 presents the Mach contours on grid
4 for P3Q2 elements. As expected, this solution is equivalent to the 2D Mach contours shown in figure 12 in the
xy-plane, while the solution is constant in the z-direction.
A convergence study is performed using the same approach as presented in section 5.1. For the 3D case, the
characteristic grid spacing is approximated by log ∆x = log
(
N−1/3
)
. Table 5 presents the results of this convergence
study. As expected, the results are similar to the 2D convergence study, which are shown in table 2.
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Figure 19: Mach contours obtained with P3Q2 elements on grid 4 in 3D
P #DOF L1 error L1 order L2 error L2 order
1 256 3.16e-02 - 2.84e-02 -
864 1.33e-02 2.13 1.58e-02 1.44
2048 7.49e-03 2.00 9.87e-03 1.64
4000 4.72e-03 2.07 7.11e-03 1.47
2 864 5.19e-03 - 5.54e-03 -
2916 1.46e-03 3.13 1.84e-03 2.72
6912 4.84e-04 3.84 6.60e-04 3.56
13500 2.53e-04 2.91 3.35e-04 3.04
3 2048 1.06e-03 - 1.45e-03 -
6912 2.02e-04 4.10 2.88e-04 3.99
16384 7.05e-05 3.65 1.03e-04 3.57
32000 3.31e-05 3.38 5.12e-05 3.14
4 4000 5.34e-04 - 8.38e-04 -
13500 6.11e-05 5.35 1.04e-04 5.14
32000 8.35e-06 6.92 2.03e-05 5.68
62500 2.51e-06 5.38 6.13e-06 5.38
Table 5: Results of the grid convergence study for the 3D inviscid flow through a channel with a bump using the L1- and L2-norm of the entropy
error εs as an indication for the solution accuracy
5.3. Inviscid Subsonic Flow Around a Cylinder in 2D
In this section, the inviscid flow at M∞ = 0.38 around a circular cylinder with a diameter equal to one is studied.
The obtained results are compared to reference solutions provided by Bassi and Rebay [78], Krivodonova and Berger
[77], and Van den Abeele [81]. The freestream values are given in table 6.
Table 6: Free-stream values
M∞ ρ∞ [−] p∞ [−] vx,∞ [−] vy,∞ [−]
0.38 1 1 0.38
√
1.4 0
The physical domain is discretized by means of four O-grids consisting of quadrilateral elements, as shown in
figure 20. These grids are equivalent to those used by Van den Abeele [81] and consist of 16 × 5, 32 × 9, 64 × 17,
31
and 128 × 33 nodes, respectively. The first value denotes the number of nodes on the inner and outer circle, while
the second number refers to the number of concentric circles. The nodes in the circumferential direction are equally
distributed over the cylinder and the far field boundary, while those in the radial direction are distributed by means of
a geometric progression using the Gmsh mesh generator [4]. In this manner, the radii of the circles in the finest grid
are given by the following expression:
ri = r0
1 + 2pi128
i−1∑
n=0
ζn
 , i = 0, . . . , 32, (92)
where r0 = 0.5 is the radius of the cylinder. The parameter ζ = 1.1648336 is chosen such that the radius of the
outer circle r32, associated with the far field boundary, is 20. This grid is then successively coarsened in order to
obtain the three other grids, as shown in figure 20. A slip-wall boundary condition is introduced at the cylinder wall
(rcylinder = 0.5). At the boundary rfarfield = 20, a far field boundary condition is imposed.
As demonstrated by Bassi and Rebay [78], curvilinear Q2 elements with quadratic geometric mapping are manda-
tory in order to take into the account the curvature of the cylinder. In the case of straight edged elements, the solution
is heavily polluted in the vicinity of the cylinder wall due to the fact that the computational boundary substantially
differs from the physical boundary. As a result, an unphysical “wake” is generated at the downstream side of the
cylinder leading to inaccurate solutions. As outlined in the previous section, special measures need to be taken in
order to avoid this spurious entropy production.
The Mach isolines obtained with P1Q2 elements are plotted in figure 21 for the four successively refined grids.
Figure 22 shows the Mach isolines resulting from second- (P1Q2), fourth- (P3Q2) and sixth-order (P5Q2) FR schemes
on the coarsest grid. The VCJH parameter c is chosen such that the SD method is retrieved, as used by Van den Abeele
in [81]. The obtained solutions show great similarities to those in [77, 81, 78]. The same CFL law as for the sinusoid
bump test case is used. By comparing figure 21 to 22, it is once again clear that p-refinement is more favorable than
h-refinement. The Mach contours obtained with P5Q2 elements on the coarsest grid, which requires 1600 DOFs,
compare well with those obtained with P1Q2 elements on the finest grid, with 16384 DOFs.
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(a) Grid 1, 16 × 5 nodes
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(b) Grid 2, 32 × 9 nodes
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(c) Grid 3, 64 × 17 nodes
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(d) Grid 4, 128 × 33 nodes
Figure 20: Meshes used for the inviscid flow around a cylinder test case, consisting of Q2 quadrilaterals, same meshes as used in [81]
(a) Grid 1 (b) Grid 2 (c) Grid 3 (d) Grid 4
Figure 21: Mach contours for the inviscid flow around a cylinder obtained with P1Q2 elements under h-refinement
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(a) P1Q2 (b) P3Q2 (c) P5Q2
Figure 22: Mach contours for the inviscid flow around a cylinder obtained on the coarsest grid (16×5 nodes) under p-refinement
5.4. Viscous Subsonic Flow Around a Cylinder in 2D
The viscous flow around cylinders is greatly influenced by the Reynolds number:
Re =
ρv∞D
µ
, (93)
where v∞ is the flow speed far away from the cylinder, D the diameter of the cylinder and µ the dynamic viscosity.
Based on the value of Re, different flow regimes can be defined. The flow is characterized as laminar up to Re = 103.
In the vicinity of this Re-number, there is a transitional phase to a fully turbulent flow. For a very low Reynolds
number, e.g. Re < 1, the flow is symmetrical and no separation occurs.
For 1 < Re < 40 a stable re-circulation bubble is formed behind the cylinder. In this manner, two steady vortices
appear at its trailing edge. For 40 < Re < 103 vortices are shed behind the cylinder and a von Karman street is formed.
[83, 84, 85]
In order to compute a steady state solution that contains stable vortices, a Reynolds number of 40 is chosen. The
free-stream Mach number equals M∞ = 0.15. The Prandtl number defined as Pr=
µcp
κ
where κ is the Fourier heat
conduction coefficient and cp the specific heat capacity. For this test case Pr is taken equal to Pr = 0.72, the standard
value for air.
The cylinder has a diameter of D = 1 and is considered as an adiabatic no-slip wall. The computational domain
is equal to [−20, 20] × [−20, 20]. The outer circle that limits the computational domain is associated with a far field
boundary condition. The free-stream parameters that are imposed at this boundary are given in table 7. The present
test case is similar to the test case used to verify the SD solver in [81] and the FR solver in [44]. The test case is run
on grid 3 that was used for inviscid flow over a cylinder, shown in figure 20c.
Table 7: Free-stream values
M∞ ρ∞ [−] p∞ [−] vx,∞ [−] vy,∞ [−]
0.15 1 1 0.15
√
1.4 0
The Mach contours of the solution for order P1, P3 and P5 are shown in figure 23. Streamtraces are plotted as well
to visualize the re-circulation zones. For each order, the same origin points of the streamtraces are used. It is clear that
all orders predict the stable vortices behind the cylinder. It is also clear that towards higher orders, the quality of the
solution increases: the resolution of the vortices is more precise. For order P1, a single streamtrace inside the vortex
does not describe a clearly defined circular path. However, for increasing orders, the path becomes better defined.
Note that these solutions are consistent to the ones obtained in [44] and [81]. Figure 24 shows the logarithm of the
density residual as a function of the simulation iterations. The CFL law is the following:
CFL(n) =
0.5, if n ≤ 10,min(0.5 · 2n−10, 104), otherwise. (94)
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where n is the iteration. Using this CFL law, the present test case converges in 26 iterations. Once again if an explicit
time stepping method is used, the CFL limit for FR would be CFLmax = 0.25 in this P3Q2 case with an even more
severe limitation for higher orders.
(a) P1Q2, #DOFs=4096 (b) P3Q2, #DOFs=16384 (c) P5Q2, #DOFs=36864
Figure 23: Mach contours for the viscous flow over a cylinder for the grid in figure 20c
Figure 24: Logarithm of the residual of the density as a function of the iteration for the P3Q2 viscous 2D cylinder test case
5.4.1. Viscous Subsonic Flow Around a Cylinder in 3D
Similarly to the approach used for the verification of inviscid 3D flow, an extrusion is made of the coarsest cylinder
mesh shown in figure 20a. In the newly formed z-direction, two elements are added of length one. The total dimension
in the z-direction thus equals two. This results in a 3D mesh with 16 × 5 × 3 nodes in the x-, y-, and z-direction
respectively. The cylinder is still considered as an adiabatic no-slip wall. Similar to the 2D case, a far field boundary
condition is imposed to the outer border of the computational domain. The newly created top and bottom faces that
are parallel to the xy-plane are associated with a mirror boundary condition. This is because the flow should be
symmetrical with respect to the xy-plane at these boundaries. The same CFL law as the 2D case is used.
For 3D viscous flow around a cylinder, additional instabilities can occur that induce a transition from a 2D to a
3D flow. In [86], two modes of transition are proposed: one for Re ≈ 190 and one for Re ≈ 260 which are both
higher than the considered Reynolds number. Figure 25 shows the Mach contours and streamtraces for order P2 and
P4. Indeed, it is clear that the flow is constant in the z-direction, as the streamtraces are confined in a vertical plane. In
addition, the streamtraces are similar to the ones obtained in the 2D test case. The steady vortices behind the cylinder
are thus accurately predicted in the 3D case as well. Although the same mesh is used for the P2 and P4 solution, it is
clear that the latter results in a better resolution of the steady vortices, which is also consistent with the 2D case.
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(a) P2Q2, #DOFs=3456 (b) P4Q2, #DOFs=54000
Figure 25: Mach contours for the viscous flow over a cylinder in 3D for orders P2Q2 and P4Q2 for the grid in figure 20a extruded in the z-direction
5.5. Viscous Hypersonic Flow over a Cylinder in 2D
The proposed shock capturing scheme was tested for a hypersonic cylinder test case, presented in [87]. The
considered geometry consists of a cylinder with radius 1m. The free-stream values imposed are presented in table 8.
Table 8: Free-stream values
M∞ ρ∞ [kg/m3] V∞ [m/s] T∞ [K] Twall [K]
17.637 0.001 5000 200 500
The mesh used is presented in figure 26. The mesh consists of curved quadrilateral elements of second-order and
contains 4000 elements. The inlet boundary is imposed as a Dirichlet boundary condition that sets the states to the
free-stream values. For the outlet, a supersonic outlet boundary condition is used. The cylinder is represented by an
iso-thermal no-slip wall.
The FR method is used with a VCJH scheme for the correction functions. The distribution of both the solution
and flux points is the Gauss-Legendre distribution. For the convective interface fluxes, the AUSM+ scheme is used.
For the LLAV scheme, κ is set to 4.
Figure 26: Mesh used for the hypersonic cylinder test case
The pressure contours and artificial viscosity field for the P2Q2 solution are presented in figure 27. It is clear that
the LLAV method is only active in the shock area. Figure 28 shows the wall pressure of the P1Q2 and P2Q2 solution
compared to the pressure found in [87]. For P1 the pressure is overestimated, while for P2 the pressure coincides with
the reference.
Figure 29 shows the influence of the LLAV parameter c on the computed shock thickness. This result is used to
calibrate the relation between c and δ∗s. From equation 53:
α =
c M∞
δ∗s(M∞ − 1)
(95)
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(a) Pressure (b) Artificial viscosity
Figure 27: Flow field of the hypersonic cylinder test case for third-order of accuracy
Figure 28: Wall pressure for the hypersonic cylinder test case
For c = 0.2, the shock is spread over about 8 elements, as shown in figure 29c. Substituting c = 0.2 and δ∗s = 8 in
equation 95, gives α = 0.027. Figure 29b shows that for c = 0.1, the shock is spread over about 4 elements, which
gives the same result for α. For c = 0.05 the shock is spread over about two elements, as shown in figure 29a, which
again confirms α = 0.027. However, for this last value of c, the positivity preservation scheme remains active until
convergence.
(a) c = 0.05 (b) c = 0.1 (c) c = 0.2
Figure 29: Shock thickness for different values of c, density ρ is shown
5.6. Viscous Hypersonic Flow over a Cone in 2D
The second test case considered to test the LLAV shock capturing scheme is the flow of nitrogen gas over a
rounded cone. The considered geometry consists of a 25° half-angle cone with a rounded nose of radius 1mm. The
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total length of the cone in the x-direction considered is 9cm. The free-stream values imposed are presented in table 9.
This corresponds to Run 35 conditions as presented in [88].
Table 9: Free-stream values
M∞ ρ∞ [kg/m3] V∞ [m/s] T∞ [K] Twall [K]
11.3 0.5515 2713 138.9 296
The mesh used is presented in figure 30. The mesh consists of curved quadrilateral elements of second-order and
contains 2000 elements. The inlet boundary is imposed as a Dirichlet boundary condition that sets the states to the
free-stream values. For the outlet, a supersonic outlet boundary condition is used. The cone is represented by an
iso-thermal no-slip wall.
The FR method is used with a VCJH scheme for the correction functions. The distribution of both the solution and
flux points is the Gauss-Legendre distribution. For the convective interface fluxes, the AUSM+ scheme is used. For
the LLAV scheme, κ is set to 2. In order to simulate the flow over a cone on a 2D mesh, axisymmetric source terms are
added to the Navier-Stokes equations. Appendix A describes in detail how these source terms are discretized using
the FR method and how they are evaluated for the axisymmetric case.
Figure 30: Mesh used for the hypersonic cone test case
The pressure contours are presented in figure 31a. Figure 31b shows the artificial viscosity distribution. It is clear
once again that the LLAV method is only active in the shock area.
(a) Pressure (b) Artificial viscosity
Figure 31: Flow field of the hypersonic cone test case for fourth-order of accuracy
Figure 32 presents the density residual history and the CFL number for both the P1 and P3 cases. For hypersonic
test cases the CFL number is chosen smaller than for the previous subsonic cases in order to preserve stability. How-
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ever, for both P1 and P3 the CFL number is still much larger than the CFL limit explicit time marching methods would
impose: CFLmax = 0.5 and CFLmax = 0.25 for respectively P1 and P3. For the P3 case it should be noted that at
iteration 660 the AV field was frozen (ε is no longer recomputed at each iteration) in order to speed up convergence.
Figure 32: Logarithm of the density residual and CFL number as a function of the iteration for the P1 and P3 cone test case
Figure 33a shows the heat flux to the surface of the cone for different heights of the first cell near the wall. This was
done for P1 solutions. As the mesh gets finer near the wall, the heat flux coincides with the reference heat flux. The
reference was obtained as the grid-converged heat flux solution for the second-order FV solver within COOLFluiD,
which has been well validated for hypersonic test cases [89]. As such it is clear that if the mesh is fine enough, the FR
solver computes the correct heat flux.
Figure 33b shows the influence of the LLAV κ- and c-parameters on the heat flux. It is clear that if κ is increased,
the heat flux that is found decreases dramatically. This is due to the fact that for large values of κ AV is added outside
of the shock area, and mainly in the boundary layer where strong gradients can be found. This causes a tendency
to “smear out” the boundary layer, drastically decreasing the heat flux. The values for the c-parameter considered:
(0.05;0.1;0.5), correspond to values of the characteristic shock thickness δ∗s of respectively (2;4;20). For increasing
the c-parameter, the same effect is found but much less dramatically. When c is increased, more AV is added, as ε0
scales with c, which causes the heat flux to drop slightly. Furthermore, it is possible to retrieve almost exactly the
reference heat flux in this P1 test case with a specific set of (κ, c)-values: κ = 1.3 and c = 0.07. In that case the
overestimation of the heat flux is countered by the spurious artificial viscosity. In this way these two errors cancel
each other out. Finally, figure 33c shows three cases with the same amount of degrees of freedom, namely 8000 (for
P1 the mesh in figure 30 is used). These cases are a P1 FR solution, a P3 FR solution and a second-order FV solution.
Despite having the same amount of degrees of freedom, the P3 FR solution is the most accurate. This illustrates the
higher computational efficiency per degree of freedom of high-order methods.
(a) Different first cell height (P1) (b) Different settings of LLAV (P1) (c) FR P1, P3 and FV (same DoFs)
Figure 33: Heat flux for different cases
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6. Conclusion
The implementation of a novel FR solver has been presented in detail in the present paper. The solver handles 2D
and 3D flows governed by the Euler or Navier-Stokes equations on unstructured meshes of quadrilaterals or hexahedra.
The solver is fully implicit and parallel. In particular, a novel positivity preserving shock capturing scheme based on
the LLAV approach has been developed and implemented, allowing the method to tackle high-speed flow simulations
up to Mach 17.6 for the first time to the authors’ knowledge. An extensive verification of the developed code has been
presented for 2D, 3D, inviscid, viscous, subsonic and hypersonic test cases. As the main achievement of this work the
first open-source FR solver able to handle viscous hypersonic flows has been developed.
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Appendix A. FR Method Including the Axisymmetric Source Term
This appendix describes the discretization of source terms within the FR solver as well as the implementation of
the axisymmetric source term. This source term is added to the 2D Navier-Stokes equations for the hypersonic cone
test case described in section 5.6.
Appendix A.1. Discretization of Source Terms
Consider the advection-diffusion equations governing the fluid motion with a source term s(u):
∂u
∂t
= −∇ · f(u) + s(u). (A.1)
Applying the space discretization as described in section 2, equation A.1 is considered on the i-th solution point of an
element of the computational domain: (
∂u
∂t
)
i
= − (∇ · f(u))i + (s(u))i . (A.2)
The approximate state vector, uδ based on a Lagrange polynomial basis, is used to approximate u in equation A.2:(
∂uδ
∂t
)
i
= −
(
∇ · f(uδ)
)
i
+
(
s(uδ)
)
i
. (A.3)
Transforming the equation A.3 into the standard computational domain, using equation 14, the following is found:(
∂uˆδ
∂t
)
i
= −
(
∇ · f(uˆδ)
)
i
+
(
s(uˆδ)
)
i
. (A.4)
The discretization of the source terms, i.e. the underlined term in equation A.4, is computed under the following
assumption, which expresses that the source term can simply be computed based on the local value of the state:(
s(uˆδ)
)
i
= s(uˆδi ). (A.5)
Consequently, the FR solver computes the source terms using the approximate state vector uˆδi and adds them to the
RHS of the equation A.1. In practise the source term is evaluated in each solution point using the approximate state
polynomial in that solution point and added to the RHS in that solution point. For the jacobian, the same numerical
flux approach is used as for the convective and diffusive flux jacobian.
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Appendix A.2. Axisymmetric Source Term
The first formulation presented in [68] is used to compute axisymmetric test cases. In this formulation, the
convective and diffusive fluxes remain the unchanged. However, a source term is added to the conservative form
of the equations (7) that has the following form:
s = (0, 0, p − τθθ, 0)T , (A.6)
where τθθ is the viscous stress component in the circumferential direction θ. The pressure is evaluated using expression
5. τθθ is computed using the following relation:
τθθ = −23µ
(
∂vx
∂x
+
∂vr
∂r
− 2vr
r
)
, (A.7)
where r is the radius, which is chosen equal to the y-coordinate. The partial derivatives in equation A.7 can simply be
computed using the corrected gradient qδ. The corrected gradient is calculated for the diffusive flux evaluation and as
such is already known when evaluating the axisymmetric source term.
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