I n years gone by most large companies had a 'computer'. This generally meant that they had a 'main frame' computer system in which employees would interface via 'dumb terminals'. The main frame generally consisted of a large console supplemented by a series of 19 inch rack mounted modules which provided almost as much processing power as an average mid-1970's IMB 386 PC. The dumb terminal sometimes has a coloured display (not full colour -only green or amber as opposed to black and white) and possibly even a floppy disc drive facility. The main frame was supported by a storage facility which was usually the size of a small dance hall and was fitted with large reel-to-reel digital data tapes and disk drives the size of an old-fashioned top load washing machine. Even as late as the mid-70s, some large businesses still used punch card media to run routines on their main frames.
Main frames still exist today but are very different devices from the days of 'not so old', but by and large they have been replaced by 'the network' which (see Figure 1 ) is a collection of PCs connected together with data cables in some configuration which allows them to communicate with each other. Networks have found their way into almost all business and even into many homes. Some small companies simply 'daisy chain' their PCs together with data cable in order to send each other local email and share resources such as printers, scanners or faxes etc. This has severe limitations in usefulness and numbers which could be connected, but could be done with little IT skills. However, most users require their networks to do much more and now look to share files, information, software, internet access, national/international e-mail, etc, as a minimum, and therefore require a more complex system involving 'servers'. These 'servers' are usually dedicated special PCs or computers which are accessed via other PCs and contain the common information, files, etc, needed by the system users.
For this network, the PCs are mostly connected in a star topology via hubs/switches to the servers and each other (see Figure 2 ). This configuration prevents one single cable breaking and causing the whole system to crash. It should be noted that if the hub/switch fails, the whole system fails.
In the UK, from the time when the Telecommunications Industry was deregulated, it has increasingly become common practice for the same contractor to install new telephone cables at the same time as installing new network cables, even more so when the USA's Telecommunications Industry Association (TIA) introduced category 5 cabling which was suitable for both voice and modern computer communications up to 100 MHZ. This innovation led to the revolution in modern 'networks' and the system commonly referred to as 'structured cabling'.
All Bonding & Earthing in Buildings with I.T. Equipment BS EN 50346 I.T. Cabling Installation-Testing of installed cabling These Standards cover most aspects of structured cabling and also call up other standards which deal with more specific aspects, i.e. safety, electromagnetic compatibility (EMC), hazardous area, etc. It should also be noted that BS 6701 has just been revised and covers other aspects of structured cabling omitted by the aforementioned standards including some aspects of requirements by UK law. Figure 3 shows a simplified example of a basic structure of genetic cabling.
Earlier I mentioned that, in my opinion, structured cabling 'as is' did not really take off until the introduction of category 5 cabling came into being. In my opinion, prior to this, co-axial cables (50W) fought with propriety systems and categories 3 and 4 cables for the 'network' market. Category 5 cable seemed to hit the market at the right time just prior to the year 2000 compatibility rush, and the year after whereby category 5e was also on offer. Figure 3 shows a possible structural cabling solution for voice and data. It should be noted that although the cabling arrangements in the channel are the same, voice is never taken through a hub or switch as is the case with data. Voice is fed continuously via paired cable to the incoming Telco box or private exchange (PABX). The next generation of networks is proving to be interesting with the development of Voice Over Internet Protocol (VOIP). This involves digitising the analogue telephone signal via a local card in a PC, combining the voice signal with the data signal to send them over one set of cables using internet protocol. This potentially has a large impact in reducing installation costs as only one set of cables is needed as opposed to the two separate systems for voice and data.
One of the largest hurdles for VOIP to overcome is the fear most of us have about 'down time' in networks. I am sure that any reader who has worked in a place with a large network has experienced problems either with their PC or the network and would not relish the thought that every time the PC or the network fails, then their telephone also fails and they cannot even phone the IT Department to inform them. Many of us have a mobile phone nowadays, but I am sure that in major businesses, most would be unhappy at being left to try to conduct business over mobile phones. However, at least you could get in touch with the IT Department, providing you know their mobile phone number.
The challenges of good quality VOIP are currently being tackled by the IEEE who are looking at matters such as voice quality and ensuring that the telephone still works even when the PC is switched off, etc. The issue of voice quality in VOIP is a real one as voice is real time and, unlike data whereby 'resend on error' is applied, voice cannot operate in the same fashion.
I touched briefly on categories 3 to 7, but did not mention that category 8 is also under development. Nor did I mention the fact that successful trials have taken place sending 10Gigabits over Category 6 cable. But in this quick look at datacomms, it is not possible to cover much. However, I hope it has been enough to whet your appetite.
No article on datacomms would be complete without a brief mention of fibre optic cabling which is used for linking large systems together and for long links and telecommunication systems. For a while, the idea was floating about that all computers would be completely cabled using fibre optic cabling with no copper cables being used other than for power supplies. This model was called 'fibre to the desk'.
But what has happened to 'fibre to the desk'? The answer is not much. The main barrier to fibre to the desk has been cost and lack of justification as local PCs do not require the high bandwidth being offered by fibre. The cost of fibre has come down substantially in recent years. However, the cost of installation is still high coupled with the fact that copper cables and equipment are still cheaper and therefore it looks like fibre to the desk will only be used in installations where security is of major concern.
Who knows? As the price and quality of fibre continue to fall and rise respectively, I may be proven wrong; especially as datacomms operatives are going to be more highly skilled in the future, thanks to the ECA's Datacomms Project which has addressed grades, skills and qualifications (but that is for another article on another day).
Anyone interested in learning more about datacomms and structured cabling will find Cabling -The Complete Guide to Network Wiring by David Groth, Jim McBee and David Barnett, published by SYBEX (ISBN 0-7821-2958-7) of interest. 
