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WHEN IS THE AUTOMORPHISM GROUP OF AN AFFINE
VARIETY NESTED?
ALEXANDER PEREPECHKO AND ANDRIY REGETA
Abstract. For an affine algebraic variety X , we study the subgroup Autalg(X) of the
group of regular automorphisms Aut(X) of X generated by all the connected algebraic
subgroups. We prove that Autalg(X) is nested, i.e., is a direct limit of algebraic sub-
groups of Aut(X), if and only if all the Ga-actions onX commute. Moreover, we describe
the structure of such a group Autalg(X).
1. Introduction
It was proved in 1958 by Matsusaka [11] that the neutral component Aut◦(X) of the
automorphism group of a projective algebraic variety X is an algebraic group. For affine
algebraic varieties the situation is quite different. For example the automorphism group
Aut(An) of an affine n-space contains a copy of a polynomial ring in n − 1 variables.
Hence, there is no way to put a structure of an algebraic group on Aut(An) for n ≥ 2.
In [13] Shafarevich introduced the notion of ind-group. It is known that for an affine
variety X its automorphism group Aut(X) has a natural structure of an ind-group (see
[4, Section 5] and [7, Section 2] for details).
The base field K is algebraically closed of zero characteristic, and the additive group
of K is denoted by Ga. We call an element g ∈ Aut(X) algebraic if there is an algebraic
group G which acts on X regularly and faithfully, and g ∈ G. We also denote by
U(X) ⊂ Aut(X) a (possibly trivial) subgroup generated by all the Ga-actions.
In [7] and [9] the neutral component Aut◦(X) of the group of automorphisms Aut(X)
of an affine surface X has been studied. Note that Aut◦(X) is a closed subgroup of
Aut(X). It is proved that the following conditions are equivalent:
• all elements of Aut◦(X) are algebraic;
• the subgroup Aut◦(X) ⊂ Aut(X) is a closed nested ind-subgroup;
• Aut◦(X) = T ⋉ U(X), where T is a maximal subtorus of Aut(X).
Our intention is to generalize this result in higher dimensions. Originally, we were
motivated by Conjecture 1.1 and Question 1.2.
Conjecture 1.1 (P.–Zaidenberg, Feb.’13). An affine variety does not admit additive
group actions if and only if the neutral component of the automorphism group is an
algebraic torus.
The statement that the neutral component is a torus was proved in [8, Theorem 1.3]
under the assumption that Aut◦(X) is finite-dimensional and in [1, Propositon 1] for
T-varieties satisfying certain conditions.
Question 1.2 (Kraft). Which affine varieties have automorphism groups comprised of
algebraic elements?
We provide a partial answer to Question 1.2 in Theorem 5.1. In the direction of the
intended generalization we prove in the present paper the following statement.
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Theorem 1.3. Given an affine variety X, let Autalg(X) be the subgroup of Aut(X)
generated by all connected algebraic subgroups. The following conditions are equivalent:
(1) U(X) is abelian, if non-trivial;
(2) all elements of Autalg(X) are algebraic;
(3) the subgroup Autalg(X) ⊂ Aut(X) is a closed nested ind-subgroup;
(4) Autalg(X) = T ⋉ U(X), where T is a maximal subtorus of Aut(X), and U(X) is
closed in Aut(X).
Remark 1.4. Under conditions of Theorem 1.3, if dimX ≥ 2, then U(X) is either trivial
or infinite-dimensional.
We expect that Theorem 1.3 holds if we replace Autalg(X) by Aut
◦(X). In particular,
we formulate the following extension of Conjecture 1.1.
Conjecture 1.5. If X is an affine variety, then U(X) is abelian if and only if Aut◦(X)
is nested.
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2. Preliminaries
2.1. Ind-groups. The notion of an ind-group goes back to Shafarevich who called
these objects infinite dimensional groups (see [13]). We refer to [4] and [7, Section 2] for
basic notions in this context.
Definition 2.1. By an affine ind-variety we mean an injective limit V = lim
−→
Vi of an
ascending sequence V0 →֒ V1 →֒ V2 →֒ . . . such that the following holds:
(1) V =
⋃
k∈N Vk;
(2) each Vk is an affine algebraic variety;
(3) for all k ∈ N the embedding Vk →֒ Vk+1 is closed in the Zariski topology.
For simplicity we will call an affine ind-variety simply an ind-variety.
An ind-variety V has a natural topology : a subset S ⊂ V is called open, resp. closed,
if Sk := S ∩ Vk ⊂ Vk is open, resp. closed, for all k ∈ N. A closed subset S ⊂ V has a
natural structure of an ind-variety and is called an ind-subvariety.
The product of ind-varieties is defined in the obvious way. A morphism between ind-
varieties V =
⋃
k Vk and W =
⋃
mWm is a map φ : V → W such that for every k ∈ N
there is an m ∈ N such that φ(Vk) ⊂ Wm and that the induced map Vk → Wm is a
morphism of algebraic varieties. This allows us to give the following definition.
Definition 2.2. An ind-variety G is said to be an ind-group if the underlying set G is a
group such that the map G×G→ G, (g, h) 7→ gh−1, is a morphism.
A closed subgroup H of G is a subgroup that is also a closed subset. Then H is again
an ind-group with respect to the induced ind-variety structure. A closed subgroup H of
an ind-group G is an algebraic subgroup if and only if H is an algebraic subset of G.
The next result can be found in [4, Section 5] and [7, Section 2].
Proposition 2.3. Let X be an affine variety. Then Aut(X) has the structure of an
ind-group such that a regular action of an algebraic group G on X induces an ind-group
homomorphism G→ Aut(X).
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Definition 2.4. An element g ∈ Aut(X) is called algebraic if there is an algebraic
subgroup G ⊂ Aut(X) such that g ∈ G.
2.2. Derivations and group actions. A derivation δ is called locally finite if it acts
locally finitely on O(X), i.e., for any f ∈ O(X) there is a finite-dimensional vector
subspace V ⊂ O(X) such that f ∈ V and V is stable under action of δ. A derivation
δ ∈ Der(O(X)) is called locally nilpotent if for any f ∈ O(X) there exists n ∈ N (which
depends on f) such that δn(f) = 0. There is a one-to-one correspondence between locally
nilpotent derivations on O(X) and Ga-actions onX given by the map δ 7→ {t 7→ exp(tδ)}.
We denote the set of locally nilpotent derivations (LNDs) on O(X) by LND(X). We call
two LNDs ∂1, ∂2 equivalent if their kernels coincide. By [5, Principle 12], equivalence of
∂1 and ∂2 implies that ∂1 = c∂2 for some c ∈ Frac ker ∂1. If ∂1 and ∂2 are equivalent,
we call the corresponding Ga-actions exp(t∂1) and exp(t∂2) equivalent as well. Note that
these Ga-actions have the same general orbits and hence commute.
Definition 2.5. We denote the Lie subalgebra of the Lie algebra of derivations Der(O(X))
on X generated by all LNDs by
u(X) = 〈∂ | ∂ ∈ LND(X)〉,
and the automorphism subgroup generated by the Ga-actions (i.e., by all unipotent ele-
ments), by
U(X) = 〈exp(t∂) | t ∈ K, ∂ ∈ LND(X)〉 ⊂ Aut(X).
Lemma 2.6. The unipotent-generated subgroup U(X) is abelian if and only if all LNDs
on X are equivalent.
Proof. If all LNDs are equivalent, then it is clear that U(X) is commutative. We have
to prove that commutativity of U(X) implies equivalence of all LNDs on X . Indeed,
let ∂1 and ∂2 be two non-equivalent LNDs. If ∂1 and ∂2 do not commute, then the
corresponding Ga-actions do not commute too and the proof follows. Hence, we can
assume that ∂1 and ∂2 commute. Since ∂1 and ∂2 are not equivalent, there exists f ∈ ker ∂1
that does not belong to ker ∂2. Hence, [∂2, f∂1] = ∂2(f)∂1 6= 0. Non-commutativity of
the LNDs ∂2 and f∂1 implies non-commutativity of the Ga-actions {exp(t∂2) | t ∈ K}
and {exp(tf∂1) | t ∈ K}. The proof follows. 
2.3. Lie algebras of ind-groups. For any ind-variety V =
⋃
k∈N Vk we can define the
tangent space in x ∈ V in the obvious way: we have x ∈ Vk for k ≥ k0, and TxVk ⊂ TxVk+1
for k ≥ k0, and then define
TxV :=
⋃
k≥k0
TxVk,
which is a vector space of countable dimension.
For an ind-group G, the tangent space TeG has a natural structure of a Lie alge-
bra which is denoted by LieG (see [10, Section 4] and [4, Section 2] for details). By
Autalg(X) ⊂ Aut(X) we denote the closure of the subgroup Autalg(X) in Aut(X) gen-
erated by all connected algebraic subgroups. By [4, Theorem 0.3.2] there is an injective
antihomomorphism from the Lie algebra LieAut(X) into the Lie algebra Der(O(X)) of
derivations on X . From now on, we will always identify LieAut(X) and LieAutalg(X)
with their images in Der(O(X)). Note that LieAutalg(X) contains all locally finite deriva-
tions because each such derivation δ is contained in LieG for some connected algebraic
subgroup G ⊂ Aut(X).
3
3. The case when U(X) is not abelian
Provided that the unipotent-generated subgroup U(X) is not abelian, by Lemma 2.6
there exist non-equivalent Ga-actions on X . The aim of this section is to prove the
following result.
Proposition 3.1. Assume that an affine variety X admits two non-equivalent Ga-
actions. Then
(1) there exists a derivation ∂ in the linear span of LND(X) which is not locally finite.
(2) there exists a non-algebraic element in U(X).
Remark 3.2. A variety X as in this Proposition 3.1 cannot be of dimension ≤ 1, other-
wise all LNDs are equivalent. Thus, dimX ≥ 2.
Let ∂1, ∂2 be two locally nilpotent derivations corresponding to two non-equivalent
Ga-actions on X , pi = (Ker ∂i) ∩ (Im ∂i), i = 1, 2 their plinth ideals, and v1, v2 their
corresponding vector fields. We take a smooth point p ∈ Xreg \ (V (p1)∪V (p2)) such that
v1(p) and v2(p) are linearly independent.
Consider local coordinates (x1, . . . , xn) at p such that
v1 = (1, 0, 0, . . . , 0), v2 = (0, 1, 0, . . . , 0).
Let mp be the maximal ideal of O(X) that corresponds to p ∈ X . We operate in the
mp-adic completion of the local ring at p
Oˆp(X) = lim←−
k
Op(X)/m
k
p.
We may assume in this section that O(X) ⊂ Op(X) ⊂ Oˆp(X) because Op(X) is a
localization of O(X) and there is a canonical embedding Op(X) ⊂ Oˆp(X). Moreover,
each derivation of O(X) is uniquely extended to Op(X) and each derivation of Op(X)
is uniquely extended to a derivation of Oˆp(X) (see e.g., [14, Tag 07PE]), so for each
δ ∈ DerO(X) we denote its extension by δˆ ∈ Der Oˆp(X).
Since p is smooth, Oˆp(X) = k[[x1, x2, . . . , xn]] is a formal power series ring (by the
Cohen structure theorem, e.g., see [2]). Thus, we have a natural Z≥0-grading on
Oˆp(X) by degree, which in turn induces the Z≥−1-grading on Der Oˆp(X) via the for-
mula deg ∂ = deg ∂h − deg h for a homogeneous derivation ∂ and any homogeneous
element h ∈ Oˆp(X). Let f be an element of either Oˆp(X) or Der Oˆp(X). We denote by
LHC(f) the homogeneous component of lowest degree and by f(d) the dth homogeneous
component. By our convention ∂ˆi ∈ Der Oˆp(X) is the derivation induced by ∂i, i = 1, 2.
Since v1 = (1, 0, 0, ..., 0) and v2 = (0, 1, 0, ..., 0), we have LHC(∂ˆi) =
∂
∂xi
, i = 1, 2.
Lemma 3.3. (1) LHC(g) ∈ K[[x2, . . . , xn]] for any g ∈ ker ∂ˆ1.
(2) The map ker ∂ˆ1 → K[[x2, . . . , xn]] which maps g(x1, ..., xn) ∈ ker ∂ˆ1 to g(0, x2, ..., xn)
is an isomorphism of algebras.
The same holds if we switch x1 with x2 and ∂ˆ1 with ∂ˆ2 respectively.
Proof. The first assertion is straightforward:
∂ˆ1g = 0 =⇒
∂ LHC(g)
∂x1
= 0 =⇒ LHC(g) ∈ K[[x2, . . . , xn]].
The second assertion is that for any g0 ∈ K[[x2, . . . , xn]] there exists a unique element
g ∈ Ker ∂ˆ1 such that g0 = g(0, x2, . . . , xn). Let us split the equation ∂ˆ1g = 0 into
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homogeneous parts:
0 = (∂ˆ1g)(k) = (∂ˆ1g(0) + . . .+ ∂ˆ1g(k))(k) +
∂
∂x1
g(k+1), k = 0, 1, . . .
Thus, ∂
∂x1
g(k+1) = −
∑k
i=0(∂ˆ1g(i))(k), and g(k+1) is uniquely determined by lower homo-
geneous components up to x1-free monomials. But the x1-free monomials of g comprise
exactly g(0, x2, . . . , xn). Thus, all homogeneous components of g are uniquely constructed
by induction on the degree from the x1-free part g(0, x2, . . . , xn) = g0.
The statement for ∂ˆ2 is analogous. 
Lemma 3.4. For any d > 1 there are elements fi ∈ ker ∂i, i = 1, 2 such that ∂ =
f1∂1 + f2∂2 ∈ u(X) satisfies
LHC(∂ˆ) = xd2
∂
∂x1
+ xd1
∂
∂x2
.
Proof. By Lemma 3.3, we may take g1 ∈ ker ∂ˆ1 such that LHC(g1) = x
d
2. Since p1 * mp, by
[12, Lem. 3.2], ker ∂ˆ1 equals the (mp ∩ ker ∂1)-adic completion of ker ∂1. Thus, the images
of ker ∂1 and ker ∂ˆ1 in Oˆp(X)/mˆ
d+1
p = Op(X)/m
d+1
p coincide. Therefore, there exists
f1 ∈ ker ∂1 such that LHC(f1) = LHC(g1) = x
d
2. Analogously, there exists f2 ∈ ker ∂2
such that LHC(f2) = x
d
1. The statement follows. 
Proof of Proposition 3.1. (1) Let us take a derivation ∂ as in Lemma 3.4 for d = 2, i.e.,
LHC(∂ˆ) = x22
∂
∂x1
+x21
∂
∂x2
. It is enough to prove that ∂ is not locally finite. Let f ∈ O(X)
be such that LHC(f) = x1 + x2. Then for each k ≥ 1
LHC(∂ˆk−1f) =
k∑
i=0
ck,ix
i
1x
k−i
2 ,
where ck,i ∈ Z≥0 and
∑k
i=0 ck,i > 0. Thus, ord ∂
k−1f = k, hence a sequence {∂kf | k =
0, 1, . . .} spans an infinite-dimensional subspace of O(X).
(2) In terms of Lemma 3.4, let
g = exp(f1∂1) ◦ exp(f2∂2).
Then g belongs to U(X), fixes p and induces an automorphism g∗ of Oˆp(X) that preserves
the subalgebra O(X). A direct calculation shows that the linear operator h = g∗ − id ∈
End Oˆp(X) satisfies the following equality:
LHC(h(xa11 x
a2
2 )) = a1x
a1−1
1 x
d+a2
2 + a2x
d+a1
1 x
a2−1
2 ,
where x−1i is zero by definition, i = 1, 2. Moreover, h(xi) for i > 2 is of degree at
least d + 1, if nonzero. Hence, for a given f ∈ Oˆp(X) such that LHC(f) = P (x1, x2)
is a polynomial of degree s > 0 with positive integer coefficients, LHC(h(f)) is again a
polynomial in x1, x2 of degree s+ d− 1 with positive integer coefficients.
Let us take f ∈ O(X) such that LHC(f) = x1 and let F ⊂ O(X) be a minimal
subspace that contains f and is h-stable. Since hi(f) ∈ F and LHC(hi(f)) = 1+ i(d− 1)
for any i ∈ Z≥0, F is infinite-dimensional. We claim that g is not algebraic. Indeed, if g
were algebraic, then g∗ would act locally finitely on O(X), and so would h. The claim
follows. 
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4. The case if U(X) is abelian
We denote g = LieAut(X) ⊂ Der(O(X)). The following lemma is well known and
appeared in similar form in [3, Lemma 3.1] and [1, Theorem 2.1].
Lemma 4.1. Assume that g is Zr-graded for r > 0 and consider a locally finite element
z ∈ g that does not belong to the zero component g0. Then there exists a locally nilpotent
homogeneous component of z of non-zero weight.
Proof. Let us take the convex hull P (z) ⊂ Zr ⊗ Q of component weights of z. Then
for any non-zero vertex v ∈ P (z) the corresponding homogeneous component is locally
nilpotent. The details are left to the reader. 
In this section we assume that U(X) is abelian. The next lemma is an adaptation of
[3, Lemma 3.6] for locally finite elements.
Lemma 4.2. Let δ be a locally finite derivation, and ∂ be a locally nilpotent derivation.
If U(X) is abelian, then δ − ∂ is locally finite.
Proof. Since δ ∈ Der(O(X)) is a locally finite element, there is the Jordan decomposition
into a sum of a locally nilpotent element δn and a semisimple element δs that belongs to
the Lie algebra of some torus T , e.g., see [3, Section 2] or [4, Prop. 7.6.1]. The character
lattice M ∼= Zr of T induces an M-grading O(X) =
⊕
χ∈M O(X)χ, and δsa = χ(δs)a for
a ∈ O(X)χ. Consider the homogeneous decomposition of ∂ with respect to this grading,
i.e., ∂ =
∑
χ∈M ∂χ, where [δs, ∂χ] = χ(δs)∂χ; χ is called the degree of ∂χ. Note that
the homogeneous decompositions of ∂ with respect to δs and with respect to δ coincide
because δn commutes with any LND.
If ∂ = ∂0, then [δ, ∂] = 0 and the difference of two commuting locally finite derivations
δ−∂ is again locally finite. If ∂ 6= ∂0, then by Lemma 4.1, there exists a locally nilpotent
homogeneous component ∂v of ∂, v 6= 0. By Lemma 2.6, for each χ ∈ M we have
∂χ = cχ∂v for some cχ from the field of fractions of ker ∂; thus, cχ is a homogeneous
rational function of degree χ− v.
So,
[δ, ∂] = [δs,
∑
χ∈M
∂χ] =
∑
χ∈M
χ(δs)∂χ =
(∑
χ∈M
χ(δs)cχ
)
∂v.
Taking ∂′ =
∑
χ 6=0
cχ
χ(δs)
∂v, we have [δ, ∂
′] =
∑
χ 6=0 cχ∂v = ∂−∂0, where the zero component
∂0 = c0∂v might be trivial.
Derivations [δ, ∂′] and ∂′ are locally nilpotent, hence commute. Thus, applying [3,
Lemma 2.4] to δ and −∂′, we conclude that δ − ∂ + ∂0 = exp(∂
′)δ exp(−∂′) is locally
finite. Since ∂0 commutes with both δ and ∂− ∂0, the difference of locally finite elements
∂0 and δ − ∂ + ∂0 is again locally finite. The claim follows. 
Recall that u = 〈∂ | ∂ ∈ LND(X)〉 is the Lie subalgebra of Der(O(X)) generated by
LNDs. By t we denote the Lie algebra of a maximal subtorus T ⊂ Aut(X).
Proposition 4.3. If U(X) is abelian, then every locally finite derivation on X belongs
to the semidirect product of t and u.
Proof. First note that any locally finite derivation on X belongs to g = LieAut(X).
Now, the adjoint action of t on g induces a grading on g by the character lattice M ∼= Zr,
which we fix. We proceed by induction on the number of homogeneous components of
z. If z ∈ g0, then z commutes with t. Thus, the semisimple part zs commutes with t
and due to the maximality of T, zs belongs to t. Therefore, z = zs + zn belongs to the
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semidirect product of t and u. If z /∈ g0, then there exists a locally nilpotent homogeneous
component zv of z (see Lemma 4.1). Hence, z − zv is locally finite by Lemma 4.2, which
belongs to the semidirect product of t and u by the induction hypothesis. Therefore,
z = (z − zv) + zv also belongs to the semidirect product of t and u. 
Proposition 4.4. If U(X) is abelian, then the group Autalg(X) coincides with T⋉U(X)
and is a closed normal subgroup of Aut◦(X).
Proof. Let G ⊂ Aut◦(X) be a connected algebraic subgroup. Then the Lie algebra LieG
consists of locally finite derivations and, by Proposition 4.3, LieG ⊂ t ⊕ u as a vector
space. Hence, G ⊂ T ⋉ U(X). This means that Autalg(X) coincides with T ⋉ U(X).
To prove that the subgroup Autalg(X) ⊂ Aut
◦(X) is normal we consider the the sub-
group g(T ⋉ U(X))g−1 ⊂ Aut◦(X) for some g ∈ Aut(X). This subgroup is a union of
connected algebraic groups of Aut(X). Hence, g(T ⋉ U(X))g−1 ⊂ T ⋉ U(X) and so
Autalg(X) = T ⋉ U(X) is a normal subgroup of Aut
◦(X). Moreover, since Autalg(X) is
a semi-direct product of two closed subgroups T and U(X) of Aut◦(X), the subgroup
Autalg(X) ⊂ Aut
◦(X) is closed and the proof follows. 
5. Conclusion
In the following theorem we reformulate our result geometrically in terms of fibrations.
An A1-fibration on X is a dominant morphism f : X → Y whose general fibers are
isomorphic to the affine line A1. A Ga-action U on X induces the A1-fibration µ : X →
X/U , where X/U is quasi-affine, and Ga acts on fibers. Moreover, two equivalent Ga-
actions U and V induce the same fibration.
Theorem 5.1. If Autalg(X) consists of algebraic elements, then one of the following
holds:
(i) there exists a unique A1-fibration with a quasi-affine base
µ : X → Z
and U(X) consists of equivalent Ga-actions that act by translations on fibers of µ,
see [7, Section 6.1]. Moreover, Autalg(X) = T⋉U(X), where T is an algebraic torus
of dimension ≤ dimX and U(X) ⊂ Aut(X) is an abelian ind-subgroup which is of
infinite dimension if dimX ≥ 2. In particular, Autalg(X) is a nested ind-group.
(ii) U(X) is trivial. Then Autalg(X) is a torus, and there are no A1-fibrations with
quasi-affine base.
Proof. First, assume that U(X) is non-trivial. Let us prove that the case (i) holds.
Since all elements of Autalg(X) are algebraic, Proposition 3.1 implies that allGa-actions
on X are equivalent. It is well known that any non-trivial Ga-action H = {exp(t∂)},
where ∂ ∈ LND(X), induces an A1-fibration over an quasi-affine base X//H . Indeed, the
invariant ring O(X)H = ker ∂ is of codimension one in O(X), so X → SpecO(X)H is a
dominant morphism, whose general fibers are one-dimensional, irreducible and coincide
with A1 by [5, Cor. 1.29]. Conversely, assume that there are two distinct A1-fibrations
π1 : X → B1 and π2 : X → B2 with quasiaffine bases B1 and B2. For each fibration πi
there exists an affine trivialization chart Ui ⊂ Bi, π
−1
i (Ui)
∼= Ui × A1. Thus, in terms
of [6], X is cylindrical. Following [6, Proposition 3.5] for both fibrations, we obtain two
non-equivalent Ga-actions. This proves the first part of (i).
To prove the second part of (i) we note that g = t ⊕ u as a vector space by Proposi-
tion 4.3. If dimX = 1, then X ≃ A1 by [5, Cor. 1.29]. Otherwise, by [5, Principle 7],
u contains an infinite-dimensional subspace {f∂ | f ∈ ker ∂} for any LND ∂. Moreover,
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u is graded by the character lattice of T , and one can construct an increasing sequence
u1 ⊂ u2 ⊂ . . . ⊂ u of finite-dimensional t-stable subalgebras that exhaust u. So, we obtain
a filtration by finite-dimensional Lie subalgebras
g =
∞⋃
i=1
t⊕ ui.
There exists a commutative unipotent subgroup Ui ⊂ Aut(X) such that LieUi = ui and
Gi = T⋉Ui ⊂ AutX is an algebraic subgroup with the tangent Lie algebra t⊕ui. We claim
that Autalg(X) = lim−→
Gi. Indeed, for any connected algebraic subgroup G ⊂ Aut(X) we
have LieG ⊂ t⊕ ui, hence G ⊂ Gi and the claim follows.
Now assume that U(X) is trivial, i.e., X does not admit a Ga-action. By Theorem 4.3,
the Lie algebra g is an abelian finite-dimensional Lie algebra that consists of semisimple
elements. So, Autalg(X) = T, where T is a maximal torus such that LieT = g. 
Proof of Theorem 1.3. Proposition 3.1(2) and Proposition 4.4 provide the implications
(2) ⇒ (1) and (1) ⇒ (4) respectively. The implications (4) ⇒ (3) and (3) ⇒ (2) are
clear. The proof follows. 
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