As a generalization of the univariate Fisher statistic, random Fisher matrices are widely-used in multivariate statistical analysis, e.g. for testing the equality of two multivariate population covariance matrices. The asymptotic distributions of several meaningful test statistics depend on the related Fisher matrices. Such Fisher matrices have the form F = S y MS −1
matrices have the form F = S y MS −1
x M * where M is a non-negative and non-random Hermitian matrix, and S x and S y are p × p sample covariance matrices from two independent samples where the populations are assumed centred and normalized (i.e. mean 0, variance 1 and with independent components). In the large-dimensional context, Zheng (2012) establishes a central limit theorem for linear spectral statistics of a standard Fisher matrix where the two population covariance matrices are equal, i.e. the matrix M is the identity matrix and F = S y S −1
x . It is however of significant importance to obtain a CLT for general Fisher matrices F with an arbitrary M matrix. For the mentioned test of equality, null distributions of test statistics rely on a standard Fisher matrix with M = I p while under the alternative hypothesis, these distributions depends on a general Fisher matrix with arbitrary M. As a first step to this goal, we propose in this paper a CLT for spectral statistics of the random matrix S −1
x T for a general non-negative definite and non-random Hermitian matrix T (note that T plays the role of M * M). When T is inversible, such a CLT can be directly derived using the CLT of Bai and Silverstein (2004) for the matrix T −1 S x .
However, in many large-dimensional statistic problems, the deterministic matrix T is usually not inversible or has eigenvalues close to zero. The CLT from this paper covers this general situation.
Introduction
For a p × p random matrix A n with eigenvalues (λ j ), linear spectral statistics (LSS) of type 1 p j f (λ j ) for various test functions f are of central importance in the theory of random matrices and its applications Central limit theorems (CLT) for such LSS of large dimensional random matrices have a long history, and received considerable attention in recent years. They have important applications in various domains like number theory, high-dimensional multivariate statistics and wireless communication networks; for more information, the readers are referred to the recent survey paper Johnstone (2007) . To mention a few, in an early work, Jonsson (1982) gave a CLT for (tr(A n ), · · · , tr(A k n )) for a sequence of Wishart matrices (A n ), where k is a fixed number, and the dimension p of the matrices grows proportionally to the sample size n. Subsequent works include Costin and Lebowitz (1995) , Johansson (1998) which considered extensions of classical Gaussian ensembles, and Sinaǐ and Soshnikov (1998a,b) where Gaussian fluctuations are identified for LSS of Wigner matrices with a class of more general test functions. A general CLT for LSS of Wigner matrices was given in Bai and Yao (2005) where in partiular, the limiting mean and covariance functions are identified. Similarly, Bai and Silverstein (2004) established a CLT for general sample covariance matrices with explicit limiting parameters. In Lytova and Pastur (2009) , the authors reconsider such CLTs but with a new idea of interpolation that allows the generalisation from Gaussian matrix ensembles to matrix ensembles with general entries satisfying a moment condtiion. Recent improvments are proposed in Pan and Zhou (2008) that propose a generalization of the CLT in Bai and Silverstein (2004) (see also Wang and Yao (2013) for a complement on these CLT's). Finally, Pan (2012) and Bai and Zheng (2013) extend Bai and Silverstein (2004) 's CLT to biased and unbiased sample covariance matrices, respectively.
Random Fisher matrices are widely-used in multivariate statistical analysis, e.g. for testing the equality of two multivariate population covariance matrices. The asymptotic distributions of several meaningful test statistics depend on the related Fisher matrices. Such Fisher matrices have the form F = S y MS −1
x M * where M is a non-negative deterministic Hermitian matrix, and S x and S y are p × p sample covariance matrices from two independent samples where the populations are assumed centred and normalized (i.e. mean 0, variance 1 and with independent components). In the large-dimesional context, Zheng (2012) establishes a CLT for linear spectral statistics of a standard Fisher matrix where the two population covariance matrices are equal, i.e. the matrix M is the identity matrix and F = S y S −1
x . It is however of significant importance to obtain a CLT for general Fisher matrices F with an arbitrary M matrix. For the mentioned test of equality, null distributions of test statistics rely on a standard Fisher matrix with M = I p while under the alternative hypothesis, these distributions depends on a general Fisher matrix with arbitrary M.
In order to extend the CLT of Zheng (2012) to general Fisher matrices, we first need to establish limit theorems for the spectral (eigenvalues) distribution of the matrix MS x T where T = M * M is non-random. This includes i) an identifiation of the limit of its spectral distribution; ii) a CLT for its LSS. When the non-random matrix
x T can be derived from the CLT of Bai and Silverstein (2004) . However, in many large-dimensional statistic problems, the deterministic matrix T is usually not invertible or has eigenvalues close to zero, and it is then hopeless to base the analysis on the CLT of Bai and Silverstein (2004) .
In this paper, we consider the product S −1
x T of a general determinist and non-random Hermitian matrix T by the inverse S −1
x of a standard sample covariance matrix. As the main results of the paper, solutions to the aforementioned problems are provided.
The organization of this paper is as follows. Section 2 presents our main results. The proofs of these two main theorems are given in the following sections, respectively.
Main results
Following Bai and Silverstein (2004) , let {x t }, t = 1, . . . , n be a sequence of indepenent p-dimensional observations with independent and standardised components, i.e. for x t = (x tj ), Ex tj = 0 and E|x tj | 2 = 1. The corresponding sample covariance matrix is
Consider the product matrix
where T is a p × p non-negative definite and non-random Hermitian matrix. Notice that we do not ask T be invertible. We first state the framework for our main results.
Assumption 1
The p × n observation matrix (x tj , t = 1, · · · , n, j = 1, · · · , p) are made with independent elements satisfying Ex tj = 0, E|x tj | 2 = 1. Moreover, for any η > 0 and as p, n → ∞, 1 np
where I {·} is the indicator function.
The elements are either all real or all complex and we set an index κ = 1 or κ = 2, respectively. In the later case, E{x 2 tj } = 0 for all t, j.
Assumption 1 * In addition to Assumption 1, the entries {x tj } have an uniform 4-th moment E|x tj | 4 = 1 + κ. Moreover, for any η > 0 and as p, n → ∞,
Assumption 1 * * In addition to Assumption 1, the entries {x tj } have a finite 4-th moment (not necessarily the same). Moreover, for any η > 0 and as p, n → ∞,
The ESD H n of {T} tends to a limit H, which is a probability measure not degenerated to the Dirac mass at 0.
Assumption 2 * In addition to Assumption 2, the operator norm of T is bounded when n, p → ∞.
Assumption 3
The dimension p and the sample size n both tend to infinity such that p/n → y ∈ (0, 1).
Assumption 1 states that the entries are independent, not necessarily identically distributed, but with homogeneous moments of first and second order, together with a Lindeberg type condition of order 2. Assumption 1 * reinforce Assumption 1 with similar condtions using a homogeneous forth order moment that matches the Gaussian case. Assumption 1 * * generalizes the previous one by allowing arbitrary values for the fourth moment of the entries.
Recall that the empirical spectral distribution (ESD) of a matrix is the distribution generated by its eigenvalues. When this ESD has a limit when the dimensions grow to infinity, the limit is called the limiting spectral distribution (LSD) of the matrix.
The first main result of the paper identifies the LSD of S −1 T. 
Next, we consider a LSS of S −1 T of form
where the {λ j }'s are the eigenvalues of the matrix S −1 T and f a given test function.
Similarly to Bai and Silverstein (2004) , a special feature here is that fluctuations of F n (f ) will not be considered around the LSD limit F y,H (f ), but around F yn,Hn (f ), a finitesample proxy of F y,H obtained by substituting the parameters (y n , H n ) to (y, H) in the LSD. Therefore, we consider the random variable
The second main result of the paper is the following CLT. 
with mean function
7)
and covariance function When the fourth moments of the entries are different from the value κ + 1 matching the Gaussian case (3 or 2), the expression (4.5) has an additional term
and the expression (4.14) has an additional term
Then the covariance (4.9) and mean (4.16) will have additional terms, the limits of
uniformly in i, then the covariance (4.9) will have the additional term
because Eb i (z) → 1 + yzs(z) by (4.25). Then Theorem 2.2 is easily extended to this situation as follows. 
where λ T min and λ T max are respectively the smallest and the largest eigenvalue of T. Moreover, assume in addition that the following non-random limits exist:
Then the random vector
and covariance function
The contours are closed and are taken in the positive direction in the complex plane, all enclosing the support of F y,H .
When
uniformly in i, j and T is a diagonal matrix with positive eigenvalues, then we have
.
Then the mean (4.16) has the additional term
and the covariance (4.9) has the additional term
Then Proposition 2.1 easily extends to the following proposition.
Proposition 2.2 Let assumptions of Proposition 2.1 hold. Moreover, assume that
E|X ij | 4 − 1−κ = β x +o(1) uniformly in i, j
and T is a diagonal matrix with positive eigenvalues, then
and covariance function Theorem 2.2 can be viewed a complemet to the CLT in Bai and Silverstein (2004) while moving from the sample covariance matrix S to its inverse S −1 . When the factor T in S −1 T is not invertible, these CLT's are not directly comparable. If T is indeed invertible, these CLT's should be comparable. In this subsection, we will prove that they are indeed the same in this case. More precisely we prove that the mean and covariance functions given in Theorem 2.2 are the same as those given in Theorem 1.1 of Bai and Silverstein (2004) . Actually, when T is invertible, we have
where m n is the Stieltjes transform of
where s(z) is the limit of s n (z) and m(z) is the limit of m n (z). So the CLT of p(s n (z)−s(z)) is the same as − Now, we consider possibly singular T and will show that for any fixed z = u + iv with v > 0, s n (z) still converges to a limit s(z) that satisfies (2.6).
For any fixed ε > 0, define T ε = T+εI and define S + from S by replacing its eigenvalues less than 1 2 a as 1 2 a, where a = (1 − √ y) 2 . By the rank inequality of Bai (1999) , we have
By Theorem A.45 of Bai and Silverstein (2010) ,
Using again the rank inequality, we have
By what has been proved anove for invertible T, with probability 1,
which is a solution to the equation
where H ε (t) = H(t − ε).
To complete the proof of the theorem, we only need to verify that the equation (3.6) has a unique solution that is the Stieltjes transform of a probability distribution, and the solution s ε (z) is right-continuous at ε = 0. Making a transformation w ε (z) = √ z(1+zs ε (z), where √ z is the square root of z satisfying ℑ(z)ℑ( √ z) > 0, then the equation (3.6) becomes
where w ε (z) has the same sign of imaginary part as z.
We only need to consider the case where ℑ(z) > 0. Let w 2 = ℑ(w ε (z)) > 0, comparing the imaginary parts of (3.7), we have
which implies that
Suppose (3.7) had two solution w (j) with w (j) 2 = ℑ(w (j) ) > 0, j = 1, 2. Then making difference of both sides and cancelling w 1 − w 2 from both sides, we obtain 1 = y tdH ε (t) (
which implies by Cauchy-Schwarz that
where the last inequality follows by applying (3.8) for both w (1) and w (2) . The contradiction proves the uniqueness of a solution to (3.7). Finally, we show that the solution w ε is right-continuous at ε = 0. By (3.7), we have
we have
It follows that w ε (z) − w 0 (z) → 0 which implies that s ε (z) − s(z) → 0. The proof of Theorem 2.1 is complete.
Proof of Theorem 2.2
We first describe the strategy of the proof that follows the proof in Bai and Silverstein (2004) and an improved version in Bai and Silverstein (2010) . First, due to Assumption 1 * , we may truncate the random variables x ij at η n √ n and renormalize them without alerting the CLT of X n (f ), where η n ↓ 0 with some slow rate. Therefore, we may make the following additional assumptions:
3. E|x
Define a contour C n by
and is enclosed in the analytic region of the f j (x)'s. Following Bai and Silverstein (2004) , we can rewrite X n (f ) as Bai and Yin (1993) , with probability 1, when n is large, all eigenvalues of S are falling inside the interval 
. We shall establish a CLT for M 1 n (z), and then find the limit of M 2 n (z) on C u and C b . Their combinaison will complete the proof of Theorem 2.2.
Finite
We first prove an auxiliary theorem. 
Proof. Let E i denote the conditional expectation given {x 1 , · · · , x i } and E 0 denote the unconditional expectation. Denote z = u + iv with v > 0 fixed,
Then we have
Therefore, by Taylor expansion
Here, we have used a formula that log β
i . In fact we should add an additional term 2πk(z) where k(z) is a random integer function of z. This term does make any contribution because we only need the derivative of the function log β −1 i in the next step.
For any i ≤ n, we have
Therefore,
where
We first consider a finite sum
from r points z k on the contour with arbitrary weighting numbers a k . That is, we need to complete the following two steps:
Step 1: Verify the Lyapunoff condition, i.e.
In fact, if z ∈ C u or C b , by the fact that
i (z) which is bounded by |z|/ν 0 .
Step 2: Find the limits of
) by Lemma 4.1. We havē (Bai and Silverstein (2010) , P139)
(Lemma 2.12 of Bai and Silverstein (2010) )
Then we only consider the limit of
[by (1.15) of Bai and Silverstein (2004) ].
(4.5)
We have (
Multiplying by (
on the right, then we have
Similarly, we have
where K is a constant. Similarly, we have
15) of Bai and Silverstein (2004))
= O(n 1/2 ) whereS i is the analogue for the matrix S i with vectors x j+1 , · · · , x n replaced by their iid copiesx j+1 , · · · ,x n . Second we have Bai and Silverstein (2004) ) ≤ K Third, we consider
where 
2 ) (by (4.7) and (4.8))
Then by (4.6) we have
and trC(z 1 )(
By Lemma 4.1 and 4.2, we have
Eβ i (z) = y n zEs n (z) + 1
So we have
So we obtain
That is, That is, the covariance is
That is, by (4.5) we have
Then the proof of Theorem 4.1 is completed. Proof. We want to show that sup n;z 1 ,z 2 ∈Cn
Tightness of M
is finite. It is straightforward to verify that this will be true if we can find a K > 0 for which
Our goal is to show that the absolute second moment of (4.10) is bounded. We begin with (4.12). We have min ≤ η l ). Similarly, it can be obtained that the second moment of (4.13) is uniformly finite. Now we begin (4.11). We have
By similar methods to W 2 , we obtain that the second moments of Z 2 and Z 3 are uniformly finite. Now we begin Z 1 . We have
E α In RSE case, By (4.31), we obtain EM(z) = κ − 1 z 2 · y t(1+yzs(z)) 3 dH(t) (t/z−1−yzs(z)) 3 1 − y (1+yzs(z)) 2 dH(t) (t/z−1−yzs(z)) 2 2 = −(κ − 1) z 2 · y t(−z) 3 (1+yzs(z)) 3 dH(t) (t−z−yz 2 s(z)) 3 1 − y z 2 (1+yzs(z)) 2 dH(t) (t−z−yz 2 s(z)) 2
2
That is, EM(z) = κ − 1 2 d log 1 − y (1+yzs(z)) 2 dH(t) (t/z−1−yzs(z)) 2 dz So the proof of Theorem 4.3 is completed.
Some Notations and Lemmas
Lemma 4.1 (Bai and Silverstein (2010) Assume that A is a complex matrix. Then, for any given 2 ≤ ℓ ≤ b log(nν −1 η
