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Resumo 
O propósito deste trabalho é estudar os aspectos teóricos e certos detalhes da im-
plementação do Alg01·itmo pam gemção de p-g1·upos desenvolvido por M.F. Newman e 
E.A. O'Brien. A implementação deste algoritmo permite o cálculo de certas extensões 
particulares de p-grupos, possibilitando assim, a determinação dos p-grupos finitos. 
Fazemos isto no capítulo 3, onde também incluímos um exemplo de algumas iterações 
deste procedimento, calculando manualmente os 2-grupos 2-gerados de ordem menor o 
igual a 24 • 
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H é subgrupo de G 
H é subgrupo próprio de G 
H é subgrupo maximal de G 
H é subgrupo normal de G 
grupo gerado pelo conjunto X 
ordem (cardinalidade) de G 
comutador de x e y 
subgrupo comutador dos conjuntos A e B 
subgrupo derivado de G 
centro de G 
grupo dos automorfismos de G 
produto semidireto de G por H 
subgrupo de Frattini de G 
grupo de Klein 
grupo quatêrnio generalizado de ordem 4n 
grupo diedral de ordem 2n 
grupo simétrico de ordem n 
grupo das permutações de Y 
grupo cíclico de ordem n 
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Introdução 
"/Jic 1/auptschu·icrigkcit lx:stcht dabci 
nicht in cincr /\'onstr·uktion a/ler Gruppcn 
eims bcstimmtcn Typs, sondem in der 
A ngabc c ines rollstã11digen Systcms nicht 
isonwrp/1{ r· Gr·up]H n aus de n konstrui( r-
frn Gruppcn-. 
li'. Magnus, 1937 
O problema de descrever todos os grupos de ordem n, para n, um inteiro positivo, 
dando uma apresentaçã.o por geradores e relações para cada tipo de isomorfismo de tais 
grupns foi iniciado por A. Cayley [2] em 1878. Ele chamou este problema de "problema 
ger ' para grupos finitos". 
r á neste século, no final dos anos 30, o problema tinha sido resolvido para n :::; 215 
com r:-xceção de n = 128 e n = 192. Pouco depois, P. Hall fez alguns trabalhos refe-
rentes à determinação e classificação dos grupos de ordem 128. Num artigo de 1940 [5], 
ele comenta que algumas técnicas usadas na classificação de grupos de ordem pequena 
falhavam para grupos de ordem 128 e então estabelece o conceito de isoclinismo que, 
enfraquecendo a noção de isomorfismo e admitindo que os p-grupos abelianos finitos dis-
pensam classificação, permite a classificação dos p-grupos finitos em Jamz1ias mutuamente 
excludentes. 
Em 1980, Rodemich publicou um trabalho no qual afirmava que existem 2358 grupos 
de ordem 128 divididos em 113 famílias de isoclinismo. Ele calculava manualmente essas 
famílias e, na maioria dos casos, usava cálculos computacionais para contar o número de 
tipos de isomorfismo de grupos dentro de cada família. 
Em 1975, M.F. Newman [10] deu a descrição de um algoritmo para o cálculo de 
extensões particulares de p-grupos, conhecido como "algoritmo para geração de p-grupos". 
Uma implementaçã.o parcial do mesmo foi desenvolvida por Alford, J.A. Ascione, G. 
Havas, C.R. Leedham-Green e M.F. Newman em 1976. 
Em 1982, R. James e M.F. Ncwman, fazendo uso dessa implementação parcial, des-
cobriram alguns erros no trabalho de Rodemich. Posteriormente, um programa feito por 
um aluno de Newman especialmente para checar os cálculos de Rodemich revelou também 
alguns erros nos cálculos de James e Newman. 
Em 1986, uma implementação geral do algoritmo para geração de p-grupos foi de-
senvolvida por M.F. Newman e E.A. O'Brien [12]. Esta implementação permitiu a de-
terminação completa dos grupos de ordem 128 pelo computador, mostrando que existem 
2328 tais grupos (o tempo de CPU gasto em gerar a lista das apresentações foi aproxima-
damente 8 minutos num VAX 8700). 
A aplicação deste algoritmo para determinar os grupos de ordem dividindo 2.56 e 
descrita em James, Newman e O'Brien [i] e em O'Brien [11]. 
Assim, o algoritmo para geração de p-grupos se revelou uma ferramenta impor-
tantíssima para resolver o problema formulado por Cayley no caso particular dos p-grupos 
finitos. 
O presente trabalho tem por objetivo o estudo desse algoritmo. No capítulo 1, 
incluímos alguns conceitos e propriedades básicas da teoria de grupos que são utilizados 
no decorrer do mesmo. Esses conceitos podem ser encontrados na maioria dos textos em 
teoria de grupos, onde o leitor interessado poderá. apreciar as demonstrações omitidas aqui. 
Na seção 1. 7 apresentamos com razoável grau de detalhes o algoritmo de Schreier-Sims 
para o cálculo do estabilizador de um ponto em grupos de permutações. 
No capítulo 2, estudamos o algoritmo do quociente nilpotente, que é básico para se 
determinar quocientes nilpotentes finitos de um dado grupo finitamente apresentado. O 
material ai exposto tem como base os trabalhos de Havas-Ne\vman [6] e Vaughan-Lee [15], 
este último, no caso particular da consistência. 
Finalmente no capítulo :3, com base no artigo de E.A. O'Brien [12] abordamos os 
1.spectos teóricos bem como certos detalhes da implementação do algoritmo para geração 
.le p-grupos. Concluímos esta dissertação com um exemplo elaborado de aplicação do 
algoritmo para um grupo 2-gerado. 
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Capítulo 1 
Alguns conceitos básicos da teoria de 
grupos 
Neste capítulo destacamos alguns resultados básicos que são usados no decorrer deste 
trabalho. Com isto pretendemos facilitar a leitura do mesmo, evitando a necessidade de 
referências constantes a outros textos. 
As demonstrações, na maioria omitidas, podem ser encontradas em [8], [14], [3], [13]. 
1.1 Grupos Livres e Apresentações de Grupos 
Grupos Livres 
Definição 1.1.1: Um grupo F é dito livre sobre um seu subconjunto X se, dado um 
grupo arbitrário G e uma função f : X ---t G, existe um único homomorfismo j : F ---t G 
tal que flx =f. 
D 
1 
Proposição 1.1.2: Se F é livre sobre X, então X gcm F. 
Demonstração. v. JOHNSON [8]. 
• 
Proposição 1.1.3: Dois grupos livres Fl c F2 sobre xl ( x2 nspccfivamcntc são ISO-
morfos se, e somente se, IX1 1 = IX2 1. 
Demonstração. v. JOHNSON [8]. 
• 
Definição 1.1.4: Se F é livre sobre X, X é dito uma base (livre) para F e lXI é chamado 
de posto de F. D 
Construção de um Grupo Livre sobre X 
Se X= 0, então F:= {e}. 
Se lXI = 1, então é claro que F~ (.íZ, + ). 
Se lXI 2: 2, seja X= {xili E I}. Podemos supor X bem ordenado. 
Seja X equipolente a X tal que X n "y = 0. 
Considere T = X u X e rn = T X T X ... X T, n E l•l' onde, se n = o, definimos 
T 0 :={e}. 
Seja H! := Un~oTn o conjunto das palavras no alfabeto X, isto é, 
w E W <:=::} 3n E N tal que w E yn 
..L----->.. ( ) EXUX T----7 w = Yi1 , Yi2, · · · , Yin , Yi] 
Um segmento (Yir, Yir+!, ... , YiJ de w com 1 ~r~ s ~ n é uma subpalavra de w. 
A composta uv de duas palavras u = (xi 1 , ••• , Xin) e v= (Yi 1 , ••• , Yim) pertencentes a ll' 
é dada por 
Definamos em lV a seguinte relação de equiYalência, que denotaremos por ,..._.: 
seu, v E lV, então u ,..,_v se, e somente se, v pode ser obtida deu através de um número 
finito de inserções ou remoções de subpalavras da forma ÜJi,yi) ou (yi,Yi)· 
2 
Diremos que u E lV é reduzida se u nao contém subpalavras da forma (.i-. x) ou 
(x, x). 
Para u E W (arbitrária), seja p( u) a palavra obtida de u pela remoção sucessiva (da 
direita para a esquerda) das subpalavras da forma (x,i') ou (x,x). 
Exemplo: Seja u = (xh xll x2, i'2, x3, x 11 i'2, x2, x3). Removendo a subpalavra (i'2, x2), 
temos u' = (xl,xl,x2,.i'2,x3,xhx3). Removendo agora a subpalavra (x2,i'2 ), temos a pa-
lavra u" = (xb xb x3, xb x3) que é uma palavra reduzida. Logo p( u) = (xb x 1, x3, x1, x3). 
É claro que p( u) é uma palavra reduzida que coincide com u se u for reduzida e, 
mais ainda, u rv p( u). 
Denotaremos u = v no caso em que u e v sejam idênticas como palavras. Com esta 
notação, estabeleçamos os seguintes resultados: 
Se u,v E lV, uv := (u,v), então 
(i) p(uv) = p(u p(v)), segue da definição de p. 
(ii) p(x;,i;,u) = p(u) = p(i;,x;,u) (segue de (i)). 
(iii) p(u,x;,i;,v) = p(uv) = p(u,i;,x;,v) (segue de (i) e (ii)). 
(iv) p(uv) _ p(p(u)p(v)) (por indução sobre o comprimento deu, usando (i), (ii) e 
(iii)). 
Note que, se u rv v e ambas são reduzidas, então u - v e, portanto, em cada classe 
de equivalência de lV sob '"" existe exatamente uma palavra reduzida. 
Chamamos F(X) ao conjunto de todas as palavras reduzidas correspondentes às pa-
lavras em W. 
Resultado 1: F(X) é um grupo sob a opemçâo definida como segue u, v E F(X), 
u.v := f(uv). 
Resultado 2: F(X) é livre sobre X. 
3 
Temos assim construído o grupo livre sobre o conjunto X. 
Apresentações de Grupos 
Proposição 1.1.5: Todo grupo é imagem homomórfica de um grupo livre (isto c, 
quociente de um grupo livre). 
um 
Demonstração: De fato, dado o grupo G, seja Y = G. É claro que Y é um conjunto de 
geradores para G, consideremos Y indexado por um conjunto I, i.e. Y = {y;li E I}. Se 
X= {x;, i E I} é um conjunto equipolente a Y e construirmos F:= F(X) o grupo livre 
sobre X, temos que a aplicação x; 1-+ Yi, i E I se estende a um único homomorfismo r.p 
sobrejetor (Y gera G), r.p : F ----;-+ G, assim G ::: F/ ker 'P· • 
Com a notação da proposição anterior, seja R Ç F(X) um conjunto de palavras que 
geram N como subgrupo normal de F, i.e., N =< R >F=< rf = j- 1 r f ir E R, f E F>. 
Definição 1.1.6: Na situação acima, denotaremos G =<X/ R> e diremos que< X/ R> 
é uma apresentação para G. Os elementos de X são chamados geradores e os de R são 
chamados 1·elatores. O 
Cada um dos elementos de R tem por imagem la pelo homomorfismo r.p, 1.e., se 
r = x~1 ... x~k E R, então temos a seguinte relação entre os geradores de G: 
y~1 ... y~k = la, por isso às vezes na apresentação < X/ R> para o grupo G, falamos de 
relações em lugar de relatores e escrevemos G =<XI r= 1, r E R>. 
Exemplos: 
O grupo cíclico de ordem n,Cn, tem apresentação< xjxn = 1 >; 
O grupo diedral Dn (das simetrias de um polígono regular de n lados) tem apre-
sentação< x,yjxn = l,y2 = l,(x,y)2 = 1 >. 
Observação 1.1. 7: Pode provar-se que um grupo F é livre sobre um seu subconjunto Y 
se e somente se: 
4 
1) Y gera F 
2) Não existe relação não trivial entre os geradons. 
Neste caso, uma apresentação para F é: F=< Y/ >. 
G é finitamente apresentado se existem X e R finitos tais que G 3:'< X f R >. o 
Proposição 1.1. 7: Todo grupo tem uma apresentação e todo grupo finito tem uma apre-
sentação finita. 
Demonstração:v. JOHNSON [8]. 
• 
Propriedades das Apresentações. 
Lema 1.1.8: Sejam X, Y, Z grupos e o : X ---+ Y, (3 : X ---+ Z homomorfismos, o sobre-
jetor e ker o Ç ker (3. Então existe um homomorfismo 1 : Y---+ Z tal que 01 = (3. 
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Demonstração: v. JOHNSON [8]. 
• 
Teorema 1.1.9 (von Dyck): Seja X um conjunto e F o grupo livre sob1·e X. 
Se R e S são subconjuntos de F tais que R Ç S, então e:tiste um epimorfismo 
O :< X/ R >-»< X/ S > que fixa X elemento a elemento. O núcleo de e é justa-













< X/S > 
• 
Teorema 1.1.10 (Teste de Substituição): Sejam G =< X/R >, um grupo H e 
() : X --+ H uma função. Então () se estende a um homomorfismo ()" : G --+ H se, e 
so :ente se, pam todo x E X e todo r E R, o resultado da substituição de x por xO em r 
dá a identidade de H. 
Demonstração: v. JOHNSON [8]. 
• 
Teorema 1.1.11: Sejam F =< X/ >, G =< X/ R > e suponhamos w, 1· E F com w 
a1·bitrário e r E R- R. Se y é um símbolo que não está em X, então ambas as inclusões: 
X f-+ <X/R, r> 
X f-+ < X,yjR,y- 1w > 
se estendem a isom01jismos com domínio G. 
Demonstração: v. JOHNSON [8]. 
• 
Este teorema fornece quatro formas de modificar uma apresentação dada, <X/ R>, 
para obter outra, < X' j R' > digamos, do mesmo grupo. Essas formas são chamadas de 
transjo1·mações de Tietze e são definidas da seguinte maneira: 
Seja G =<X/R>. 
6 
R+: Se r E< X> e r= 1 em G, então sejam X'= X c R'= R u {r} 
R- : Se r E R é tal que r= 1 em< X/ R- {r} >,então sejam X'= X c R'= R- {r} 
~: Se w E< X > e x f/. X, sejam X' = X U { x} e R' = R U { wx- 1 } 
x.::_: Se x E X e w E< X- {x} >é tal que wx-1 E R, então substitua x por w em todo 
elemento de R- {wx-1 } para obter R' e seja X= X- {x}. 
(As transformações R+ e R- correspondem a adicionar e remover relatores supérfluos 
enquanto x+ ex- correspondem a adicionar e remover geradores supérfluos respectiva-
mente). 
Observações: 
1) Dadas duas apresentações finitas do mesmo grupo, cada uma pode ser obtida a 
partir da outra po1· uma seqüência finita de transjo1·mações de Tietze. 
2) Se a apresentação < X' j R' > é obtida a partir de < X/ R > por uma seqüência 
finita de transformações de Tietze, então < )('/R' > ~ < Xj R >. 
Teorema 1.1.12: Se G =<X/R> e H=< YfS >, então o produto direto G x H tem 
apresentação < X, Y j R, S, T > onde T é o seguinte conjunto 
Demonstração: v. JOHNSON [8]. 
• 
1.2 p-Grupos 
Definição 1.2.1: Seja p um primo. Um grupo G é dito um p-gntpo se a ordem de todo 
elemento de G é uma potência de p. O 
Observação 1.2.1 (1): Se G jo1· finito, dizer que G {um p-grupo ( tquiralenif a dizer 
que IGI = pn para algum n E N. o 
7 
Exemplos: p = 2 
1) D4, Qg, 7Lj87L, 7L /27L X 7L/27L X 7L/27L são 2-grupos finitos de ordem 23 
2) 7Lj27L X 7Lj27L X •.• X 7Lj27L x ... é um 2-grupo infinito. 
Definição 1.2.2: Um subgrupo S de um grupo G é um subgrupo de Sylow de G se: 
1) S é um P-grupo 
2) Se S':::; G, S' é um p-grupo e S:::; S', então S' =S. o 
Proposição 1.2.3: 
(i) Se G é um p-grupo finito não trivial, então IZ(G)I > 1. 
(i i) Seja H ::::1 G. Se H e G /H ambos são p-grupos, então G é um p-grupo. 
(iii) Seja IGI = pn, com p p1·imo. Se O :::; 1.· :::; n, então G contém um subgrupo normal 
de ordem zi. 
(iv) Se G é um p-grupo finito eM:::; G é maximal, então !11 ~ G é [G: !11] = p. 
(v) Se G é um p-grupo finito e H:::; G, então H:::; Na(H). (Na(H) = {g E Gjx9 = 
X}). 
Demonstração: v. ROTMAN [14] ou HALL [3]. 
• 
Definição 1.2.4: Um p-grupo G é dito z;-grupo abeliano elementar se G for abeliano e 
xP = 1 V x E G. O 
1.3 Grupos Nilpotentes e Séries Centrais 
Grupos Nilpotentes 
Definição 1.3.1: Um grupo G é dito nilpofentf- se tem uma série central, i.e., uma série: 
(1) G=Go>Gl> ... >Gn={1} talque: 
8 
a) Gi <l G, i = O, 1, ... , n 
O comprimento da série (1) é n. 
A classe de nilpotência de um grupo nilpotente G, cC( G), é o comprimento da menor 
série central de G. o 
Observação: Note que b) 7'equer, em particular, que {1} # Gn_1 ::; Z(G). o 
Exemplos: 
1) Os grupos abelianos não triviais sao os grupos nilpotentes de classe 1, pois 
G = G0 > G 1 = { 1} é uma série central, de comprimento 1. 
2) O grupo simétrico 83 não é nilpotente, pois Z(83 ) = {1}. 
Proposição 1.3.2: .Subgrupos, quocientes e produtos diretos finitos de grupos nilpotentes 
são também nilpotentes. 
Demonstração: v. ROTMAN [14]. 
• 
Proposição 1.3.3: Todo p-grupo finito é nilpotente. 
Demonstração: v. ROTMAN [14]. 
• 
Subgrupos Comutadores 
Definição 1.3.4: Sejam Xt, x 2 , •.. elementos de um grupo G. O comutador de :z·1 e x2 
(nesta ordem) é o elemento [xt,x2] := x} 1x21 x1;r 2 = x} 1 x~2 , onde x~2 = x;- 1x 1 x 2• Para 
n ~ 2, o comutador simples de peso n é definido recursi,·atnente por 
o 
9 
Proposição 1.3.5: Sejam x, y, z clcmcnt.os dr 11111 grupo G. Hniáo: 
i) [x, y] = [y, x]-1 
ii) [xy, z] = [x, z]Y[y, z] ; [x, yz] = [x, z][x, y]z 
iii) [x,y-1] = [y, x]Y- 1 ; [x-1, y] = [y, x]x- 1 
Demonstração: Segue da definição do comutador. 
• 
Definição 1.3.6: Sejam X}, X2 , ••. subconjuntos não vazios de um grupo G. O subgrupo 
comutador de X 1 e X 2 , denotado [Xll X 2] é definido por: 
Para n :2: 2, definimos recursivamente 
wnvencionando que [X1] =< X 1 >. 
·'t·oposição 1.3.7: Sejam <P =j:. X Ç G e J{:::; G. Então 
i) <X >K =<X, [X, K] > 
. ii) [X, K]K = [X, K] 
iii) Se f( =< Y > então [X, K] = [X, Y]K. 
Demonstração: v. ROCCO [13]. 
Proposição 1.3.8: Sejam H, I\ :::; G. Então: 
i) [H, K]~ < H, J{ > 




iv) Se a: G --t Gt é um homomorfismo de grupos, então 
[H, K] 0 = [Ho, K 0 ] (onde xo = imagem de X por o). 
v) Se H e ]( são normais (respectivamente característicos) em G, então [JJ, /\'] é um 
subgrupo normal (respectivamente característico) de G. 
Demonstração: v. ROCCO [13]. 
• 
Série Central Inferior 
Definição 1.3.9: A série central inferior de um grupo G 
(2) G = /o(G) 2: /t(G) 2: ... 2: /;(G) 2: ... 
, d fi .d . { lo( G) = G 
e e m a recursivamente por ~-. (G) _ [ '·(G) G] . ft+l - Jt T l l Z 2: 1. 
É comum denotar-se por G' o segundo termo desta série, i.e., G' = 1 1 (G) = [G, G] o qual 
é dito grupo derivado de G. O 
Observação: Cada termo li( G) é um subgrupo totalmente invariante em G, 
z. e., é inva1·iante por qualque1· endomorfismo de G, fato este que decon-e da 
pmposição 1.3.8 (iv). Em padicular, /;(G) ~ G, V i. Portanto tomando-se o quociente 
por li+l ( G) na igualdade li+ I ( G) = bi( G), G], obtem-se 
[ li( G) G ] _ { 1} /i+t(G)'Ii+t(G) -
o que significa que para cada i 2: 1, /i(~J,,) ~ Z(Gfli+t(G)). Ou seja que (2) é uma 
Íi+J T 
sàie central. 
Notemos também que a sàie (2) pode tornar-se estacionária c partir de algum tcnno 
lw(G) > {1} (é o que acontece, por e:remplo com o grupo simitrico S3,/z(S3) = /3(53) = 
... = A3). o 
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Proposição 1.3.10: Se G é nilpotente, então 
cf(G)=k{:}lk-dG) # {1} e --rdG)={l}. 
Proposição 1.3.11: Seja G gerado por um conjunto X. Então 
i) /i(G) =< [xt, ... , xi] 9 fxi E X,j = 1, ... , i,g E G >. 
ii) /i(G) =< [xt, ... ,xi];/i+l(G) >onde Xj E X paraj = l, ... ,i. 
iii) Se X= {x,y} então 12 (G) =< [x,y];13 (G) >e assim, 12 (G)/13 (G) é cíclico. 
iv) Se X= {x,y} então G" := /2(G') :S: is(G). 
Demonstração: v. ROCCO [13]. 
• 
Proposição 1.3.12: Seja G um grupo nilpotente finitamente gerado então G tem uma 
série central 
tal que cada fator Gi+I/Gi é cíclico, i =O, ... , n- 1. 
Demonstração: v. ROCCO [13]. 
• 
Corolário 1.3.13: Se G é nilpotente finitamente gerado, então todo subgrupo de G é 
finitamente gerado. 
Demonstração: v. ROCCO [13]. 
• 
Teorema 1.3.14: Seja G nilpotente, gerado pelo conjunto junto {:r1 , ... ,xr}· Se cada 
Xi tem ordem finita mi, então G é finito e IGI divide alguma potência de m = m1 ... mr. 
Demonstração: v. ROCCO [1:3]. 
• 
Definição 1.3.15: Seja G um grupo e H ::=:; G. Dizemos que H i subnormal em G se 
existe uma cadeia: 
H = HoS! H 1 SJ .. . 5} Hm = G, ligando H e G. o 
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Encerrando esta seção damos algumas caractcrizac~Õcs dos grupos nilpotcntes finitos. 
Teorema 1.3.16: Seja G um grupo finito. Então são equivalentes: 
(i) G é nilpotente 
(ii) todo subgrupo de G é subnormal em G. 
(i i i) G satisfaz a condição do normalizador, i. e., todo subg1·upo próprio de G está pro-
priamente contido em seu normalizador em G. (H:::; Nc(H)). 
(i v) Todo subgrupo maximal é normal 
(v) G é um produto dú·eto de seus subgrupos de Sylow. 
Demonstração: v. ROCCO [13]. 
• 
1.4 Série p-Central Inferior 
Definição 1.4.1: Seja p um número primo. A série G = P0 (G) 2 P1 (G) 2 ... 2 
Pi(G) 2 ... ;onde cada Pi+1 (G) = Pi(G)P[Pi(G),G] e QP =< gPjg E G >é denominada 
série p-central inferior de G. 
Se Pk_ 1(G) =I {1} e Pk(G) = {1} então dizemos que G tem p-elasse k. o 
Observação 1.4.1 (1): Se G tem p-elasse k, então G é nilpotente e ci!G:::; k. (De fato, 
11 (G) = G':::; P1 (G) e indutivamente li( C)= bi-I(G), G]:::; [Pi-I(G), G]:::; Pi(G), assim 
se Pk(G) = {1}, então 1k(G) = {1} ). D 
A proposição que segue justifica o termo p-central utilizado na definição anterior. 
Proposição 1.4.2: Se G = P0 (G) 2 PI(G) 2 P2 (G) 2 ... 2 P;(G) 2 ... é a série 
p-central inferior de G, então, para cada i = 1, 2, ... , tem os 
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1) P;(G) ~ G 
2) P;(G)IPi+I(G) :S Z(GIP;+ 1(G)) 
3) P;(G)IPi+I(G) tem expocntep. 
Demonstração: 
1) Segue por indução sobre i 
2) Segue da definição de Pi+I ( G) 
3) Se a E P;( G)l Pi+I ( G), então a = gPi+I ( G) para algum g E P;( G), logo 
aP = aP Pi+I ( G) = Pi+I ( G) pela definição de P;+ 1 ( G) • 
A continuação daremos algumas propriedades importantes da série p-central inferior de 
um grupo G que usaremos freqüentemente no capítulo 3. 
Propriedade 1.4.3: Dado c E N, se Pc( G) = Pc+I ( G), então Pc+I ( G) 
(Segue-se da definição). 
• 
Propriedade 1.4.4: Se G é finitamente gerado, então G I P;(G) é um p-grupo finito, 
Vi. (Faça indução sobre i e note que, para cada i, tem-se que P; ( G) I Pi+l ( G) é abeliano 
elementar finitamente gera.do e portanto um p-grupo finito). 
• 
Propriedade 1.4.5: Se () é um homommfisrno de G, então (P;( G) )B = P;( GB). (Segue 
da definição da série p-central inferior para GB). 
• 
Propriedade 1.4.6: Cada termo P;( G) da série p-central inferior de G é totalmente 
invariante em G. (Faça indução sobre i e use o resultado anterior). • 
Propriedade 1.4.7: Se N ~ G e o quociente GIIV tem p-elasse c, então Pc(G) :S A. 
(Segue da propriedade 1.4.5). • 
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Propriedade 1.4.8: Se GjN tem p-elasse c, cntâo Pc(G')::; J\' c Pc-dG) ~ .\'. (Segue 
da definição da p-elasse e da propriedade 1.4.5). 
Propriedade 1.4.9: [Pi( G), Pj( G)] ::; Pi+j+d G) para z,J 
indução). 
1.5 Subgrupo de Frattini 
• 
O, 1,.. .. (Segue por 
• 
Definição 1.5.1: Seja G um grupo arbitrário. Definimos o subgrupo ,P( G), chamado 
subgrupo de Frattini de G, da seguinte forma: 




Observação 1.5.1 (1): Segue da deji1úção que cjJ(G) = G se, e somwte se, G não tem 
subgrupos maximais. o 
0',servação 1.5.1 (2): ,P(G) é um subg1'upo característico (i.e., invariante po1' qualquer 
·)morfismo de G), já que todo automo1'fismo de G age como uma permutação no con-
J ·. 'o dos subgrupos maximais de G. O 
O subgrupo de Frattini de G, tem uma relação interessante com a geração de G. 
,P( G) consiste dos elementos de G que são "supérfluos" na geração de G no seguinte sen-
tido: 
Definição 1.5.2: Um elemento x E G é dito supérfluo na geração de G. se VT Ç G tal 
que < T, x >= G tem-se também que < T >= G. O 
Note que se G =/:- {1}, certamente 1 é supérfluo na geração de G. 
O resultado que antecipamos é então o seguinte. 
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Teorema 1.5.3: Seja G =J { 1}, logo <P( G) é o conjunto dos clcmwios ,r;upt'rjluo.<t 710 
geração de G. 
Demonstração: v. HALL [3). 
• 
A continuação daremos outras propriedades de <P( G). 
Teorema 1.5.4: O subgrupo de Frattíní de um grupo finito é nilpotente. 
Demonstração: v. HALL [3). 
• 
Teorema 1.5.5: O subgrupo de Frattini de um grupo nilpotente G contém o grupo deri-
vado, G'. 
Demonstração: v. HALL [3]. 
• 
Teorema 1.5.6 (Wielandt ): Se o subgrupo de Frattini de um grupo finito G, contém o 
grupo derivado G', então G é nilpotente. 
Demonstração: v. HALL [3). 
• 
Observação: Conclui-se então, dos teoremas 1.4..5 e 1.4.6 que: Se G é finito, então G é 
nilpotente se, e somente se G' :::; <P( G). D 
Proposição 1.5.7: Se G é um p-grupo finito, então <jJ(G) = PI(G) = GPG'. 
Demonstração: É claro que P1 ( G) :::; <P( G), desde que .M é maximal em G e G é um p-
grupo finito, então segue da proposição 1.2.3 (iv) que [G: 1H] = p e assim, se g E G temos 
que gP A1 = (gJvf)P = A1 e portanto gP E 1H V g E G. Analogamente [g.M, g' A!] = Af 
(pois GjA1 é cíclico) e logo [g,g'] E A1 Vg,g' E 1H. 
Reciprocamente, vejamos agora que cp( G) :::; P1 ( G). Suponhamos que existe :r E 
( <P( G) - P 1 ( G) ), logo x = xP1 ( G) é um elemento não trivial de F = G / PI( G) que é um 
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espaço vetorial sobre IFP, portanto, x é parte de uma base para \'. 
Agora note que se {ãi, ... , ãd} é uma base para V = G 1 Pt( G) (onde cada 
ã; = a;PI(C)), então C=< ai, ... ,ad,Pt(G) >c como PJ(G') S <;>(G). temos pelo 
teorema 1.5.3 que C =< ai, ... , ad > e é claro que d é o número mínimo de geradores 
para C. 
Assim, tínhamos que x é parte de uma base para V, logo, pela observação acima 
x é um gerador essencial para C contradizendo o fato x E </J( G). Conseqüentemente, 
• 
Teorema 1.5.8 (Teorema da base de Burnside para p-grupos finitos): 
Seja IGI = pn, n E IN. Seja <P = <P( C) o grupo de Frattini de C. O quociente A := G I <P 
é um grupo abeliano elementar. Se IAI = pr, então todo conjunto de elementos Z1, ... , Zr 
que gera C contém um ubconjunto de r elementos xi, ... , X r que gera G. 
A aplicação natun., G --+--+ A leva os elementos x 1 , ... , X r numa base a1 , ... , ar de A 
e reciprocamente, todo conjunto de r elementos de G que é levado pela aplicação acima 
num conjunto de gerador·es de A, gera G. 
Demonstração: Pela propos1çao 1.5. 7, sabemos que <P = P1 (C) = CPC', logo é claro 
que A= CI<P é abeliano elementar. Se IAI = pr então toda base de A (como ~P-espaço 
vetorial) consiste de r elementos, digamos a1 , .•• , ar. Se b1 , ... , bs geram A, podemos obter 
uma base para A tirando os b; 's que pertencem ao subgrupo gerado por b1, ... , b;_1 . 
Sejam agora z1, ••• ,z5 geradores de C. Na aplicação natural C--+--+ A= G/<P, seja 
bi a imagem de Zi para i = 1, ... , s. Logo, bi, ... , bs geram A e portanto um subconjunto 
{ a1, ... , ar} C { b1, ... , bs} é uma base para A. 
Seja {x1, ... ,xr} o subconjunto de {z1, .. . z5 } tal que a; é a imagem de Xi, para 
i= 1, ... , r. Queremos provar então que x1 , ... , xr geram G. 
Seja H=< x1, ... , Xr }. 
Se H =J C, então H está contido num subgrupo maximal de G, digamos H S .M m:xc. 
:Mas considerando novamente a aplicação natural G --+--+ A = G I </J, temos que H 
é levado em ~d> S 1111</l = B, onde B é um subgrupo de A de ordem pr-I (já que 
G' Jf 
111 m:xG =? [C: 1H] = p, logo IGI = I1HI· p e em conscqiiência 1-1 =l-I· p). O que 
o 9 
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contradiz o fato 
JI =<X}, ... , Xr >-+< ai, ... ' ar >= A. 
Portanto, H = G e x 1 , ••• , X r geram G. 
• 
1.6 Grupo de automorfismos de um grupo 
Definição 1.6.1: O ·grupo de autom01jismos de um grupo G, denotado Aut( G), é o con-
junto de todos os automorfismos de G sob a operação de composição. (Aut(G):::; Se). O 
Definição 1.6.2: Um automorfismo a de G é dito interno se é a conjugação por um 
elemento de G, i.e., a(x) = la(x) = a-1 xa para algum a E G. Em outro caso, dizemos 
que a é externo. o 
Teorema 1.6.3: 
1) Se H:::; G, então Ca(H) :9 Na(H) e Na(H)/Cc(H) é isomorfo a um subgrupo de 
Aut(H). (Aqui (Cc(H) = {g E G/g- 1 hg =h, h E H}). 
2) O conjunto de todos os automorfismos inte1·iores de G, denotado Inn(G), é um 
subgrupo normal de Aut( G) e G / Z( G) ~ Inn( G). 




{1} se m = 1 
Aut(~2m) '"" ~2 se m = 2 
~2 X ~2m-2 se m 2: 3 
Se p é um primo ímpar 
Demonstração: v. ROTMAN [14]. • 
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Definição 1.6.4: Um grupo G é completo se Z( G) = {I} c todo automorfis 1110 dt• G é 
interno. o 
Note que se G é um grupo completo, então A ut( G) ~ G (segue do Teorema 1.6.3 ). 
Teorema 1.6.5: Sn (o grupo simétrico) é completo se n =J 2 e n =J 6. 
Demonstração: v. ROTMAN [14]. 
• 
Corolário 1.6.6: Aut(Sn) ~ Sn pam n =J 2 e n =J 6. 
Demonstração: Segue-se da. definição 1.6.4 e do teorema 1.6 .. 5. 
• 
Teorema 1.6. 7: Aut(S6)/ Inn(S6) ~ ~2· 
Demonstração: v. ROTMAN [14]. 
• 
Teorema 1.6.8: Se H~ G e H é um grupo completo, então H é um fator direto de G, 
i. e., existe um subgrupo nonnal ]( de G tal que G = H x ](. 
Demonstração: v. ROTMAN [14]. 
• 
A continuação daremos uma lista de resultados que serão úteis na hora de fazer al-
guns cálculos com o algoritmo de geração de p-grupos. 
Lema 1.6.9: 
1) Se F é o grupo de J{leirn (V~ c2 X C2), entâo Aut(F) ~ s3. 
2) Se G é um grupo abeliano elementar· de ordem pn. com p pnmo, Então 
Aut(G) ~ GL(n,p). 
3) Se H e ]{ são gr·upos finitos cu;a ordens sao nlatiramcnlc pnmos, cntâo 
Aut(H x f{)"' Aut(H) x Aut(J\). 
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4) Aut(Qs) ~ S4, onde Qs é o grupo dos qualr rnios, df onlun S. 
5) Se G é um gntpo abeliano finito com 111ai,o.; dr dois dunulfo . .;;, ulfáo Aut(G) rwo 
pode ter 01·dem Ímpar. (Se :r~---+ .1.-l é a ichntidadL, ulfáo G i abdiano t!unuzfar 
de ordem 2m e Aut(G) ~ GL(n, 2)). 
6) Se G é não abeliano, então Aut(G) não é cíclico. (Inn(G) não é cíclico). 
Observação: De 5) e 6) conclui-se que um grupo cíclico de ordem ímpar, não é Aut(G) 
para nenhum grupo finito G. O 
1. 7 Cálculo do estabilizador de um ponto num grupo 
de permutações 
Seja X um conjunto finito não vazio e G ~ Sx um grupo de permutações sobre X. 
Definição 1.7.1: 
a) Definamos a seguinte relação sobre os elementos de X: 
Se x,y E X, x '"'-'G y se e somente se 3g E G tal que y = x 9 . É claro que "'G é 
uma relação de equivalência. A classe de equiva.lência de um ponto x E X é dita a 
C-órbita de x. 
b) Dado X 0 um subconjunto não vazio de X, definimos o estabilizador de X0 e deno-
tamos Staba(X0 ) ao seguinte conjunto 
Staba(Xo) = {g E Gjx9 = x, Vx E Xo}. 
c) Em particular, se X 0 
Staba(x) ao conjunto 
{:r} definimos o estabilizador do ponto x e denotamos 
Staba(:r) = {g E Gj.r9 = x}. 
Proposição 1.7.2: Stab0 (_)(0 ) ~ G pam qualquer subconjunto não ra:::io de G. 
Demonstração: Imediata. • 
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Proposição 1.7.3: Se G ~ Sx c .r E X, enleio IOrb(.r)l = [G: Stabc(.r)]. 
O objeto desta seção é dar um algoritmo para o c<ilculo de estabilizador de um ponto 
num grupo de permutações. Para isso será importante est uclarmos em detalhe o seguinte 
teorema: 
Teorema 1.7.4 (Schreier): Sejam G um grupo finitam.cnte gerado e H < G um sub-
grupo de índice finito. Então H é finitamente gerado. 
Demonstração: Sejam G =< S >,S = {s1 , ... ,sr} e [G: H]= n. 
Seja agora T = { t1 , t 2 , •.• , tn} um tranversal à direita para H em G (i.e., um conjunto 
completo e irredundante de representantes das classes laterais à direita de H em G). Logo, 
Y = {H, Ht 2 , ••• , Htn} é o conjunto das classes laterais à direita. Temos então que G age 
sobre Y da seguinte forma: (Hti)g = H(tig) = Htj fornecendo uma permutação de Y e 
consequentemente de {1, ... , n} tal que j = (i)g. 
Assim, Htig = Ht(i)g para i E {1, ... , n} e g E G e portanto, dado g E G, temos 
(1) tig = h(t;,g)t(i)g onde h(t;,g) E H 
Seja então a E H. Como elemento de G temos que a é um produto de elementos de 
S U S -1 . ' Le.: 
,, U c·-1 r > 0 a = Ut ... Uk cmn u; E .:::> ..::> , n' _ . 
Portanto 
a ld·a=1d-u1···uk=(itu1)u2···uk 
(h(it, 1lt)i(1)u1 )u2 .. . Uk por ( 1) 
h(t1, 11t)(t(l)u1 • u2)113 ... Uk 
h(t1, Ut )h(t(l)uu u2)(t(1)u1 , 2 u3)1L4. ·. 1Lk 
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Como a E H e h(t, Ut ), •.. , h(t(l)u1 ••. uk-J, uk) E lJ, temos que t(l)a = t 1 = Id ('portanto 
Logo H e gerado pelos elementos de forma h(t;, u), com 1 _<i_< n, ll E S'U .c.·-1. S 
- . cguc-sc 
entao que lJ e finitamente gerado. 
• 
Observação 1. 7.4 (1): O conjunto Z = { h(t, u)jt E T, u E S U s-1 } é chamado con-
junto de geradores de Schreier para JJ. 
Observação 1.7.4 (2): Denotemos g o npresentanit da classe Il9 . 
i;g = h(t;,g)t(i)g e portanto i;g = t(i)g· Logo i;g · l;g- 1 = h(t;,g). 




Seja agora G ::; Sx onde X = {1, ... , n} e G =< S >=< r 1 , ... , Tr >. É claro 
então que para construir lJ = Staba(1) é suficiente construir um conjunto de geradores 
de Schreier para lJ. Para seguir os passos do teorema, é preciso construir primeiro um 
transversal para H em G. Para isso, proceda da seguinte maneira: 
ALGORITMO 1. 7.5: 
Passo 1: Aplique cada. gerador de G, Tj, ao ponto 1, marcando os novos elementos que 
aparecem pela primeira vez. 
Passo 2: Aplique cada gerador Tj aos novos pontos assim obtidos até que nenhum ponto 
novo ocorra. 
Observação 1.7.5 (1): Desta manezra temos calcvlado a órbita do elemento 1 e te-
mos então a informação sobre a cm-dinalidade do transrtrsal T que procuramos, já que 
ITI = l0rba(1)1 pela proposição 1.7.3. 
Passo 3: Agora observe que se 1g = j, tem-se g = tj, de modo que para cncoutrar o 
representante ti E T, basta olhar para o traço do elemento j. rastreando sua nnagclll a 
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partir do ponto 1. 
Exemplo: Sejam X= {1,2,3,4}; G = S4 =< S >onde S = {T1 = (12);(1211)}. S(·ja 
H= Stabc(1). Procuremos um transversal para H em G. 
Executando o algoritmo 1. 7.5, temos: 
1 TI = 2_ ; 2TI = 1 ; 3TI = 3 ; 4T1 = 4 
1 T2 = 1 ; 2T2 = .3_ ; 3T2 = :! ; 4T2 = 1 
Portanto: Orbc(1) = {1,2,3,4} e ITI = 4, i.e., T = {ti,t 2,t3 ,t4 } onde ti é um repre-
sentante da classe trivial e portanto será sempre escolhido sendo a identidade, ti = ide. 
Para calcular os representantes restantes, calculemos os traços dos elementos 2, 3 e 4 a 
partir do ponto 1: 
2 = 1 TI , 
3 = 2T2 = 1 TI T2 , 





i3 = TI T2 
t - 2 4 -TI T2 
• 
Uma vez obtido o transversal para H em G, proceda da seguinte maneira para obter 
um conjunto de geradores de Schreier para H: 
ALGORITMO 1. 7.6: 
Passo 1: Para cada ti E Te cada Tj E s u s-I calcule 9ij = i;Tj; 
Passo 2: Se (1 )g;j = k, faça 9ij = tk; 
Passo 3: Calcule S;j = 9ij9wij -I que é um gerador de Schreier. Logo construa o conjunto 
de geradores de Schreier para H: 
Z = { s;jju E {1, ... , IOrb(l)l}; j E {1, ... r}}· 
Voltando ao exemplo acima, tínhamos 
Assim 
911 = t1 T1 = T1 j {1)911 = 2 , logo 911 = T1 e portanto 5 11 = T1T1 =ida 
912 = t1 T2 = T2 j {1)912 = 2 ' logo 912 = T1 e portanto 812 = T2T1 = (234) 
t -1 -1 913 = 1 T2 = T2 j {1)913 = 4 ' logo - 2 913=T1T2 e portanto 813 = T2-
3 T1 = T2T1 = (234) 
921 = i2T1 = ida j {1)921 = 1 ' logo 921 = ida e portanto 821 = ida 
922 = i2T2 = T1T2 j {1)922 = 3 ' logo 922 = T1 T2 e portanto .sn =ida 
t -1 -1 
923 = 2T2 = T1T2 j {1)923 = 1 ' logo 923 =ida e portanto 523 = TJT2-
1 
= 5~i = ( 432) 
931 = i3T1 = T1T2T1 (1)931 = 3 ' logo 931 = T1 T2 e portanto 831 = T1T2T1T2 1 T1 = (24) 
932 = t3T2 = T1Ti j {1)932 = 4 ' logo - 2 932 = T1 T2 e portanto 832 =ida 
933 = f3 T3 = T1 j {1)933 = 2' logo 933 = T1 e portanto 833 = ida 
941 = i4T1 = T1TiT1 j (1)941 = 4' logo - 2 941 = T1 T2 e portanto 841 = T1TiT1(T1Ti)- 1 = (34) 
942 = t4T2 = T1Tl j {1)942 = 1 ' logo 942 =ida e portanto 842 = T1 r{ = ( 432) 
t -1 943 = 4T2 = T1T2 j {1)943 = 3' logo 943 = T1 T2 e portanto s43 =ida 
Assim Z {ida, (234), (34), (432)} e como (432) = (234)-1 e (24) (234 )(24), 
temos então 




Algoritmo do quociente nilpotente 
Nosso objetivo neste capítulo é descrever um algoritmo que, partindo de uma apre-
sentação abstrata finita de um grupo, dê como resultado uma apresentação por potências 
e comutadores do maior quociente nilpotente finito deste grupo. 
O algoritmo do quociente nilpotente, NQA, constitui-se essencialmente por um con-
junto de rotinas para manipular apresentações por potências e comutadores. 
Dado um grupo G finitamente apresentado e um primo p, o NQA constrói uma 
apresentação consistente por potências e comutadores para o maior p-quociente finito de 
G. Desta forma, o NQA determina o p-subgrupo de Sylow do maior quociente nilpotente 
finito de G. 
Note que se o grupo dado, G, for nilpotente finito, o NQA constrói uma apresentação 
consistente por potências e comutadores para G a partir de uma apresentação finita qual-
quer. 
2.1 Apresentações por potências e comutadores 
Definição 2.1.1: Uma apresentação por potências e comutadores para um grupo G con-
. n(n+l) 




II a(i,l) 1 < . < 1 a1 , _ z _ n-
l=i+l 
n 
c aP =e n 
II af31 (i,j,l) , 1 <_ i < J. <_ n - 1 [ ] 1 < · < 1 e an, a; = (_ ' - l - n -
l=j+l 
onde pé um primo e cx(i,l),f3(i,j,l) variam em {0, 1, ... ,p -1}. o 
Proposição 2.1.2: Todo p-grupo finito tem uma apresentação por potências e comuta-
dores. 
Demonstração: Seja G um p-grupo finito de ordem pn, logo existe uma série central 
{e} = Hn+t ::; Hn ::; Hn-t ::; ... ::; H1 = G 






e para k E { 1, 2, ... , n} temos 
p _ a(n-2,n-1) a(n-2,n) p _ a(n-l,n) 
an-2 - an-1 °n , an-1 - an , 
a~ = e 1 [an, On-d = [an, an-2] = e , 
[ l 0 o(n-1,n-2,n) > Gn-1,an-2 - an 
p _ a(i,i+1) a(i,i+l) a(i,n) 
a; - ai+1 ai+2 · · · an ' 
k::; i::; n- 1 , O::; o(i,j) < p a~= e 
[ . ·] _ o(i,j,i+I) o(i,j,i+2) a(i,j,n) aJ,al - aj+1 (LJ+2 ... an ' 
k::; i < j::; n - 1 , O::; o(i,j, l) < p 
[an,aj] =e ,k::; j::; n .} 
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Obtemos assim a seguinte apresentação por potências e comutadores para o p-grupo G: 
n 
G = H1 = (ai, a2, · .. , an-h an / af = TI a~( i,/) , 1 ::; i ::; n - 1 , O ::; o( i, j) < p , 
l=i+I 
n 
aP = e [a. a·] = TI ao(i,j,l) 
n ' )1 • I ' 
l=j+I 
1::; j <i::; n -1 ,O::; a(i,j,l) < p, 
[an, aj] = e , 1 ::; j ::; n .) 
• 
Observação 2.1.3: Seja agora G um g1·upo finito com a seguinte apresentação por 
potências e comutadores: 
geradores 
relações : 
onde Os; o:( i, l), o:(j, i, l) < p. 
al,a2,···,an 
n 
af = TI a~(i,l) , 1 ::; i ::; n - 1 e a~ = e 
l=i+l 
n [ l II a(j,i,l) 1 < . . < 1 aj, a; = a1 , _ z < J _ n-
l=j+I 
[an,ai] =e ,1::; i::; n 
(2.1.4) 
Seja A; =< a;, ai+ I, ... , an >, 1 s; i s; n. Observe que A; :::! G e que, por indução 
inversa sobre i, qualquer elemento de A; pode ser expresso na forma normal: 
para cada i temos um quociente A;/ Ai+ I =< a; Ai+ I >, onde af E Ai+ I e ass1.m 
logo, temos que G é um p-grupo e IGI ::; pn. O 
Definição 2.1.5: A apresentação (2.1.4) será dita consistente se IGI = pn. o 
Observação 2.1.6: Como o iVQA tem por objetivo o cálculo de apnscntaçôcs consiste n-
tes por potências e comutadores, será importante, no quf. stguc cstabclccu· um critáio 




Seja p um primo e G um p-grupo finito, d-gcrado (i.e dimr;, c~~~ = d). df' ordem no 




com O::; a(i,l),a(j,i,l) < p. 
a 1 ,a2 , ••• ,an 
n 
p _ II o(i,i) . 
a; - ai , 1 ::; z ::; n - 1 e a~ = e 
i=i+I 
n [ ] II o(j,i,i) 1 < . . < 1 aj, a; = ai , _ z < J _ n-
i=j+l 
[an, a;] = e , 1 ::; i ::; n 
Seja lV = {a~( I) a~(2 ) •.. a~(n) ; O :=;; a( i) < p, 1 :=;; i :=;; n}. 
Definição 2.2.1: Os elementos de H' sao chamados palavras normazs nos geradores 
de G. o 
Definição 2.2.2: Processo de Coleta Toda palavra nos geradores de G pode ser 
transformada numa palavra normal usando o processo de coleta que descrevemos a seguir. 
Seja w uma palavra nos geradores a 1, ... , an. Então 
1 - Se w é normal, pare. 
2 - Caso contrário, w contém no mínimo u.~·na subpalavra não normal mínima!, digamos 
u, que é da forma af ou ajai com j > i. Substitua então u usando a relação 
correspondente em P, obtendo assim uma nova palavra tv', nos geradores a 1 ~ •..• an. 
3 - Faça w = w' e volte a 1. o 
Observação 2.2.3: É claro que este processo termina numa palavra normal apos um 
númem finito de passos. o 
Observação 2.2.4: O processo descrito no ponto 2 l referido como coleta de u. 
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Se em algum estágio do p1·ocesso tivermos mais de uma subpalatwa rHio rwnnal 711 ;. 
nimal a coletar, pode-se começar por coletar qualquer subpalavm nâo 11or1 na/ minimal ou 
decidir então coletar sempre o menor índice não coletado, da direita pam a esquerda. Este 
processo é conhecido como o processo de coleta à direita. A nalogamentc pode ser definido 
um processo de coleta à esquerda. o 
Um critério par: a a consistência da apresentação P 
Sendo W o conjunto das palavras normais nos geradores a 1 , ... , an da apresentação 
P, i.e. W = { a~(l) ... a~(n), O :S a( i) :S p }, temos que jlVj = pn. 
Como toda palavra nos geradores a 1, ... , an pode ser transformada numa palavra 
normal usando o processo de coleta descrito acima, definimos o produto u.v dos elementos 
u, v E W como sendo a palavra normal obtida de uv pelo processo de coleta. Este produto 
torna lV um grupoide com identidade 1 (a palavra vazia), de ordem pn. 
Se lV é um grupo, então lV ~ G, G tem ordem pn e P é consistente. Logo, um 
critério de consistência é obtido a partir de um critério para estabelecer a associatividade 
da operação · definida acima. Um critério para tal associatividade está dado no seguinte 
teorema: 
Teorema 2.2.5: A opemçao · definida aczma é associativa se se verificam as seguintes 
identidades 
(a;.aj).ak = a;.(aj.ak) pam 1 :S k < j <i :S n 
(ar 1 .aj).ak = ar 1.(aj.ak) pam 1 :S k < j :S n 
(a;.aj).ar 1 = a;.(aj.ar1 ) pam 1 :S j <i :S n 
(a;.af- 1 ).a; = a;.(af- 1 .a;) pam 1 :Si :S n 
(2.2.6) 
A1ais ainda, as identidades acúna com k :S d são suficientes para gamntú· a associativi-
dade de lV. 
Observação 2.2. 7: As identidades (2.2.6) são chamadas condições ou testes d( associati-
vidade de H'amsley, pois foi ele o primeiro a pro1•ar que elas implicam que lV i assocializ·o 
(v. WA1ISLEY [14]). 
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A demonstração que daremos aqui é difnentc, baseada na demonstração de Vaughan-
Lee em VAUGIIAUN-LEE [9]. o 
Observação 2.2.8: Antes de entmrmos na demonstração do teorema, discutinmos um 
detalhe sobre o processo de coleta. O output do processo de coleta é uma seqüência finita 
w 1 , w2, • .. , Wr de palavras nos gerador·es, que termina com a palavra normal wr. Se P é 
consistente e W um gr_upo, então podemos identificar a palavra a;ai ... ak com o produto 
a;.aj ..... ak no grupo, e assim, temos que w1, w 2, ... , Wr são expressões diferentes para o 
mesmo elemento de lV. o 
Demonstração: Para r 
normais da forma 
1, 2, ... , n, seja T1'r o subgrupóide consistindo das palavras 
Assumiremos que as condições de associatividade de \Vamsley são satisfeitas em W 
e usaremos indução para mostrar que TV= T1'1 , 11'2 , .•. , TVn são todos grupos. 
É claro que T1'n é um grupo cíclico de ordem p. 
Vamos supor agora que H'k+I é um grupo para algum k E {1, 2, ... , n} e provaremos 
que H1k é um grupo. 
Definamos a aplicação Ok : H1k+ 1 --+ H'k+1 por wOk := u, onde aku é a palavra normal 
obtida de wak através do processo de coleta. Mostraremos que Ok é um automorfismo de 
H'k+I como segue. 
Primeiro mostraremos que se a;aj ... a,.a 5 é uma pala\Ta normal em H1k+ 1 , então 
como elemento de H'k+ 1 . 
Para calcular ( a;aj ... aras)Ok, devemos aplicar o processo de coleta a palavra 
a;aj ... arasak. As duas primeiras palavras no output são 
Observe que na segunda podemos ter mais de uma subpa.lavra. não normal minimal. De 
fato, existe uma subpalavra não normal minimal envolvendo ak e pode existir também 
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alguma em (arOk)(a~Ok)· Porém, se identificamos (arOk)(a&Ok) como um elemento de H'k+
1
, 
então a coleta de qualquer destas subpalavras não muda estes valores como elementos de 
Wk+l (pela observação 2.2.8). Assim podemos ignorar a coleta de subpalavras à direita 
de ak. Por outro lado, sabemos que não existe uma subpalana não normal mínima) 
à esquerda de ak em qualquer estágio do processo de coleta. Deste modo, quando 0 
processo de coleta é completado, obtemos uma palavra aku, onde u é a palavra normal 
igual a a;OkajOk ... arB.kasOk como elemento de lVk+I· 
Então (a;aj ... aras)Ok = u e este é o resultado desejado. 
Note que para k + 1 ~ i ~ n, a;Ok = a; módulo lVi+l (pois, se i 2 k + 1, temos 
d a(i,k,i+l) o(i k n) 1 0 E lu ) · t · 1· aiak = akaiw, on e w = ai+ I ... an ' ' , ogo ai k = aiw com w ·r i+ I eIS o 1mp 1ca 
que todo elemento de l1'k+ 1 pode ser expresso de maneira única como uma palavra normal 
nos elementos ak+tOk, ak+2 Bk, ... , anOk e portanto, que Ok é uma permutação de H'k+t· 
Mostremos agora que a condição de associatividade 
é equivalente à condição 
( )(J ( i3(i,j,i+I) J3(i,j,n) )B _ ( (J ) ( .(J ) a;.aj k = ajaiai+I ... an k - a; k . a1 k 
De fato, 
e 
De forma análoga, temos que a. condição 
é equivalente à condição 
( p)O ( o(j,j+I) a(j,n))O ( (J )P aj k = aj+I ... an k = a j k . 
Assim, a. permutação fh é induzida homomorficamente por uma aplicação dos gera-
dores de H'k+I em H'k+ 1 e Bk preserva. as relações satisfeitas pelos geradores. Isto prO\·a 
que Bk é um automorfismo de H'k+I· 
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Vejamos agora que a condição de associatividade 
COITI 
é equivalente à condição 
(o )P -1 d _ e>(k,k+t) e>(k,k+2) e>(k,n) E 111 ai k = u .ai.u on e u - ak+ 1 ak+ 2 ••. an ·• k+t , 
onde a palavra u é o lado direito da relação cujo lado esquerdo é a~. 
De fato, 
e, por outro lado, 
Finalmente, é claro que a condição de associatividade (ak.a~- 1 ).ak = ak.(a~- 1 .ak) é 
equivalente à condição uOk = u. 
Agora seja H=< Ok > ~TVk+t o produto semidireto de< Ok >por lVk+ 1 (isto é, 
é definida por (O;;,w) 8 (O;;',w') = (O'k+r',we(w') para w,w' E H'k+ 1 ; r,r' E ;z e· a 
operação definida. antes em H'k+1 ). 
Notemos que o elemento (Oj?,u) é central em H. De fato, dado (Oj;,w) E H, 
temos que (Oj;, w)(Oj?, u) = (B~-p' wBj?.u) = (0~-p, u.w) desde que w = (wBj?)B~ 
-
1 ( e-p) e-p u . w k .u e, portanto, 1L.W = w k .u. 
E, por outro lado, Wi?,u)(Bí.,w) = (0~-P,uOj;.w) = (B~-P,u.w) desde que uOk = u. 
Agora. defina. J1 : H -t H1k o homomorfismo .t.al que 
J1 é claramente sobrejetor e kerp =< (Oj?,u) >,logo H1k 2:: H/< (0//,u) >e, portanto, 
H'k é um grupo, como queríamos demonstrar. 
Desta forma, .!f'mos provado que, se as condições de \Vamsley são satisfeitas. então 
H' é um grupo. 
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Mostraremos agora que as condições de associatividade de \Vamslcy com J.: > d são 
redundantes. Como vimos acima, elas foram usadas para mostrar que Ok é um automor-
fismo de Wk+l· Mostraremos então que se k > d, as definições de ad+J,ad+2 • ••.• a~; podem 
ser usadas para expressar ok em termos de OI' 02, ... 'od. Deste modo, como o), ... ' od agem 
Como automorfismos de Vlfk+I, teremos que Ok é também um automorfismo de l\"k+l· 
Para isto estabeleceremos o seguinte roteiro: 
Vamos supor que as condições de \Vamsley valem para k :::; d e faremos a hipótese 
tripla de indução: 
Primeiro suponha que H'k+I é um grupo para algum 1 :::; k < n. 
Em seguida, suponha que 01 , ()2 , ••. , ()r-I agem como automorfismos sobre H1k+I para 
algum d < r < k (de fato, segue das condições de \iVamsley para k :S d que () 1 , ..• , ()d são 
automorfismos de lVk+l ). 
Finalmente, suponha que Or age como automorfismo sobre H's+I para algum k + 1 < 
s + 1 :::; n (claramente ()r age como o automorfismo identidade sobre vVn). 
Mostraremos que isto implica que ()r age como um automorfismo sobre lV8 ; logo, por 
indução sobre s, isto implicará que ()r age como automorfismo sobre Wk+I e finalmente, 
por indução sobre r, isto implicará que ()k age como automorfismo sobre lVk+I· Desta 
forma, como antes, teremos que 11/k é um grupo e conseqüentemente concluiremos que 111 
' ~um grupo. 
Antes de entrar nos detalhes da demonstração, precisaremos de três lemas técnicos 
a respeito do processo de coleta. 
Lema 2.2.9: SeJa lVk+I um grupo, e seja Or um automorfismo de H1k+I pam algum r:::; k. 
Se u é uma palavra nos geradores de lFk+1 cuja forma 7W7'mal é v, então o resultado de 
aplicar o processo de coleta à palavra uar é a palmH:a ar(v()r)· 
Den1onstração: Se u = v ou se na coleta de uar, u é coletado na forma normal antes 
da coleta de qualquer subpalavra envolvendo ar, então o resultado segue imediatamente 
da definição de Br (pois vOr é a palavra normal tal que ar( ver) é o resultado de coletar-se 
a palavra var que, por sua vez, é o resultado de coletar-se var coletando-se u antes de 
qualquer subpalvra envolvendo ar). 
:n 
r--------,~--~~-,-·.·-~: --~, 
t 4t I f·,~ • ~. ~. ~: '""" ll ~ 
~ ! 
Em geral, temos dois tipos de subpalavras minimais não normais a consid<~r<tr 
1. palavras da forma apar para algum p > k e 
11. palavras que envolvem só geradores de lVk+I· 
Suponha que, num estado intermediário do processo de coleta, temos uma palavra 
da forma w1arw2, onde w 1 , w 2 são palavras em ak+ 1 , ak+ 2 , •.• , an-
Se uma seqüência.de coletas de subpalavras minimais não normais do segundo tipo é 
aplicado a w1arw2, obtemos uma palavra da forma v1arv2, onde v1 = w1 e v2 = w2 como 
elementos do grupo Wk+1 • Por outro lado, se uma subpalavra do primeiro tipo, digamos 
apar, é coletada, entã.o ela é substituída por ar(apOr)· Assim, se as subpalavras da forma 
apar coletadas durante o processo todo são, em seqüência 
então am ... ajai = v como elemento de 1Vk+1 e essas subpalavras são substituídas sucessi-
vamente por ar(a;Or), ... ,ar(amOr)· Assim o resultado no fim do processo é arw onde w é 
uma palavra normal em H'k+ 1 , igual a (amOr) ..... ( ajO r).( a;Or ). Mas O r é um automorfismo 
de 1Vk+1 e, portanto, 
Segue-se assim que o resultado de coletar uar é ar(vOr)· 
• 
Lema 2. 2.10: Seja Hlk+I um grupo e seya aiaj ... ar uma palavra normal com i :::; j 
:::; ... :::; r :::; k. Suponha que 0;, Oj, ... , Or ajam como automorfismos sobre H'k+t e seya 
u uma palavra nos geradores de H'k+I cuja forma normal é 'l'. Então, se o processo de 
coleta é aplicado a 1ta;aj ... an obtemos a;aj ... ar~vO;Oj ... Or)· 
Demonstração: A demonstração segue o mesmo raciocínio da do lema anterior. 
Seja apa;, aqa;, ... , a5 a; a seqüência de palavras não normais minimais envolvendo a;, 
que são coletadas no processo todo de coletar a;. Então as ... aqa11 = v e o resultado de 
coletar a; é a;w, onde w é o resultado de coletar 
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Mas vO; é a palavra normal correspondente a (a,O;) ... (aq01)(a1,0,). Indutivamente 
temos que ai ... ar( vO;Oj ... Or) é o resultado de coletar 
Conseqüentemente, o resultado de coletar 1w;aj ... o r é a1aj ... ar( vO;Oj ... Or ). 
• 
Lema 2.2.11: Seja \fk+l um g1·upo e seja a;aj ... atar uma palavra normal com i ::=; j 
::; ... ~ t ~r~ k. Suponha que 0;, oj, ... , ot ajam como automorfismos sob7·e lVk+I e que 
()r aja como um automorfismo de lfls+I para algum s > k. Então, se o processo de coleta 
é aplicado a asaiaj ... atar, obtemos aiaj ... ataru, onde u é a palavra normal em wk+1 
igual a 
Demonstração: Como nas demonstrações dos lemas anteriores, vemos que, se 
a5 aiaj ... a1ar é coletada, obtemos a;aj ... a1v, onde v é o resultado de coletar uma pala-
vra da forma a5 ap ... aqar, com p, ... , q > s e a 5 aP ... aq = a5 ()J)j ... ()t como elemento de 
H1k+I· 
Porém, na coleta de a5 aP ... aqar, a última subpalavra minimal nao normal envol-
vendo ar a ser coletada é sempre a5 ar. Assim, o resultado da coleta de asap ... aqas é 0 5 ll, 
onde 
ll as()r . (ap ... aq)Or = 0 5 01 • • (a; 1 (as0i()j ... Ot))Or 
a;1 • ( as()i()j ... Ot) 
Podemos agora completar a nossa tripla indução. A nossa hipótese consiste de 
1) Supor que H!k+I é um grupo para algum /,, 1 ::; k < 11 
• 
2) Supor que 01 , ••. ,0r_1 agem como automorfismos sobre n·k+l para algum r. d < 
r~ k. 
3) Supor que Or age como automorfismo sobn· lV,+t para algum .~. k + 1 < .~ ::; 71. 
Mostraremos então que Or age como um automorfismo sobre lV~. 
De fato, como r > d, ar tem uma definição da forma 
ou uma definição da forma 
Suponhamos que a definição de ar seja da primeira forma. Mostraremos que Or age 
como 
(() () ()n(j+1) (}e>(r-1))-1 () (} k j j+1 · · · r-1 j k 
)bre W 8 • Como pela hipótese de indução, 01 , ••• , Or_ 1 são todos automorfismos de Ws, 
' prova que Or também é um automorfismo de H's· 
Seja </Y = ()k()j()j+1 · .. ()r-1· 
É claro que Or age como </J- 1 ()j()k sobre ll'n, pois em ambos os casos a ação é igual à 
identidade sobre vVn. 
Suponhamos então que ()r age como </Y- 10j()k sobre ll's+1 . 
Agora, se a~(s) ... a~(n) é uma palavra normal em lVs, então 
e assim, é suficiente mostrar que 
(1) 
(pois, pela suposição (1), temos que ai()r = ai</J- 10j()k para i> s). Mas 1..~ ~de, portanto, 
Agora, 
E também, pelo lema 2.2.11 
( 
o(j+I) o(r-1) ) 
as. aJJLj(lj+I ... ar- I Or 
e>(j+I) <>(r-1) 
akajaj+I ... a,._ 1 aru 
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onde u = a&Or . (a_;- 1 • as<P)Or como elemento d(' lV8 • 
Assim 
Mas ( a_;- 1 .as<P) E lVs+h já que, como vimos na proYa elo kma 2.2.11. o 5 0 = a,o 1, ••• a 7 
como elemento de H'k+ 1 , com p, ... , q > s, e desta forma 
Segue-se então que 
e conseqüentemente 
' r:omo quenamos. 
( a; 1 .a5 </; )</;- 10j0k 
a;1 </;-10j()k. asojok 
A prova é análoga se a definição de ar é da forma 
Isto completa a demonstração de que as condições de associatividade de \\'amsley 
k :::; d implicam que H' é um grupo e conseqüentemente estabelecem um critério para 
testar consistência. 
2.3 Processo de Redução 




[aj, a;] = IJ af(i,j.l) , i < j 
l=j+J 
onde pé um primo e o:( i, l), o(i,j, l) E {0, L ... . p- 1 }. 
• 
Denotaremos esta apresentação por (n;p. o) e ao grupo apresentado por ela 
<n;p,o:>. 
Como já VImos antes, todo elemento de < 11; p, o > pode ser escrit 0 como uma 
n 
palavra normal nos geradores, i.e., na forma f. := TI af(l) com f.(/) E {0, 1, ... , p- 1} (veja 
1=1 
processo de coleta). Por outro lado, sabemos também que, embora o conjunto dessas 
palavras normais tenha pn elementos, a ordem de < n; p, o > pode ser menor do que pn 
(veja consistência). 








Observe que cada palavra em Tn tem exatamente duas subpalavras mimmats nao 
normais que se sobrepõem. Assim, cada palavra em Tn pode ser escrita de maneira única 
na forma f.ry( com Ç, 77 e (palavras normais não vazias e f.TJ, ry( não normais minimais. 
Por último, notemos que o critério de consistência estabelecido através das condições 
de associatividade de \Vamsley pode ser reformulado assim: 
A apresentação ( n; p, o) é consistente, isto é, < n; p, o > tem ordem pn se, e somente se, 
para cada palavra Çry( E Tn, tem-se ((Çry)() = (Ç(ry()) (onde (w) denota a palavra normal resul-
tante da coleta de w). Portanto, se (n;p,o) não for consistente, então alguma dessas palavras 
será coletada em duas palavras normais diferc:ntes. 
Apresentaremos agora um procedimento básico, chamado n:duçâo, que a partir de 
uma apresentação por potências e comutadores (n;p. o) e um par p, 11 de palavras normais 
diferentes, produz um subconjunto, B, do conjunto { a1 , ••• , an} com n - 1 elementos e 
uma apresentação por potências e comutadores com B como conjunto de geradores para 
o grupo definido por (n;p, o) e ll = 11. 
Quando as palavras p e v pro\"êm da coleta de uma pala\Ta em Tn, o grupo definido 
pela apresentação resultante é claramente isomorfo a < n; p, o >. Iterando o processo, 
obtemos uma apresentação consistente para < n; p, o >. 
Não descreveremos aqui o processo de redução em geral. já que o usaremos somente 
no caso em que 11 e v são palavras obviamente centrais e de ordem p (dizemos que a 
38 
palavra normal f. é obviamente centml c de ordem p se, para todo g('rador a1 que aparece 
em f., i.e., f.(/) f= O, todas as relações em (n; p, o) com a1 no lado esquerdo têm a palana 
vazia no lado direito). 
O processo de redução: 
Seja G o grupo ddinido por (n;p,a) e fl =v, onde fl e v são duas palavras normais 
diferentes e são obviamente centrais e de ordem p. 
Como fl e v são diferentes, seja k o maior inteiro positivo tal que fl( k) =J. v( k ). 
Para cada l, seja a seguinte congruência linear: 
(fl(k)- 1J(k))x _ ll(l)- p(l)(modp) . (2.3.1) 
Como O~ 1J(l), p(l) < p, temos que IPU~)-I;(k)l < p e assim mdc(p(k)-1/(k),p) = 1. 
Portanto (1J(l)- p(l)) é múltiplo do mdc(Jl(/.~)- z;(l~),p) e dessa forma concluímos que a 
congruência (2.3.1) tem solução. 
Seja n(l) o menor inteiro não negativo, solução da congruência (2.3.1 ). Agora, como 
k é o maior inteiro positivo tal que p( k) =J. 1J( k), temos que 
k-1 n 
fl 
II p(/) ,,(k) 




II v(/) v(k) 
a 1 . ak II J.L( I) ai 
1=1 l=k+1 
Logo, p = 1/ pode ser escrito na seguinte forma 
k-1 k-1 
II J.L(I) p(k) II v(/) v(k) ai • ak = ai . ak 
1=1 1=1 
Como p e 1/ são palavras obviamente centrais e de ordem p, temos que cada ail com 
p(l) =J. O ou v(l) =J. O, é central e de ordem p. Logo, a identidade acima é equivalente a 
1.--1 
J.L(k)-v(k) II v(l)-p(l) 
ak = ai 
1=1 




k-1 ) (11(1;)-v(k)) 
rr n(/) ai 
1=1 
k-1 
rr 11(/)(li(k)-1/(1.)) (li 
1=1 
k-1 
rr v(/)-11(/) l'(k}-1/(k) at = ok . 
1=1 
Desta forma, temos p_rovado que J1 = 11 é equivalente à condição 




o:'( i,j, l) 
e O < 
k-1 
rr n(/) ak = a 1 . 
1=1 
o:( i, l) + n(l)o:(i, k)(modp) 
o:(i,j,l) + n(l)o:(i,j,k)(modp) 
o:'( i,!); o:'(i,jll) < p. 
1) G é definido por (n;p,o:') e (2.:3.2). 
2) o:'( i, k) = o:'(i,j, k) =O, Vi,j, pois n(k) é tal que 
n(k)(J1(k)- v(k)) 11(k)- J1(k)(modp) , 
(2.3.2) 
logo, como J1(k)- v(k) =/=. O(modp), temos que (n(l,~) + 1- O(modp) e assim o:'(i,k) = 
(1 + n(k))(o:(i, k))(modp) e O:::; o:'( i,/,.~) < p implicam o'( i, k) =O. Analogamente temos 
o:'(i,j, k) =O, Vi,j. 
Assim, o gerador ak só aparece no lado esquerdo das relações de ( n; p, o:') e neste 
caso a relação é uma conseqüência de (2.3.2) e relações que não enYolvem ak. 
Portanto, a apresentação obtida de (n; p, o'), tirando-se ak do conjunto gerador e 
todas as relações que o envolvem, é uma apresentação por potências e comutadores para 
G com n - 1 geradores. 
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2.4 Apresentações ponderadas por potências e co-
mutadores 
Definição 2.4.1: Uma apresentação por potências e comutadores como foi dada na de-
finição 2.1.1 será dita ponderada se: 
1 - Algumas das suas relações são chamadas definições, e 
2 - Admite uma função peso"'-' de { a1, ... , an} no conjunto dos inteiros positivos tal que: 
b) para cada ak com w( ak) > 1 existe exatamente uma definição cujo lado direito é 
c) Se a definição de ak é af =: ab então , .. .:(ak) = w(a;) + 1. 
d) Se a definição de ak é [aj, a;] =: ak, então w( ak) = w( ai)+ w( aj ). 
e) Se o:( i, I!) #- O, então w( a c) ~ w( a;) + 1. 
Se o:(i,j,l!) #-O, então w(ac) ~ w(ai) +w(aj)· o 
Proposição 2.4.2: Todo p-g1·upo finito tern uma apresentação ponderada po1· potências 
e comutadores. 
Demonstração: Seja G um p-grupo finito com série p-central inferior 
G = Po(G) > P1(G) > P2(G) > ... > Pc-dG') > Pc(G') = {1}. 
onde Pi+l (G) = Pi(G)P[Pi(G'), G] para i= O, 1, ... c- 1. 
Vamos construir uma apresentação ponderada por potências e comutadores para 
G. Primeiramente observe que P0 ( G)/ P 1 ( G') ( = cifc,) é um p-grupo abeliano elementar. 
Suponha que este tenha ordem pr 1 e escolha elementos o1• a2, .... o,. 1 tais que 
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Note que Pt(G) = GPG' é o subgrupo de Frattini de G, então a 1, ••. ,ar1 formam 
um conjunto gerador mínima] para G. (Teorema 1 .. 5.8). 
Diremos então, que w(at) = w(a 2 ) = ... = w(aTJ) = 1. 
Pt(G) 
Agora, Pt(G)I P2(G) = Pt(G)P[Pt(G), G] é também um p-grupo abeliano elementar, 
de ordem pr2 , e P1 ( G) I P2 ( G) é gerado por 
Escolha, a partir deste conjunto gerador, uma base 
xi2)P2 (G), x~2)P2 (G), ..... r~;)P2 (G) para Pt(G) I Pz(G) onde 
x~2 )' ••• ':r~;) E {ar; [aj, a;] I 1 :s; i :s; 1"t e 1 :s; i < j :s; rt} 
Portanto diremos que w(xi2)) = w(.r~2 )) = ... = u..•(x~;)) = 2. 
Agora suponha que já. encontramos elementos: 
(2) (2) (d-1) (d-1) (d-1) . 
a 1 , a 2 , ... , aTJ, x 1 , •.. , xr2 , ••• , x1 , x2 , •.. , xrd_ 1 ta1s que: 
a1Pt(G),a2P1 (G), ... ,aTJP1 (G) formam uma. base para P0 (G)IP1(G) e 
w(at) = w(a2) = ... = w(ar 1 ) = 1; 
xi2)P2 (G),x~2)P2 (G), ... ,x~;lp2 (G) formam uma base para P1(G)IP2(G) e 
w(x~2)) = w(x~2)) = ... = w(x~;)) = 2; 
(t-l)p (G) (t-l)p (G) (t-t)p (C') for·111arn uma X1 t-1 ,x2 t-1 , ... ,xr,_1 t-1 , base para. 
Pt-2( G)l Pt-d G) e w(:dt-1)) = w(.r~t-l)) = ... = w(.r~;:=;)) = t- 1. 
Sabemos então que P1_t(G)IP1(G) é gerado por elementos elo seguinte conjunto: 
Escolha a partir deste conjunto gerador uma base 
42 
Observação: Neste processo, se w(yk) = À > 1. enleio !/1: tem uma dcfiniçâo 
Yk = yf com w(yi) = À - 1 ou 
Yk = [yj,yi] com w(yj) =À- 1, w(y;) = 1 e i< j o 
Assim, se assumii·mos que JGJ = pn, o processo anterior nos fornece um conjunto 
gerador para G, { a 1, a 2, ... , an}, com as condições: 
(1) Pt(G) =< ak/w(ak) > z >, que é equivalente a dizer que P1(G) 
{af 1 a~2 ••• a~"/0:::; O:j < p,o:j =O se w(aj) <i}. 
(2) Sew(a;) = t então a; E P1(G), logo af E P1+t(G) e portanto, af = afl~,i+l) .. . a~(i,nl, 
onde o:(i,j) =O se w(aj) < t + 1. 
(3) Se 1 :::; i < j :::; n então [aj, a;] 
w(ak) < w(aj) + w(a;). 
aj~tj+l) ... a~(i,j,n), onde f](i,j,k) O se 
RPsumindo, se tivermos um p-grupo G, tal que JGJ = pn, é possível encontrar um 
cor;nnto gerador { a 1 , a2, ... , an} para G satisfazendo as relações: 
p = <;>(i,i+l) a(i,i+2) a(i,n) 1 < · < a, at+l at+2 ... an ' - z - n 
[aj, a;] = aj~/j+l) ... a~(i,j,n), 1 :Si < j :S n 
e satisfazendo ainda as condições de peso 
(onde r = número mínimo de geradores para G), logo, pela observação anterior, temos 
que n - r das relações são definições do tipo: 
af com w(ai:)=u..•(a;)+l 
[a;, a;] com ,_,_,(ai:) = u..•( a,) + ú.-'( a j) 
e finalmente, segue-se de (2) e (3) acima, que 
se o:( i, t) i= O, então w(od 2 w-(a;) + 1 e 
se o:(i,j,C) #O, então u..•(ar) 2 ;..,•(a;) +• .... :(aJ). 
Temos construindo assim, uma aprcscnt.aç;'io ponderada por poti·ncias e comutadores 
para G. 
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Denotaremos ( n; p, a; w) à apresentação ponderada por potências e comutadores 
(n;p,a) com peso w e denotaremos< n;p,o;w >ao grupo definido por ela. 
Proposição 2.4.3: w(an) é a p-elasse de< n; p, o.; w >. 
Demonstração: Seja G =< n;p,o;w >. Provaremos que Pk(G) é gerado por todos os 
ak de peso maior ou igual a h + 1. 
De fato, se h = O é claro, pois P0( G) = G =< akjw(ak) ~ 1 >=< a1 ... an >. 
Seja h~ 1. 
Suponhamos que P1(G) =< acfw(ae ~ t + 1 >, V 1 :S t :S h- 1. Em conseqüência 
Ph ( G) é gerado por: 
{af; [ac,a;] / w(ac) ~h, a; arbitrário} 
e assim, segue da definição da. função peso que Ph(G) :S < ak/u.,•(ak) ~h+ 1 >. Recipro-
;.;a.mente, se w(ak) ~ k + 1 > 1, então a definição de ak é ak :=ar, com w(ak) = w(ai) + 1, 
ou ak := [aj,a;] com w(ak) = w(a;) + w(aj)· No primeiro caso, w(a;) = w(ak)- 1, 
logo w(a;) ~ h e assim, pela hipótese indutiva temos que a; E Ph_ 1(G), seguindo-
se então que ak = ar E Ph(G). No segundo caso, suponhamos que w(a;) = m com 
1 ~ m ~ h, logo w(aj) = w(!t·)- m ~ h+ 1 - m. como 1 ~ 1n, h+ 1-m ~ h, temos 
pela hipótese indutiva, que a; E Pm_1 (G) e ai E Ph-m(G) e desta forma, temos que 
[aj,ai] E [Ph-m(G),Pm-I(G)]. Assim, pela propriedade 1.4.9, temos que [aj,a;] E Ph(G), 
concluindo-se então, que< ak/w(ak) ~h+ 1 >Ç Ph(G). 
Dado G =< n;p,o;w >,sabemos então que 
Seja c= u..•( an ). Assim. 
< ak/w(ak) ~c+ 1 >=< ak/u.,•(a~.:) ~ ..... ·(an) + 1 >= {1} 
< aJ.:/w(ak) ~c>=< aJ.-/(.J.,•(aJ.:) ~ u..·(a,) >=< 071 >i- {1} 
Portanto, a p-elasse de G é c= w(an)· 
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Observação 2.4.4: Pode acontecer que uma dada a1n·esentação JJ07' potências e comuta-
dores para um grupo G, não admita uma função peso sobre os seus geradores 110 sentido 
da definição 2.4.1. 
Seja, por exemp/9, o grupo G dado pela seguinte apr[sentaçiio: 
G =< a, b, c, d / a 2 = de, b2 = d, [b, a] = d, [b, a] = [c, a] = [d, a] = 1 
[c, b] = [d, b] = [d, c] = 1, c2 = d2 = 1 > 
É claro que esta é uma apresentação por potências e comutadores para G', mas o ge-
rador c não aparece isolado como membm dinito de nenhunw das suas relações, portanto 
não admite uma ponderação no sentido da definição 2.4.1. 
Para obter a partir dela uma apresentação pondemda observemos que c E P1 ( G) 
e P1 ( G)/ P2( G) é gemdo por { cdP2( G), dP2( G)} tanto como por { cP2( G), dP2( G)} de 
modo que podemos i1·ocar c po1· c' = cd no conjunto inicial de geradores, obtendo assim a 
seguinte apresentação: 
< a,b,c',d / a 2 =c', b2 = d, [b,a] =[c', a]= [d,a] = 1, 
na qual a função peso w 
w(c') = w(d) = 2. 
[c',b] = [d,b] = [d,c'] = 1, c'2 = 1, d2 = 1 > 
{a,b,c',d} --t {1,2} está dada por "'-'(a)= w(b) 
2.5 O algoritmo do quociente nilpotente 
1 e 
o 
Como já adiantamos no início deste capítulo, o objetivo do algoritmo do quociente 
nilpotente, NQA, é, dado um grupo G finitamente apresentado e um primo p, construir 
uma apresentação consistente por potências e comutadores para o maior p-quociente finito 
de G. 
Para isso, dado G, o algoritmo trabalha com a série p-central inferior de G: 
G 
onde 
Po(G) > P1(G) > ... > P;(G) > P;+I(G) > ... 
Pj+I(G) = (Pj(G'))P[Pj(G),G) 
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determinando uma apresentação consistente por potências e comu t ador('s para cada quo-
ciente GIPi(G),i = 1,2, .... 
Note que pela propriedade 1.4.4, sabemos que G I Pi( G) <~ um p-grupo finito e é claro 
que desta forma será achado o maior p-quociente finito de G. De fato, se G f.\' é um 
p-quociente finito de G, temos então que a série p-central inferior de G f N termina em N, 
portanto existe c' tal que 
Pc'(GIN) > Pc'+I(GIN) = N, 
logo Pc'+I(G) ~ N e assim IGIPc'+I(G)I2: IGINI. 
Antes de descrever o algoritmo, vejamos a seguinte definição: 
Definição 2.5.1: Seja H um grupo. O grupo H* é dito o p-recobrimento de H se 
1 - H* tem um subgrupo Z ~ Z(H*), Z abeliano elementar e tal que H"' IZ ~H. 
2- Se fJ é um grupo qualquer tal que Z < Z(H) é abeliano elementar e 
fJ I Z -::::: H, então fJ é uma imagem homomórfica de H*, isto é, existe um epi-
morfismo e : H* -H H. o 
O algoritmo: 
Seja G um grupo dado pela seguinte apresentação finita: 
G = < X}' ... ':r m I 1'J = 1' ... ' 1'n = n > n' 7n E ffil 
G 
com 
a sua série p-central inferior. 
P0 ( G) > P1 ( G) > ... > P; ( G) > ... 
Pi+d G) = (P;( G) )l'[Pi( G), G] 
Sabemos que G I P 1 ( G) é o maior p-quociente abeliano elementar. logo tem uma 
apresentação consistente por potências e comutadores: 
GIP1(G) =< a 1, ... ,ad I af = l,[aj,ai] = 1 ,1 ~i< j :S d >. 
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onde ah · .. , ad são escolhidos, independentes módulo o subgrupo de Frat tini d<· G. dentre 
os geradores XI, •.• , Xm de apresentação dada para G. 
(Note então que os x; 's restantes são geradores supérfluos na geração de (,' <' então 
podem ser escritos em termos dos a;'s.) 
Suponha agora ter uma apresentação consistente por potências c comutadores para 
G' I P;( G), digamos 
onde n - d das relações expressam os aj, d < j ::; n em termos de potências e ou 
comutadores dos a; com 1 ::; i ::; d. Estas relações são chamadas de definições. 
Queremos então construir uma apresentação consistente por potências e comutadores 
para G I P;+ 1 ( G). No temos que 
P;( G)l Pi+I ( G) é abeliano elementar e P,7cf0J>:~~b) ~ G I P;( G) logo, segue da definição, 
que GIP;+1(G) é uma imagem homomórfica do p-recobrimento de G'IP;(G). 
Assim, o primeiro passo na construção de G I Pi+I ( G) é calcular uma apresentação 
para o p-recobrimento de G I P;( G). Uma tal apresentação é obtida modificando todas as 
··elações acima que não são definições módulo novos geradores centrais e de ordem p. Isto 
\ uma apresentação para ( G I P; ( G) )* é dada por 
geradores: 
relações: 
a}, ••• l ad+ n(n+I) 
2 
1- As n - d definições na apresentação para G I P; ( G). 
2- d + n(~-l) ( = n(nz+I) - (n- d)) da forma Uk = Vkak para 
k E {n + 1, ... , d + n(n2+I) }, onde tlk = vk é uma relação 
na apresentação para G I P; ( G) que não é uma definição. 
:3- As que especificam an+I· ... ,ad+"i"+Il como elementos 
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centrais e de ordem p. 
As relações dos dois primeiros tipos são chamadas definições. 
Como a apresentação dada para G I P; ( G) é consistente. se alguma das condições 
de \Vamsley não for satisfeita nesta apresentação para o seu p-recobrimento, a pala\Ta 
normal resultante da palavra teste em questão é obviamente ccnt ral e de ordem p. Assim 
a redução descrita antes pode ser usada para obter uma apresentação consistente por 
potências e comutadores com n* geradores ( n ::; n* ::; d + n(n2+
1)) c n· - d definições. 
Agora para obter uma a.prescntaçiio consistc·ntP por poti·ncias e comutadores para 
G/Pi+I(G) basta introduzir na. apresentação para o ]J·recobrimcnto, (G'/P,(G')t, de 
G / Pi ( G) as relações de G (note que para isso será necesséÍrio reescrever tais relações 
em termos dos geradores essenciais oi,- __ ,aJ), essas relações são então coletadas e possi-
velmente nos levarão a novas elirninações. 
2.6 Um Exe.mplo 
Seja G o seguinte grupo finitamente apresentado: 
com p primo ímpar. 
Note que G é um grupo não abeliano ([ai, a2] 
ordem p4 (de fato, I < ai > I = p3, I < a2 > I = P e 
af # 1) de 
· f I <=> 1 <=> 2 O < < p3 e logo todo elemento de G pode ser escnto na orma norma ai a 2 com a1 
O::; a2 < p e portanto IGJ = p4 .) 
Usaremos então o NQA para apresentar G segundo uma apresentação consistente 
por potências e comutadores. 




Sabemos que G I P1 ( G) é o maior 71-grupo quo\iente abeliano elementar d(' G. lima 
apresentação consistente por potências e comutadores para Gl P1 ( G) <~ dada por 
Note que nesta apresentação não há. definições (n = d = 2), logo. para obter uma 
apresentação para o p-recobrimento ( G I Pt( G) )*de G I P1 ( G) é preciso modificar cada uma 
das relações acima módulo novos geradores centrais de ordem p. Assim, uma apresentação 
para ( G I P1 ( G) )* é a seguinte: 
a P - aP - c1P - 1 3- 4- s-' 
[a3, a1] = [a3, a2] = [a4, at] = 1 , 
[a4, a2] = [as, a1] = [as, a2] = 1 > 
Uma simples ava.liação das condições de \Vamsley mostra que esta é uma apresentação 
consistente. 
Agora introduzindo as relações de G temos 
3 
• ai = 1 que é compatível com as relações acima, pois ai = a3 e a~= 1. 
p 1 . 1" 1 . p 
• a2 = que 1111p tca a4 = , pOis a2 = a4. 
a2 I+p2 . 1" . [ ] 
• a1 = a1 que 1mp 1ca as = 1, pOis a1, a2 1 e, por outra parte, 
[ab a2J = a51 • 
Assim, eliminando a4 e as obtemos uma apresentação consistente por potências e 
comutadores para G I P2 ( G) 
Calculemos agora uma apresentação consistente por potências e comutadores para 
G I P3 ( G). Para isto calcularemos primeiro uma apresentação para o p-recobrimento, 
( G I P2 ( G) )*, de G I P2 ( G) modificando novamente as relações acima que não são definições 
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módulo novos geradores centrais e de ordem p, obt Plldo assim 
r- P P 0 1 - a3, al = a4, a3 = a.5, 
a~ = a~ = a~ = a~ = a~ = 1, 
4 :S j :S 8, 1 :S i :S j - 1 > 
Avaliando agora as condições de associatividade de \Vamsley, temos 
(a1a2[a2, a1])a~-l = a1a2a6a~- 1 = a 1 a 2a~- 1 a6 
p-1 p-1 p p 
a 1a 1 a2a6 a6 = a1a2a6 = a3a2 = a2a3a8 logo a 8 = 1 
aza3 
enquanto as outras condições sao compatíveis com as relações aoma e, portanto, uma 
apresentação consistente por potências e comutadores para ( G I P2 ( G) )* e dada por 
a~= 1, [a 2,a1] = a6, [aj,ai] = 1, 
3 :S j s; 6, 1 s; i s; j - 1 > . 
Introduzindo agora as relações de G, temos 
3 
• a~ = 1 que é compatível com as relações acima, pois a~ = a3, a~ = a5 e af = 1. 
p 1 . 1. 1 . p 
• a 2 = que nnp 1ca a4 = , pms a 2 = a4 • 
E assim, uma apresentação consistente por potências e comutadores para G I P3 ( G) 
é dada por 
Glp (G) < I rl]I.> p ( p r ( p 1 3 7 = ai' a2, a3. Os ,, = a3. az = as. 13 = <~.s. l.s = . 
[a 2, ai]= a~- 1 , [a3.c11] = [a3, a2] = 1, 
[a 5 , ai] = [a.s. az] = 1 > 
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Como sabemos que P3 (G) = {1 }, temos que Gf P3 (G) ~ G c, portanto, uma apre-
sentação consistente por potências e comutadores para G é a seguinte: 
G =< a1, a2, a3, a4 / ai = a3, a~ = 1, a~ = a4, a~ = 1, 
[o2, ai] = a~;-J. [a3, ai]= [a3, a2] = 1, 
[a,~,ai] = [a,~,a2] = 1 > . 
.jl 
Capítulo 3 
Algoritmo para geração de p-grupos· 
Num artigo de 1977, M.F. Newman deu a descrição teórica de um algoritmo que 
pode ser usado para gerar descrições de p-grupos finitos. A teoria e implementação desse 
algoritmo, agora conhecido como algoritmo para geração de p-grupos, são descritos por E. 
O'Brien em O'BRIEN [12]. 
Neste capítulo estudamos os aspectos teóricos bem como certos detalhes da imple-
mentação desse algoritmo. Na seção 3.3 damos um exemplo de aplicação do mesmo, 
calculando manualmente os 2-grupos 2-gerados de ordem :::; 24 • 
Dada uma apresentação finita para G e um primo p, o N.Q.A. constrói, como vimos 
no capítulo anterior, uma apresentação consistente por potências e comutadores para o 
maior p-quociente finito de G. O algoritmo para geração de p-grupos desenvolvido por 
O'Brien é baseado no N.Q.A. e calcula apresentações para extensões particulares de um 
p-grupo finito, chamadas de descendentes imediatos. 
3.1 Aspectos teóricos do Algoritmo 
No que segue, G sempre denotará um p-grupo finito, d-gcrado, de p-clas<oc c e 
G = P0 (G) > P1(G) > ... > Pc(G) = {1} a sua série p-central inferior. 
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Definição 3.1.1: Um grupo H é um descendente de G se 11 é d-gerado c 0 quociente 
H I Pc(H) é isomorfo a G. Se H é um descendente de G c tem p-elasse c+ 1 diremos que 
H é um descendente imediato de G. o 
Observação 3.1.2: É claro que H = G é um dcscc1ldc11fc do grupo abdiano dunc11far 
G = GIP1 (G) de ordem pd. 
De fato, 
1. Desde que G é um p-grupo finito, temos P1 ( G) = cf;( G) (Proposição 1.5. 7), logo 
o númem mínimo de geradores de H = G e G = G I P1 ( G) coincidem (Teorema 
1.5.8). 
11. A classe de G = G I P1 ( G) é 1 e tem-se 
Logo, H = G é descendente de G = G I P1 ( G). 




1. É claro que GIPj(G) é d-gerado para 1 :S j :S c, uma vez que Pj(G) ::; PI(G) = 
cf;( G). Logo H e G são d-gerados. 
11. A p-elasse de G = G I P;( G) é c = i (pois pela propriedade 1.4.5, temos que 
P; (GIP;(G)) = P;(G)IP;(G) = {1} e P;_ 1 (GIP;(G)) = P;_ 1 (G)IP;(G) =/= {1}). 
E tem-se 
Gl P;+I ( G) 
P; (GIP;+l(G)) 
m. A p-elasse de H = G I P;+1 ( G) é c+ 1 = i+ 1. Logo, G I P;+1 ( G) é descendente 
imediato de G I P;( G), 1 :S i :S c- 1. o 
Com os resultados das obserYaçôes 3.1.1 e 3.1.2, é possh·el calcular G usando um 
método iterativo para calcular descendentes imediatos a partir do grupo abeliano elcnwn-
tar de posto d. 
Já que todo p-grupo pode ser calculado nesta forma, é teoricamente possível obter 
uma lista completa de todos os p-grupos d-gerados. Na prática, é desejável que esta lista 
seja ao mesmo tempo completa e irredudante (i.e., um representante de cada tipo de 
isomorfismo está presente, mas não há. dois elementos na lista tendo o mesmo tipo de 
isomorfismo). 
O seguinte teorema é fundamental para a construção de uma tal lista. 
Teorema 3.1.4: Seja G um p-grupo finito d-gemdo. Então existe um grupo c· d-gerado 
tal que se H é d-gerado e tem um subgrupo central abeliano elementm· Z, com H/ Z =::' G, 
então H é uma imagem homomórfica de G*. 
Demonstração: Seja F o grupo livre de posto d, livremente gerado por a 1, •.• , ad, i.e. 
F=< a11 ... ,ad/ >. 
Seja(): F -H G o epimorfismo natural e R= kerO. Defina R*= RP[R,F] e 
G* =F/ R". Assim, G* é d-gerado, pois R* = RP[R, F] :::; FP F' e,clesde que R~ F, temos 
que R*:::; R. 
Seja H um grupo d-gerado nas condições acima. Desse modo, temos que o homo-
morfismo () pode ser fatorado através de H e o homomorfismo resultante 'ljJ : F -H H 
leva R em Z. 
De fato, observe o seguinte diagrama: 
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Note que O = '1/JTJ, logo (f)O = (f)'I/JTJ, V f E F. Assim, se r E R = ker O, então 
ea = (r)O = ((r)'I/J)TJ e, portanto, (r)'I/J E Z. 
Como Zé abeliano elementar, temos que (RP)'IjJ = ((R)'IjJ )P = ZP = { eH} c, por ser Z 
um subgrupo central de H, temos também que ([R, F])'ljJ = [(R)'IjJ, (F)'I/J] :S [Z, H]= {e H}. 
Deste modo, temos provado que (R*)'I/J = {e H} e, portanto, temos uma injeção de R* em 
ker '1/J. A situação obtida é então 
ker '1/J G* 
F 
ker R* H 
e conseqüentemente, pelo teorema 1.1.9, temos que existe um epimorfismo de G* 
sobre H. Concluímos assim, que H é uma imagem homomórfica de G*. • 
Observação 3.1.5: 
1. Segue-se do teorema acima que todo descendente imediato de G é isomorfo a um 
quociente de G*. 
De jato, se H é descendente imediato de G, temos que a p-elasse de H é c+ 1, logo 
Pc(H) é um subg1·upo abeliano elementar e centml em H, e também H/ Pc(H) ~ G, 
segue-se então, pelo teorema acima, que H é isom01jo a um quociente de G*. 
11. Como a p-elasse de F f R é c, G* tem p-elasse no má:rimo c+ 1. 
De jato, pela pmpriedade 1.4.5, temos 
Além disso, pela propriedade 1.4.7, temos Pc(F) :S R, pois a p-elasse de F/R é c. 
5.5 
Deste modo, temos que Pc(G*) :S R/ R* c portanto 
e conseqú"entemente a p-elasse de c· é no máximo c+ 1. 
o 
Lema 3.1.6: O tipo de isomorfismo de C* depende apenas de C e não do subgrupo R. 
Demonstração: Sejam R1 , R 2 :9 F tais que 
Considere Ri' G'i' Ri' c; como no teorema 3 .1. 4. Seja zl = R d Ri' logo C i I z; ~ cl e 
Z1 é abeliano elementar e central em Ci. Então pelo teorema :3.1.4, podemos concluir que 
Ci é uma imagem homomórfica de G;. Analogamente. c; é uma imagem homomórfica 
d G* . G* "' G* e 1 e assim 1 = 2 . • 
Observação 3.1. 7: Essencialmente, o lema ante1·ior nos di:: que c· depende só de C e 
não da particular apresentação deste grupo com a qual trabalhemos. 
Como já dissemos antes, o nosso objetivo se1·á calcular iterativamente descenden-
tes imediatos a partir do grupo abeliano elementar G f P1 (C) de posto d. Desta forma, é 
claro que os grupos H, dos quais calcularemos respectivos H*, são todos p-grupos finitos 
e portanto têm apresentações por potências e comutadores (proposição 2.1.1 ). Logo, as-
sumiremos daqui em diante que a ap1·esentação dada para C ~ F f R é uma azn·esentação 
por potências e comutado1·es e, portanto, teremos sempre R :S P1(F). O 
A notação estabelecida no teorema 3.1.4 será usada daqui em diante. 
Definição 3.1.8: O grupo C"'= FjR· é chamado ele p-rccobrinanto rh G =F/R. RjR· 
P,(F)W é chamado de p-multiplicador de G e Pc( c;·) = u· é chamado de núcleo ch G. 
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Um subgrupo permissível é um subgrupo .M/ R* de R/ R* que e o núcleo de um 












Dado um grupo G, o primeiro passo no algoritmo de geração é calcular G*. Uma 
exigência importante do algoritmo para a construção de descendentes imediatos de C é 
caracterizar de forma simples os quocientes de c·. o seguinte resultado é significativo 
para tais propósitos: 
Teorema 3.1.9: Um subgrupo 111/ R* é permissível se, e somente se,. e um subgrupo 
próprio do p-mu1tiplicado7' de C que complementa o núcleo. 
Demonstração: 
=?) Seja 111/ R* um subgrupo permissível, i.e., 111/ R* ~ R/ R* é o núcleo de um 
homomorfismo, digamos TI, de F/R* sobre um descendente imediato, H, de C. Como C 
tem p-elasse c e H tem p-elasse c+ 1, é claro que 111 é um subgrupo próprio de R (de fato, 
h ~1- R l k ·TI - R/R* . H ~ c· ~ F/W ~ F/R - C b ·d ) supon a n - , ogo er - e assim - RfR• - RfR• - - T, a sur o . 
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Pela propriedade 1.4. 7, temos que Pc( F) ::; H ( <l<·sde que f{ ~ F c Ff Jl tem 
p-elasse c). Conseqüentemente, .H Pc(F) ::; R. 
Por outro lado, segue do teorema 3.1.4 que ( R)t!• ::; Pc(//) (onde t) : F -+-+ JJ 
é o epimorfismo natural como antes) e, mais ainda, pela propriedade 1.·1.7, temos que 
Pc(H) = Pc(F,P) = Pc(F)'lj;::; R'lj;. Logo, 
(R)'lj; = Pc(H) . 
Mas (R),P = R/111, pois (F),P = H ~ 11g~. ~ ~)~: ~ F/111. Portanto, Pc(H) = 
Pc((F),P) = (Pc(F)),P = Pc(~)M_ Assim R/M = Pc(~JM e então R= Pc(F)M. Logo 
Pc(;Jw ~f. =R/R* e como Pc(;Jw = Pc(F/R*) temos Pc(C*)~I. = R/R*, i.e. MjR• 
complementao núcleo de C. 
-{::::) Reciprocamente, seja 111 I R* < R/ R* tal que Pc( c·)~:. = R/ R*. Assim 
Pcr:;_)M = R/ R* e, portanto, Pc(~)M = R/ 111. Pela propriedade 1.4.5, temos que 
Pc(F/!11) = Pc(~)M = RrM. Seja H = Fj.M, então H é um quociente de F/R*, é d-
gerado (pois !11 ::; R ::; P1 (F) pela observação 3.1.7) e o quociente PcfH) - Pcf}~M) -
~>Z "'F/ R= C. Portanto H é um descendente de C. 
Como Pc(F/!11) = R/111 =f. {1} (pois Ji! <R) e 
p (F/!11 ) = (.!i)P [!i !_] = RP[R, F]1U = R· !11 = {1} 
c+l /11 /11' 111 111 !11 ' 
a p-elasse de F/M é c+ 1. 
Segue-se então que H é um descendente imediato de C e, portanto, 111/ R* é um 
subgrupo permissível. 
• 
Definição 3.1.10: Dado um grupo C, diremos que ele é capaz se tem descendentes ime-
diatos. Caso contrário diremos que G é terminal. o 
Observação 3.1.11: É claro que G é capaz se, e somente se, c· tem p-elasse c+ 1. 
De fato, já vimos que a p-elasse de c· é menor ou igual a c + 1, mas se G 
é capaz, seja H um descendente imediato de C, sabemos tnfno que Pc(H) =f. {1}. 
Logo, se TI : C* --t-t H é o epimorfismo do teorema :3.1.4. f unos que Pc( G*) =f. { 1} 
{{1} =f.. Pc(H) = Pc((C"')II) = (Pc(G"'))ll, pela propriulade 1.-!.5) c. portanto, a p-elasse 
de C* é exatamente c+ 1. o 
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Observação 3.1.12: Se G é capn::, tomando os quocicnlts do grnpo G* pelos seus sub-
grupos permissíveis obtemos uma lista completa dos descr.udenffs imediatos de G. Esta 
lista usualmente contém redundâncias. Pam dimiurí-las, é definida uma 1·claçrio de equi-
valência, digamos"", sobre os subgrupos penniss/reis da seguinte forma 
l\1tf R* "" l\1d R* se, e somente se, F/ 1\11 2::' F /.M2 . 
Assim, tomando quocientes de G* por um 1·epresentante de cada classe de equivalência, 
obtem-se uma lista completa e Í1Tedundante dos descendentes imediatos de G. O 
Na prática, a relação de equivalência acima é útil porque pode ser caracterizada 
usando-se Aut(G) ( o grupo de automorfismos de G). Cada automorfismo a E Aut(G) 
pode ser estendido a a* E Aut( G*). A restrição de o* sobre R/ R* é unicamente determi-
nada por a, e a* induz uma permutação entre os subgrupos permissíveis. Mostraremos 
que as classes de equivalência de subgrupos permissíveis são exatamente as órbitas dos 
subgrupos permissíveis sob a ação destas permutações. 
Para isso, estudemos os seguintes resultados: 
Teorema 3.1.13: Sejam l\1If R* e .M2 / R* subgrupos permissíveis de F/ R*, ambos conti-
dos em R/R* e seja <P um isom01jismo de Fj.M1 em Fj.M2 . 
tal que 
1. (l\1If R*)a* = 111d R* e 
2. A aplicação de F/ 1111 em F/ 1\12 induzida 
por a* coincide com <fy. 





Demonstração: Usando a propriedade 1.4.5 e a hipótese de J\{j R* i = 1, 2 serem 
permissíveis, ternos que 
(já que, se l\1d R* é permissível, temos pelo teorema 3.1.9 que 1\{j R* complementa o 
núcleo e portanto Pc(:r)M = Rj.M e assim Pc(F /M) = R/ Jlf pela propriedade 1.4.5 ). 
Agora, sendo <P um isomorfismo de FjM1 em F/.112 que ]e,·a RjJ\11 em R/ 1\12 , temos 
que <P induz um automorfismo, o, sobre F/ R. 
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Escolha um representante u; E F da classe lateral (aiR)o; logo (aJ()o = u,R. Entào 
defina a* pondo 
(w(aJ, ... ,ad)R*)a* := w(u 1 , ••• ,ud)R*. 
a* está bem definida, pois (R)a =R e R*= RP[R,F] (já que (w(a 1 , •••• ad)R)o 
w(u1, ... ,ud)R portanto w(aJ, ... ,ad) E R implica que w(u1, ... ,ud) E R*; logo se 
w( a 1 , •.• , ad) E R* tem-se que w( ub ... , ud) E R*). 
É claro que a* é ·Um homomorfismo. 
Vejamos agora que a* é sobrejetor. Temos que a é um automorfismo de F j R e 
( a;R)a = u;R, logo F/ R=< u1R, ... , udR > e conseqüentemente 
Como estamos supondo R :S P1(F) (observação 3.1.7), temos RjR· :S P1(FjR*) c assim 
Portanto a* é um automorfismo de F j R*. 
Embora a* não seja univocamente determinada por a, a sua restrição a R/ R* o é. 
De fato, suponha que a;Ra = u;R = u;riR = v;R com r; =/= 1, r; E R. Então temos dois 
automorfismos de F/ R*, a~ e a;, 
a~ w(a1, ... ,ad)R* f---t w(u1, ... ,ud)R* 
a; w( ah ... , ad)R* f---t w( v1, ... , VJ )R* 
Em ambos os casos tem-se (RjR*)o:'[ =R/R*. Logo, se w(a 1 , ••• ,aJ) E R, então 
w( u1 , ••• , ud) E R e w( v1, ... , vd) E R. Mas as palavras em R são produtos de potências 
p-ésimas e comutadores e, já que [vj, v;]R* = [uj, u;]R"' e vf R* = uf R*, segue-se que 
w(u 1 , ••• ,uJ)R* = to(v1, ... ,vJ)R"'. Portanto a restrição o*in;n· é univocamente deter-
minada por a. 
Seja â• essa restrição. 
Se w( a 1 , ... , ad) E .M1 e se ( a;.M1 )<i'>= b;.M2 , então 
w(ah···,ad)R*â· = w(b1 , •••• bJ)R •. 
tc(b1 JU2 , •.. ,bJJ1!2 ) = u·(aJ.UJo ..... od-Hio) 
zc(a1, ... ,ad)iUI<? = J/10 = Jh. 
GO 
Segue-se então que (.l\11 R* )Ô* é um subgrupo de .l\1zf R* e como ambos t<~rn o mesmo 
índice em F/R*, pois Fj.l\11 ~ Fj.l\12 , eles são isomorfos, isto é, (.l\1tfR*)â• = M 2 /R*. 
Desta forma, a* induz um isomorfismo de Fj.l\11 em F/M2 e é claro que (aiA1I)O = 
(aiAf1 )~ para i= 1, ... , d. • 
Lema 3.1.14: Todo automorfismo a de F/ R pode ser estendido a um automorfismo a* 
de F/ R*. A restrição. de a* ao p-multiplicador é univocamente detenninada por a. 
Demonstração: Segue do teorema 3.1.13, onde ambos A1d R* e A12 / R* são escolhidos 
sendo R/R*. • 
Definição 3.1.15: O automorfismo a* é chamado de automorfismo estendido. O 
Lema 3.1.16: Cada automorfismo estendido a*, induz uma permutação dos subgrupos 
permissíveis. 
Demonstração: Como o núcleo, Pc(F/R*), é característico em G* (segue da propriedade 
1.4.6) e o p-multiplicador, R/ R*, é fixado por a*, se A1 /R* é um subgrupo permissível, 
temos 
(M/R*)a*Pc(F/R*) = ((A1/R*)Pc(F/R"'))a* = (R/R*)a* =R/R* 
e .l\1/R* $R/R*, logo (A1/R*)a* $R/R*. 
Logo, segue do teorema 3.1.9 que a imagem de um subgrupo permissível é um sub-
grupo permissível. 
É claro que esta aplicação é 1 -1 e sobrejetora, pois a* é um automorfismo de F/ R*, 
sendo portanto uma permutação dos subgrupos permissíveis. 
• 
Denotemos por a' a permutação de subgrupos permissíveis induzida por a·. Como 
no caso da restrição de a:* ao p-multiplicador, o' depende somente do automorfismo a: 
de G. 
Seja P o grupo de permutações gerado pelas a:* correspondentes aos automorfismos 





P <o:' E Sym(f?)/a E Aut(G) > 
e n {!11/R* I R/R*= Pc(FjR*)Ji1jR* ,!11 $R} 
O teorema seguinte é fundamental na determinação das classes de equivalência de 
subgrupos permissíveis. 
Teorema 3.1.17: As ó1·bitas dos subgrupos permissíveis sob a ação de P são exatamente 
as classes de equivalência de subg1·upos permissíveis. Isto é, !111/ R* "" !112/ R* se, e so-
mente se, !112/ R* = (A1d R*)a', com o:' E P. 
Den1onstração: Sejam A1I/ R* e !112/ R* subgrupos permissíveis na mesma classe de 
ivalência, logo F/!111 ~ F/!112 via o automorfismo o:. Pelo teorema 3.1.4, existe um 
·)morfismo o:* de F/ R* que leva A1d R* em !112/ R* e o:* induz uma permutação a' 
,, , n. 
Assim, (A1tf R*)o:' = !112/ R*, o que mostra que .~1tf R* e !112/ R* estão na mesma 
órbita. 
Reciprocamente, seJam A1tf R* e iU2 / R* subgrupos permiSSIYeis que pertencem 
à mesma órbita sob P. Então existe uma permutação, digamos a', em n tal que 
(A1tf R*)a' = !112/ R*. 
Esta permutação é induzida por um automorfismo, digamos a·, de F/R*. onde 
(!111/ R*)o:* = !112/ R*. Assim, temos 
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Logo Mtf R* e 111d R* pertencem à rncsnw classf' de cqui\·étlê·ucia. 
• 
Assim, uma lista completa e irredundantc dos descendentes imediatos de G (·obtida 
escolhendo um representante de cada órbita de P e construindo o correspondente grupo 
quociente. Cada tal quociente é um representante de um tipo diferente de isomorfismo. 
Como já dissemos, dado um p-grupo G, o algoritmo de geração produz uma lista 
completa e irredundante dos seus descendentes imediatos. 
Para calcular iterativamente os descendentes imediatos de G, o algoritmo requer um 
conjunto gerador para o grupo de automorfismos de cada descendente imediato. A in-
formação dos automorfismos é calculada como parte do algoritmo. 
Definição 3.1.18: Se 111 I R* E n, definimos o estabilizador de JH I R* como o grupo de 
automorfismos SMfR• tal que 
o 
Se Ç E SM;R•, seja Ç* uma extensão de Ç a um automorfismo de F/ R*. Então 
(M/R*)C = (111/R*)Ç' = 111/R*, pois J11jR*::; R/R* e sabemos que a restrição de C a 
R/ R* é univocamente determinada por Ç. 
Assim a restrição de Ç* ao descendente imediato, F/ 111, de C pode ser calculada. 
O grupo de automorfismo de F/ 111 é descrito no seguinte teorema: 
Teorema 3.1.19: Se S consiste das restrições a F/111 de uma extensão C para cada 
autom01jismo Ç em SMfR• e se l' é o grupo de todos os aufomo1jismos de F jl\1 cuja 
restrição a C é a identidade, então 
Aut(Fj1if) = SF . 
Demonstração: Seja /' E Aut(F/Jif). Pelo teorema :3.1.1:3. sabemos que -, induz 
um automorfismo a: E Aut(F/R) que se estende a um n· E Aut(F/R*) tal que 
(111/R*)a:* = !11/R* e o homomorfismo o.· : Fj1H ---+ FjJJ. induzido por o·, coincide 
com1. 
Sabemos que o efeito de o' em 111/R* é o mesmo de n*. Logo 0 E SM/Il"· 
Escolha uma extensão o* E Aut(G*) e tome o automorfismo iuduzido, ô, ~obre Fj.\1. 
Logo â E S. 
Agora, por construção, o* e â têm a mesma ação induzida sobre F f R= G. 
Logo, &-11 induz a identidade em G, pois a· = /, isto é, ô -l9 E \1. 
Portanto, 1 = (â)(&- 1!) E SV e assim Aut(F/111) = SV. 
3.2 Alguns Aspectos da Implementação 
• 
Em toda implementação do algoritmo para geração de p-grupos existe uma divisão 
natural no cálculo de descendentes imediatos de acordo com as suas ordens. 
A implementação que descrevemos calcula descendentes imediatos tendo ordem pn+s 
de um grupo de ordem pn, aqui s é um inteiro positivo chamado tamanho de passo. Os 
descendentes imediatos de ordem pn+s são chamados descendentes imediatos de passos. 
O algoritmo toma como "input" a descrição de um grupo e um conjunto de geradores 
a o seu grupo de automorfismos e produz um conjunto de descrições para os descenden-
t.;s imediatos de determinada ordem. As descrições aqui mencionadas são apresentações 
->istentes por potências e comutadores. 
Seja G um grupo tal que: 
IGI = p\ G ' e d - gerado e a p - classe de G e c. 
Para calcular descendentes imediatos de ordem pn+s, o algoritmo procede da seguinte 
forma: 
1 - Constrói uma apresentação consistente por potências e comutadores para G* e 
determina o núcleo; 
2 - Se a ordem do núcleo é menor que p8 , para; 
3 - Para cada gerador o E Aut( G): 
- Calcula o* o automorfismo estendido; 
- Calcula a' E P C Sym(D) a permutação ele subgrupos permJssn·cJs induzida 
por a*; 
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4- Calcula as órbitas de subgrupos permissíveis sob a aç;io d<' P: 
5 - Para cada órbita 
- Escolhe um representante, "H/ R·; 
- Calcula o estabilizador sli!JR•; 
-Calcula o quociente de G* pelo representante escolhido para obter um descendente 
imediato. 
- Calcula o grupo de automorfismos do descendente imediato. 
No que segue faremos um refinamento dos passos deste algoritmo. 
Construção do p-Recobrimento de G e do Núcleo 
Dada uma apresentação consistente por potências e comutadores para G, utiliza-se o 
procedimento descrito no N.Q.A. para obter uma apresentação consistente por potências 
e comutadores para G*. 
O p-multiplicador, R/ R*, é um grupo abeliano elementar e logo, pode ser visto como 
um espaço vetorial sobre IFP. Assim, seja q = dimFp Rj R"', q será chamado posto de 
R/ R* e é o número mínimo de geradores para R/ R*. Estes geradores, na apresentação 
consistente de G*, são denotados por an+l, ... , an+q· 
Uma característica da implementação é que os geradores do p-multiplicador são in-
troduzidos em ordem descrescente dos pesos e na adição de geradores de mesmo peso, são 
adicionados primeiro aqueles que são definidos por comutadores. 
O núcleo de G pode ser determinado usando o seguinte resultado. 
Lema 3.2.1: O núcleo de G é gerado por [aj, a;] f af onde aj é um gerador de 
peso c, i E {i, ... , d} e i < j. 
Suponhamos que o núcleo tem posto r, onde 1 ~ r ~ q. Como os geradores do 
núcleo tem peso c+ 1, e os geradores são introduzidos em ordem decrescente elos pesos, 
estes geradores são an+l' ... 'an+r· 
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Cálculo de Automorfismos Estendidos 
Dado um conjunto de geradores {o 1 ••.. ,om} para :\ut((:j. cada automorfismo 0 , é 
descrito pela sua ação sobre cada um dos geradores a 1 , ...• lLJ. de G e .-.á o anna::t nados 
os expoentes das imagens de cada um desses gcradons sob a açiio lh cada automorfismo. 
Seja a E {a1, ... ,o:m} C Aut(G). Na seção 3.1, Yimos que a ação de o sobre os 
geradores está descri~a por a;Ro: = u;R para cada i E {1, ... , d}, onde u; é uma palavra 
nos geradores a1, ... , ad. Mais ainda, a ação de um automorfismo estendido, o:*, sobre os 
geradores de G* é dada por a;R"'o:* = u;R* para i E {1, ... , d}. 
Se w(ab ... ,a;_1) =:a; é a definição de a; para i E {d + 1, ... ,n + q}, então de-
finamos o u; correspondente como u; := w( u;, ... , u;_I). Seja v( a1, ... , ad) E R, logo 
v( u1, ... , ud) E R e por definição v( a1, ... , ad)R*o:* := v( u 1, ... , ud)R*. 
Como o:* é um automorfismo e (R/ R* )o:* = R/ R*, então 
com o< 8· < p 
- 1) 
e portanto Un+i = a~;+ 1 ... a~'+q ( modR"') para i E { 1, ... , q}. 
A ação de cada automorfismo estendido sobre o p-multiplicador de G é armazenada 
como uma matriz para facilitar o cálculo das imagens elos subgrupos permissíveis. 
A ação de o:* sobre cada gerador an+i é escrita como um vetor 1 x q cujas entradas 
são os expoentes Ó;j da imagem de an+i por o:*. Os q vetores são armazenados como uma 
matriz q x q. 
Definição 3.2.2: A matriz definida aCJma é dita matriz do autom01jismo o:* e 
denotada Aa•. o 
Um Método para Representar Subgrupos Permissíveis 
Os subgrupos permissíveis para um tamanho de passo fixado s. onde 1 :S s :S r, são 
conhecidos como subg1·upos permissíveis de passo s e o grupo gerado pelas permutações 
induzidas sobre eles será denotado por P. 
Pelo teorema :3.1.9, os subgrupos permJSSJ\'eJs sao aqueles subgrupos do p-
multiplicador tendo ordem pq-s e completando o mícleo. De fato: 
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q = posto de R/ R*, i.e.: IR/ R* I = p'~. 
I F I= n+l e F"' Fjl\1 1\1 P R - R/ 1\1 
Portanto I Rl\f* I= IR/ R* I - q-s Mais ainda: IR/1\11 - p 
N 
logo 
r= posto de R·' I. e.: 
Logo IN n 1\11 = pr-s .e assim I 1\1 I= I 1\1 I R* I= pq-s-(r-s) = pq-r 




Seguindo a notação da álgebra linear, diremos que o posto de um subgrupo de 
ordem pq-s é q- s. 
Assim, os subgrupos permissíveis de passo s são os subespaços de posto q - s que 
complementam o subespaço fixo de posto 7' num espaço ele dimensão q. 
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Observação 3.2.3: Existe uma corrcspondtncia I -I entre os subgrupos permissíveis de 
passo 8 e algumas matrizes s x q escalonadas á esquerda. 
De fato: 
Seja 1\1 I R* um subgrupo penniss{vc/ de passo 8. 
I
N 1111 { an+I' . .. 'an+r}. Sabemos que - n - = pr-s' R· R· 
Defina U = A1 I R* e !{A! f R• = <fi. 
Lembre que o núcleo, N/ R*, tem 
N 111 
logo o posto de R· n R· ér-s. 
base 
Se < U, an+I >=/=· U, defina 1\MfR• = 1\MfR• U { an+I}, U =< U, an+I > e repita o 
proc. :so com cada an+2' ... 'an+r até obter os s elementos de { an+1' ... 'an+r} que junto 
. _ N .A1 IV 
com a mterseçao, -R n -, geram -. 
* R· R· 
Note que, noj-ésimo passo, o subgrupo é< U,an+j >e 1\MfR• = {an+k, ... ,an+k;} 
onde cada kc < j. Se< U,an+j >=/= U cntáo adicionf on+j a 1\.u;R•; se 1l(JO, temos que 
an+j = wa~1+k1 ••• a;1•+k, onde w E 1U /R* c O :::; f,( < p. 
R* 
Definição 3.2.4: O conjunto f{MfR• = { an+k1 , ••• , an+kJ, com cada 
k; :::; r descrito acima é chamado conjunto dejinido1· de 111 I R*. O 
Seja () : : ---+< 1\.\!fR• > a transformação linfar entrt estes espaços vetoriais de 
dimensões q e s respectivamente tal que: 
ondt E,c =O se kc > j: st an+j rf. 1\M/R" 
(Note que se 1 :::; j < r e an+i rf. 1\MfR•, ptla obserwçào ante1·ior, temos que 
an+j = wa;1+k com L4-' E ~~ e k1 , ••• /..·; < j O :::; f,; < p. Agora se r < j :::; q (portanto 
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an+ j rf. ]{ MfR•), temos também que a,.+1· E M < /\. -... 1 u• MfH• ?, ogo a,.+; 
comw EM/R*, O :S Ç; < p) . 
. M 
Assim, temos que ker O = -. R· 
A matriz de O relativa à base {a a } ' t · 1 d · n+1, ... , n+q c uma ma rz:: s X q esca ona a a es-
querda e a submatriz s X r correspondente às r primeiras colunas tem posto s (segue da 
definição). 
Assim, cada subgrupo permissível pode ser identificado com uma matriz s x q, esca-
lonada à esquerda cuja submatriz s x r con'espondente às r primeiras colunas, tem posto 
S. 
Definição 3.2.5: A matriz acima definida é chamada matriz padrão do 
subgrupo permissível 111/ R*. O 
Recípmcamente, dada uma matriz s x q, escalonada à esquuda e cuja submatriz s x r 
C01Tespondente às r primeiras colunas tem postos, esta define uma transformação linear 
de R/ R* (com a sua base usual) num espaço de dimensão s e o núcleo dessa tmnsfonnação 
é um subgrupo permissível de passos. o 
Os subgrupos permissíveis são construídos como núcleos ao invés de imagens pois 
dessa maneira, são representados por matrizes s x q em vez de matrizes ( q - s) x q, já 
que na prática o valor de s é pequeno e gera.lmente menor do que q- s. 
Um conjunto definidor é um subconjunto ordenado de s elementos do conjunto 
{ an+I, ... , an+r} também ordenado. O número de tais subconjuntos é (:). Definamos 
entre os conjuntos definidores, a seguinte relação de ordem, conhecida como ordem lexi-
cográfica. 
Definição 3.2.6: Sejam f( e J(* dois conjuntos definidores, então J( > J{* se existe um 
f E {1, ... ,s} tal que h'c > l,~f. e h~;= h'i para 1 :Si<[. O 
Assim, os conjuntos definidores sao escolhidos na ordem lexicográfica e todos os 
subgrupos permissíveis determinados por um conjunto definidor particular serão também 
ordenados. 
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Para descrever explicitamente as pcrmutaçôes dos subgrupos permissíveis, associa-
remos a cada matriz padrão, e portanto a cada subgrupo permi~sível, uma cliqruta (ou 
rótulo) que estabelecerá essa ordem que mencionamos acima. 
A base de cada subgrupo permissível, consistindo de q - s geradores, é obtida es-
colhendo um conjunto definidor, digamos 1\ = {an+k,, ... ,a 11 +k,}· do conjunto do~ r 
geradores do núcleo. 
Seja an+j E ( { an+I, ... , an+g} -f(). Defina o seguinte elemento hj assim: 
onde para cada anH E f(: 
c,. E <, -J { 
{0,1, ... ,p-s} 
{O} 
se ke < j . 
em outro caso. 
Esses q- s elementos, hj para an
1 
rf. ]{, geram um subgrupo permissível de passo s. 
Considere as matrizes padrões dos subgrupos permissíveis determinadas pelo con-
junto definidor escolhido. Os elementos de ]( determinam as posições daquelas entradas 
da matriz padrão cujos valores são fixos O ou 1 e aquelas cujos valores pertencem ao 
conjunto {0, ... ,p -1}. 
Estas últimas posições são as posições que chama.remos disponíveis. 
O número de posições disponÍ\·eis na linha t de qualquer dessas matrizes é 
q - ke - ( s - f). De fato: 
Seja f( = { an+k1 , ••• , an+kt} um subconjunto ordenado de { an+I, ... , an+g} (base de 
R/ R*) e sejam e : R/ R* -t-t< f( > a transformação linear tal que 
{ 
{O,l, ... ,p-1} se 1..·3- < j 
onde Ç;j E 
{O} em outro caso 
e s a matriz de e relativa à base { an+l' ... 'an+q}. 
Para cada f E {l, ... ,s} sabemos que kt 2:: t. Notemos que s dos elementos que 
aparecem na linha f correspondem a O o 1 pois correspondem às colunas imagens dos 
elementos de K. Agora, seja f< j < k(, tal que On+j rf. !\.logo o expoente de an+kt em 
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(an+j)O é O e é claro que há l.~e- {elementos a,+i rf. K tal que f< j < k1 portanto temos 
que as posições disponíveis na linha f. são q- s - ( kt - f.) = q- l.·l - ( s -{). 
Uma forma de contar o número de subgrupos permissíveis tendo ]{ como conjunto 
definidor é contar o número de posições disponíveis. Assim, o número de subgrupos 
permissíveis determinados por f{ é p·1'(I\) onde 
s 
X(I<) Lq- kr- (s- f.) 1.e., 
(=1 
X(K) = qs- (ÊI.~e)- s(s; 1). 
O número total de subgrupos permissÍYeis, ou equi,·alentemente, o grau, D, do grupo 
de permutações P é: 
D = :Lzl'U\l 
I\ 
Portanto, a etiqueta que associaremos com cada subgrupo permissível é um inteiro positivo 
em {1, ... , D}. 
Seja Af /R* um subgrupo permissível. Seja S = (Çij) a sua matriz padrão e 
f{ = { k1 , ••• , ks} o seu conjunto definidor. A etiqueta para S tem duas componen-
tes. A primeira é: OK = L p.Y(K•), o número de matrizes padrões determinados pelos 
K•<K 
conjuntos definidores que precedem f{ na ordem linear. 
A segunda componente é a posição de S relativa a f{. A função posição é definida 
sobre as posições disponíveis no conjunto {O, ... ,X(I{) -1}. O valor O é assignado à 
posição disponível mais à esquerda da primeira linha da matriz, o valor assignado vai 
crescendo através das posições disponíveis em cada linha. o ,·alor ,1'( J{)- 1 é assignado à 
posição disponível mais à direita na última linha tendo posições disponíveis. 
Seja y(i,j) o valor da função posição para a posição disponível (i,j) em S. r..his 
formalmente, y(i,j) é dada pela seguinte equação: 
t 
y(i,j) = L(q -l.~c- (1- f)) -l{t / j :::-;i:::-; q, n + t rf. K}j. 
f=1 
A etiqueta. L para. S é definida então da seguinte forma: 
s 
L = OI\ +L LçijJly(i,j) + 1 
i=l j 
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onde Ç;j é a entrada (i,j) de S e, para cada i, a segunda soma é sobre os j tais que 
k; < j :::; q e j f/_ ](. 
Para ilustrar esta ordenação elas matrizes padrões suponhamos q = 4, s = 2 e 
vejamos como são ordenadas as matrizes correspondentes ao primeiro conjunto definidor 
(i.e., o conjunto dos dois primeiros geradores ele R/ R*). É claro que tais matrizes tem 4 
posições disponíveis e que as duas primeiras colunas de cada uma são os vetores (~) e (~) 
respectivamente. 
Elas são, na ordem definida acima 
s = (JI2_LQ)· 1 o I o , s = (Ji_!___l_Q)· 2 o I o ' s = (Ji~)· 3 o I o ' ... ' s = (JI p - 1 I o) P o I o 
Sp+3 = (JI~: ~); ... , ( IP- 1 1 o) 52p = I o I o 
..... ' Sp2 = (Jip-11 p-1)· s 2+1- (Ji2_LQ)· o I o 'P - 110' ... ' 
. . . , (IIp- 1 I p- 1) . p-1lp-1 
Cálculo de Permutações 
As etiquetas foram colocadas para facilitar o cálculo das permutações de subgrupos 
permissíveis. 
Seja a E A ut( G), lembre que a ação de a* sobre R/ R* é representada pela matriz 
automorfismo, q x q, Aa• = (8;j), 8;i E {0, ... ,p- 1} i.e., usando notação aditiva: 
q 
an+ia· = "L:8ijan+j 
j=1 
A relação de equivalência definida entre os subgrupos permissíveis fornece uma relação de 
equivalência sobre as matrizes padrão. 
Lembre que um subgrupo permissível ~UI R* é o núcleo de uma aplicação e do 
p-multiplicador no espaço que tem como base o conjunto definidor de !H/ R· e a matriz 
dessa transformação é a matriz padrão, 8. 
Isto é: a* E Aut(F/R*), O: RjR· --+7< A'MfR• >e kerO = JfjR·. 
-·) ,_
Seja a*O: Rljf* -----t< f(M/R• > a composição de a· com O 1wsta ordem. Vejamos 
que ker( a* O) = (R*) (a· )-1 : 
ker( o*O) {.r E R/ R*/ .ro*O =o} 
{.r E R/ R* / .To· E kcr O} 
{ x E R/ R* / :ro • E JU /R*} 
Portanto, ker(a*O) = (111/R*)(a*)- 1 • 
Vejamos agora que a matriz do produto o* O é SA~., de fato: 
Seja an+i um elemento da base de R/ R*, logo: 
( an+io* )O 
q 
q 






L Ó;j LÇcj 0 n+kc 
j=1 t=1 
t( tÇcjÓij) C1n+kc 
í=l J=l 
e note agora que LÇcjÓij é a entrada (C, i) ela matriz (SA~.). 
j=l 
Considere agora a matriz SA~. (s x q). A submatriz s x 7' ele S correspondente às 
r primeiras colunas tem posto s. Como o" é um automorfismo, as r primeiras colunas 
correspondem aos vetores do núcleo, N/ R*, e o núcleo é característico, temos então que 
a submatriz s x 7' de SA~. correspondente às r primeiras colunas tem postos. 
Uma matriz inversível, s x s, corresponcle a um automorfismo ele < J(MfR· > e 
consequentemente não muda o núcleo de (). Portanto o escalonamento ele SA~. produz a 
única matriz padrão de ( 111/ R*)( o·) - 1 . 
É claro que as permutações de subgrupos permissÍ\·eis induzidas pelas inversos dos 
automorfismos o~, ... ,o~l geram o mesmo grupo que oi' ..... o;li. 
Portanto, tome o menor conjunto de matrizes s x q contendo S e fechado para a 
multiplicação à direita por A~., ... , A~ • . O escalonamento das matrizes d<'ste conjunto 
1 L rn 
dá exatamente as matrizes padrões correspondentes aos subgrupos permissíveis na órbita 
de 111/ R*. 
Na prática, calcula-se o produto Aa· 8 1 e a sua transposta é escalonada à es-
querda. A etiqueta da matriz padrão assim obtida é calculada c armazenada. Deste 
modo, a implementação constrói a inversa da permutação induzida pelo automorfismo 
estendido a:*. 
As etiquetas das matrizes que representam subgrupos permissíveis foram arranjadas 
de modo tal que o produto das matrizes pode ser obtido adicionando as colunas da matriz 
automorfismo. 
Se A é uma matriz q x q e v um vetor 1 x q, o produto A(vi, ... ,v9 )t e igual a 
A1 'i-'l + ... + Aqvq onde Ai é a i-ésima coluna de A. 
Vejamos melhor num exemplo. Suponhamos s = 2; p ;f:. 2. 
As matrizes padrões são processadas por ordem crescente das suas etiquetas, assim, o 
primeiro conjunto definidor escolhido é { an+I, an+zl. A matriz padrã.o, S11 correspondente 
ao subgrupo permissível com etiqueta 1 é: 
si = (1oo ... o) 
010 ... o 
O produto ASi = (AI I A2). 
Agora, a matriz padrã.o, S2, correspondente ao subgrupo permissível com etiqueta 2 é: 
s
2 
= (1o1o ... o) 
0100 ... o 
Neste caso, AS~ =(AI+ A3 I A 2), i.e., pode ser obtida somando a coluna A3 à. coluna AI. 
E assim, por exemplo para obter AS~ basta com somar a coluna A3 à soma AI+ A3. 
(De fato S3 = (~~~~:::~) e portanto AS~= (AI+ 2A3 I ih)). 
Cálculo de Descendentes Imediatos e o Respectivo Grupo de 
Automorfismos 
Uma vez escolhido um representante de cada órbita ele subgrupos permissíveis. estes 
são listados na ordem crescente elas suas etiquetas. Esta lista determina a seqüência na 
qual serão produzidos os descendentes imediatos. 
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Discutiremos agora a descriç~•o do grupo de automorfismos rcquf'rido para <t iteração 
do algoritmo. 
Se um descendente imediato for terminal, não precisaremos descrever seu grupo de 
automorfismos, portanto para um melhor aproveitamento da memória, só as descrições 
dos grupos de automorfismos de grupos capazes serão armazenados num arquivo. Assim, 
o p-recobrimento de cada descendente imediato, H, é construído e é determinado o posto 
do seu núcleo. Se H ~ capaz, o grupo de automorfismos de H é calculado segundo o 
teorema 3.1.19. 
A performance da implementação depende fortemente do número de geradores do 
grupo de automorfismos já que cada um deles determina uma permutação que deve ser 
construída e também afeta o tempo gasto no cá.lculo das órbitas. Notemos então que se a 
ação de um automorfismo estendido, o*, é trivial sobre o p-multiplicador, este induz uma 
permutação trivial sobre os subgrupos permissíveis (já que A0 • = ld e logo Aa-.St = St) 
e portanto não tem papel nenhum no cálculo das órbitas de subgrupos permissíveis. 
E importante então leYar em consideração o seguinte resultado: 
Len1a 3.2. 7: As extensões de automorfismos internos de G agem trivialmente sobre o 
p-multiplicador. 
Den1onstração: Pela definição do automorfismo induzido, temos que se aiRo = uiR, 
então a;R* o* = u; R* para i E { 1, ... , d} e, dada w( a1 , ... , ad), uma palavra nos geradores 
essenciais a 1 , ... , ad, temos: 
Agora, se o E lnn( G), digamos conjugação por um g E G. então 
Como [a;,g] E [R,F]RP, tem-se que Ui = a; (mocl R·). Logo a açao de o* e trivial 
em R/R*. • 
Assim, quando o grupo de automorfismos ele um descendente imediato H é calcu-
lado, a implementação descarta os automorfismos internos induzidos pelos geradores de 
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peso c em H. 
Teorema 3.2.8: O grupo F, do teorema ;J.l.19, tem como conjunto de gemdo1·cs o con-
junto {O;)i E {1, ... ,d}, j E {L ... s}} onde cada oij i definido COIIIO srguc 
Oij :a; 1--+ a;an+j 
a k ~---+ a k para h E { 1 , . . . , d} - { i } . 
Demonstração: V é o grupo de todos os automorfismos de F j .M cuja restrição a G é a 
identidade, i.e., O E V se, e somente se, O E Aut(F/!11) e Bla =ida. 
Sabemos que F/ 1\1 =< a}, ... ' ad > e R/lH =< an+I' ... 'an+s >, portanto, um 
automorfismo, e, nas condições acima é tal que: 
a;O = a;u; para i E {1, ... 'd} onde Uj = an+jJ ... an+jk, E< Un+l, ... 'an+s >. 
Logo, segue-se facilmente que 
d 
O= IJ(O;j1 ••• O;Jk,) 
i=l 
com 1 ::; j 1 , ... ,Jk; ::; s Vi E {1, ... , d}. • 
3.3 Um exemplo 
Obtemos aqui todos os 2-grupos 2-gerados de ordem ::; 24 • Para isso, construímos 
os descendentes imediatos do 2-grupo abeliano elementar 2-gerado conforme foi estudado 
na seção 3.1 e ilustramos os aspectos ela implementação descritos na seção :3.2. 
Seguindo a notação usada até agora, sejam: 
p = d = 2 e F=< a1 , a 2 / > o grupo line 2- gerado. 
Logo o 2-grupo abeliano elementar, G, pode ser descrito como F/ R onde R é o fecho 
normal em F do conjunto {ai, a~, [a2, a1]} (i.e .. R=< {ai, ai. {oi, o~, [a2, a1]} >F), temos 
assim a seguinte apresentação por potências e comutadores para G: 
/G 
Construção de G* e P 1 ( G*) 
O primeiro passo é a construção de uma apresentação consistente por potências c 
comutadores para o p-recobrimento de G, c·, onde c· ~F/ R* com R· = flP[R, F]. Para 
isso, segundo foi estudado no capítulo 2, é preciso modificar cada uma das relações de C 
módulo novos geradores centrais e de ordem 2. 
Observação: Intmduzimos primeiro o gemdor definido pelo comutador [a2 , at] e logo os 
correspondentes às potências ai, a~, já que todos eles tem peso 2. o 
Desta forma obtemos a seguinte apresentação: 
a qual é uma apresentação consistente por potências e comutadores para G* (todas as 
condições de Wamsley são satisfeitas). 
Notemos entã.o que o p-multiplicador, R/ R*, está gerado por a3 := [a 2 , ai]; a4 :=ai 
e as:= a~. 
Agora, pelo Lema 3.2.1, temos que o núcleo de G, P1 ( G*), é gerado por 
a ·- [a a ]· a ·- a2 e a ·- a2 3 .- 2l 1 ' 4 .- 1 5 .- 2• 
Assim, IP1 (G*)I = p3 e portanto G tem descendentes imediatos de passos s = 1, s = 2 
e s = 3. 
Cálculo dos automorfismos estendidos 
O passo seguinte é então calcular geradores para Aut( G) e para cada um desses 
geradores, digamos o:, o correspondente o· E A ut( G* ). Notemos que G ':::: F (onde F é o 
grupo de Klein) e logo, pela propriedade 1.6.10 (a), sabemos que 
Sejam /31t, /312 E Aut( G) como segue: 
f3u : a1 ~----+ a1 
a 2 1--+ a 1a2 
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;312 : (11 1--+ 01 (12 
(12 1--+ (12 
Verifica-se facilmente que /3l1 = /3l2 = (/311 /312 r3 = Id, logo existe, pelo t<·orema 1.1.9, 
um epimorfismo O: Aut(G)-+ H, onde 
e conseqüentemente Aut(G) ~H, pois jAut(G)j = IH!= 6. 
Passemos então ao cálculo dos automorfismos estendidos. Para calcular as matrizes 
dos automorfismos estendidos, basta calcular as imagens de a3, a4, a 5 por cada /31i, i= 1, 2 
e armazenar num vetor 1 x 3 os expoentes de cada uma delas como segue: 
( ai)~11 = ( af11 ) 2 = ai = a4 
(a~)~11 = (ag11 ) 2 = (a1a 2)2 = aia~[a 2 ,a 1 ) = a4,as,a3 = a3,a4a5 
( 
1 o o) 
Portanto, A~i1 = O 1 O . 
1 1 1 
~;2 ( 2)~12 ( !312 )2 - ( )2 - 2 2[ ] -a4 = a 1 = a 1 - a 1a 2 - a 1a 2 a 2, a 1 - a3 a4a5 
a~;2 = ( aD~12 = ( ag12 ) 2 = a~ = as 
Portanto, A~i2 = ( ~ ~ ~ ) . 
o o 1 
Cálculo dos subgrupos permissíveis 
Calculemos agora os subgrupos permissíveis de passos s = 1, s = 2 e s = 3 na ordem 
estabelecida na pág. 71 começando pelos de passo s = 1. 
Seja s = 1. 
Os conjuntos definidores neste caso, ordenados lexicograficamente, são 1\1 = { a3}, /\2 = 
{a4} e K3 ={as}· 
Para !{1 = { a 3 }, as posições disponí,·eis são :3 - 1 - (1 - 1) = 2 e as mat rizcs 
padrões correspondentes (ordenadas) são*: 
• As posições disponíveis aparecem sublinhadas nas respecti\·as uwtrizf's. 
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s1 = (1 D.Jl); s2 = (1 LO); s3 = (1 íU); s4 = o u). 
assim os subgrupos permissíveis (i.e., os núcleos das transformações lineares dadas por 
cada uma dessas matrizes) são respectivamente: 
Para I<2 = {a4 }, as posições disponíveis são 3-1-(2-1) = 1 e as matrizes correspondentes 
sao: 
Ss = (O 1 .Q) ; 56 = (O 1 1). 
portanto os respectivos subgrupos permissíveis são 
Para /(3 = { a 5 }, não há posições disponíveis, já que 3- 1 - (3- 1) = O portanto a 
única matriz padrão é: 
57 = (O O 1) e o subgrupo permissível correspondente é U7 =< a 3 , a4 >. 
Sejas= 2. 
Os conjuntos definidores neste caso, ordenados lexicograficamente a partir dos anteriores, 
sao: 
I<4 = {a3,a4}; Ks = {a3,as}; 1\6 = {a4,as}. 
Para I<4 = {a3 , a 4}, as posições disponíveis são 3.2- (1 +2)- 2(22- 1) = 2 e as matrizes 
padrões (ordenadas) correspondentes são: 
_ (1 o o). _ (1 o 1). c; _ (1 o o). c; _ (1 o 1) 
Ss - O 1 O ' Sq - O 1 O ' ..__ 10 - O 1 1 ' .... 11 - O 1 1 · 
Assim os subgrupos permissíveis respectiYos: 
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Para Ks = {a3,as}, as posições disponíveis são 3.2- (I+ 3)- 2(2
2
-ll 
padrões (ordenadas) correspondentes são: 
5 _ ( 1 o o) . c..· _ ( 1 1 o) 12 
- o o 1 ' '--lJ - o o 1 
assim, os subgrupos permissíveis respectivos: 
1 e as matrizes 
Para ]{6 = { a4 , as}, não há posições disponíveis, já que 3.2- (2 + 3)- 2(2; 1 ) = O, portanto 
a única matriz é: 
(o 1 o) o o 1 
e o subgrupo permissível correspondente: 
Sejas= 3. 
O único conjunto definidor neste caso é o próprio ]( 7 = { a3 , a4 , a 5 } para ele nao há 
posições disponíveis já que 3.3- (1 + 2 + 3)- 3 (3;1) =O e portanto a única matriz padrão 
é: 5 15 = ( ~ ~ ~ ) e o correspondente subgrupo permissível: U15 =< >. 
o o 1 
Cálculo das permutações induzidas 
0) e portanto (UI)(P';1)- 1 = u3 (n e portanto ( U2)(1J;1 )- 1 = Uz 
0) e portanto (U3)(f3;lt 1 = UI 
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A13;1 • S! - (;) e portanto ( UJ) ( ;3; d - I = u.. 
A13;1 • s~ (:) e portanto (Us)(;3;d- 1 = Uc 
A13;1 • s~ (!) e portanto (U6)(!3;1)- 1 = Us 
A13;1 • s~ 0) e portanto (U,)(;3;1)- 1 = u7 
A13;1 ·Si on e portanto (Us)(;3;1t 1 = Uu 
A13;1 • s~ on e portanto (Ug)(;3;1)-1 = U10 
A/3;! . Sio on e portanto ( Uw)(/3;1 )-1 = Ug 
A/3;! . Si1 (~~);Co1)-Coo) 
00 001 001 
e portanto ( Uu )(;3;1 )-1 = Us 
A/3;1 • Si2 un e portanto ( u12)(;3;1 t 1 = u12 
A/3;! . Si3 on e portanto (U13)(;3;1)-1 = u13 
A/3;! . Si4 p q ; (o 1 o) _ (o 1 o) 01 011 001 e portanto (U14)(!3;1)- 1 = U14 
A/3;! . Sis - A* !3u e portanto ( UJs)(/7;1 )- 1 = C1s· 
Logo, a permutação induzida por (;3j1 )- 1 = :3j1 ( uestc caso) i·: 
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Agora: 
AtJ;2 • s~ 0) e portanto (Ut)(/3;2)- 1 = u2 
AtJ;2 • s~ (i) e portanto (U2)(!3;2)-l =UI 
AtJ;2 • s~ 0) e portanto (U3)(!3;2)- 1 = u3 
AtJ;2 • S! (n e portanto (U4)(!3;2)- 1 = u4 
AtJ;2 • s~ 0) e portanto (Us)(/3;2)-1 = Us 
AtJ;2 . s~ (!) e portanto (UB)(/3;2)- 1 = U1 
AtJ• · S! 12 I 0) e portanto ( u7 )(!3;2)-1 = u6 
AtJ;2 . s~ ( : ~ ) ; c 1 o) o o o 1 o e portanto (Us)(/3;2)-1 = Us 
AtJ;2 . s~ on e portanto (Ug)(;3;2r1 = Ug 
At1;2 . Sio on e portanto (UI0)(/3;2 )-1 = U13 
At1;2 • s~~ c 0) C o 1) C o o) ~~ ; 001 "-' 001 e portanto ( Uu )(;3;2 r 1 = U12 
82 
( ~ ~ ) ; (1 1 o) ,...., (1 o 1) 01 011 011 
( . ~ ~ ) ; ( 0 1 0) "' ( 0 1 0) e portanto ( U14 )(.8;2)-I = U14 01 011 001 
= A/3* 12 
Logo, a permutação induzida por (.8i2 )-I = .Bi2 é: 
Cálculo de Órbitas 
Para calcular as órbitas de subgrupos permissíveis determinadas pelas permutações 
(ji (UIU3)(UsU6)(UsUu)(UgUw) e 
(j2 (UI U2)( u6u7 )( UwU13)( Uu UI2) 
Seguiremos os passos 1 e 2 do algoritmo 1.7.5 dado no capítulo 1. 
Orb(U1 ): 
ui (ji = u3; u3(ji = ui; u2(ji = U2 
ui (j2 = !1..1.; u3(j2 = u3; U2(j2 = ui 
Orb(U4): 
u4(ji = u4 
U4(j2 = U4; portanto, Orb(U4) = {U4}. 
Orb(U5 ): 
Us(ji = U6; U6(ji = Us; U,(jl = U, 
Us(j2 = Us; U6(j2 = U,; U,(j2 = U6 
Portanto, Orb(U5 ) = {Us, U6, U, }. 
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Orb(Us): Us171 = Un; U 11 171 = U8 ; U12171 = U12 
Us172 = Us; Un 172 = U12; U12172 = U11 
Portanto, Orb(U8 ) = {U8 ,U11 ,U12 }. 
Orb(Ug): Us17t = Uw; U10171 = Ug; lft317t = U13 
Ug172 = Ug; Uw172 = U13; U13172 = U10 
Orb(U14): U14l71 = U14 
U14172 = U14; portanto OrhU14 = {U14 }. 
Orb(U1s): U1s171 = U1s 
U1s172 = U1s; portanto OrbUts = {U15 }. 
Escolhemos então os seguintes representantes: 
Cálculo dos estabilizadores. 
- H1 = Stab(UI): 
Temos que Orb(U1) = {1 = U1 , 2 = U2, 3 = U3}, procuremos então um transversal 
TH1 = { t 1 , t2, t3} para H1 em P =< 171,172 >. Para isso, sigamos o passo 3 do algoritmo 
1.7.5., i.e., olhemos para o "traço" dos elementos 1, 2 e 3 a partir do ponto 1: 
1 = 1id ' 
2 = 1172 , 
3 = 1171 , 
logo t 1 = id } 
logo t2 = 172 
logo t3 = 171 
Assim, o conjunto de geradores de Schreier para H 1 é calculado usando o algoritmo 
1.7.6. 
911 = t1 171 = 171 
' 
(1)9n = 3 , logo 911 = (J1 e portanto su = id 
912 = t2a2 = a2 ; (1)912 = 2 , logo 912 = (J2 e portanto S12 = id 
921 = 12171 = 0"20"1 (1)921 = 2 ' logo 921 = 0"2 e portanto s21 = aza1 a2 
922 = 12172 = id; ( 1 )922 = 1 ' logo 921 = id e portanto s 22 = id 
931 = f3a1 = id ; (1)931 = 1 ' logo 931 = id e portanto 831 = id 
932 = t30"2 = 0"1 0"2 ; (1)932 = 3 ' logo 932 = ;3n e portanto 533 = O") 0"20"1 
8-! 
Agora note que (f3uf3t2)3 = (f3nf3l2f3n )(f3t2f3n/312) = id, logo as permutações induzi-
das satisfazem (a1a2ai}(a2a 1a 2) =ide portanto Stab(Ut) =< a 1a 2a 1 >. 
Assim o estabilizador do subgrupo U1 , segundo a definição 3.1.1 8 é: 
- H4 = Stab(U4 ): 
É claro que Stab(U4 ) =< a 1, 0"2 > e assim 
Stahu4 =< f3u, /312 > 
- H5 = Stab(Us): 
Orb(Us) = {1 = Us, 2 = U6 , 3 = U1 }. 
Seguindo o traço dos elementos a partir do ponto 1, temos: 
1 = 1id' 
2 = 1a1 , 




é um transversal para H5 em P. 
Assim, utilizando o algoritmo 1. 7 .6, temos: 
911 = t1 a1 = a1 ; (1)9u = 2 , logo 
912 = t10"2 = 0"2 ; (1)912 = 1 ' logo 
921 = t2a1 = id ; (1)921 = 1 , logo 
922 = t2a2 = a1 a2 ; (1)922 = 3 ' logo 
931 = f3a1 = a1 a2a1 (1)931 = 3' logo 
932 = t3a2 = a1 ; (1)932 = 2 , logo 
Logo, Stab(U5 ) =< a 2 > e assim: 
- H8 = Stab(U8 ): 
Orb(Us) = {1 = Us; 2 = Uu; 3 = U1d-
85 
911 = a1 e portanto 
912 = id e portanto 
921 = id e portanto 
922 = 0"10"2 e portanto 
931 = 0"10"2 e portanto 
932 =O"] e portanto 
5u = id 
812 = 0"2 
821 = id 
822 = id 
83] = 0"2 
832 = id 
O traço dos elementos a partir do ponto 1 é: 
1 = 1id 
Observe que é o mesmo traço calculado para H 5 e portanto TH8 
id, t2 = a1; t3 = a1a2}, assim Stab(U8 ) =< a 2 >e conseqüentemente 
Stabu& =< /312 > 
- H 9 = Stab(U9 ): 
Orb(U9 ) = {1 = Ug; 2 = Uw; U13}. 
O traço dos elementos a partir do ponto 1 é: 
1 = 1id 
2 = 1a1 
3 = 2a2 = 1a1a2 
Logo, como acima, Stab(U9 ) =< a 2 > e conseqüentemente 
Stabu9 =< /312 > 
Construção dos descendentes imediatos de G 
Lembrando que os descendentes imediatos são classificados através do passso (v. pág. 
64), obtemos os seguintes descendentes imediatos do nosso grupo inicial G: 
G4 = G* /U8 , G5 = G* jUg e G6 = G* /U14 de passo s = 2. 
G7 = G* /U1s de passo s = 3. 
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(Onde c· está dado pela apresentação consistcnt(· por potências c comutadores da pág. 
77, i.e.: 




Construção de li1 =c· IU1 
U1 =< a4, as >, logo G1 está dado pela seguinte apresentação: 
Ordem 
22 
G1 = G* IU1 =< a1, a2, a3 I ai = 1, a~ = 1, [a2, a1) = a3, a~ = 1, [a3, a1] = 1 
[a3,a 2) = 1 >. 
a qual é uma apresentação consistente por potências e comutadores. 
Observação 1: Verifica-se que G1 '::::: D 4 =< a1a2 I ai= 1,a~ = 1, (a1 a2)4 = 1 > 
(eliminando, via tmnsj01·mação de Tietze, o ger·ador supérfluo a3 na apr-esentação acima 
e comprovando que as relações em D4 são satisfeitas em G1 temos, pelo teorema 1.1.9, 
que existe um epimmjismo e: D 4 -H G 1 . Logo G 1 ~ D 4 ). D 
Vejamos se G1 é capaz. 
Uma apresentação para o p-recobrimento ele G1 , Gi, é a seguinte: 
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A vali ando as condições de associatividade de Wamslcy temos: 
a 1a2a3a1 = a 1a2a 1a3a4 } 
a~a2a~a4 = a2a6asa4 portanto as = a4 
a2a6 
enquanto as outras condições são compatíveis com as relações acima. 
Assim re-enumerando os geradores, temos que uma apresentação consistente por 
potências e comutadores para Gi é: 
a~= a~= a~= 1; [aj,a;] = 1, j E {4,5,6}, i E {1,2,3} >. 
Temos então que o p-multiplicador de G1 é gerado por { a4 , a5 , a 6 } e o núcleo de 
G1 , P 2 (Gi), é gerado por a4 = [a3 , a 1] (Lema 3.2.1). 
Conseqüentemente G1 é capaz (desde que IP2 (Gi)l = p e portanto G1 tem descen-
dentes imediatos de passo s = 1). 
Construção de G2 = G* /U4 : 
U4 =< a3a4 , a4a5 >, logo G2 está dado pela seguinte apresentação: 
Observação 2: G2 "'Q4 =< all a2 / ai= a~= (a 1a2 ) 2 > (segue-se como na obse1·vação 
1 da pág. anterior). 
Vejamos se G2 é capaz. 
ss 
Uma apresentação para Ci é a seguinte: 
c; =< a}, a2, a3, a4, as, a6, ai, as I [a3, a)] = a4; [a3, a2] = as; ai = llJllG; a~ = (lJ(I7; 
a; = as; [a2, a1] = a3; a~ = 1. [aJ. a;] = 1, 
j E {4, ... ,8}, i E {1,2,3} > 
Avaliando as condições de associatividade de \Vamsley temos: 
a3a7a1 = a3a1 a7 = a 1 a 3 a 7 } 
a2a1a2a3 = a1a2a3a2a3 = 
a 1a~a~a5 = a1a3a7 a8 a5 
a1aza3a1 = a1aza 1a3a4 
a~a2a~a4 = a 3 a6a 2a 8 a 4 
aza3asa6asa4 
a 2a 3a 4 asa6 
aza3a6 
portanto a 8 = as 
portanto as = a4 
enquanto as outras condições são compatíveis com as relações acima. 
Assim, uma apresentação consistente por potências e comutadores para c; é a se-
guinte: 
a~= 1; a~= ai= 1; [aj,a;] = 1, j E {4,5},i E {1,2,3} >. 
Temos então que o p-multiplicador de G2 é gerado por { a 4 . as} e o núcleo de Gz é 
trivial, i.e., Pz(Ci) =<>,pelo Lema 3.2.1. 
Portanto, C 2 é te1·minal. 
Construção de C3 =C* /Us. 
U5 =< a3 , a 5 >, logo G3 está dado pela seguinte apresentação: 
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Observação 3: G3 ~ c4 X c2 (segue-se como ([.'; obscn,açõcs 1 c 2). 
Vejamos se G3 é capaz. 
Uma apresentação para Gj é a seguinte: 
a}= 1, [aj,ai) = 1, j E {4, ... , 7}, i E {1,2,3} >. 
Avaliando as condições de associatividade de \Vamsley temos: 
= a 1a 2a7a1 = aia2 a~ = a3a2 = a2a3a4 } 
= a2a3 
portanto a4 = 1 
enquanto as outras condições são compatíveis com as relações acima. 
Em conseqüência, uma apresentação consistente para G; é dada por: 
a}= 1, [aj,ai] = 1, j E {4,5,6}, i E {1,2,3} >. 
o 
Assim, o p-multiplicador de G4 é gerado por {a 4 ,a5 ,aG} e o núcleo de G3,P2(G3), 
é gerado por a4 • Conseqüentemente G3 é capaz e tem descendentes imediatos de passo 
s = 1. 
Construção de G4 = G* /Us. 
U8 =< a5 >, logo G4 tem a seguinte apresentação: 
Observação 4: Fazendo a = a1 , b = a2 f c = a3 , obtemos para G-1 a .'>fguinft apre-
sentação, G 4 =< a,b,c f a4 = 1, b2 = 1, c2 = 1, [b.a] =c. [c.a] = [c.b] = 1 >. 
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É claro agora que C4 é um produto scmidírcto do seu subgnl]JO < a, c > pelo grupo de/i co 
de ordem 2 gerado por b, cuja ação é tal que b tmnsfonna a em ac c fixa c. o 
Construção de C5 = c· /U9 • 
Observação 5: Fazendo a = a 1 e b = a 2 obtemos pam C 5 a seguinte apresentação, 
C 5 =< a, b / a4 = 1, b4 = 1, ba = b3 >. É clam agora que C 4 é um pmduto semidireto 
do grupo cíclico de 01'dem 4 gerado por a pelo grupo cíclico de ordem 4, cuja ação de a 
tmnsforma b em b-1 . o 
Construção de c6 =c· /UI4· 
Observação 6: Fazendo a = a 1 e b = a 2, obtemos para G6 a seguinte ap7'esentação, 
c6 =< a, b I a4 = b4 = 1, [b, a] = 1 > / logo, segue do teorema 1.1.12 que G6 ~ c4 X c4.0 
Construção dos descendentes imediatos de G1 • 
Temos, pelo teorema 3.1.19, que Aut(GI) = Aut(G* /UI)= Se1 1ie1 onde: 
Se1 =< t /~E Su1 >,onde t é a restrição a G 1 de uma extensão C de~ a G* e 
Ve1 é o subgrupo de Aut( G1 ) dos automorfismos de G1 que induzem a identidade 
em C. 
Assim, Aut(C1 ) é gerado por: 
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fJ21 : a1 f--+ a1 a3 
a2 f--+ a2 
geradores de Va 1 (teorema 3.2.8) 
f3n : a1 f--+ a1 
a2 f--+ a2a3 
fJ23 = f3nf312f3u : a1 f--+ a2 } 
a2 f--+ a1 
gerador de Va1 
As respectivas matrizes dos automorfismos estendidos são: 
(
100) (100) A,3; 1 = O 1 O ; A13;2 = O 1 O 
001 001 
Passemos agora ao cálculo dos subgrupos permissíveis 
s = 1 
O único conjunto definidor neste caso é ]{ = { a 4 }. As pos1çoes disponíveis sao 
3 - 1 - ( 1 - 1) = 2 e as matrizes "padrão" ordenadas: 
Si = (1 Q_Q); S~ = (1 l...Q); S~ = (1 il...l); Sl = (1 U). 
Logo os subgrupos permissíveis correspondentes são: 
Cálculo das permutações induzidas 
Note que como /321 e /322 agem trivialmente sobre o p-multiplicador de G1 , induzem 
a permutação trivial sobre os subgrupos permissíveis. Logo, será necessário calcular só a 
permutação induzida por /3;3 • Temos 
e portanto (U1)(':J"' )-1- UI 1 fJ23 - 1 
1' A/3;3 . s2 = (n 
1' Ap;3 . s3 = (i) 
1' A13;3 · s4 = (:) 
Assim, a permutação induzida por /323 é: (U2 U3 ). 
Cálculo de órbitas 
E claro que as órbitas são: 
Orb(Un ={Ui}; Orb(Ui) ={Ui, Ui} e Orb(Ul) = {Ul}. 
Logo os três descendentes imediatos de G1 = G* jU1 são: 
G1,1 = G~/UJ; G1,2 = GifUi; G1,3 = G~/Ul de passo s = 1 
onde Gi =< at, a 2 , a 3 , a4 , as, a6 j[a3 , a 1] = [a3 , a 2] = a5 = a4 ; ai = as, a~ = a6 , [a2 , a 1] = 
a3 a~= a~= a~= 1; [aj,ai] = 1, j E {1,2,3} >(apresentação consistente por potências 
e comutadores obtida na pág. 88). 






Construção de G1,1 = GiiUf: 
Ul =< as, a6 >, logo G1,1 está dado pela seguinte aprescnt ação 
< a1,a2,a3,a4 I [a3,at] = [a3,a2] = a 4,ai =a~= 1, a~= a,1, 
[a2,at) = a3,a~ = 1, [a4,ai] = 1, i E {1,2,3} >. 
os geradores supérfluos a3 e a4, via transformações de Tíet::e, ve1·ijicam-se 
as relações de D 8 • Assim, pelo teorema 1.1.9, existem epimorfismos () : D 8 
Logo G1,1 ~ Ds). 
Cálculo de G1,2 = GifU:J: 
Ui =< a4a5, a6 >, logo G1,2 está dado por: 
Observação: Fazendo a = a 1a 2, b = a 2, obtemos para G1,2 a seguinte ap1·esentação, 
G 1,2 =<a, b I a8 = 1, b2 = 1, ab = a3 > que é o grupo semidiedml SD4. (Os grupos se-
midiedrais são 2-grupos de o1·dem 2m, definidos para rn 2: 4 por': SDm =<a, b I a 2(m-l) = 
1, b2 = 1, ab = a(-1)2(m-2)) >. o 
Cálculo de Gt,3 = GiiUJ: 
Observação: Fazendo a = a 1a 2 c b = a 2 , obtemos para G1.3 a 8tguinft apnscnfaçâo, 
G1 ,3 =< a,b I a 8 = 1, b2 = a 4 , ab = a- 1 >, quf {a nprrsulfaçáo do !l~'lljJO quaftrnio 
9-! 
generalizado Q8 • o 
Construção dos descendentes imediatos de C3 
Pelo teorema 3.11, Aut( C 3 ) = Aut( c· /Us) = Sc3 \lc3 onde: 
Sc3 =<f./ Ç E Su!> >,onde f. é a restriçã.o a G3 de uma extensão C de Ç a C* e 
Vc3 é o subgrupo de Aut( G3 ) que induzem a identidade em G. 
Assim, Aut( G3 ) é gerado por: 
/331 : a1 f--+ ala3 
a2 f--+ a2 
geradores de Vc 1 (teorema 3.2.8) 
/332 : a1 f------7 ai 
a2 f------7 a2a3 
/333 = /312 : a1 f------7 ala2 } gerador de 
a2 f------7 a2 V c! 
As respectivas matrizes dos automorfismos estendidos são: 
(
100) (100) Ai3;1 = O 1 O ; A!3;2 = O 1 O 
001 001 
e 
Passemos agora ao cálculo dos subgrupos permissÍt~eis 
s = 1 
O único conjunto definidor neste caso é I< = { a 4 }. As pos1çoes disponíveis sao 
3 - 1 - (1 - 1) = 2 e as matrizes padrões ordenadas são: 
S{ = (1 Q_Q_); S~ = (1 U); S~ = (1 º--1) e S~ = (1 U). 
Logo os subgrupos permissíveis correspondentes são: 
9.5 
Cálculo das permutações induzidas 
Temos: 
A13 • • st = 32 1 (i) 
A13;2 • s~ = U) 
A13;2 • s~ = (:) 
A13;2 • S! = (n c portanto (u3)(fJ. )-1 _ u3 4 32 - 3 
Assim, a permutação induzida por fJ;2 é: ( U{U:j)( UlUJ). 
Cálculo das órbitas 
' E claro que as órbitas são: 
Orb(lTt) = {u:, U{} 
Orb(UI) = {U], Ut} 
Logo os descendentes imediatos de (,'3 = G* / G s são: 
o;;u: e o;;u] de passo s = 1 
onde G; =< a 11 a 2 , a3 ~ a4 , as, a6ja~ = a4 ; a~ =os; [o 2 , o1] = o6 ; [a3 , a2] = 1: ai= a3 a] 
1, [aj,ai] = 1, j E {4,5,6}, i E {1,2,:3} >(apresentação consistente por potências e 
comutadores obtida na pág. 90). 
!JG 
A situação é: 
Cálculo de G3,2 = GU U{: 




G3,1 = c;;ut =<ai, a2, a3, a4 I a~= a4; a~= 1; [a2, al] = 1, ai = a3, 
a~= 1 > . 
Observação: Fazendo a = a 1 e b = a 2, obtemos para G3 ,1 a seguinte apresentação 
G3,1 =< a, b / a8 = 1, b2 = 1, [a, b] = 1 > logo, segue do teorema 1.1.12 que 
G3,1 rv Cs X C2. o 
Cálculo de G3,2 = Gj/ Ul: 
G3,2 = c;;u; =< al, a2, a3, a4 I [a~a4]; a~= 1; [a2, al] = a4, [a3, a2] = 1 
ai = a3; a~ = 1 > . 
Observação: Fazendo a = a1 e b = a2, obtemos para G3 ,2 a seguinte apresentação 
G3 ,1 =< a, b / a 8 = 1, b2 = 1, ab = a 5 > que é o grupo "quase-diedral" .M4 (2). (Este 
grupo pertence a uma série de p-grupos 111n(p), definida para n > 2 se p é par e para n > 3 
) I (n-1) (1+ n-2) ) se p = 2, da seguinte forma: 111n(P =< x,y xP = 1, yP = 1, xY = x P > . O 
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O diagrama abaixo resume os resultados do nosso exemplo, exibindo todos os 2-
grupos 2-gerados de ordem :::; 4: 
G s=V 
o 






( 2) G4 





No dia em qtu cu t'CJa TY alí:ados 
ab.r;o/utomcntc todos os mfus ,•ordws, .-r-
rei completamente infdi: ... te a i perdido 
a capacidade de sonhar. 
1) Limitações da implementação: A performance da implementação do algoritmo 
de Newman-O'Brien depende fortemente do número de subgrupos permissíveis de 
um tamanho de passo particular, i.e., do grau, D, do grupo P de permutações 
induzidas pelos automorfismos estendidos. Cada uma destas permutações é arma-
zenada num vetor de dimensão D. A memória requerida para armazenar este vetor 
é um fator limitante da implementação. Por exemplo, no cálculo dos descendentes 
imediatos de passo 2 do grupo abeliano elementar de ordem 16, o grau de P é 
174.251. 
O tempo gasto no cálculo das permutações geradoras para P e na deter-
minação das órbitas é uma limitação adicional. Em média., 70 % do tempo gasto 
em calcular descendentes imediatos é usado no cálculo de permutações geradoras 
de P e das órbitas de subgrupos admissíveis. (v. O'BRIEN (12]). 
2) Melhoras: A performance do algoritmo pode ser melhorada usando características 
estruturais do p-multiplicador, tais como a presença de subgrupos característicos 
no p-recobrimento. Em geral, a estrutura do p-multiplicador permite dividir o 
conjunto de subgrupos permissíveis em subconjuntos menores que são uniões de 
órbitas. Essa divisão permite a construção de grupos de permutações de grau 
menor. (v. O'BRIEN (12]). 
3) Two-Groups: Two-Groups é uma base de dados realizada em Nu-Prolog. que 
fornece acesso à informação sobre os 58.761 grupos de ordem dividindo 256. A 
linguagem de consulta, baseado na notação da Teoria de Conjuntos, permite a 
recuperação da informação armazenada bem como a dedução ele uma informação 
no\·a (o expoente e o número ele classes de conjugação de um grupo, a ordem 
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de seus grupos de automorfismos internos). Nesta base de dados pode incluir-se, 
sem maior dificuldade ou alteração, informação sobre outras listas de p-grupos. 
(v. BUTLER ET AL [1]). 
4) Apresentações ponderadas: Uma vantagem do uso de apresentações ponderadas 
por potências e comutadores é a obtençã.o de um critério razoavelmente prático para 
estabelecer o expoente do grupo apresentado (v. HAVAS-NEWMAN [6]) o que é de 
muita utilidade para o estudo do problema de Burnside. 
5) Consistência: No teorema 2.2 .. 5 foi dada, através dos testes de consistência de 
Wamsley, uma solução para o problema de consistência de uma dada apresentaçã.o 
por potências e comutadores para um grupo G finitamente gerado. Ao mesmo 
tempo, prova-se que alguns desses testes são redundantes, obtendo-se assim uma 
considerável reduçã.o no número de testes suficientes para se analisar a consistência. 
Esta redução no número de testes proposta por Vaughan-Lee [15], está ligada ao 
número de geradores essenciais de G. 
No artigo de Havas-Newman [6], fazendo-se uso de apresentações ponderadas 
por potências e comutadores, propõe-se uma outra redução para o número de tes-
tes, ligado ao peso do último gerador da apresentação que, como foi provado na 
proposiçã.o 2.4.3, representa a p-elasse de G. 
Achamos que seria interessante comparar, em termos computacionais, ambas 
as reduções propostas para o número de testes de consistência. (v. VAUGHAN-LEE 
[15) e HAVAS-NEWMAN [6]). 
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