Abstract
Problems involving groundwater flow through unsaturated soils are often analyzed using 2 numerical models. These models require reliable input data for the soil's hydraulic functions for 3 accurate analysis of such problems. The two most commonly used hydraulic functions are: the soil-4 water characteristic curve (SWCC) and the unsaturated hydraulic conductivity relationship. 5
Hysteresis in the SWCC refers to the non-unique relationship between the soil's matric suction and 6 its water content, whereby the soil can have two different water contents at the same matric 7 suction value, depending on the preceding sequence of wetting and drying. Such hysteresis is 8 thought to be caused by various factors, such as variable and irregular cross-sections of the pores, 9 the different contact angles in the advancing and receding soil-air interface menisci, and the 10 difference in entrapped air volume at different matric suction values. Given that at any given 11 pressure head the soil can have two different water contents -one on the wetting SWCC and the 12 other on the drying SWCC and that the soil's hydraulic conductivity increases with its water 13 content, it is expected that the hydraulic conductivity function will also exhibit hysteresis; however, 14 there is not much evidence of hysteresis in the unsaturated hydraulic conductivity function to be of 15 any practical significance (Stephens 1996) . 16
The SWCC is assumed to be non-hysteretic in the numerical analysis of water and solute 17 movement in the unsaturated zone. This assumption is valid when water content is monotonically Table 1 . Daily values of the above mentioned variables were used to estimate 3 the daily potential evaporation (PE) values. The Penman (1948) equation for PE can be written as 4 following (Fredlund et al., 2012) : 5 6 ‫ܧܲ‬ = ொ ାఎா ೌ ାఎ
[1] 7 8 where PE is the potential evaporation, Qn is the net radiation at the water (or saturated ground) 9 surface, η is the psychrometric constant, ߁ is the slope of saturation vapour pressure versus 10 temperature curve), and Ea is as defined as: 11 12 ‫ܧ‬ = 2.625ሺ1 + 0.146ܹ ௪ ሻ൫‫ݑ‬ ௩ − ‫ݑ‬ ௩ ൯
[2] 13 14 where Ww is the wind speed, ‫ݑ‬ ௩ is the vapor pressure in the air above the water (or saturated 15 ground), surface, and ‫ݑ‬ ௩ is the saturated vapor pressure at the mean air temperature. 16
The classification of the climate provides a general weather setting for the site. This is 17 similar to the role that geology plays in understanding the soil conditions at a site. The 18 Thornthwaite climate classification system is an empirical system that was developed from climatic 19 data collected in United States (Thornthwaite 1948; Thornthwaite and Hare 1955) . It forms an 20 adequate basis for evaluating the climate for engineering purposes. The 1955 Thornthwaite 21 Moisture Index is computed using Eq. [5] and [6] , Ks is the saturated hydraulic conductivity, Se is the effective water 10 saturation (0 < Se < 1), θs is the saturated volumetric water content, θr is the residual volumetric 11 water content, and α, n and m are empirical parameters that depend on the soil type and can be 12 estimated by fitting Eq.
[5] to the measured SWCC data. The parameter m is commonly assumed to 13 be equal to 1-1/n (van Genuchten 1980). In Eq.
[6], l is the pore interaction factor and its value has 14 been found to be 0.5 for a wide variety of soils (Mualem 1976) . 15
A number of models for hysteresis in the SWCC and the K-function have been proposed over 16 the past several decades. Comprehensive reviews of these hysteresis models have been provided by 17 Viaene et al. (1994) , Pham et al. (2005) , and Bashir (2007) . One of the most widely used hysteresis 18 models for the SWCC and the K-function was proposed by Kool and Parker (1987) . They combined 19 the van Genuchten (1980) K−θ−ψ model with the empirical hysteresis model of Scott et al. (1983) 20 to derive a new model of capillary hysteresis, which is capable of taking into account the effect of 21 air entrapment. The model provides closed-form expressions for hysteretic SWCC and K-function. 22
The Kool and Parker (1987) Kool and Parker (1987) Kool and Parker (1987) 18 model and the size of the parameter vector gets reduced by 1; however, doing so results in a loss of 19 flexibility in terms of specifying the MDC and the MWC as α is the only parameter left that can be 20 used to define the differences between the MDC and the MWC. 21
One of the shortcomings of the Kool and Parker (1987) model is its inability to produce 22 scanning hysteresis loops that are closed. For example, in a scanning hysteresis loop consisting of 23 the primary wetting and secondary drainage scanning curves, the secondary drainage curve doesD r a f t -12-not pass through the point where the wetting scanning curve departs the main drying curve. As a 1 result, a pumping effect occurs when the system undergoes the cyclic variations in pressure head. 2 Such cyclic variations exist in systems such as transport above a tidally-forced water table and 3 infiltration and redistribution under periodic irrigation as pointed out by Werner and Lockington 4 (2006) . 5
The model of Parker and Lenhard (1987) uses a scaling procedure similar to that used by 6 Scott et al. (1983) and Kool and Parker (1987) ; however, in this model, the scaling procedure 7 enforces the closure of scanning loops by scaling the scanning curves to pass back through the 8 reversal points. Similar to the Kool and Parker (1987) A one-dimensional numerical model of the soil profile was developed using the Hydrus-1D software 5 (Šimůnek et al. 2013) to simulate the effects of hysteresis of SWCC and climatic conditions. Hydrus-6 1D is a finite element program for simulating the transport of water, heat and multiple solutes in a 7 variably saturated porous media. It is capable of handling hysteretic soil hydraulic functions and 8 soil-atmosphere boundary conditions. The profile depth of the numerical model was set at 1 m. 9
Initially, the finite element models were developed by dividing the entire vertical profile into 100 1-10 cm-thick layers. Nodal spacing was adjusted in various models to achieve convergence. 11
A zero-gradient boundary condition was used at the bottom of the soil profile to simulate a 12 freely draining soil profile. This boundary condition is most appropriate for situations where the 13 water table lies far below the domain of interest (Šimůnek et al. 2013 ). One of the four different 14 climatic datasets was applied as the top boundary condition of the soil profile. This boundary 15 condition was implemented by providing Hydrus-1D with a daily time history of precipitation (P) 16 and potential evaporation (PE) values. The PE values were calculated using the daily temperature, 17 relative humidity, wind speed and net radiation data employing Penman (1948) method. It should 18 be noted that climate data at the most sites was only available at a daily resolution. 19
The boundary representing the soil-air interface, which is also known as the soil-20 atmosphere boundary, is a special type of boundary where the flux, pressure or the gradient is not 21 known a priori. The potential flux across this boundary is dependent on the soil atmospheric 22 conditions, namely: precipitation; minimum and maximum relative humidity and temperature; 23 wind speed; and, net radiation. The actual surface flux at this boundary also depends on the 24 transient moisture condition in the soil near the ground surface. In instances where the moistureD r a f t -14-availability in the soil at the surface is limited, the evaporation rate at the surface is reduced to a 1 value commonly known as actual evaporation (AE). In instances when the head at the ground 2 surface is greater than a critical minimum head value (ψA), a flux equal to potential evaporation rate 3 is prescribed. For situations where the head at the soil surface falls below this critical value, actual 4 evaporation rate at the soil surface is calculated by estimating the flux at the potential head at the 5 soil surface (Vanderborght et al. 2010) . Another important aspect of the soil-atmosphere boundary 6 is that it can change from a prescribed flux to a prescribed head and vice versa. The other instance 7 where the switch from prescribed flux to head and vice versa may happen is when the precipitation 8 rate exceeds the infiltration capacity of the soil. Precipitation in excess of the infiltration capacity 9 will either result in generation of instantaneous runoff or accumulation of water on the soil surface 10 (ponding). Runoff generation or build-up of head at the soil surface depends on the maximum 11 allowed pressure head at the soil surface (ψs) and is related to the soil surface condition. 12
The soil-atmosphere boundary in Hydrus-1D is implemented by means of a system dependent 13 boundary condition using the approach proposed by Neuman et al. (1974) . The boundary condition 14 limits the absolute value of the flux such that the following two conditions are satisfied: 15
and, 18
where E is the maximum potential rate of infiltration or evaporation under the current atmospheric 21 conditions, ψ is the pressure head at the soil surface , and ψA and ψS are, respectively, the minimum 22 and the maximum pressure heads allowed under the prevailing soil conditions. The minimum 23 pressure head at the soil surface allowed under the prevailing soil conditions, ψA, can be calculated 24 from the air humidity, Hr, as follows (Šimůnek et al. 2013) :
where M is the molecular weight of water, g is the gravitational acceleration, and R is the gas 3 constant, T is the temperature and the other varaibles are as described above. Details of the the 4 methods for calculating E and ψA on the basis of atmospheric data have been discussed by Feddes 5 et al. (1974) . 6 Although the weather condition at the ground surface can be highly variable throughout the 7 year, the infiltration numerical modelling can be simplified considerably by realizing that the soil-8 atmospheric analyses are most responsive during the period when the ground surface is thawed. As 9 such, each year of the simulation can be divided into active and inactive time periods 10 (Fredlund et al. 2013) . The active period represents thawed ground conditions when precipitation 11 can either make its way into the ground as infiltration, or can flow away as runoff. The inactive 12 period represents the period when the ground is frozen and precipitation accumulates on the 13 ground surface as snow. For each of the four sites the first date of freezing (i.e., the start of winter) 14 was selected based on the review of multi-year air temperature records from the climatic data for 15 that site. Spring-like conditions consists of a period where the precipitation that has accumulated 16 over the winter is applied as a major infiltration event. The first date of spring (i.e., a date on which 17 the soil is expected to be thawed) was also selected based on the review of multi-year air 18 temperature records from the climatic dataset for that particular site. The number of days from the 19 start of the spring to the start of the freezing period was identified as the active period and the 20 simulations were run for this active period. The precipitation from the date of the previous year's 21 freeze-up to the date of the current year's spring thaw was assumed to be snow. It was assumed 22 that 50% of the snow was lost through sublimation and spring runoff. The other half of the snow 23 was applied as a spring infiltration event in the first two weeks of spring. 24
Simulation Details 1
Simulations were designed to investigate the effects of climate type, degree of hysteresis in SWCC, 2 and precipitation intensity on the infiltration behaviour. The effect of climate type was quantified 3 by carrying out twelve different simulations. A set of three simulations were carried out, for each of 4 the four different climate types, namely: wet, neutral, dry and very dry. For each of the climate type 5 three simulations were run with soil hydraulic properties corresponding to drying, wetting and 6 hysteretic parameters. For these simulations a loamy soil was selected from the UNSODA database 7 (soil U4910 from Gebrenegus and Ghezzehei 2011 or Nemes et al. 1999 ) and was labelled Soil 1. 8
The van Genuchten (1980) parameters for Soil 1 are provided in Table 2 . The hysteretic SWCC 9 curves for Soil 1 are shown in Figure 3 . Hysteresis was simulated using the model of Parker and 10 Lenhard (1987) . An inspection of the wetting and drying SWCCs for Soil 1 indicates that hysteresis 11 could be significant for this soil if flow reversals were to occur, given the relatively large separation 12 between the main draining and wetting branches of the curves. For all the models, the initial 13 volumetric water content was specified to be 0.4 cm 3 /cm 3 constant with depth, in order to ensure 14 that the hysteretic and non-hysteretic models have similar initial storages. Setting the initial 15 condition in suction would have resulted in different storages owing to the different water holding 16 capacities at similar suction values. This would have complicated the comparing of change in 17 storage for different models. 18
Twenty-four additional simulations were conducted to assess the effect of degree of 19 hysteresis on the infiltration behaviour. In addition to Soil 1 used for the set of simulations 20 conducted to investigate the effect of climate type, two other soils labelled Soil 2 and Soil 3 were 21 used. Soil 2 was a silty sand reported by Yang et al. (2004) . Soil 3 was soil K0004 reported by 22 Gebrenegus and Ghezzehei (2011) Twelve simulations were carried out using hydraulic properties of Soil 2 and other twelve 2 simulations were conducted using hydraulic properties of Soil 3. Drying, wetting and hysteretic 3 simulations were conducted for each soil type. Each set of drying, wetting or hysteretic simulations 4 for each soil type used the four different climatic conditions. The other details of these simulations 5
were the same as those described above for the initial set of simulations conducted to investigate 6 the effect of climate type. The initial conditions of these models were set at 50% saturation 7 volumetric water content. 8
The climate records used in the present study were only available at a daily resolution, 9 which means the precipitation (P) and the potential evaporation (PE) were applied as distributed 10 over a 24-hour period. In reality, precipitation events can and do occur over a time interval much 11 shorter than 24 hours. Such intense precipitation events may overwhelm the infiltration capacity of 12 a soil and result in generation of surface run-off. It is hypothesized that these shorter-duration 13 precipitation events may also result in more significant moisture content reversals, resulting in 14 more pronounced hysteretic behaviour. Three additional simulations were carried out using Soil 2 15 to test this hypothesis. For these three simulations, dry climate type was used but the intensity of 16 the precipitation event was increased by applying the total daily precipitation over a 6-hour period 17 while applying the daily PE values over the 24-hour period. The saturated hydraulic conductivity of 18 Soil 2 was reduced by a factor of 10 to further increase the possibility of run-off generation. These 19 simulations were run using both hysteretic and non-hysteretic SWCCs. 20 for all the simulations is around 1400 mm, which is nearly half of the cumulative PE of 2709 mm. 6 This is because of the soil-atmosphere boundary, which reduces the evaporation from the potential 7 value depending on the prevailing water conditions in the soil layer at the ground surface. Secondly, 8
Results and Discussion
the AE values for the HC and DC simulations are similar and substantially higher than the WC 9 simulation. The lower AE value for the WC simulation implies that less water was retained in the 10 soil layer near ground surface for the WC simulation compared with the HC and DC simulations, 11 resulting in reduced evaporation. Such result is expected because for the same soil the water-entry 12 value (WEV) for the MWC is lower than that for the air entry value (AEV) of MDC. As such, for the 13 WC simulation, smaller amount of water was retained by the soil near the ground surface compared 14 with the HC and DC simulations, which, in turn, reduced the quantity of water available for 15 evaporation. This observation is also consistent with the general understanding that coarse-grained 16 soils are good evaporation barriers owing to their lower water retention characteristics. 17
The WC simulation had the largest cumulative NI whereas the HC simulation had the lowest 18 cumulative NI (Figure 4) . The WC simulation showed largest cumulative NI because of the lowest 19 cumulative AE as per Eq. [14] . The HC simulation showed lowest cumulative NI because it had the 20 highest cumulative AE and nearly as much cumulative RO as the WC simulation (close to 100 mm). 21
The DC simulation predicted the lowest cumulative RO (around 30 mm) among the three 22 simulations. The differences in cumulative RO values for the three simulations can be explained 23 with the help of Figure 5 , which shows temporal distributions of volumetric water content θ, 24 cumulative RO and (P-PE) for the three simulations. The numerical model predicts surface runoffD r a f t -20-when the soil near the ground surface gets saturated (i.e., ߠ = ߠ ௦ ) and the potential surface flux 1 intensity is greater than the saturated hydraulic conductivity of the soil (i.e. (P -PE) > Ksat). As 2 seen in Figure 5 , this condition is achieved more frequently for the HC and WC simulations than for 3 the DC simulation because in the HC and the WC simulations the soil follows either the MWC or the 4 scanning wetting curve whereas the soil follows the MDC in the DC simulations. Soil that is 5 following a wetting curve will get saturated more quickly and more frequently than the soil that 6 follows a drying curve, thereby triggering surface runoff conditions more frequently. 7
The WC simulation predicts the largest value of cumulative bottom flux (BF) among the 8 three simulations (Figure 4) , which is expected since the WC simulation had the greatest quantity of 9 water entering the system (highest cumulative NI). Since the soil was following the MWC in the WC 10 simulation, it had lower WEV and hence lower water retention capacity compared with the soil in 11 the HC and DC simulations. The observation that the HC and DC simulations predicted lower 12 cumulative BF is significant from the viewpoint of soil cover design in which the control of water 13 infiltration is the primary objective. 14 The temporal changes in the storage in Soil 1 for the three simulations are shown in 15 Figure 6 . The storage for the WC simulation is the highest throughout the time period, which is 16 consistent with its having the highest cumulative NI. The storage for the HC simulation is either 17 similar to or slightly lower than that for the DC simulation for most of the time period except 18 towards the end of the time period, where the storage for the HC simulation exceeds that of the DC 19 simulation. It is interesting to note that storage values for the three simulation are very similar at 20 the start and end of the simulation. However, it should also be noted that values vary within the 21 course of the simulations. As pointed out previously, a lot more water passes through the system in 22 the WC simulation compared with the HC or DC simulations. These differences in the change of 23 storage for the three simulations are important for the systems involving downward migration of 24 contaminants or for groundwater recharge estimates.
D r a f t
-21- Figure 7 shows the driest and the wettest water content profiles with depth for the first 1 year of the total simulated time period for the DC, HC and WC simulations. For driest profile, which 2 is related to a drying event the HC simulation resembles the DC simulation whereas for wettest 3 profile, which is related to a wetting event, the HC simulation resembles the WC simulation. 4
Consequently, the HC simulation predicts the largest variation in water content with depth during a 5 calendar year. Difference in moisture content variations would predict different estimates of 6 movements in expansive soils due to swelling and shrinkage. In such instances, ignoring the effect 7 of hysteresis of the SWCC could potentially lead to inaccurate estimates of such movements. The cumulative AE and NI values for Soil 2 for the hysteretic and non-hysteretic simulations are 1 very similar. This is an expected result since Soil 2 had the lowest degree of hysteresis in its SWCC. 2
The greatest difference in cumulative AE and NI values between the hysteretic and non-hysteretic 3 simulations was exhibited by Soil 1, which had the highest degree of hysteresis in its SWCC. For 4 both Soil 2 and Soil 3, however, the cumulative AE and NI values obtained from the HC (hysteretic) 5 simulation are very close to those obtained from the DC (drying) simulation. 6
It has been reported in the literature that, owing to the small time steps required for 7 convergence of numerical solution, sometimes the hysteresis algorithm in Hydrus-1D may not be 8 able to capture the moisture content reversals (Bashir et al. 2009 ). It was prudent, therefore, to 9 confirm that the prediction of very similar cumulative AE and NI values by the HC and DC 10 simulations was not because of problems with the hysteresis algorithm in Hydrus 1-D. Satisfactory 11 performance of the hysteresis algorithm can be established by superimposing the paired water 12 content-suction data points at a given node on the hysteretic SWCC for the soil. 13 Figure 10 shows the paired water content-suction data from the top node for the HC, DC 14 and WC simulations for Soil 2, superimposed on the hysteretic SWCC for this soil. As seen in Figure  15 10, the paired data points from the DC simulation plot on the MDC and those from the WC 16 simulation plot on the MWC. The paired data points from the HC simulation plot on the MDC, MWC 17 or scanning curves depending on the drying and wetting history of the soil. It can also be observed 18 from Figure 10 that Hydrus-1D generates scanning curves as the soil goes through the drying and 19 wetting cycles in response to the infiltration and evaporation/drainage events. 20
As an additional check on the hysteresis algorithm, the switching of hysteresis at various 21 spatial locations was compared with the reversal of water content. Hydrus-1D assigns a hysteresis 22 index κ to each node (Šimůnek et al. 2013) . Wetting is indicated by setting κ = 1 and drying is 23 indicated by setting κ = -1. Figure 11 compares the hysteresis index to the moisture content time 24 history at three different spatial locations for a part of the HC (hysteretic) simulation for Soil 2. ItD r a f t -23-can be seen in Figure 11 (a) that the upper layer of the soil is exposed to atmospheric conditions and 1 therefore undergoes numerous reversals. This gradually decreases with depth as can be seen in 2 It is evident from the results presented in Figures 10 and 11 that the hysteresis algorithm in 4
Hydrus-1D was working satisfactorily and was able to capture the moisture content reversals 5 accurately. These results confirm the importance of hysteretic SWCC for accurate simulation of the 6 effect of hysteresis and highlight the importance of the accurate measurement of the both the 7 drying and the wetting branches of the hysteretic SWCC. 8 9
Effect of Precipitation Intensity 10
The results presented in the previous section indicated that relatively small differences between 11 the hysteretic and non-hysteretic simulations for Soils 2 and 3 were in part because of their lower 12 degrees of SWCC hysteresis. However, part of the difference between the hysteretic and non-13 hysteretic simulations for Soil 1 can also be attributed to runoff generation. For Soil 1, the WC and 14 HC simulations generated significantly more cumulative RO than that generated by the DC 15 simulation ( Figure 5 ). The saturated hydraulic conductivity values for Soil 2 and Soil 3 are, 16 respectively, one and two orders of magnitude higher than that for Soil 1. Their higher hydraulic 17 conductivity and the fact that the climatic conditions could only be obtained and applied at daily 18 resolution resulted in no runoff generation for Soil 2 and Soil 3. In reality the precipitation events 19 almost always occur over a shorter time interval than 24 hours and may overwhelm the infiltration 20 capacity of the soil, resulting in runoff generation. Shorter duration of precipitation may also 21 induce greater number of moisture content reversals, resulting in more pronounced hysteretic 22 behaviour. In this section, the above hypothesis is tested using the results of three additional 23 simulations using Soil 2 in which the precipitation intensity was increased by applying the total 24 daily precipitation in 6 hours, but keeping the potential evaporation distributed over the 24-hour The water balance the ground surface and water flux from the bottom of the domain for 3 these simulations are presented in Figure 12 . It is evident from Figure 12 that the hysteretic and 4 non-hysteretic simulations show distinctly different values of cumulative AE, NI and BF for a more 5 intense (shorter duration) precipitation event. This observation also emphasizes the importance of 6 collecting and using climatic data at appropriate resolution in order to simulate the hysteretic 7 behaviour accurately. 8 parameters results in prediction of increased infiltration and movement of water compared with 6 the predictions using the drying or hysteretic hydraulic parameters. 7 6. For soils that exhibit greater degree of hysteresis, it is important to measure both the drying and 8 the wetting branches of the SWCC accurately. 9
Conclusions
7. Accurate simulation of hysteretic behaviour requires climate data records at appropriate 10
resolution. 11
The results presented in this paper highlight some very important considerations of 12 practical relevance and applications. The consideration of hysteresis will result in predictions of 13 lower infiltration of meteoric water and greater runoff generation, which will have implications for 14 soil cover design, prediction of groundwater recharge and fate and transport of contaminants in the 15 unsaturated zone. Similarly, prediction of greater runoff generation will be of interest to 16 practitioners involved in studying the erosion behaviour of soils. Differences in water distribution 17 with depth, its temporal physiognomies and severity between hysteretic and non-hysteretic 18 simulations will affect the prediction of swelling/shrinkage behaviour of expansive soils. The 19 differences in quantity and distribution of water will also have implications for slopes where 20 suction plays an important part in stability assessment. 1996-1999 2004-2008 1965-1969 2003-2008 Number of years 4 5 5 5
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