Abstract. The wavelet transform is a widely used time-frequency tool for signal processing. However, with some rare exceptions, its use in signal processing is limited to discrete-time critically sampled transforms, which are particular cases of subband coding.
1. Introduction.
Historical overview.
In 1982, a new transform was introduced in signal processing by J. Morlet and A. Grossmann [53, 55] . Starting from an heuristic analysis method developed by J. Morlet, they clearly established the superiority of the continuous wavelet transform over the gliding window Fourier transform for performing time-frequency analyses and interpretations of some types of signals, especially signals in which transient phenomena are important or those that have large bandwidths.
At the time of Morlet's discovery, group theory had mastered the representations of locally compact groups [42, 75] . It led to the introduction of group-derived coherent states [6, 5, 103] . Coherent states were initially introduced in physics, by Schrödinger, as quasi-classic quantum states which present minimal uncertainty [108] . This theory had reached its maturity, in quantum optics, after the works of Glauber and Klauder [50, 49, 65, 64, 103] . The first theoretical derivation of the wavelet transform (WT) was presented in the context of group theory and functional analysis. The WT is associated with square integrable coefficients of irreducible representations of the nonunimodular ax+b group [55, 56, 57] ; the wavelet transform is defined as the coefficients of projection 1 of the signal on a set of dilated and translated versions of the generating analysis wavelet.
Y. Meyer related wavelets to previous works in functional analysis, especially Caldéron's theory and Lusin's method for characterizing Hardy spaces. He established the link with the atomic and molecular decompositions 2 that provide basic components for most of the functional spaces [97, 98, 100, 110, 27] . Since most timefrequency atomic or molecular decompositions can be obtained from a discrete version of the resolution of the identity obtained by A. Caldéron, the wavelet transform and its inverse are implicitly contained in Caldéron's identity. This discovery spotlighted wavelets. The work done by Caldéron and Zygmund implies that there exist bases of wavelets which unconditionally span 3 many classical functional spaces, except those which are built on L 1 (R) and L ∞ (R). In 1984, Y. Meyer built such an orthonormal wavelet basis of L 2 (R) [97] , in parallel with I. Daubechies' work on sampling of the resolution of the identity for coherent states associated to the wavelet transform and the Gabor transform [36] . Daubechies' work relies on notions of frame introduced earlier by R. M. Young [131] .
The property of providing unconditional bases for most of the classical functional spaces has stimulated research in functional analysis [97, 98, 100, 63] , numerical analysis [126, 17, 73] , and statistics [41] . The property of the wavelet transform in L 2 (R) of invariance under dilation 4 explains the intensive use of WTs in fractal and multifractal theory and in related fields like turbulent and chaotic phenomena [10, 9, 14, 102] .
Inspired by Y. Meyer's approach, S. Mallat introduced the concepts of multiresolution which led to systematic ways to build orthonormal wavelet bases and to fast implementation algorithms [93, 94, 92] . S. Mallat recognized that his algorithm was a particular subband coding scheme. 5 It implements a critically sampled wavelet transform, which was independently studied by I. Daubechies in [36] . Later, this approach led to the introduction of biorthogonal wavelet bases and wavelet packet bases [23, 28, 127, 124, 84, 82] . Since the publication of Mallat's theory and extensions proposed by A. Cohen and I. Daubechies [23, 24, 22, 7, 8, 34, 37] , the discrete-time wavelet transform has been thoroughly investigated and compared to classical subband coding schemes, derived from pure signal processing considerations [124, 84, 82] . The discrete-time wavelet transform has shown excellent behavior for some applications and limitations for others. It is clear that, although it is a quite powerful tool for 1 Projections are understood in this paper as results of inner products. This should become clearer later. 2 In terms of wavelets, atoms are based on linear combinations of compact wavelets, and molecules are based on linear combinations of noncompact wavelets [97] . 3 For a definition of unconditional basis, the reader should refer to [97] . 4 A linear and stationary operatorG is said to be invariant under dilation when its impulse response g(t) satisfiesGδ(t − 1 a ) = ag(at − 1). 5 Subband coding [118, 3, 124] was introduced in signal processing in 1976 [48, 31, 32, 47, 30] . Specifically, quadratic mirror filter banks, discovered by C. Galand [48] , appear as fundamental operators for the discrete-time wavelet transform. Subband coding was intensively studied, independently from the wavelet transform, until at least 1989. Even after that, lots of work has been done in the field of subband coding, without any wavelet consideration [118, 3] . It is interesting to mention that subband coding is an ambiguous name. Some authors would prefer that it be called subband filtering and that subband coding should designate the global operation of subband filtering and quantization of the different subbands. In this paper, subband coding designates only the subband filtering stage. signal processing, it should not be considered the universal solution to any problem related to time-frequency representations in general or coding in particular.
In signal processing, the continuous wavelet transform suffers from the fame of the discrete-time wavelet transform. Indeed, it provides an extremely redundant representation, challenging to store or to implement on-line. However, it is a remarkable tool for signal analysis and feature extraction [40, 39, 46, 107, 51, 58, 59, 29, 86, 87] . Unfortunately, the wavelet transform suffers from the same problems as any other feature extractor: the observed information is perturbed by the observing tool. The wavelet transform achieves exceptional time-frequency resolutions, but it depends a lot on the generating analysis wavelet. This justifies our interest in deriving, from the wavelet transform, new representations that are less dependent on the analysis wavelet.
1.2. Outline of the paper. This paper is part of a global program that attempts to provide solutions to the aforementioned drawbacks of the continuous WT (CWT) [86, 87, 85, 83, 84, 82] : it introduces the concept of the quasi-continuous wavelet transform (QCWT) and presents fast algorithms for implementation and inversion. The reader should refer to [86, 87, 85, 84] for an introduction to the concepts of synchrosqueezing measures which provide representations essentially independent of the generating analysis wavelet.
The discussion starts with a review of algorithms proposed in the literature. Most of them are only valid for very peculiar wavelets or for particular decompositions, mainly not critically sampled dyadic schemes. Thereafter, following the subband coding model, different methods for designing filter banks are proposed to implement QCWT for any generating analysis wavelet. Filter banks are also introduced to invert the QCWT.
Section 2 presents a short overview of the wavelet transform. Section 3 introduces some considerations about subband coding and how it can be used to implement a discrete-time WT of continuous signals. Section 4 is devoted to the actual definition of the QCWT. Section 5 briefly reviews the most common algorithms proposed in the literature for implementing approximate CWTs. In section 6, the reader is guided through a detailed description of our QCWT analysis algorithm. Finally, section 7 provides different synthesis strategies for inverting the QCWT.
The reader should be aware that our new methods are not described until section 6.
2. The WT. It will be useful to briefly present the notations for the WT that are used in this paper. The WT of a signal f (t) using a generating analysis wavelet g(t) is defined as
where
a ∈ R + \{0} is the scale or dilation parameter, and b ∈ R is the translation parameter. a is often related to the inverse of the frequency, while b can be considered the time 6 In the literature, another convention is also often used where a ∈ R \ {0}.
variable. .|. is the classical functional inner product. The WT at a given scale level a appears as the projection of f (t) over the set of translated versions of g (a,0) (t). Any signal f (t) in a satisfying functional Hilbert space H can be reconstructed from its WT, using a generating analysis wavelet h(t). This operation is called resolution of the identity,
and it is subject to the following admissibility condition 8 :
Note that these equations are written for the continuous biorthogonal case: the generating analysis wavelet g(t) can be different from the generating synthesis wavelet [61] .
3. Some considerations about subband coding schemes. Although we are not interested in subband coding, it will be useful to present some important considerations about this type of algorithm. These considerations should be kept in mind throughout this paper. Indeed, the methods that we propose are inspired by subband coding and use derived concepts.
The concepts of subband coding are described in great detail in [118, 3, 124, 84, 82] . We assume that a discrete-time WT is by definition a wavelet or hierarchical subband coding scheme [93, 94, 92, 23, 24, 99, 35, 34, 36, 37, 19, 11, 12, 13, 67, 68, 69, 18, 124, 123, 84, 82, 78] . It is expected that the reader is familiar with both frameworks.
The discrete-time WT suffers from an important drawback: the delocalization in each subband of the coefficients that represent a particular event. There is no way to accurately determine the evolution through scale levels of the coefficients of the WT in the neighborhood of an event. The lower in frequency the subband is centered, the more it is downsampled and, therefore, the further away from this neighborhood the sample of the WT could have been taken. This also implies that interferences between events can occur more easily. Hence, it is even more difficult to track the evolution of the WT coefficients associated with an event through the different frequency levels, especially for the low frequency subbands. This is not important for many applications, like coding or compression, but it is often unacceptable or impractical for analyses. 7 The projection of f (t) on the space spanned by the set {e k (t)} k is defined as
When the term "projection" is used instead of "orthogonal projection," the reader should always use this definition. It is the series of lengths of the orthogonal projections of f (t) on e k (t), multiplied by the length of e k (t). The absence of normalization by the length of e k (t) allows us to select different normalizations for the wavelet transform. For example, some authors use another normalization for
8ĝ (ω) stands for the Fourier transform of g(t). It is normalized asĝ(ω)
dt.
In addition, the discrete-time WT splits the signal into subbands which are associated with scale factors arranged as powers of a 0 . This disposition in scale is usually too coarse to correctly track the evolution of the WT coefficients through the different scale levels and, for example, to take advantage of the information contained in this evolution [63, 90, 77, 84] .
On the other hand, wavelet subband coding algorithms are optimally fast. Their computational complexity is of order O comp (2N ), (6) where N is the length of the signal and O comp (.) denotes the computational complexity of the algorithm [2] . This is comparable to the fast orthogonal transform algorithms usually met in signal processing [1] . Furthermore, this computational complexity is independent of the number of levels of decomposition. Also, the algorithm is based on filter banks implemented in series or in parallel. It is rather well suited to hardware implementations [119] .
Subband schemes provide automatic synthesis schemes with the same computational complexity. This is not the case with most of the other algorithms, which are only designed for analysis. With the fast QCWT presented later in this paper, different reconstruction schemes are proposed, with a computational complexity comparable to the computational complexity of the analysis phase.
At this stage, we want to present a general consideration about subband coding in digital signal processing. The rest of this section is not an overview of the approach that we follow. It merely presents different points of view which can be adopted when subband coding or discrete-time WT is applied on a continuous signal. It is possible either to consider the input samples of the continuous signal as the result of the decomposition of another continuous signal in the initial set of the scaling functions 9 or to decompose the continuous signal in this set prior to the sampling phase and the application of the subband algorithm to the resulting coefficients of decomposition as if they were the initial discrete signal. Both interpretations have equivalent impacts on a number of signal processing applications, such as coding or compression. However, for analysis, it is important to ensure that the analyzed signal is really the input signal and not another one, as would be the case with the first approach. Therefore, continuous analyses performed with a subband coding approach require the second approach. For continuous analyses, the discrete series used as input in the subband coding algorithm are generally no longer obtained by simply sampling the initial continuous signal.
In [109, 104, 84, 82] , the second point of view is proposed for fast implementations of the CWT: the discrete sequences obtained as output of the algorithm are the exact samples of the CWT applied on the associated continuous signal, except for the numerical errors resulting from rounding. The solution [109, 104] consists of considering the input signal f (n) as the coefficients of decomposition in a set of interpolating functions {ζ
and the wavelets are interpolated with another set of functions {ζ
Note that formulas (7) and (8) only denote attempts to interpolate the continuous signal and the continuous generating analysis wavelet. The less accurate the interpolations are, the less accurate the resulting analysis will be. In order to be computationally efficient and compatible with subband coding algorithms, the function ζ g (t) must also satisfy the property
Equation (9) is satisfied by scaling functions φ(t) as defined in [93, 35] :
The samples of the CWT,
are obtained by applying the wavelet subband coding scheme on the new input sequence,
The interpolating filter method is illustrated in Figure 1 . The use of fast implementations for subband coding schemes gives even faster algorithms [120, 122, 104] .
Obviously, if a signal f (t) is well approximated by equation (7), the synthesis subband coding scheme implements a reconstruction of the identity. Otherwise, it just reconstructs the orthogonal projection of f (t) on the space spanned by the set of translated versions of ζ f (t). In the best case, if (7) is satisfied, then the reconstructed signal is the original signal. Otherwise, the inversion is only approximate.
Note that no hypothesis has been made, at this stage, regarding the continuous input signal. Of course, (7) must be approximately satisfied with some ζ f (t). In the case of digital signal processing, which is the target of this paper, it is natural to expect that the signal will be bandlimited. In such a case, (7) becomes a classical Whittaker interpolation, as explained later on. However, other cases could be considered, like cubic spline analyses. The global design and implementation methods proposed in this paper remain the same except for the initial interpolating filter (14) .
The reader is referred to [101, 45, 44] , for a discussion of the design of filter banks approximatively associated with any generating analysis wavelet. Their techniques, although different and developed in different contexts from the filter design proposed in our paper, rely on a similar point of view.
illustrates the successive steps required to guarantee that the discrete-time WT of a continuous signal implemented with a subband coding scheme analyzes the original continuous signal and not a different signal. This is explained in the text. (b) presents the resulting interpolating filter which must be applied on the discrete sample series f (n) prior to the subband coding analysis.
Definition of the QCWT.
The QCWT is, by definition, a discrete-time transform with no downsampling along the time axis and the possibility of choosing any sampling grid along the scale axis. Actually, a very useful sampling grid for analysis purposes is defined by
where n so ∈ N \ {0}.
Such a sampling grid is presented in Figure 2 . In the QCWT case, the a 0 is usually chosen equal to 2. In this particular case, the different levels, numbered by the parameter m, are arranged in octaves, and the sublevels are arranged in fractions of octaves and called suboctaves or subsubbands. For other choices of the value of a 0 , the same denomination is maintained. However, these choices are of very little interest, as the sampling grid (16) should always give enough resolution in scale.
If a 0 = 2, the generating analysis wavelets are usually not dilated versions of the same generating analysis wavelets. Hence, interpretation of the time-scale planes is made even more difficult, unless it can be transformed into a representation independent of the generating analysis wavelet, as discussed in [84, 82] .
The fast QCWT proposed in this paper can easily be extended to any choice of a 0 . However, only the case (16) with a 0 = 2 is presented.
5.
Existing fast WT algorithms. This section describes the main types of fast WT algorithms that have been proposed in the literature. Their computational complexities and numerical accuracies are also mentioned. In practice, most of these algorithms are not designed for synthesis because they do not provide any direct way to reconstruct the signal. Indeed, the resolution of the identity is obtained by (4) , which is a continuous integral. This integral can be split into discrete sums only in particular cases, like the dyadic discrete-time WT. In cases of approximations of CWT, discrete approximations of (4) are often the only way to inverse the representation.
5.1. The "à trous" algorithm. "À trous" algorithms are direct extensions of discrete-time WT. They result from simple elimination of all the downsampling operators. This is depicted in Figure 3 for a 0 = 2 [121, 109, 104] . The decomposition is implemented by iterated applications of dilated versions of a filter bank on the low frequency subband. The dilation of the filter banks implies that a zero is added between each coefficient of the impulse response of the filter from one octave to the other.
Of course, the computational complexity is increased to (17) where n oct is the number of octaves used in the decomposition.
Instead of storing the coefficients of decomposition on N coefficients, as in the case of subband schemes, n oct N coefficients are now required. This is an inherent disadvantage of analyses. For this reason, analysis tools are in general not very well suited for coding or compression.
As illustrated in Figure 4 , the same approach can be applied to the synthesis filter banks to implement the reconstruction of the identity. The synthesis filter banks are obtained from the subband synthesis filter banks by removing the upsampling operators.
Of course, this algorithm is powerful in the sense that it performs a noncritically downsampled discrete-time WT with a filter bank approach easily implementable in hardware and parallel or pipelined processing [74] .
This method is restricted to generating analysis wavelets that are already associated with a filter bank. For the sake of fast computation, the filter bank should be composed of finite impulse response filters (FIR), infinite impulse response filters (IIR) implementable with a simple recursive structure, or IIR with fast decaying coefficients such that only a finite number of nonnegligible coefficients are actually needed [70] . In general, the "à trous" algorithms cannot be used for efficient implementations of the WT associated with any choice of generating analysis wavelet, especially as they do not give any hint on how to design the filter banks associated with these generating analysis wavelets. The design of approximate filter banks is tricky and part of our fast QCWT proposition.
Also, such an algorithm is intrinsically limited to octave arrangements or at least decompositions with a sampling grid in scale where a 0 ∈ N. It is not compatible with suboctave levels. As previously mentioned, this is often not sufficient for analysis tasks.
To take advantage of the progress achieved in subband coding algorithms [120, 122, 104] , it is also possible to reorganize the "à trous" algorithm as the result of interleaved nondilated filters, as depicted in Figure 5 . We call this approach an interleaved subband coding "à trous" algorithm (ISCTA). The computational complexity is similar to that of the classical "à trous" algorithm, but the multiplying constant can be substantially reduced. This ISCTA can be inverted easily if the associated synthesis filter bank is known. 5.2. The discrete dilation operator-based fast WT algorithm. This algorithm uses the properties of some classes of wavelets with finite support, like piecewise affine wavelets and piecewise constant wavelets [62, 43, 109] . With these wavelets, it is possible to short-cut the computations as the sampling of dilated versions of the wavelet can be replaced by the action of discrete dilation operators on the sample sequence of the generating analysis wavelet.
The wavelet transform is approximated by discrete summation:
The discrete dilation operatorDD is introduced so that for the selected class of generating analysis wavelets, it satisfies
The proposed general form of the operatorDD is given by
In the literature, two solutions have been proposed, based on different choices of the filter h(n).
⋄ The piecewise affine approach:
The operator implements dilation by linear interpolations:
) when n ∈ 2Z + 1.
.....
FIG. 6.
The discrete dilation operator-based fast WT algorithm.
The class of wavelets which satisfy equation (19) are affine wavelets on the intervals [n, n + 1[.
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⋄ The piecewise constant approach:
The operator implements dilation by selecting the even samples, by leaving them at their abscissae, and by repeating them at the odd abscissae. The class of wavelets that satisfy equation (19) are wavelets constant on the intervals [n, n + 1[. Equation (18) implies that the WT, at the level n oct , is obtained by convolving the signal withDD noct g * (−n). However, with the z-transform, 11 the following identity is satisfied:
and therefore, by iteration,
Equation (25) describes the associated fast algorithm, which is also depicted in Figure 6 . The different filters are dilated versions of the same generating filter. This explains the confusion which often occurs in the literature, of this algorithm with the "à trous" algorithm. This algorithm just uses the "à trous" principle.
The computational complexity of the algorithm is
In practice, continuous wavelets are approximated by compact wavelets. Thereafter, the compact wavelets are also approximated by piecewise constant or affine functions [43] . 10 Affine means that the wavelet is composed of line segments. 11 The z-transform of a discrete signal f (n) is defined as [20] Z {f (n)} (z)
More general expressions for the filter h(n) have been studied, but they do not improve the speed or accuracy of the algorithm [60] . Their only interesting feature is that for a higher order of the filter h(n) the classes of generating analysis wavelets which satisfy equation (19) are more regular. However, they do not lead to wavelets interpolated with polynomials of higher degrees.
n so sub-subbands, also called voices or sublevels, filling in between the octave levels, can be obtained by selecting n so generating wavelets, each centered on one of the n so frequency sublevels. The same algorithm can be applied to each of these generating wavelets [43] .
Although based on approximations, this algorithm is considered to be among the most general and efficient approaches for fast CWT.
No reconstruction algorithm is proposed in this context.
5.3.
Discrete wavelet-reproducing kernel WT algorithm. This algorithm defines an intermediate wavelet ξ(t) associated with a critically downsampled discretetime WT. This intermediate wavelet is used to compute exact samples of the CWT with the generating analysis wavelet ψ(t) [52] .
The principle is contained in the following equation, which is always satisfied:
Equation (27) is well known in wavelet theory under the name of the reproducing kernel identity [35] :
The reproducing kernel K(a, b, a ′ , b ′ , ξ, ξ) characterizes the redundancy present in the CWT. It describes the likeness of ξ (a ′ ,b ′ ) relative to ξ (a,b) . Equation (27) implies that the computation of the CWT of any signal f (t) is obtained as a bilinear transformation of the discrete-time WT of the signal f (t) (with ξ(t) as a generating analysis wavelet) and of the continuous wavelet ψ(t), with the reproducing kernel of ξ(t) as kernel. The second argument of the bilinear transformation is the WT of the continuous wavelet ψ(t). The reproducing kernel of ξ(t) is the kernel of the bilinear transformation.
Both discrete-time WTs can be computed with wavelet subband coding schemes associated with the wavelet ξ(t) and for which the filter banks can be predesigned. Also, if ψ(t) is fixed, its WT can be precomputed and stored.
The computational complexity of the algorithm is, in the best case, of order
where n oct & so denotes the total number of octaves and suboctaves used for analysis. However, the kernel operation is rather computationally expensive; the multiplicative constant in the computational complexity is usually prohibitive.
No reconstruction algorithm is associated with this algorithm. It should also be mentioned that the kernel algorithm has been proposed and studied intensively in [129, 128, 130, 125] , under the name of the mother wavelet mapper operator. It is an elegant way to compute a different CWT, associated with different generating analysis wavelets, from the WT associated with another generating analysis wavelet. The fundamental relationship needed for this approach is
5.4. Recursive filtering of the fast WT algorithm. The method described in this section is valid only for a particular wavelet, and it cannot be extended to any other generating analysis wavelet, unless a similar approximation is established for such a new generating analysis wavelet. Like the approach described in section 5.2, the WT is only approximated. In fact, the generating analysis wavelet is not even admissible. Therefore, relatively important errors are introduced during synthesis when reconstruction is sought. However, these errors are considered acceptable for analysis purposes.
The algorithm is based on an approximation of the Morlet wavelet [54, 35] , which usually requires an IIR filter for its direct implementation. The approximation is chosen such that the z-transform of the generating analysis wavelet can be expressed as a rational fraction with low degree polynomials as numerator and denominator [15] . Such an IIR filter can be easily implemented with a recursive structure [70] .
The analysis Morlet wavelet chosen is defined by the following usual approximation:
It is approximated by
or, equivalently,Ĝ
The choices for the different coefficients are α = 1, c ′ = 8, σ = 1, c = 8. Other values can be used, but the values presented give a local minimum of the error of approximation.
The absolute values are eliminated by developing g app (
The associated z-transforms are
12 The discrete-time Fourier transform (DtFT) is defined aŝ
Note the normalization which is usually used in signal processing. 13 1 + (t) is the unit step function.
with
The WT coefficients at the scale level a are computed by the recursive equations
The computational complexity is O comp (22N (n oct (1 + n so ))), (47) where n oct is the total number of octaves used in the analysis and n so is the number of subsubbands located between two octave subbands. In practice, the complexity is roughly between 5 and 6 times lower than the algorithm described in section 5.2 [15] . However, the numerical accuracy is worse, especially if reconstruction is desired.
No fast reconstruction algorithm is proposed with this approach.
5.5. Fast B-spline-based running wavelet transform algorithm. A similar approach is developed in an adaptation of the fast B-spline-based running wavelet transform to the Morlet wavelet [111] . The β n (t) B-spline of order n is defined as the (n + 1)-fold convolution by a square window [112, 114, 115, 116] .
Because the functions are splines, the following relationships exist: The B-spline functions easily generate discrete-time WTs [112, 115, 116, 117] . The technique relies on the development of the generating analysis wavelet in the B-spline representation,
The coefficients c(k) are obtained by least squares approximations. Then, the WT is obtained as
where [c] ↑ a denotes the filter aĈ(aΩ).
Fast algorithms exist to implement the cascade (51), based on the (n + 1) moving sums described by equation (49) [4] .
The algorithm is depicted in Figure 7 [113] . The computational complexity is given by
Such an algorithm is suited for any scale factor, and because it is not based on a wavelet subband coding approach; it is noniterative across scales. Hence it can be used for efficient parallel processing.
This algorithm uses intermediate B-spline functions to develop the analysis wavelets and the signal just as the scaling functions are used in the fast QCWT algorithms proposed in this paper and published earlier [89, 88, 80, 76, 79, 81] .
The approach approximates the analysis wavelets with spline functions. It is compatible with any integer dilation parameter.
Extensions to sublevels require the introduction of n so generating wavelets, each centered on one of the n so frequency sublevels. The same algorithm can be applied to each of these generating wavelets.
No reconstruction algorithm is proposed in this context. A particular extension to the complex B-spline generating analysis wavelet written as
also exists. It consists of additional modulation and demodulation operations as depicted in Figure 8 [113, 111] . and
Equation (56) can be evaluated with a fast discrete Mellin transform as described in [16] . Equation (57) can be evaluated with a digital filter obtained by sampling [104] .
Unfortunately, the samples are nonuniform. They introduce approximations which are difficult to evaluate. Also, the algorithms are no more shift invariant for b. This implies that the whole process must be repeated for each b. Therefore, the computational complexity of these algorithms is huge.
But, for a given b, it becomes quite easy to compute the WT at all possible values of the scale parameter a. This is particularly useful for applications where the evolution of the coefficients of the WT is studied in a small vicinity around b 0 , for example to apply the theorems described in [63, 90, 77, 84] and to characterize a singularity located at b 0 .
No reconstruction algorithm is associated with this approach.
6. A filter bank-based fast QCWT algorithm. This section is devoted to our new algorithm for fast computation of the WT. It has the advantage of being a natural extension of wavelet subband coding schemes, with an "à trous" flavor. It is implementable for any generating analysis wavelet.
This algorithm relies on the introduction of a generating scaling function, 14 similar to what is used in subband coding. The signal is decomposed into a set of scaling functions prior to any projection on the wavelets. 15 The introduction of scaling functions corresponds to the interpolating operation described in section 3. The problem of projecting a continuous signal in a set of translated versions of correctly dilated wavelets becomes a problem of decomposition of the wavelets in the set of scaling functions. This limits the scope of the problem to a correct decomposition of ψ(t) with the translated versions of φ(t), independently of any other considerations. Hence, the task is alleviated and excellent results can be achieved with approximate FIR filter banks [89, 88, 80, 76, 79, 81] .
It is also interesting to mention that a related approach has been introduced, later and independently, in [101, 45, 44] . In these papers, perfect reconstruction paraunitary quadrature mirror [84, 82] filter (PR-PQMF) banks are introduced for approximation of CWT with dyadic discrete-time WT.
Although based on another philosophy, a filter approximation scheme is also proposed, which relies on the same property as our fast QCWT algorithm: The use of scaling functions, as an intermediate step in the computation of the WT, relaxes the constraints on the design of the associated filter banks.
Without this design trick it is often difficult to design filter banks for any generating analysis wavelet that are short enough to be compatible with a fast implementation.
6.1. A general description of the algorithm. Our proposed fast QCWT algorithm is based on an extension of the classical subband coding approach to the quasi-continuous case. But now, the dilation-translation plane contains as many subbands, arranged as octaves, and subsubbands, arranged as fractions of octaves, as required by the application.
In practice, the decomposition is always with a 0 = 2, the additional levels being considered sublevels. For all these reasons, it is important to repeat that the QCWT is an analyzing tool and it should not be used as such for coding purposes. Paradoxically, coding is one of the main applications of classical subband coding.
The fast QCWT algorithm also has similarities to the "octave-by-octave" ISCTA proposed in [104] . It differs in the fact that the "octave-by-octave" approach is not used. Also, this paper does not propose methods to design the filter banks associated with any generating analysis wavelet.
Our algorithm is arranged in different stages. First the signal is projected, as explained in section 3, with a lowpass filter on a set of scaling functions. Thereafter, the coefficients of the wavelet transform, associated with the first octave and its suboctaves, are computed with a bandpass filter bank applied to this projected signal. This projected signal is also reprojected on the set scaling function at the next octave level by lowpass filtering. 16 Then, the algorithm is iterated with dilated filters. The approach is very similar to subband coding schemes. The use of the intermediate scaling functions facilitates the design of the filters.
In order to limit the size of the filters and guarantee stability, it is not possible to choose any dominant frequency for the generating analysis wavelet. Hence, to cover completely the bandwidth of the signal, it is often mandatory to add an upper-octave interpolation, where the QCWT is computed as if the signal was sampled on 1 2 Z instead of Z. This is an important difference from the CWT. It results from the fact that QCWT starts at one level and uses dilated analysis wavelets but no compressed analysis wavelets. 17 6.2. Details of the algorithm. In a first phase, the signal is projected on the intermediate set of functions called scaling functions. A priori, any set of functions which has the properties of scaling functions, as described in [93, 35] , can be chosen. In practice, the choices depend essentially on the generating analysis wavelet. This corresponds to the projection stage described in section 3.
In digital signal processing, a discrete signal is supposed to result from sampling a bandlimited continuous signal with a sampling frequency larger than the associated Shannon frequency. In order to guarantee that the WT is computed for the same continuous function as the one which has produced the input sample series, a Whittaker interpolation is performed on the signal before its projection on the set of scaling functions [71] . The reader should remember the interpolation introduced in section 3.
Suppose that the initial level of decomposition of the associated discrete-time WT is V 0 and that the continuous signal is bandlimited to the interval [−π, π], after normalization of the frequency.
The interpolation is performed with the filter of impulse response β φ (k):
Knowing the sequence of samples associated to the signal f (t), the projection of f (t) on the set of translated versions of the generating scaling function is obtained as output of the interpolating filter β * φ (k). This results from the development
Although derived independently, this result is similar to Shensa's algorithm presented in section 3 [104, 109] .
The projection on the scaling function at the initial dilation level is denoted P φ(t−k) f (k). It is obtained by filtering the discrete signal
t is a mute parameter of integration.
Filtering with β φ (k) produces the exact projection 19 of the initial signal into the subspace generated by all the translations (with a translation step which is a multiple of the sampling period 20 ) of the scaling functions at the initial dilation level. 17 In other words, the dilation factors take values larger than a 0 but never smaller values. The upper-octave interpolation is an exception to this statement. 18 The reader should notice the definition of projection that will be repeatedly used in the rest of this paper. It is in agreement with the preceding convention. 19 See definition given in section 3. 20 The sampling period is assumed to be 1 in this paper. Whittaker interpolation is applied on φ(t), which can be chosen with a compact support or at least a fast decay [35, 34, 37] . Therefore, the interpolation followed by the projection on the set of scaling functions can be approximated, up to any accuracy, with short FIR filters. The fast decay of the scaling function accelerates the decay of the coefficients of β φ (k). It is important that the reader well understand that the sinc(t) interpolation is introduced only to compute the correct projection and not because of any behavior of the coefficients of interpolation. Indeed, the decay of Whittaker interpolation coefficients is rather poor. However, the global decay of the interpolating filter is governed by the regularity of the scaling function. Figure 9 depicts the impulse response β φ (k) associated with the scaling function generated byĜ 0 (ω) = (1 + cos(ω))(cos( Figure 10 . The generating scaling function is depicted in Figure 11 . Note that its support is compact sinceĜ 0 (ω) is an FIR filter.
Once P φ(t−k) f (k) is known, the projection of the signal on the set of translated wavelets at the same level is obtained by filtering with the filter of impulse response g * 1 (k). The g 1 (k) are the coefficients of decomposition of the generating wavelet into the set of translated scaling functions at the same level of dilation,
The generating scaling function is assumed to be normalized. By analogy with (61), the projection of the signal on the set of translated wavelets at the same level is denoted by
The dot denotes the mute parameter of the convolution.
The following theorem is satisfied. THEOREM. Consider the generating scaling function φ(t) satisfying φ(t) ∈ L 1 (R, dt), (65) and assume that φ(t) is r times differentiable and
If the generating wavelet ψ(t) satisfies the conditions
if ψ(t) is r times differentiable, and if 
The proof results from equation (63), written as a function of the Fourier transform, with Parseval equation [132, 66] (70) and
In order to shorten the filters required by our algorithm, we impose as much regularity as possible on the φ(t) and ψ(t). Usually, the generating analysis wavelet is quite regular. In such a case,Ĝ 1 (ω) can easily be approximated with a short FIR filter. If the regularity of ψ(t) is not satisfying enough, a solution consists of increasing the regularity of φ(t). Indeed, ψ(t) always appears multiplied by φ(t). The reader should note that this is the main argument to justify our use of scaling functions.
In our paper, the following Morlet wavelet is considered as a generating analysis wavelet [54, 35] :
16 (e j 0.69 π t − 4.89098 10 −4 ). (72) It is plotted in Figure 12 . The associated filter g 1 (k) is depicted in Figure 13 .
The choice of a complex generating analysis wavelet is motivated in [84, 86, 87] , where a WT phase analysis is required. Because ψ(t) is complex, the resulting filter banks are also complex. Real cases are handled similarly.
Remark also that equation (69) characterizes only the asymptotic behavior of the filters. To actually reduce the number of nonnegligible coefficients, the generating analysis wavelet must be finely tuned, by dilation, until the minimum number of nonnegligible coefficients is achieved while still giving an acceptable approximation. (72) is the result of such a fine tuning.
However, this does not completely justify the choice of (72), which is rather a compromise, for the filter (62) , between the minimum number of nonzero coefficients and the requirements of having good coverage of the upper part of the bandwidth by the generating analysis wavelet. In the absence of this constraint, which can be relaxed perfectly, provided that an upper-octave interpolation is performed as described later, the number of nonnegligible coefficients can be reduced even more.
Any additional subsubband, located between the current level of dilation and the next octave, is obtained by defining additional filters g ǫ + 1 (k) applied to the same coefficients of projection of the signal as the filter g 1 (k):
The filters g ǫ + 1 (k) are designed by
, n so ∈ N, ǫ = 1, 2, . . . , n so + 1, (73) where n so is the number of sublevels between two consecutive octave levels, ǫ = 0 is associated with g 1 (k), and ǫ = n so + 1 is associated with the projection on the next octave level.
This choice for the suboctave wavelets is independently proposed in [104] . However, just as for the discrete dilation operator-based fast WT algorithm [43] , the suboctaves are obtained with an "octave-by-octave" approach: a similar "à trous" algorithm is applied on each of the n so + 1 generating wavelets. This approach has one major drawback: the numerical accuracy which can be achieved is limited by coarser approximations of the filters.
The projection of the signal on the set of translated wavelets at the same level is denoted by
Note that convention (3) is used: the WT computed by this algorithm is normalized with wavelets multiplied by [84, 83] . This is more appropriate 
Real parts and imaginary parts are illustrated, respectively, by parts ( * − 1) and ( * − 2).
for the speech analysis applications which motivate this work 21 [84, 86, 87, 85] . If convention (1) is preferred, each subband must be accordingly renormalized. In other words, each filter g ǫ + 1 (k) must be renormalized.
If hypotheses (65)- (68) are satisfied, equation (69) holds for each filter g ǫ + 1 (k). Also, in order to minimize the number of nonnegligible coefficients, it is easy to notice that the longest filter is associated with the next octave level: ǫ = n so + 1.
For the example presented in this paper, n so = 7 and the associated filters are presented in Figures 14 and 15 . 
The next octave level, {P
, is obtained with the filter g 0 (k) applied to the coefficients of projection of the signal into the scaling functions at the current dilation level ( P φ(t−k) f (k)),
The projection on the set of wavelets at this new octave level can be obtained in two different ways,
Asψ(a 0 ω) is better covered byφ(ω) than byφ(a 0 ω), its approximation is more accurate when developed in the set of translated versions of φ(t) than in the set of 1 a0 φ( t a0 ). Therefore, at the price of a longer filter, the numerical accuracy is improved by choosing approach (77) . Also, it justifies our claim that this approach has a better accuracy than the "octave-by-octave" approach proposed in [104] .
The next suboctave levels are obtained by application of the discrete filter bank
Thereafter, all the following octaves and suboctaves are obtained by iteration of dilated versions of the filter bank
This part is similar to the "à trous" approach.
6.3. The upper-octave interpolation. It has been explained in the previous section that a compromise must exist between the coverage, by the generating analysis wavelet, of the high frequency content of the signal and the length of the filter bank
However, even if any filter length is acceptable, part of the high frequency content cannot be validly covered with the generating analysis wavelet. Unfortunately, for analysis it is often important to correctly represent the high frequencies. For example, with the generating filter (62) and the generating analysis wavelet (72) , the application of the fast QCWT algorithm to a speech signal sampled at 8 kHz often loses portions of the third formant and misses most of the fourth formant.
The solution consists of the implementation of an upper-octave interpolation: the signal is interpolated and projected on the set of translated versions of 2φ(2t), with a Whittaker interpolation on the half-integers, followed by application of the contracted filter bank
Thereafter, the signal is downsampled, to keep only the integer samples, and to remain on the same sampling grid as all the other levels and sublevels.
In detail, the signal is interpolated and projected on the upper-octave scaling functions, with a filterβ φ (k) depicted in Figure 16 ,
The complete fast QCWT algorithm is schematically depicted in Figure 17 . 6.4. Additional tricks for implementation. The effects of an event located at a given moment propagate through the time-scale plane with a conoid structure [84, 105, 29] . Therefore, boundary effects propagate through the scale-plane with a similar behavior and mask the low frequency content on a large interval. It is unacceptable, especially when the input signal is a long sequence which has to be segmented before application of the algorithm.
Different techniques can be used to reduce or eliminate this problem, similarly to the solution applied for subband coding [26, 33, 25] .
In fact, since the signal is assumed to be bandlimited and since Whittaker interpolation is applied, an acceptable solution consists of adding samples, set to zero, outside the interval prior to filtering withβ φ (k) or β φ (k). We call this technique a V 0 compatible extrapolation (VCE).
With this simple signal extension by zeros, it becomes possible to treat very long signals with the classic superposed summation method [70] : the signal is segmented into smaller intervals and the algorithm is applied on each segment. The results are combined at the end.
Also, if the frequency resolution is not accurate enough for the highest frequencies, a quasi-continuous generalized hybrid wavelet transform, with adaptation of the analysis wavelet with the level of decomposition, can be implemented with the same algorithm. Only the g ǫ + 1 (k), ǫ = 0 (84) must evolve accordingly, from level to level.
The application of additional operators to implement any generalized hybrid wavelet transform is perfectly compatible with this approach [82] .
Performances. The complexity of the algorithm is
O comp (N ((n oct + d ui )(n so + 1) + 1)), (85) where N is the length of the input signal, n oct is the number of octave blocks (octaves and suboctaves) used, and n so is the number of suboctaves between two successive octaves. d ui is equal to 2 if there is an upper level interpolation; it is equal to 1 otherwise.
Because of the iterative filter bank approach, the number of operations is kept to a minimum. The QCWT design is now replaced by a filter bank design, which is a problem far easier to optimize.
Furthermore, because of the filter bank concept, this approach is well suited for hardware (VLSI) and parallel or pipelined implementations. In the case of a fully parallel implementation, it loses its "à trous" properties.
Also, because of the "à trous" flavor of the algorithm, it can be implemented with an ISCTA approach. In that case, it is possible to use fast implementations for the subband coding schemes, to obtain even faster algorithms [120, 122, 104] .
7. Associated fast synthesis QCWT algorithms. As seen in previous sections, the fast algorithms proposed in the literature are designed for analysis or are simple extensions of the subband coding approach. Anyway, they do not provide any general way to reconstruct the signal and to cope with the continuous integral along the dilation (a) axis which appears in (4). On the other hand, the formulation of fast QCWT algorithms leads to efficient reconstruction schemes.
Depending on the application, different strategies can be developed to implement a reconstruction of the identity. In some cases, it is only required to reconstruct the signal with the WT coefficients, independently of their origins in the time-scale plane. In other cases, some regions of the time-scale plane are selected and only the associated portions of the signal are desired.
For example, the temporal evolution of the energy content into the different levels and sublevels can be observed, and those which present the same evolution are recombined together [86] . In the context of the speech modulation model (MM), the primary components of a signal 22 are expected as outputs of each group of recombined levels and sublevels. This is described in [87, 85, 84, 82] . This strategy is called the selective fusion algorithm (SFA).
In some cases, the speed of the algorithm matters more than the accuracy, whereas in other cases, it is mandatory to be as robust to noise as possible, even if it implies slightly slowing down the computation. These different goals can be met with the different synthesis strategies which are described in the following sections.
7.1. The direct summation strategy. One of the advantages of the QCWT is that the sampling grid is tight enough to automatically provide a decomposition in a frame as described in [36, 35] . Also, thanks to the suboctaves, the frame constants A and B are close to 1. Hence, the continuous integral (4) is often satisfyingly approximated by a discrete summation over the successive levels and sublevels.
A first approach consists in selecting the synthesis wavelet h(t), filtering each level or sublevel with the appropriate dilated, mirrored, and normalized version of h(t), and adding the outputs, weighted as a function of their scale level. This is illustrated in Figure 18 . Of course, the filter bank design is still challenging because there is no systematic way to ensure that, for any generating synthesis wavelet, the filters are at the same time short and accurate enough.
However, an immediate generalized admissible choice for h(t) is the Dirac distribution [106] . With this choice, the reconstruction of the identity becomes
It can be rewritten
In other words, just a summation of the output at the different levels is needed. The final result is eventually renormalized by division by the admissibility constant.
Only the summation of the coefficients located at the abscissa b = t are taken into account to obtain the value of the signal at the time t. The summation is only approximate, but, in general, the error can be considered negligible. To further reduce this error, the admissibility constant is also evaluated with the same discrete sum instead of the integral (88) .
In addition to the advantages of simplicity and speed, the reader should also notice that all the levels and sublevels play the same role in equation (87) . In other words, the strategy does not give more weight to one or another level to approximate the reconstruction of the identity while using the others only for correction of details.
As the sampling grid is quite redundant with QCWT, this second strategy can also be used, as described hereafter. Equal weight approaches are mandatory for correctly implementing SFA techniques.
Obviously, the complexity of the algorithm is ideally small,
with the same notations as for equation (85) .
The accuracy is usually sufficient for lots of applications. The SFA described in [86, 87, 85, 84, 83] can easily be implemented with the direct summation strategy. However, improvements in accuracy are obtained by using the fair synthesis QCWT algorithm as described in the next section.
The following algorithms implement exactly the resolution of the identity. They are based on subband coding schemes, without downsampling. Each octave and suboctave level participates, equally or unequally depending on the strategy, in the reconstruction of the projection on the set of scaling functions associated with the octave at the next upper-octave.
7.2. The fair synthesis QCWT algorithm. This algorithm is based on an approach similar to subband coding synthesis schemes. Equal weight is given to each of the levels and sublevels.
The design of the filters results from the structure of the following recurrent equations.
Let
where h nso + 3 (n) minimizes
(91) represents the orthogonal projection of φ(t) on the space spanned by { 1 a0 φ( t−k a0 )} k , which is an over-complete set [36] . Therefore, {h nso+3 (k)} k is chosen to minimize the amount of nonnegligible coefficients. This can easily be implemented with a matching pursuit strategy with { 1 a0 φ( t−k a0 )} k as dictionary [91, 95, 96] . Similarly,
where h ǫ + 2 (n) minimizes
Once again, we want to minimize the amount of nonnegligible coefficients. Now, either we can use matching pursuit or, when ǫ ≤ n so , we can seed an optimization procedure for {h ǫ + 2 (k)} k using {h ǫ + 3 (k)} k .
The same formulas can be extended on a half-integer grid for the upper-octave, in which caseD 1 is obtained from the upper-octave as illustrated in Figure 19 .D 1 is not applied on the lower octave.
The operatorsD η , η = 1, 2, . . . , n so + 3 (94) fairly share the extracted information used to reconstruct
among the different sets of coherent states associated with the octave, which means the scale levels which have been obtained in the fast QCWT by direct application of the filter bank g ǫ+1 (k).
The filter banks used for synthesis are defined by h η with η = 1, 2, 3, . . . , n so + 3. 
FIG. 19.
Fast synthesis QCWT algorithm, based on the "fair strategy" or on the "closest takes most" strategy. Both have the same implementation; they only differ by the filter used. In the second case, some filters might even disappear. The gray shaded part is a sequence of operation which is implemented only if an upper-octave interpolation is used. nso = 7, a 0 = 2. For the sake of simplicity, noct = 2.
With the same hypotheses on φ(t) and ψ(t), the decay of h nso + 3 (k) satisfies equation (69) .
The application of the filters h nso + 3 (k) (96) and h ǫ + 1 (k), (97) respectively, to (98) and
) f (k), (99) followed by summation of the resulting sequences, produces the sequence
But in fact the sequence (101) results from application of the same process with the same filters dilated by a 0 . The iteration is initiated at the lowest level by the knowledge of the projection of the signal over the set of the translated versions of the dilated scaling function, which often is set to zero in an analysis context. Usually, the consequence is merely a loss of the average value of the signal. But, of course, nothing prevents the storage of these coefficients.
For the last noninterpolated octave, if no upper-octave interpolation is used, the filter h 1 (k) also has to be applied to
In the case of an upper-octave interpolation, h 1 (k) is not used but rather is replaced by repeating the same process on the upper-octave, but on a half-integer sampling grid.
The last step results, if no upper-interpolation is used, from equation (59) . The filter (β φ ) −1 (k) is applied to (103) to restore the initial continuous input
where ϕ(t) is the result of bandlimiting φ(t) to [−π, π]. It is in that sense that notation (β φ ) −1 (k) must be understood.
With an upper-octave interpolation, the signal is reconstructed with a similar strategy applied on the upper-octave, which replaces the contribution ofD 1 .
The fair synthesis QCWT algorithm is summarized in Figure 19 .
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The computational complexity of the synthesis algorithm is almost the same as for the analysis process, O comp (N ((n oct + d ui )(n so + 2) + d lsf )), (105) with the same notations as for equation (85) . d lsf is equal to 1 if the lower level of the scaling function level is taken into account for the synthesis; it is equal to 0 otherwise.
Knowing the synthesis filter bank, the signal can be reconstructed with the synthesis ISCTA. In that case, the synthesis subband coding schemes are interleaved.
Finally, note that the good behavior of the filters results from the sampling grid used in the QCWT, which guarantees a frame [36] .
Actually, this strategy encompasses the discrete-time WT, which is invertible [84] . The discrete-time WT is a particular limit case of the combination of the fast QCWT algorithm and the fair synthesis QCWT algorithm.
Note that the direct sum strategy is also a fair strategy. Our algorithm provides a systematic way to implement with filter banks the inverse operator denoted T −1 and introduced for the WT in [36] . The reader is referred to this paper for the details of its definition and applications.
7.3. The "closest takes most" strategy. In this approach, instead of uniformly sharing the task of reconstructing the sequence P φ(t−k) f (k) (106) among the different sublevels of the first octave and the next octave level, it is also possible to search for the optimal decomposition of φ(t) among all the coherent states included in these levels and sublevels.
Because of the frame properties, the QCWT is redundant. Therefore, just one level or sublevel per octave can provide most of the reconstruction of φ(t). The others are used only to model the remaining error of approximation. Most of the time, some sublevels can be disregarded. This increases the speed by reducing the number of convolutions which must be performed per octave.
This can be seen as another attempt to generalize the wavelet subband approach where just one level, actually a downsampled level, is sufficient to achieve such a task. Therefore, the "closest takes most" strategy naturally encompasses the discrete-time WT as a particular limit case.
This dominant level or sublevel can be determined by an optimization process. The functionD nso + 3 φ(t) (107) as defined by equation (90) is projected in the sets of coherent states associated with each of these levels. The projection sequence which contains the most energy is selected. The scaling function is decomposed into this set and the error of decomposition is extracted. The process is iterated with the remaining coherent state sets on the error, until the level of approximation is negligible.
Such a method is more sensitive to noise, as if some regions of the time-scale plane are more perturbed (e.g., by an additive noise). If these regions are selected for the reconstruction, the noise propagates in the reconstructed regions without being partially masked by averaging over the whole region of the time-scale plane which contains information about a given coefficient in the sequence P φ(t−k) f (k).
Also, such an approach is incompatible with SFA techniques: it is useless to extract a region from the time-scale plane to reconstruct a portion of the signal if that region is disregarded by the synthesis algorithm.
The complexity of the algorithm depends on the number of levels or sublevels which have a nonnegligible contribution. It can just be bounded by O(2N ) ≤ O comp ≤ O(N ((n oct + d ui )(n so + 1) + 1 + d lsf )). (108) The hierarchy in the error correction also provides a hierarchical algorithm 25 which allows us to control the level of accuracy of the synthesis.
The algorithm can also be considered as depicted in Figure 19 .
8.
A fast QCWT analysis algorithm with minimal redundancy. In section 5.4, the reproducing kernel describes the redundancy of the QCWT, which is an overcomplete frame. It is possible to take into account this redundancy to present an analysis algorithm that corresponds to the "closest takes most" approach.
The algorithm is similar to the classical QCWT, except for the filter bank g ǫ + 1 (k), (109) which is redefined, for the suboctave levels, by φ(t − l)|D α(ǫ) ψ(t) = k g ǫ + 1 (k) φ(t − l)|φ(t − k) = g ǫ + 1 (l) φ(t)|φ(t) , α(ǫ) = a ǫ nso + 1 0 , n so ∈ N, ǫ = 1, 2, . . . , n so (110) withD α(ǫ) ψ(t)
. (111) The second difference is that to build the ǫth suboctave, the output of the filter g ǫ + 1 (k) (112) is added to the output of the filter g ǫ (k). (113) The computational complexity is now given by O(N ((n oct + d ui ) + 1)) < O comp ≤ O(N ((n oct + d ui )(n so + 1) + 1)). (114) 9. Conclusion. This paper proposes different filter bank-based algorithms for QCWT analysis and synthesis of the resulting time-scale plane. It is shown that the design of the filter bank is systematic for any generating analysis or generating wavelet. The use of intermediate scaling functions is the main design improvement proposed by our approach.
The example that is presented also provides filters for complex subband coding. Indeed, the method proposed for analysis as well as synthesis can be used in the particular case of critically sampled discrete-time WT.
Different alternatives are offered for reconstruction, with a compromise between speed, accuracy (hierarchical 26 or not), and the possibility of selectively synthesizing the time-scale plane.
Different examples of analysis and reconstruction using the "fair synthesis" strategy can be found in [86, 87, 85, 84, 83] . In these papers, the interest of complex filtering is illustrated for extraction of phase-derived features.
This paper provides the tools necessary to design and implement on-line CWT. The algorithms are also compatible with hybrid WT [82] ; however, it is not designed for easy on-line tuning or adaptation to a signal. 26 Hierarchical means that the accuracy is controlled and that the number of coefficients used to reconstruct or analyze the signal can be tuned according to the application or the signal itself. In other words, first the dominant elements are obtained, then, details of less importance.
27 On-line tuning or adaptation seems challenging because the entire design process would have to be repeated on-line. However, it is probably feasible to adapt the algorithm accordingly. This subject is definitely worth investigating.
