Integral reaction cross sections as a function of initial translational energy (0.4--30 eV c.m.) are reported for isotopic variants of the exoergic ion-molecule reaction Ar+ +CH 4 ---l ArH+ +CH 3 • The excitation functions, which maximize at about 5 eV and decrease at lower collision energies, appear to possess translational energy thresholds at about 0.1 e V. At the higher energies there is a large isotope effect favoring abstraction of Hover D. The observed threshold behavior, unusual for exoergic reactions of positive ions, is discussed in terms of the formation of an ArCH: intermediate complex at low collision energies.
I. INTRODUCTION
Recently we studied the dynamics of the exothermic (C.H = -1. 7 eV) ion-molecule reaction (1 ) at collision energies in the range 0.39-25 eV in the center of mass (c. m. ).1 The product velocity vector distributions were asymmetric about the c. m., indicating that the reaction is dominated by a direct mechanism over the energy range studied. Z Although the spectator stripping modelS approximates the dynamics of the reaction at collision energies less than 10 eV, the most probable translational energy (E~p) of the products was nearly O. 1 eV louer than the value predicted by this model. This observation is quite striking because it is the opposite of the behavior reported for a number of exoergic hydrogenic-transfer ion-molecule reactions. 4 We suggested 1 that this behavior may be caused by a basin in the potential energy hypersurface from which the reaction products can escape only with difficulty, particularly at the lowest collision energies. Extrapolation of E~p to low collision energy indicated that the stripping mechanism had a threshold at about 0.1 eV (c. m.), as had been suggested earlier by Henglein and co-workers. s Subsequent determination of the excitation function (integral reaction cross section as a function of collision energy) supported this suggestion. As communicated previously,6 the excitation function for Reaction (1) maximizes at about 5 eV (c. m.) and decreases at lower collision energies, appearing to possess a threshold at about 0.1 eV.
We present here the details of those measurements, as well as new data on the excitation functions for the reactions Ar + + CD. -ArD+ + CDs, Ar+ + CHaD2-ArH+ + CHD 2 -ArD+ + CH 2 D.
II. EXPERIMENTAL
A. Apparatus (2) (3a) (3b)
The instrument used in this study is a single beamcollision chamber type of chemical accelerator with product velocity and angular analysis. Ions, formed by electron impact, are focused into a nearly monoenergetic beam of variable energy (0.5-100 eV LAB) by a system of electrostatic lenses. This collimated beam passes through the collision chamber (see Fig. 1 ) containing the neutral target gas. The ion gun can be rotated about the center of the collision chamber, permitting the fixed detector to measure scattered products at various angles. Those ions leaving the collision chamber at the selected angle pass through a rectangular detection slit, a parallel plate retarding potential energy analyzer, and a set of strong focusing quadrupole lenses. Mass analysis of these ions is performed with a 30 cm, 90 0 deflection magnetic sector analyzer of a Nuclide mass spectrometer. The individual components of this instrument have been described in detail elsewhere. 7 
B. Internal states of the reactants
The Ar+ is produced by impact of 40 eV electrons, so that the primary ion beam contains no doubly charged ions and less than 1% high energy metastable ions in the 4D7/2 , 4F9 / Z , 4 F7 / Z , and 2F7I2 states. Because of the selection rule for c.J, these metastable states should have lifetimes (with respect to the ground state of the ion) greater than 1 sec. 6 The flight time from the ion source to the collision chamber is less than 50 j.J.sec. The remaining 99% of the Ar+ ions are in the 2p state and should be distributed statistically in a 2: 1 ratio between the J = 3/2 and the J = 1/2 levelS, which differ in energy by O. 18 eV.
The neutral target gas is assumed to be in thermal equilibrium with the walls of the collision chamber, so that the internal energy of the molecular reactant is determined by the temperature of the chamber (85 0 C under the conditions of the experiment).
C. Multiplier gain
The ion detection system includes both an electron multiplier (16-stage, Be-Cu dynodes) and a Faraday cup which can be moved in front of the electron multiplier. The output from either detector is measured with a Nuclide Model EA-5 electrometer with EH-100 preamplifier head mounted near the detector. This electrometer system has a bandwidth of 5 kHz with a 10 Table I .
The gain k j of the multiplier for a given ionic species i was determined by mOving the Faraday cup collector in front of the electron multiplier and measuring the absolute ion intensity reaching the detector. The Faraday cup was then retracted and the multiplied signal measured. Product ion beams of sufficient intensity for accuract measurement with the Faraday cup were produced by admitting a mixture of Ar and Ha (or Da) directly into the ionization chamber. The pressure in this chamber could be raised sufficiently high that ArH+ (or ArD+) beams measuring 10-13 A or larger at the detector were produced by ion-molecule reactions in the primary ion source.
O. Target density
The target gas pressure (typically, 10-3 torr) was continuously monitored by an MKS Baratron Type 78M-XRSP pressure meter with a Type 78H-IOSP sensor head connected directly to the collision chamber. Gas temperature was measured by a copper-constantan thermocouple in thermal contact with the collision chamber. The ideal gas law was used to calculate the target gas number density, n B , from the measured pressure and temperature.
E. Data collection
Argon was admitted to the ionization chamber and a primary ion beam of moderate energy was produced. With the mass spectrometer high voltage held constant, the magnetic field was scanned manually until Ar+ was detected. The primary ion beam energy was then set at the desired value, and the potentials on the electrostatic lenses of the ion gun were adjusted to give maximum beam intensity. The neutral target gas was then admitted to the collision chamber and the primary beam retuned, II necessary.
With the retarding potential of the energy analyzer set at zero for complete ion transmission, the angular distributions for the ions of interest were measured by rotating the ion source assembly about the center of the collision chamber while recording the ion intensity as a function of laboratory scattering angle 6.
After the angular distributions of the primary and the product ions were determined, the apparatus was set to the angle of maximum intensity. The intensities of the ion signals, the gas pressure in the collision chamber, and the energy distribution of the primary ion beam were then measured.
III. CALCULATION A. Evaluation of the geometrical factor fLln(x)dx
Because the detector views a decreasing length 6.x (6) of the collision path with increasing scattering angle, it is necessary to multiply the measured product ion intensity at each laboratory angle, Ie (6 )moaa, by a geometric factor K (6), so that the reported laboratory angular distributions Ie (6) will represent the relative ion intensity scattered into the solid angle 6.Q subtended by a detector of constant area, located at the laboratory angles 6 and <P, from a reaction path of constant length L. That is,
The geometric factor is given by
where 6.Q (x) is the solid angle presented by the detector to particles scattered from position x along the collision path, and 6.x (8) is that portion of the collision path viewed by the detector when it is set at the angle 6. The integral f 6.Q (x) dx has been evaluated for various types of detection apertures.
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For rectangular apertures as employed in the present study, and with the assumption that the projectile beam has negligible cross-sectional area, the numerator in Eq. (5) is given by
where wa and ha are width and height, respectively, of the detection slit which is located at a distance R from the center of the collision chamber, and where xmln and X max are the distance of the entrance and exit slits to the collision chamber, respectively, measured from the center of the chamber.
We have obtained an expression for the integral 1 6.Q (x) dx that is exact for the simplifying assump-,,<e)
Uons of two-dimensional geometry and negligible beam- Because of the reactions studied in the present work have very small cross section « o. 25 A 2), production of adequate product ion intensity requires that the target gas density be increased to the extent that measurable attenuation of the primary ion beam occurs. Under these conditions, the integral reaction cross section O"R is given by the following equation, the derivation of which appears in Appendix A:
where Ie is the total reactively scattered product ion intensity, IA is the transmitted ion intensity, ns is the number density of the target molecules, and L is the collision path length. The term Ie/IA ns L is the familiar thin-target formula often used to calculate reaction cross sections, and the term
corrects for attenuation of the reactant and product beams (see Fig. 3 ). The transmission T is the ratio of the transmitted primary beam intensity to the incident primary beam intensity, I.JI~, andf is the ratio of the integral total cross section for attenuation of C by B to that for attenuation of A by B (1. e., f = 0" fotl 0" tot). For a given transmission T, the correction will be largest when f = O. A situation approaching this limiting case is thought to exist in the present study. The integral total cross section for the attenuation of the reaction ion beam, 0" tot> appears to be dominated by the very large contribution from the various exothermic charge-exchange reactions between Ar+ and CH4.1 Charge exchange between ArH+ and CH 4 , on the other hand, is endothermic. Since neutralization of ArH+ is energetically forbidden, and since collision-induced dissociation is possible only at the higher collision energies, it is reasonable to assume that O"~ot« <{ot for the reactions under investigation. Consequently, with f = 0, the correction term is given by
Because both the primary and secondary ion beams are distributed over a solid angle greater than that subtended by the detector, the measured ion intensities at the angular maximum (0 = 0°, <I> = 0°) represent only a fraction of the total ion flux leaving the collision chamber. Moreover, because their energy distribution is broader than that of the primary ions, the secondary ions may be discriminated against by the magnetic mass spectrometer (1. e., momentum analyzer), thus causing a relative broadening of the secondary ion mass peak. Additionally, the multiplier gain may be different for the primary and secondary ions. Consequently, the ratio of total ion currents, Ie/lA' can be expressed in terms of the observed ion intensities at the angular maximum by the equation (10) where Ke and KA correct for differences in collection efficiency caused by differences in angular distributions;
Ie (0°) and h (0°) are the observed ion intensities at the angular maximum; Kl corrects for differences in multiplier gain; and K2 corrects for any broadening of the mass spectral peak of ions formed with a wide distribution of kinetic energies.
The quantities Ke and KA were calculated from the measured angular distributions and simple geometric considerations. By comparing the total ion intensity integrated over the entire plane of the detector with that portion contained within the small rectangular area sub-
tended by the actual detection slit centered at the angular maximum, one obtains the factors Kc and K A • That is, product ion intensity integrated over the entire detector plane Kc = product ion intensity integrated over area of detection slit The random orientation of initial impact parameters requires that the product distribution have cylindrical symmetry about the relative (i. e., primary ion) velocity vector.2 Consequently, the angular distribution measured in one dimension, Ie (e), when rotated about the relative velocity vector will generate the two-dimensional angular distribution I c (e, 4». A computer program was written which numerically integrates the observed angular distribution, corrected by the geometric factor K(e), over e and 4>.
As noted previously, 7 the calculation of this collection efficiency factor does not depend upon any assumptions concerning reaction mechanism, distribution about the center of mass, etc. It is only based upon measured angular distributions and the geometry of the detection system. Consequently, although the nomenclature is similar to that of Giese and Maier,13 the procedure is actually equivalent to measuring the differential cross section in the laboratory system, d 2(J (e, 4»/ d 20, and integrating over the laboratory angles (J and 4>.14 The correction factor Kl for differences in multiplier gain is given by (11) where kA is the measured multiplier gain for the primary ion, and kc is that for the product ion. The factor K2 was determined by measuring the mass spectral peak shapes. After normalization to equal height, the areas were measured with a polar planimeter. The correction factor K2 is then given by (12) where Ac and AA are the measured peak areas for the product and reactant ions, respectively.
IV. RESULTS

A. Detection efficiencies
Multiplier gains were determined for Ar+, ArH+, and ArD+ by the method described in Sec. ll. C. The following results were obtained: for Ar+ / ArH+, K1 = O. 99 ± 0.01; for Ar+/ ArD+, K1 = O. 98 ± 0.01.
The correction factor K2 was found to be unity when the mass spectrometer was operated at a resolving power M/ i::>.M of 500 and an accelerating voltage Vof 2000 V. This is reasonable because ions of the same mass will be focused on the electron multiplier if their translational energy through the mass spectrometer is within the range i::>.V= V(i::>.M/M) = 4 eV, centered about the mean energy V. Direct measurement of the product-ion translational energy distributions l indicated that these distributions were never broader than about 2.5 eVe
B. Standard reactions
The desirability of validating an instrument's performance by demonstrating its "ability to reproduce the established behavior of certain standard reactions" has been emphasized. 15 We have previously reported 1 excitation functions, measured by the technique described in this paper, for the reactions
The results obtained agreed well with the data reported by several authors. [16] [17] [18] [19] In the present study, we have measured the excitation function for the reaction (13) The selection of Reaction (13) as a standard has two advantages. First, this reaction is one of the more thoroughly studied ion-molecule reactions, and there now exits reasonable agreement on the absolute value of the integral reaction cross section over a wide range of energies. Second, at a given Ar+ energy, the laboratory angular and velocity distributions of the ArD+ produced in Reactions (2) and (3b) are nearly identical to those of the ArD+ from Reaction (13); hence, our determination of collection efficiencies and cross sections for (2) and (3b) should be of an accuracy similar to that obtained for (13).
The data obtained for Reaction (13) are summarized in Table II . The cross sections listed were calculated from the thin-target formula, (JR=Ic/IAnBL, rather than from the exact expreSSion given by Eq. (8). Because of the large cross section for this reaction, adequate product intensity could be produced by using low target gas density, thereby causing little attenuation of the primary beam and a correction factor K(f, T) near unity. The measured cross sections for Reaction (13) are depicted graphically in Fig. 5 , where the present results are compared with data from other laboratories. 17_19
C. The reactions Ar+ with CH 4 , C0 4 , and CH 2 O 2 Typical one-dimensional angular distributions, 1(0), are shown in Fig. 4 for the reactant and the product ions of Reaction (2) at several laboratory energies of the reactant ion.
The cross section data for Reactions (1)-(3) are summarized in Table III . ELAB represents the most probable value of the translational energy of the primary ion in the laboratory coordinate system, as determined by differentiation of the ion intensity vs retarding potential curve. Ignoring the thermal motion of the neutral target, the most probable colliSion energy, E, in the center-of-mass coordinate system is given by (14) where m A and m B are the masses of the ionic and the neutral reactant, respectively. The correction factors for differences in the primary and secondary ion angular distributions, Kc/KA' were calculated by integration of the observed laboratory distributions-such as those shown in It was found that the over-all shape of the excitation functions for Reactions (1)-(3) could be described reasonably well (sQe Figs. 6 and 7) by a simple expreSSion of the general form
where Eo is the apparent translational energy threshold (taken as 0.1 eV); E is the relative translational energy; and A, B, and C are parameters chosen to provide the best fit to the experimental data. It must be emphasized that no theoretical Significance whatsoever is attached to Eq. (15); it simply provides a convenient function which summarizes a quantity of experimental data. The "best" values of the parameters A, B, and C, determined by a least squares analysiS of the data, are listed in Table  IV for each reaction. These values were used to calculate the excitation functions shown by the solid lines in Figs. 6 and 7.
The probability P.(E) that abstraction occurs in a collision at relative energy E can be taken as the ratio of the reaction cross section to the total cross section:
Values of the abstraction probability P. (E) have been calculated from the data in Table III for Reactions (1) and (2). It was found that the results could be described by the expressionp.
(E)=A'(E-Eo)B' e-C'(E-EO)
when E ~ Eo. The parameters, determined by a least squares analysis, are listed in Table IV , and the resulting analytic expressions are plotted in Fig. 8 .
O. Experimental uncertainty
The pressure of the neutral target gas, as measured by the MKS Baratron pressure gauge, is estimated to be uncertain by 5%, IS while the temperature measurement is probably reliable to within 2%. Inhomogeneities in gas density near the entrance and exit slits of the collision chamber cause an uncertainty in the length of the collision region that is estimated to be about 3%, the ratio of slitwidth to nominal collision path length. The ratio Ic(OO)IIA(OO) may be in error by as much as 10%, primarily because of the relatively low signal-to-noise ratio resulting from the low intensity of the product ion Signal. The correction factors Kl and K2 are reliable to within 1%, but the relative collection efficiency ratio, KcIKA' is estimated to have an uncertainty of about 20%, again due primarily to statistical fluctuation in the product ion intensity, especially at the larger scattering angles. Therefore, the values reported for the integral reaction cross sections are probably reliable to within about ±40%.
Moreover, the assumption that the parameter f equals zero may introduce a systematic error, the magnitude of which will depend upon the transmission T for each experiment. Since, for a given T, the term K(j, T) will have its minimum value when f = 0, the reported integral reaction cross sections must be considered as lower limits to the actual cross sections, while the upper limit will be given by the thin-target formula.
Each reported Ar+ laborabory energy corresponds to the maximum in the Ar+ energy distribution, determined by retarding potential analysis, and is probably accurate to within a few percent. About this most probable value, there is a distribution of Ar+ energies, the full-width at half-maximum of the distribution being 0.013 ELAB + 0.15 eV. This spread in beam energies and the thermal motion of the target molecules will smear out any fine structure in the excitation function and may cause the experimentally determined threshold to be somewhat lower than the actual translational energy threshold (see Ref. 15) . No attempt was made in the present study to deconvolute the experimental cross sections to remove the effect of target motion and beam spread.
V. DISCUSSION
A. Standard reactions
As shown in Fig. 5 , the integral cross sections for Reaction (13) determined in the present study agree quite well with the values reported by other laboratories. This agreement implies that the method employed to determine absolute reaction cross sections in this study contains no serious systematic errors, and that similar accuracy might be expected for other reactions which yield ionic products whose laboratory velocity vector distributions are similar to those produced in Reaction (13). Reactions (1)-(3), whose dynamics are reasonably approximated by the spectator stripping model,l are in this category. The small cross section for the abstraction of atomic hydrogen from methane by Ar+ has been remarked upon previously. 20, 21 This is presumed to be a result of competition from the very fast dissociative charge transfer reactions that occur in the Ar+-CH4 system. 22, 23 The observation that the excitation functions for these 10 20 30 reactions maximize at about 5 eV (c. m.) and decrease at lower collision energies, appearing to possess thresholds at about 0.1 eV, is most uncommon behavior for exo.thermic ion-molecule reactions. A plausible explanation might, at first, appear to be that ArW is produced by the reaction of Ar+ in an electronically excited state whose lifetime r is comparable in magnitude to the flight time from the ion source to the collision chamber. At the higher beam energies (> 5 eV c. m.), the flight time is suffiCiently short relative to r that nearly all of the electronically excited Ar+ ions reach the collision chamber and can react, whereas the flight time for low energy « 1 eV c. m.) beams is long enough that most of the electronically excited Ar+ has lost the excitation energy necessary for reaction. However, the ionization efficiency curve for ArH+ production 2o clearly shows that ArB' appears at the same voltage as ground state Ar+. Consequently, the observed threshold behavior in the excitation function cannot be attributed to the reaction of electronically excited Ar+. IV. C) to the experimental data (not shown), using the parameters listed in Table IV .
As discussed previously, 1 the measured product angular and velocity distributions suggest that the potentialenergy hypersurfaces for Reactions (1)-(3) possess a basin. (The observation of ArCH; in high-pressure mass spectrometric studies 20 of argon-methane mixtures supports this suggestion.) Although the abstraction reaction is dominated by a direct mechanism over the entire energy range studied, 1 the dynamics indicate that the stripping mechanism has a translational energy threshold at about 0.1 eV; at lower collision energies, the products do not retain sufficient momentum to escape the basin and separate completely in a direct manner (i. e. , without "backtracking"). 28 Failing to separate, the nascent products will oscillate in the vicinity of the potential minimum until they either (1) reform the reactants, (2) exit via another reaction channel (e. g. , charge exchange), or (3) undergo a secondary encounter that produces sufficient vibrational-translational energy transfer to effect separation. The decrease in the reaction cross section at low energy and the asymmetry of the product velocity vector distributions indicate that the ArCH; intermediate preferentially decomposes via reaction channels other than ArH+ formation.
An isotope effect favoring abstraction of H atoms rather than D atoms occurs both inter molecularly with CH 4 and CD 4 and intramolecularly with CH 2 D 2 (see Figs. 6 and 7). Although this effect is operative over the entire energy range studied, it is most pronounced at the higher collision energies (E > 5 eV), where the cross section for H-atom abstraction is more than an order of magnitude greater than that for D-atom abstraction. Similar isotope effect have been reported 29 for the reaction of N; with CH 4 and CD 4 at collision energies greater than 9 eV (c. m.).
When compared on the basis of yield per C-H or C-D bond, the cross sections for Reactions (3a) and (3b) are approximately equal to those for Reactions (1) and (2), respectively (see Fig. 7 ). This finding indicates that the isotopic differences in abstraction arise principally from a primary isotope effect caused by the difference in mass of the abstracted atom. 30 Primary isotope effects caused by the difficulty of product stabilization in high energy collisions have been discussed in terms of the spectator-stripping model, which predicts that the cross sections for isotopic variants of a given reaction should be equal at the same value of E a , the energy of the projectile relative to the atom it abstracts. 31 While this predicted behavior has been observed for ionic reactions with H 2 , HD, and D 2 , the present results and those of Mahan and co-workers 29 indicate such agreement does not occur in abstraction from the isotopic methanes. Presumably, the additional degrees of freedom available in the neutral methyl fragment assist stabilization of the ionic product at the higher collision energies, thereby reducing the energy and momentum constraints existing in the case of molecular hydrogen.
The isotopic preference for abstraction of H rather than D is a familiar feature of the reactions of recoil tritium atoms with various organic molecules. 32 An HT/DT ratio of 1. 4, for example, has been reported for the reaction of hot tritium with CH 2 D 2 • 33 In these bulk experiments, collisions occur over a wide range of energies, and the product yield is proportional to the "reactivity integral," I, given by the area under the abstraction probability, P a (E), plotted against lnE. 32 The data shown in Fig. 8 indicate that a product ratio ArW/ ArD+ of about 2.0 would have been obtained if Reactions (1) and (2) had been studied under the conditions of a hot atom experiment. Although somewhat greater in magnitude than the effect observed in the reactions of recoil tritirum, the present results indicate that such isotope effects are probably common to most reactions, both ionic and neutral, occurring at high translational energies. The origins of these isotopic differences are poorly understood at this time. It is hoped, however, that they will become better understood as excitation functions become available for various reactions over a range of colliSion energies.
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APPENDIX: MEASUREMENT OF THE INTEGRAL REACTION CROSS SECTION 1 2
Consider a beam of particles A passing through a target gas B, with which they may react to yield products C + D. Per unit scattering length, dx, the increase in the intenSity of C is given by (A1) where IA and Ie are the intensities of A and C, respectively, at point x, a R is the integral cross section for the reaction A + B -C + D, at;t is the integral total cross section for the attenuation of C by B, and n B is the number denSity of the target gas. Similarly, the change in intenSity of the reactant beam is given by dI A == Iea~~Anrflx -IAato t nrflx, (A2) where a~~A represents the integral cross section for the collision-induced dissociation of C to regenerate A, and where afet is the integral total cross section for the attenuation of A by B.
To a good approximation, Ieai~A«IAatot. Neglecting, therefore, the first term on the right hand side of Eq. (5) and assuming 11s is independent of x, integration of the resulting expression over L, the length of the collision path, yields the familiar result h=I~exp(-a~tnBL),
where I~ is the unattenuated intensity of A and IA is the transmitted intensity. The cross sections at~t and at~t can, in principle, be obtained by measuring the attenuation of beams of A and of C, respectively, passing through B. A Simpler although perhaps less exact method is to assume that the integral total cross section for attenuation of C is some fraction f of that for attenuation of A; i. e., that at~t == fat!t. Solving Eq. 
where T-=IA/I1= exp(-at~tnBL), the transmission. The term Ie/JAnBL is the familiar thin-target formula often used to calculate reaction cross sections, and K(j, T) = (j-I)lnT/(T'~l-l) is the correction factor that accounts for attenuation of reactant and produce beams.
A special situation occurs if at,t = at~I' In this case, the solution to Eq. (7) takes the form Ie =I~aRnBL exp(-at~tnBL) = IAnBLa R ) or, aR-=/e/IAnBL, the thin-target formula.
