INTRODUCTION
The energy-momentum transport model is useful for simulating carrier dynamics in III-V compound semiconductors at frequencies where the quasi-static, drift-diffusion transport model is no longer adequate [la] .
However, significant numerical problems are introduced by including velocity and energy transport equations. These equations allow wave propagation at speeds close to the average thermal velocity of carriers [S] , typically at least an order of magnitude higher than the average carrier velocity. By the Courant-Friedrich-Lewy stability restriction [6] , this implies that the time step for an energy-momentum simulation is at least ten times smaller than the time step for a comparable drift-diffusion simulation. Therefore to minimize computer time, it is desirable to use simple numerical methods to solve these equations.
In addition, some of the finite-difference numerical techniques that work well for drift-diffusion simulations, such as one-step explicit forward time-upwind drift differencing [7] , can cause numerical instability problems when applied to the velocity and energy transport equations.
This paper considers two finite-difference algorithms for solving the energymomentum transport equations for electrons in two-valley semiconductors. Both are one-step methods in the sense that the equations are solved just once with each time step advancement. Two-step methods, such as the Lax-Wendroff type [6, 8] , are not considered partially due to the additional calculations necessary to implement these methods and partially because they have not been as successful as the one-step methods in producing smooth, stable solutions during the course of this work.
TRANSPORT EQUATIONS FOR TWO-VALLEY SEMICONDUCTORS
The following normalized quantities are introduced:
where the lower bar denotes a normalized quantity, nj is the average particle concentration in valley i in m ~ 3, vi is the average per-carrier velocity in m/s, w,. is the average per-carrier energy in joules, E is the electric field in V/m, and z, T(~-,,) denote relaxation times in seconds. The (constant) time and space steps used in the simulation are At and Ax in seconds, m, q (positive) is the electronic charge in coulombs, E is the permittivity in F/m, and m* is the effective mass in kilograms in valley i. The indices (i, j) can take on the values ( 1,2) or (2, 1) and 7ci-jl characterizes a process involving nonequivalent intervalley transitions from valley i to valley j. The purpose of the normalizations in (1) is to minimize the necessary multiplications and divisions by constant factors in the transport equations. This is not, of course, the only set of normalizations that could be used. For example, n, and E could be further normalized by dividing by either rn: or mf, in which case the ratio of effective masses would appear in the final form of the normalized transport equations.
Adopting the normalizations in (1) yields the l-dimensional transport equations:
The relaxation times in (2) through (4) are explained in Cl]. The quantity pith is the lattice thermal energy (3/2) kT,, where k is Boltzmann's constant and To is the lattice temperature normalized by At*/m" Ax'. Note that ionization is not included in (2t(4) since the stability of the numerical methods will be examined in the lowenergy limit. In addition to (2)-(4), Poisson's equation is used to solve for the electric field _E. 6, and 6, denote any finite difference in time and space, respectively; the specific form of these operators determines the numerical method used.
FORWARD TIME-UPWIND DRIFT DIFFERENCING
Using forward-time differencing for 6, and upwind-drift differencing for 6, when applied to the transportive terms yields:
In (5 j(7) the subscripts i, j again denote valley indices; the first superscripts denote adjacent meshpoints at (k -l), k, and (k + 1) and the second superscripts denote present time (t) or future time (t + dt), where quantities at the present time are known and quantities at (t + dt) are to be obtained by solving (5~(7) once. The lower bars are omitted for the n, V, E, and w terms in (5~(7), however, it is assumed that quantities specified at meshpoints are normalized according to (1) . It was assumed in (5~(7) that the electric field Ek points to the left and is negative and that the particle velocities u" are to the right and positive. The mesh is set up so that point indices increase to the right; therefore, the meshpoints k and (k -1) are used to form the upwind derivative in the transportive terms. The pressure gradient term in the velocity equation (6) uses space-centered differencing for 6,. Of course the simulation must check for negative velocities and points of velocity reversals at each iteration and the form of the upwind derivative must be modified according to the discussions in [6] under these circumstances.
It should be noted that one advantage of this numerical method is that (5) is conservative so that particles are not artificially created or destroyed by the algorithm. Also, it is noted that since the relaxation terms in (5~ (7) are evaluated at future time, these equations for the two valleys are coupled and must be solved simultaneously [ 11.
The stability analysis is carried out by first assuming that a uniform, dc solution of (5)- (7) has been obtained. It is then assumed that a small error is linearly superimposed on the dc solution, which for n:(') is expressed as:
with similar expressions for the errors tif(Q and +b('). The terms ii,, a,, and b, are the amplitudes of the Ith Fourier mode in the error decomposition, where I= mlt/M Ax, M is the number of meshpoints, and m is an integer such that Im( < M, and j in (8) is J-1. The dc solution plus error terms is substituted in (5b (7), the dc terms are canceled out, and an equation to first order in the error terms is obtained for the change of the Fourier mode amplitudes across one time step which has the form
G in (9) is a 6 x 6 matrix, called the amplification matrix. For stability, it is required that all eigenvalues ;1 of the matrix G be such that 121 < 1 [9] . To specify the G matrix entries, use is made of the following definitions:
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Then the G matrix for forward time-upwind drift differencing is:
Remaining entries not specified in (11) are zero.
MODIFIED LAX NUMERICAL METHOD
Use of the Lax finite-difference algorithm increases the stability of the energymomentum transport equations, however, at the price of increased numerical diffusion in the solution [6] . In practice it has been found that the numerical diffusion can be reduced to acceptable limits by proper choice of dx and dt. Another drawback of the Lax method is that the transportive terms in the equations are no longer conservative so that carrier multiplication is not strictly related to the ionization rate in IMPATT simulation. To overcome this difficulty, a modified Lax method was used wherein the particle equation is solved using the previous forward time-upwind drift differencing, while the velocity and energy equations are solved using Lax's method. Therefore the finite-difference equation for particles is identical to (5) and the remaining equations become:
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In (12) and (13), space-averaged quantities appear in the right-hand side in addition to the space-averaged quantity on the left-hand side called for by the Lax 6, operator. This choice of additional averaged quantities was found necessary to prevent numerically induced "wiggles" [6] from appearing in the solutions. All spatial derivatives in (12) and (13) are space centered as prescribed by the Lax method [6] . The amplification matrix entries for this modified Lax numerical method are:
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Matrix entries not specified in (14) are the same as for the previous method given in Clll* 
RESULTS OF STABILITY ANALYSIS AND COMPARISON OF METHODS
The stability analysis was carried out as follows: A particular mesh space step was first selected (in these results, DX= 0.01 pm and 0.02 pm were both examined). Relaxation times, dc velocities, and energies corresponding to particular electric field values had been determined previously by Monte Carlo simulations for GaAs at T= 500°K [ 11; these values were used to calculate the amplification matrix entries for different values of time step dt. (This temperature was used for the Monte Carlo calculations because it is a typical operating temperature for IMPATT diodes in the CW mode or in pulsed mode with high duty cycle). For each At, the eigenvalues of the amplification matrix were scanned over the entire range of 1 the Fourier mode index. If the magnitudes of these eigenvalues were all less than or equal to one, the method was considered stable for that particular At. If at least one eigenvalue amplitude was greater than one, the method was considered unstable. Table I gives the parameters necessary to calculate the amplification matrix resulting from Monte Carlo calculations at low electric fields; Table II shows the parameters at E= 10 kV/cm. Since the stability analysis assumes a uniform dc Tables I and II solution upon which the error terms are superimposed, it is expected that the analysis using the parameters in Table I more accurately reflects the stability restriction for IMPATT diode simulation since spatial uniformity of all the simulation variables occurs in the undepleted region where the electric field and per-carrier energies are low. At higher fields, significant spatial gradients exist and the stability restrictions in practice differ from those predicted by this analysis. Since for largesignal IMPATT simulation it has been found that instability most likely occurs in the low-field, low-energy limit, the analysis using Table I should give the approximate maximum allowable At for a stable simulation provided the lowenergy limit is approched at some point during the RF cycle. Table III presents the results of the stability analyses of the two numerical methods; here FTUD denoes forward time-upwind drift differencing and ML denotes the modified Lax numerical method. In the low-field limit it is found that the FTUD method is always unstable, no matter what time step is used. This is in accord with results previously obtained for the single-valley case [S] , where it was found that this numerical method is unstable when applied to the energy and velocity transport equations. However, at E = 10 kV/cm the method is stable provided the space step is not too small. In practice, large-signal simulations using FTUD differencing are stable so long as the electric field does not become too low at any time in the cycle. However if the diode is driven with a larger ac voltage magnitude, a point is always reached where instability occurs.
On the other hand, Table III shows that the modified Lax method is stable even in the low-field limit. In practice, it has been found that the ML method is always stable provided a suitable time step is used; instability is only observed when the initial guess provided to the simulation is very poor.
The ML method provides stability by introducing numerical diffusion in the energy and velocity equations. The artificial diffusion coefficient is given by [6] :
Typically the second term in (15) is small so that
The Courant-Friedrich-Lewy stability condition requires that where uth is the thermal velocity of carriers. Combining (16) and (17) yields:
It is clear from (18) that numerical diffusion is reduced by choosing a smaller space step and using the largest dt allowable for that Ax value. To test this idea, simulations of a GaAs double-Read IMPATT diode 0.7pm long were carried out at 60GHz, both using the FTUD and ML methods. In addition, simulations using the ML method were carried out using two different Ax values. For this particular structure, the maximum efficiency point occurs before the electric field in the device collapses sufficiently to cause instability using the FTUD method so that the maximum efficiency points can be compared.
The large-signal simulations were carried out as follows. First, a dc solution of the transport equations was obtained for a bias current density of 10kA/cm2; this solution was the starting point for the large-signal program. A 60GHz, sinusoidal RF voltage was impressed across the device, while maintaining the bias current at 10kA/cm2. The simulation progressed until a periodic solution was obtained, i.e., the diode state at the beginning of an RF voltage cycle was the same as the state at the end of the cycle. The simulation variables and diode operating voltage Vop adjusted to the values necessary to obtain a periodic solution. By Fourier analyzing the resulting waveforms, the RF power generated by the device and the conversion efficiency were calculated.
The choice of boundary conditions is critical for these simulations. For the cases presented here, Dirichlet boundary conditions were used for carrier concentrations at outflow points, and for per-carrier velocities and energies, at inflow points. The velocities at outflow points were set to maintain a Neumann boundary condition on the particle currents. The carrier concentrations at inflow points and the percarrier energies at outflow points were set by linear extrapolation, i.e., the values at the first two meshpoints adjacent to the boundary were linearly extrapolated back to the boundary point. These boundary conditions have been found suitable for double-drift IMPATT diode simulation; however, they typically must be modified to simulate other structures. The important consideration is to maintain a smooth transition to the boundary value for all the simulation variables. Table IV shows the large-signal results at the maximum efficiency points. It is seen that adequate agreement using the ML method is obtained only if the space step is reduced to Ax = O.Olpm, thereby reducing the amount of numerical diffusion according to (18) . Also shown are the time steps used for these simulations which are typical values used with each associated space step for IMPATT simulations. Of course when a smaller Ax is used, the maximum allowable time step is also reduced according to (17) . Since the FTUD method is known to have less numerical diffusion that the Lax method, the results obtained using the FTUD method were considered the standard by which the accuracy of the ML method could be judged.
The results of Table IV show that the ML method may be used, provided a sufficiently small space step Ax is chosen and provided the maximum allowable time step At is used for that particular space step. Other simulations of GaAs hybrid structures at 60 and 94GHz using both methods have also confirmed that numerical diffusion in the ML method is suitably small, provided a small enough space step is used.
CONCLUSIONS
It is desirable to use a one-step numerical method for energy-momentum computer simulation since the time step is restricted to the order of 10 -14s. The forward time-upwind drift differencing method is useful provided the electric field does not become too low during the simulation; however, this method always becomes unstable in the low-held, low-energy limit. A modified Lax differencing method is presented which uses forward time-upwind drift differencing for the particle equation, but the Lax method for the velocity and energy equations. This method has the advantage that the particle equation is conservative. It is found that this method is stable in the low-field limit and that the numerical diffusion introduced by the Lax method may be reduced to acceptable levels by using a sufficiently small space step.
