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Abstract
We develop a theoretical description of a multi-level atom interacting with an 
evanescent wave diffraction grating, and numerically model the dynamics for 
two experimentally relevant parameter regimes. Our results are found to be 
consistent with experimental data. We show that, unlike scalar or two-level 
atoms, multi-level atoms can exhibit high beamsplitting efficiencies at grazing 
incidence. The effects of various parameters, including laser polarisation and 
detuning, are investigated.
We calculate the density profile and excitation spectrum of a two-species Bose- 
Einstein condensate, and show that in certain parameter regimes the spatial 
symmetry of the system can be spontaneously broken. This symmetry break­
ing is due to repulsive intrerspecies atom-atom interactions. The excitation 
spectrum of the system shows that the lowest energy, antisymmetric, exci­
tation approaches zero-frequency as the region of symmetry breaking is ap­
proached in parameter space, and then rises again following the transition of 
the condensate to a symmetry broken state.
We propose a scheme to create macroscopic or mesoscopic quantum superpo­
sitions ('Schrödinger cat' states) using a two-species Bose-Einstein condensate. 
The scheme relies on the nonlinear evolution caused by the atom-atom inter­
actions present in the system along with Raman beams which couple the two 
species. We analyse this system in the two-mode approximation, and consider 
possible experimental problems including decoherence.
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Chapter 1
Introduction
1.1 Atom optics and Bose-Einstein condensation
This thesis deals with the relatively recent field of atom optics. This field is 
primarily concerned with replicating conventional optics using atoms rather 
than light. Much of conventional optics relies on using the wave nature of 
light to manipulate it: for example, refraction and diffraction are wholly wave 
phenomena. In atom optics, the quantum mechanical de-Broglie wave nature 
of the atoms is analogous to the wave nature of light in conventional optics. 
The term 'atom optics' is often used somewhat loosely and can also refer to 
the manipulation of the motion of atoms using light fields, without regard to 
their wave nature. Chapter 2 of this thesis is concerned with a device which 
does rely on the the wave nature of atoms - a reflective diffraction grating for 
atoms. Interestingly, this chapter is concerned more with the differences rather 
than the similarities of this device to optical diffraction gratings. It is shown 
that the internal structure of atoms can lead to effects not seen in conventional 
optics; these effects can greatly increase the range of possibilities available in 
an experiment.
The development of the laser in the early 1960's completely transformed 
the field of optics by providing an intense, coherent light source - essentially 
the perfect wave of high school optics textbooks. Fields such as interferome­
try were revolutionised, since the use of coherent light allowed for far greater 
accuracy. Furthermore, lasers have found use in a great number of indus­
trial applications, from manufacturing to telecommunications, compact disk 
players and so on. In 1995, the first observation of a dilute gas Bose-Einstein 
condensate (BEC) by Anderson et al. [1] allowed atom optics to proceed into a 
realm analogous to that brought about by the conventional laser. Essentially, 
a laser beam consists of many photons behaving collectively, or coherently, in 
such a way that they are described by a single classical field —the classical 
electromagnetic field. A dilute gas BEC consists of a large number of bosonic 
atoms (typically 105 - 10") which, like the photons in a conventional laser, can
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be described by a single classical field. To a good approximation, we can say 
that a large fraction of the atoms share the same single particle wavefunction. 
Just as the laser revolutionised the field of optics, dilute gas Bose-Einstein con­
densation promises to revolutionise the field of atom optics as well as having 
important applications in fields such as atomic physics. Chapter 3 of this the­
sis describes a particular aspect of Bose-Einstein condensation: namely, the 
behaviour of two-species BECs.
The invention of the laser also allowed experiments which went beyond 
the regime of the classical electromagnetic field - experiments which dealt di­
rectly with the quantum state of the light field. Such experiments form the 
subject matter of the field known as quantum optics. A well known exam­
ple is squeezing, in which the uncertainty in one observable is reduced, lead­
ing to a reciprocal increase in the uncertainty of the canonically conjugate ob­
servable. In optics experiments, these two observables typically consist of the 
quadrature amplitudes of the light field. Bose-Einstein condensates have the 
potential to allow analogous effects - suggesting a possible new field of study 
which might be termed quantum atom optics [2]. In Chapter 4, we investigate a 
scheme for manipulating the many-body quantum state of a two-species BEC 
in such a way that a Schrödinger cat state, or macroscopic superposition state, 
is produced. The demonstration of such states, or the repeated failure to pro­
duce them even if experimental problems are overcome, would be important 
quite independently of the field of quantum atom optics. It would allow us 
to verify whether the usual rules of quantum mechanics are valid beyond the 
microscopic regime, a proposition which is by no means universally accepted 
(e.g.. see Penrose [3]).
1.1.1 Interaction of an atom with light: the spontaneous and 
dipole forces
Conventional optics relies on transparent materials and reflective surfaces to 
manipulate the light field. In atom optics, on the other hand, atoms are ma­
nipulated by lasers and occasionally by magnetic fields. In Chapter 2, we shall 
be concerned with the former case.
The simplest way to manipulate atoms with lasers is by using what is 
termed the spontaneous force. If a two-level atom is illuminated by a reso­
nant laser, it will tend to absorb a photon and thus gain a momentum kick 
of magnitude equal to the momentum of the photon, and in the direction of 
the laser beam. It will then at some later time spontaneously emit a photon in 
some random direction, and this cycle will be repeated many times. The net 
effect is for the atom to be pushed stochastically in the direction of the laser
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beam, and the resulting force on the atom is termed the spontaneous force. 
Although it can be used to push atoms around, trap them etc., it has the draw­
back that it does not preserve the coherence of the atomic de-Broglie wave, due 
to spontaneous emission. In cases where it is important to preserve coherence, 
the dipole force is used:
If an atomic transition is driven with off-resonant light, then a spatial gra­
dient in the light field will introduce a spatial potential for the atom through 
the interaction of the electric field with the atomic dipole. This interaction in 
its most basic form is described by a two-level atom interacting with a detuned 
light field which can be represented by the Jaynes-Cummings Hamiltonian:
H = p2/2M + huA |e)(e| + d • E(r, t) , (1.1)
where M is the mass of the atom, \e) is the excited state of the atom (with 
ground state |g), loa is the energy difference between the excited and ground 
states, d is the dipole operator for the transition and E(r, t) is the operator for 
the electric field at position r and time t. In what follows, we use a semiclas- 
sical approximation under which the electric field is assumed to be a classical 
field. Furthermore, we use the rotating wave approximation and transform 
into an interaction picture with H0 = Hlol |e)(e|, where lol is the frequency of 
the laser field. Under these operations the Hamiltonian becomes [4]:
H = p2/2M + hA |e)(e| + d(|e><9| + |9)(e| r)) , (1.2)
where A = uja — is the light field detuning and d is a parameter describing 
the strength of the atom-field coupling.
The eigenstates of the Hamiltonian (1.2) minus the kinetic energy of the 
atom p2/2M are known as dressed states. The dressed states and their energies 
are given by the following expressions:
|1) = sin# \g) + cos# |e), Ex = -(A  + 71),
f r
|2) = — cos# I#) + sin# |e), E2 = -(A  — 11), (1.3)
where cos(2#) = A/7v, sin(2#) = El/71 and the Rabi frequency fl and generalised 
Rabi frequency 7Z are defined by
ft -  2d\E\/h, (1.4)
n  = \ / a 2 + n 2 . (i.5)
We can see that for blue detuning A < 0 the state 11) is adiabatically connected
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to the ground state of the atom |g) whilst |2) is connected to |e), whereas the 
situation is reversed for red detuning A > 0.
In the limit where the light field seen by the atom is changing slowly enough 
to lead to adiabatic motion, and for detunings large enough to lead to a rela­
tively small excited state population, we can adiabatically eliminate the ex­
cited state: The Hamiltonian then becomes
1.1.2 Atom trapping
We have seen that light can be used to influence the motion of atoms, through 
both conservative and dissipative forces. In many experiments it is useful to 
have the atoms held in a single region of space. A device which does this 
is called an atom trap. Trapped atoms can subsequently be manipulated at 
leisure, and hence atom traps expand the range of experiments available. They 
have been used in atomic diffraction experiments as described in Chapter 2 [5- 
7], and are essential to dilute gas Bose-Einstein condensation, which forms the 
subject matter of Chapters 3-6 of this thesis.
Much of the following material is based on the review by Savage [4].
Probably the simplest trap is known as optical molasses. Strictly, this is 
not a trap as such because the atoms are not confined to any one point, but 
as its name suggests, it acts like molasses to greatly slow the mean motion of 
the atoms. In one dimension, optical molasses consists of two red-detuned 
counterpropagating beams. If the atom travels toward either of the beams, 
the transition is Doppler shifted toward resonance for that beam and away 
from resonance for the other beam. Thus the net spontaneous force tends to 
push the atom in the direction opposite to its motion, leading to a velocity 
dependent (viscous) force which tends to keep the atom in one place. In three 
dimensions, six beams are used, one pair for each axis. Because the beams act 
to slow atomic motion, optical molasses is really cooling technique.
One very common trapping configuration is the magneto-optical trap, or 
MOT. In a MOT, the same laser configuration as for optical molasses is used, 
except that the counterpropagating beams are circularly polarised in opposite 
directions relative to one another. Placed along the axis of each pair of counter­
propagating beams is a pair of anti-Helmholz coils, one producing a positive 
magnetic field and one producing a negative field. The circularly polarised 
laser beams act on particular magnetic sublevels of a given transition, and the
H =  p2/2M  +  V(r) ( 1-6)
with the potential
(1.7)
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magnetic fields act to shift the relevant sublevels closer to resonance with the 
lasers as the atoms move into regions of increasing magnetic field, i.e. away 
from the centre of the trap. As the atom comes into resonance, the spontaneous 
force thus tends to push the atom back to the trap centre. The MOT also acts 
to cool atoms in the same manner as optical molasses.
Both optical molasses and MOTs are unsuitable for very low temperature 
applications. This is because the lowest temperature achievable by such meth­
ods is governed by a fundamental limit known as the doppler limit, and even 
if some other additional cooling technique were employed, the presence of 
spontaneous emission places a further fundamental limit, known as the recoil 
limit, on the minimum temperature. These limits will be discussed further in 
the section on cooling.
A third type of trap commonly used in the production of Bose-Einstein con­
densates is the magnetic trap. Basically, magnetic traps operate on the prin­
ciple that magnetic fields will interact with the magnetic dipole moment of 
atoms, producing a force. Such traps are good for applications involving sub 
recoil atom cooling, since there are no light fields and hence no spontaneous 
emission. These traps will be discussed in detail in Section 1.1.4.
Finally, we shall mention gravito-optical traps and far off-resonance light 
traps. Gravito optical traps work on a simple principle: blue detuned light 
fields, which repel the atoms by means of the the optical dipole force, are 
used to create a cup or bowl shaped structure into which are placed the atoms. 
Gravity holds the atoms within this structure. There exist many possible con­
figurations for such traps utilising evanescent light fields, Gaussian donut 
modes etc. Far off resonance light traps, or FORT traps, work on a similar 
principle in that they use the optical dipole force for confinement. A typical 
FORT trap might consist of a single linearly polarised waisted Gaussian light 
beam red detuned from a given atomic transition [8]. Atoms are held at the 
point of highest intensity in the light field. These traps again allow atoms to 
be held at sub-recoil temperatures.
1.1.3 Atom cooling
For many atom optical applications, it is important that the atoms are cooled 
to very low temperatures. As has already been mentioned, optical molasses is 
one way of cooling atoms. This type of cooling is known as Doppler cooling. It 
works by bringing atoms travelling with non-zero velocity into resonance with 
red-detuned lasers. Thus the cooling rate will be proportional to the doppler 
shift and hence to the velocity. There is also a certain heating rate associated 
with spontaneous emission. As the atoms are cooled, the velocity decreases 
and there will come a point at which the heating and the cooling rates exactly
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balance each other out, and at this point no more cooling can take place. This 
fundamental limit to the temperature is known as the Doppler limit; it is given
by
T W - I J .  (1-8)
where 7 is the linewidth of the transition and kß is Boltzman's constant.
It is possible to cool to below the Doppler limit by employing a number of 
other different methods. One is known as Sisyphus cooling [9], after Sisyphus, 
who was forced by Zeus to roll a rock uphill forever. As we have seen, the ex­
cited and ground states of a two-level atom in a detuned laser field experience 
a shift in energy due to the interaction with the light field. An atom moving in 
a standing wave made of blue detuned light will preferentially absorb a pho­
ton when the excited state component is greatest, which occurs at a potential 
energy maximum. After such an absorption, the atom will again find itself at 
the bottom of the potential energy curve for the excited state dressed state. It 
is then again most likely to spontaneously emit back down to the ground state 
when the excited state component is greatest, again at the potential energy 
maximum. After a cycle of absorption and emission, we find that the atom has 
made a net loss of energy, since it has had to move on average up the potential 
energy curves. Thus there is a net cooling effect. A more sophisticated ver­
sion of Sysiphus cooling occurs in polarisation gradient cooling, where the full 
structure of the Zeeman sublevels and polarised light fields are used. Both of 
these methods are fundamentally limited by what is known as the recoil limit; 
since they rely on spontaneous emission, the atoms can at most be cooled to 
temperatures corresponding to the momentum of one photon. The recoil limit 
is
H2k2
2 inkß
(1.9)
where m is the mass of the atom and k is the magnitude of the wavevector of 
the laser.
In order to cool to below the recoil limit, one must employ methods which 
do not feature spontaneous emission. One such method is known as dark 
state cooling, or velocity-selective coherent population trapping (VSCPT) [10]. 
This method works by employing a level scheme and laser configuration for 
which one of the dressed states does not interact with the laser. Such a state is 
known as a dark state. As the atoms undergo a random walk in phase space 
due to spontaneous emission from the excited state, some of them enter this 
dark state and thereafter cannot leave it because no absorption can take place. 
There is no fundamental limit to the temperatures achievable by VSCPT.
Finally, conceptually the simplest and to date the most effective cooling
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method in terms of the temperatures achievable is evaporative cooling. To 
date, all BECs produced in the lab have relied on evaporative cooling in mag­
netic traps. This method will be discussed in the following section.
1.1.4 Bose-Einstein condensation
If a collection of identical Bosons (particles with integer spin) is cooled below 
a certain critical temperature, the system will develop a macroscopic occu­
pation of a single quantum state. The theory of this phenomenon was first 
described by Bose [11] and Einstein [12], hence the name Bose-Einstein con­
densation, or BEC. It plays an important role in the superfluid properties of 
supercooled liquid helium and has been used to explain the properties of low- 
temperature superconductors. However, these systems cannot be thought of 
as pure condensates in the sense that their behaviour is just as much to do with 
the strong interactions between the particles (helium atoms or electrons) as it 
is to do with BEC. They are instead best thought of as superfluids rather than 
condensates —the distinction being that pure condensates describe systems 
in which almost all particles are in a particular single particle quantum state. 
For this reason, it has long been considered desirable to produce a dilute gas 
Bose-Einstein condensate in which the particles interact with each other only 
weakly. Such a system would exhibit properties purely due to the quantum 
macroscopic nature of the condensate.
In order to produce a Bose-Einstein condensate, it is necessary to cool to 
temperatures at which the de-Broglie wavelengths of the individual atoms 
overlap. If the wavepackets do not overlap, then the individual atoms are 
distinguishable by their position and hence effects due to Bose-enhancement 
do not play a great role in the behaviour of the gas. However, when the 
wavepackets begin to overlap, they become completely indistinguishable and 
it is at this point that quantum statistical effects, such as Bose-Einstein conden­
sation, come into play. The de-Broglie wavelength of an atom is proportional 
to its velocity, which is in turn proportional to the temperature of the sam­
ple. In three dimensions, the de-Broglie wavelengths will overlap when there 
is more than one atom per cubic de-Broglie wavelength, and hence we can 
derive for an ideal gas the condition that
where n is the density of atoms, m is the atomic mass and kß is Boltzman's 
constant. This means that achieving BEC requires low temperatures and/or 
high densities. Thus achieving BEC in dilute gases requires much lower tem-
( 1.10)
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peratures than, say, the critical temperature for superfluid helium. These tem­
peratures eluded experimental physicists until 1995 when Anderson et al. [1] 
reported dilute gas Bose-Einstein condensation in 8'Rb. Since then, the rate 
of experimental progress has been impressive. At the time of writing, there 
are many groups regularly producing BECs in rubidium [1], sodium [13,14], 
lithium [15] and hydrogen [16].
To date, all BECs have been produced in magnetic traps, although the stor­
age of a BEC in a FORT trap has been demonstrated [17]. A configuration 
of anti-Helmholz coils will produce a quadrupole magnetic field with a zero- 
minimum. This creates a problem: only some magnetic sublevels within a 
given hyperfine level will be attracted toward the centre of the trap, and the 
rest will be repelled or not affected by the field at all. In regions with zero 
magnetic field, the hyperfine sublevels become degenerate and hence spin flip 
transitions can occur in which the state of the atom is changed from a trapped 
to an untrapped sublevel. This problem was overcome in the first observa­
tion of dilute gas BEC [1] by applying RF fields which cause the centre of the 
trap to orbit around a central point. If this orbit moves fast enough, then the 
atom effectively sees a potential which is averaged over the whole orbit and 
hence the time averaged field acquires a non-zero quadratic minimum at the 
centre of the orbit. Such a configuration is known as a TOP, or Time-averaged 
Orbiting Potential, trap.
There are several other ways of getting around the problem of a zero min­
imum of the magnetic field. The minimum in the field can be 'plugged' with 
a blue detuned laser field [13], although this technique is not frequently used. 
A static field with a non-zero minimum can also be made. One way of doing 
this uses permanent magnets [15]. Another successful technique employs a 
more complicated configuration of coils than the anti-Helmholz pair used in 
the TOP trap. Such a configuration is known as a cloverleaf trap [14], and is a 
variation of the Ioffe-Pritchard type trap [18,19].
Since 1995, a large number of impressive experiments have been performed 
with Bose-Einstein condensates, and the volume of theoretical papers shows 
that theory has certainly not lagged behind. The excitation spectrum of BECs 
has been measured by perturbing the trapping potential [20-22] and has been 
found to agree well with theoretical predictions [23,24]. BECs have been pro­
duced with attractive interatomic interactions [15,25]. They have been coher­
ently output coupled from a trap in an experiment claimed to be a demon­
stration of a pulsed atom laser [26]. Output fringes from two Bose-condensed 
clouds expanding toward one another have been observed [27]. BECs con­
taining two types of atoms have been made [28-31] and have been used to 
construct a simple kind of interferometer which demonstrates the phase co-
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herence between the two components [31]. BECs have been confined in an 
optical trap [32]. A BEC has been used to slow the speed of light to 17 ms-1 
[33]. The fact that more and more groups around the world are producing 
BECs will no doubt mean that the already rapid rate of experimental progress 
will continue to grow.
1.2 Summary of original work
The major results of this thesis are as follows:
1. It is shown that efficient grazing incidence beamsplitting in an evanes­
cent wave diffraction grating will only occur if the multi-level nature of 
the atomic transition is employed. The beamsplitting process is mod­
elled by numerically solving the time dependent Schrödinger equation 
for the cases of metastable Ne and Cs. The results obtained are consis­
tent with experiment. This work is published in Optics Commun. [34] 
and the original work carried out as part of this thesis can be found in 
Sections 2.7-2.10, although the work in Section 2.7.1 was carried out as 
the candidate's honours project. The code used to calculate the numeri­
cal results of this chapter is a significant expansion and modification of 
a code written for the candidate's honours thesis, which in turn is based 
on a code written by C.M. Savage to model the dynamics of a two-level 
atom in an evanescent field.
2. It is shown that in certain parameter regimes, the mutual repulsion of the 
two species in a two-species Bose-Einstein condensate can lead to a spon­
taneous breaking of spatial symmetry. The excitation spectrum for this 
system is obtained, and the effects of this symmetry breaking are clearly 
seen as an excitation frequency which goes to zero as particle number is 
increased and then rises again following the system's collapse to a new 
symmetry broken stable state. This work is published in Physical Review 
A [35], and the original work forms the content of Chapter 4 of this thesis 
except where it is explicitly noted otherwise.
3. A scheme for creating Schrödinger cat states using two-species Bose- 
Einstein condensates is proposed. Such states consist of a superposition 
of two macroscopically distinguishable states, one with an excess num­
ber of atoms belonging to one species and one with an excess number of 
atoms belonging to the other species. This work has been published in 
Physical Review A [36] and forms the content of Chapter 5 of this thesis, 
except where it is explicitly noted otherwise.
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1.3 Notation
I have tried to be consistent in notation throughout the text. A boldface quan­
tity indicates a three-dimensional vector quantity (e.g. r). A hat (e.g. a) is 
used to indicate an operator. The abbreviation 'H.c.' stands for 'Hermitian 
conjugate'.
Atomic diffraction from an 
evanescent wave
Chapter 2
This chapter reviews the work so far carried out, both in theory and experi­
ment, on evanescent wave diffraction gratings. Part of the original work pre­
sented here appears in the paper [34]. The basis of the theory of multi-level 
diffraction was developed as part of the candidate's 1995 Honours thesis [37], 
however, the calculations presented in Section 2.11 (published in [34]) and Sec­
tion 2.12, the theory presented in Sections 2.7.2,2.8 and much of the analysis 
were performed as part of the degree for which this thesis is submitted.
A review of atomic diffraction can be found in [38].
2.1 Introduction
This chapter is concerned with a particular atom-optical component —the 
evanescent wave diffraction grating. The fact that this component can diffract 
an atomic beam into two or more coherent beams means that it could possi­
bly be used in the future as a beam-splitter in an atomic interferometer. Such 
an interferometer would be particularly useful for measuring the gravitational 
field of the earth or its gradient, with applications in basic research as well as 
in oil/minerals exploration.
2.2 The basic model
The evanescent wave mirror was first proposed by Cook and Hill [39]. It con­
sists of a prism into which is shone a laser beam that is totally internally re­
flected off one of the faces (see Fig. (2.1)), creating an evanescent light field 
external to this face. If the laser is blue detuned relative to a given atomic tran­
sition, then the evanescent light field will provide a reflective potential for the 
atom.
11
12 Atomic diffraction from an evanescent wave
y
reflected and 
diffracted atomic 
beamsincoming atomic beam
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incoming (forward) 
laser
quartz prism
Figure 2.1: The geometry of the lasers and atomic beam in the evanescent field diffrac­
tion experiment. Removing the mirror creates a purely reflective grating.
If we imagine retro-reflecting the laser beam so that it retraces its path, 
then the evanescent light field will contain a standing wave component. The 
light induced potential is then spatially periodic, and hence we should have 
the possibility of observing diffraction [40]. One might naively hope that, in 
analogy with the optical case, one should be able to see diffraction if the com­
ponent of the atomic de-Broglie wave vector in the x-direction (parallel to the 
glass surface) is comparable to the wave-vector of the evanescent wave along 
the surface. As we shall see, this condition does not in fact guarantee diffrac­
tion. The difference comes about because, unlike light reflecting from an opti­
cal mirror, the process of reflection for an evanescent wave grating takes place 
over a distance comparable to the atomic de-Broglie wavelength and thus the 
evanescent reflective potential can be considered to be 'soft' or 'spongy'. We 
shall see that this difference leads to far more restrictive conditions on obtain­
ing scalar diffraction than in the optical case. However, as shall also be seen, 
the multi-level structure of the atom can be used to overcome this problem. 
In particular, this chapter will show that the full hyperfine structure of atomic 
transitions can work to give a large diffraction efficiency.
In order to explore these issues, we shall discuss three different models of
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diffraction: the scalar model, the two-level model and the multi-level model. 
It is in the latter case that the original results of this chapter are presented. The 
multi-level model is the most general in that it includes the other two models 
as special cases.
2.3 The experiments
At the time of writing, evanescent wave diffraction has been definitely demon­
strated by three groups. In addition, an experiment currently underway at 
ANU has shown evidence of diffraction.
The first demonstration of evanescent wave diffraction was reported in 
1994 by Christ et al. [41] at Bonn university. Using a slowed beam of metastable 
Ne atoms, they were able to observe a diffraction efficiency of some 3%. The 
results of this experiment are modelled in Section 2.11.
Following this result, Brouri et. al. [42] at Paris-Nord university reported 
high efficiency diffraction at grazing incidence using a different transition in 
Ne. This experiment used a dielectric coating to generate a surface plasmon 
excitation and hence enhance the evanescent wave. A unique feature of this 
experiment was that the plane of incidence of the atoms was tilted with re­
spect to the laser plane of incidence so as to decrease the Doppler shift for the 
thermal atomic beam.
In 1997 Landragin et. al. [5] at the Orsay Institut d'Optique observed nor­
mal incidence diffraction in metastable Cs, using a cloud of atoms dropped 
from a MOT. As shall be seen, such normal incidence diffraction is different in 
nature to grazing incidence diffraction, and in fact bears more resemblance to 
diffraction from an optical grating than the latter. Recently, the same group 
has simulated grazing incidence diffraction by using a counterpropagating 
laser which is detuned relative to the copropagating laser, thus producing a 
running wave. They have reported efficient diffraction using this setup [6].
An experiment is currently underway at the Australian National Univer­
sity which uses Cs atoms launched upwards from a MOT towards a tilted 
evanescent wave grating. This setup is quite versatile, as it allows the inci­
dent velocity to be varied by adjusting the launch velocity of the atoms. At the 
time of writing, the experiment shows a good reflection signal and evidence 
of diffraction [7], although the experiment is still in progress.
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2.4 Physical processes
At its most basic level, atomic diffraction from an evanescent wave grating can 
be viewed in terms of the conservation of energy and momentum. We consider 
the setup shown in Fig. (2.1). The light field is blue detuned with respect to 
some atomic transition |g) to |e), where \g) and |e) are the atomic ground and 
excited states of the transition in question. The magnitude of the wavevector 
of the light field in the x direction is Q. The atom enters the light field at 
some angle 0t and experiences a repulsive potential due to the dipole force (see 
Chapter 1), eventually leaving in one or more possible reflection/diffraction 
channels with angle 0j and in either the state |g) or |e). We shall limit ourselves 
to considering only the former case, since excited state atoms which leave the 
light field will very quickly spontaneously emit back down to the ground state, 
destroying their coherence properties and giving them a random momentum 
kick into the bargain.
In modelling diffraction, it is possible to ignore one of the spatial directions 
(the ^-direction in Fig. (2.1)). This assumes that the laser field does not vary 
in this direction, which requires that the spot size of the evanescent field is 
bigger than the portion of the atomic beam being considered. In such a case, 
there can be no momentum transfer in this direction, because the k-vector of 
the laser field is perpendicular to it, and no mechanical effects, because the 
potential is constant.
Considering for the moment the case of a grating with no retro-reflected 
laser beam and hence no standing wave component of the evanescent field, 
we see that a ground state atom which has left the field can have had no mo­
mentum transferred to it in the ^-direction by the field, since it must have 
undergone an even number of absorptions and emissions from the field. Fur­
thermore, conservation of energy demands that the atom must leave the field 
at the same speed at which it entered, and these two facts come together to 
ensure that 6j = 9, i.e. the atom experiences only specular reflection.
Now we move on to consider the case where the laser field contains a retro- 
reflected component. The evanescent field now consists of two-components: a 
forward beam which carries photons with momentum in the positive x direc­
tion an a backward beam which carries photons with momentum in the nega­
tive x direction. A ground state atom leaving the evanescent field must have 
experienced an even number of stimulated absorptions/emissions, but now 
the presence of two laser fields means that momentum can be transferred from 
the light field to the atom. As an example, the atom can absorb a photon from 
the forward beam, putting it into the excited state |e) and giving it a kick of 
HQ in the positive x -direction, and then emit into the backward beam, putting 
it into back into the ground state and giving it another hQ kick in the positive
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x direction, resulting in a total momentum kick of 2hQ. In this case, we shall 
say that the atom has left the light field in the n = 2 diffraction order, where 
n stands for the number of quanta of momentum absorbed in the z-direction. 
However, the atom has absorbed no energy from the light field since it leaves 
in the ground state, and hence must slow down in the y-direction to satisfy 
conservation of energy. This can be represented graphically by the diagram 
Fig. (2.2).
momentum of 
outgoing atom
momentum of 
incoming atom
glass surface
2nhQ
Figure 2.2: A graphical representation of how the conservation of energy and mo­
mentum leads to large angle diffraction. Conservation of energy constrains the mo­
mentum of the incoming and outgoing atom to lie on the same circle. Absorption and 
emission of photons leads to a change of 2nhQ in the x-component of momentum of 
the outgoing atom, thus leading to a corresponding change in the y-component in or­
der to satisfy energy conservation. For grazing incidence, large angle diffraction can 
result.
We can calculate the angle of diffraction Of for the 77th diffraction order (n 
even):
K -E -in i t  — K . E .  final
r f ,* /2m  +  Plyl2rri = (P*> + nhQ)2/2m + p2fty/2m , (2.1)
where m is the mass of the atom, V{>x and ultJ/ are the initial velocity components 
in the x and y directions, vjtV is the final velocity component in the y-direction, 
and the final velocity in the ^-direction is + nhQ/m for the nth diffraction 
order. The angle of diffraction for the nth order is now calculated as:
tan Of —
\Jvf y — 2vhXn(h/m)Q -  n2(h/m)2Q2 
VifX + n(h/m)Q
(2.2)
where V{fX = vt cos 0,-, nl)2/ = V{ sin 0X with being the speed of the incoming
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atom prior to interaction with the evanescent field. If the argument of the 
square root in Eq. (2.2) is negative, then the conditions of conservation of 
energy and momentum can not be satisfied for the diffraction order in question 
and hence there will be no diffraction into that order.
It is in the angle of diffraction that the evanescent wave grating differs from 
other diffraction devices. If the atom approaches the glass surface at grazing 
incidence (9t small), then, in order to satisfy the conservation of momentum 
and energy, the motion in the y-direction (perpendicular to the glass) must 
change by a relatively much larger amount than would be the case if the atom 
had approached the glass at near normal incidence. Thus the grating produces 
a large separation in the angles of diffraction for different orders. The ability 
to produce large angle diffraction means that resolution of the atoms by a de­
tector is not such a problem. Also, the subsequent manipulation of the atoms, 
perhaps for the purpose of interferometry, would be made much easier.
Finally, we mention some commonly used terminology. In Eq. (2.1), the 
:r-component of the final kinetic energy is often expressed as:
2 2
^  = 7 ^ 7  + n h \ D + n2h& n , (2.3)
Zm (2m)
where A d = Pi,xQ/m is termed the doppler shift and Ar = HQ2/(2m) is the 
recoil shift, h Ar is equal to the energy gained in the x-direction via recoils from 
the absorption and emission of photons, while A^ is equal to the frequency 
difference of the doppler shifted forward and backward laser beams in the 
atom's frame of reference. In this frame, diffraction can be interpreted as being 
due to an energy transfer due to absorption from a light field at one frequency 
and emission into another field at a different frequency, with the total energy 
shift of such an absorption/emission cycle being twice the doppler shift Ad-
2.5 The scalar model of atomic diffraction
As its name suggests, the scalar model of diffraction treats the atoms as scalar 
particles i.e. it ignores the internal structure of the atoms. Thus the atoms 
can be described by a wavefunction ^(r), which depends on the position only, 
evolving under the Schrödinger equation. The interaction of the atoms with 
the evanescent light field is described by a simple spatially dependent poten­
tial. This model is most similar in spirit to the optical model of diffraction from 
a grating, since it is best viewed in terms of the interaction of a simple wave 
with a spatially periodic structure. The theory reviewed here was developed 
by the group at the Institut d'Optique in Orsay [38].
§2.5 The scalar model of a tomic diffraction 17
Suppose that we first consider a purely running wave grating with no 
retroreflected laser beam. The classical Lagrangian describing the motion of 
the atom is
L0 = ]-m r2 -  V0e~2™ , (2.4)
where V0 is the strength of the potential induced by the light-dipole interaction 
and q is the decay length of the evanescent field. Now, if we retro-reflect a 
small amount of the incident light, we have
L = Lq — eV(r), (2.5)
where
eV(r) = eV0e~2qy cos(2Q;r) (2.6)
is the standing wave component of the scalar potential and e is small. Thus the 
total perturbed optical potential is
VW(r) = V0e~2qy(l + £ cos(2Qy)) . (2.7)
e is termed the contrast since it is a measure of the relative amplitude of the 
standing wave compared to the total field amplitude.
Our aim is to calculate the atomic population in the various diffraction or­
ders. This can be done by employing a semiclassical path-integral calculation 
in which the presence of a standing wave component in the field is treated as 
a perturbation to the running wave case. One uses the WKB approximation 
for the path integral expansion for the wavefunction at some time t j after the 
atom has left the evanescent field:
V>(r,,</) = exp -S(r f ,tj\p,J,) (2.8)
where
S(rf ,tf\Pi,ti) = Pi - ru + [  f dt L[r(t),v(t)} (2.9)Jt,
is the action from a plane wave with momentum pt at time t t to position rj at 
time tf. r(t) is the classical trajectory of the atom, with the boundary condi­
tions that p(ti) = pi and r (tf) = r/. r o f  course depends on pi and 77, since it 
must lie on the classical trajectory. Note that 'ip in Eq. (2.8) is not normalised, 
since we are dealing with nearly plane waves.
Since it is often the case that the perturbed trajectory r (t) is not analyti­
cally known whilst the unperturbed trajectory r0 describing the atomic motion 
under the Lagrangian L0 is, it is useful to employ a perturbation calculation
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which expands quantities in the small parameter e:
r(t) = r0(t) + eri(t) +  e2r2(t) H---- , (2.10)
where r0(t) is the classical trajectory for the unperturbed lagrangian L0 which 
has its endpoint at r/. One also expands the action:
S — So + cS\ -t- c2 S2 + • • • , (2.11)
where it can be shown [38] that:
50 = Pi • r(U) + jf f dtLo[r0(t),To(t)],
51 = -  f  * dtV[r0{t)],
Jti
52 = [ t fdt n{ t ) -  VV[r0(t)}... (2.12)z J t ,
The point of these expansions is that the classical trajectory r0(f) which 
describes the motion of the atom in a purely reflective running wave potential 
can be calculated analytically, and is in fact given by
x 0(t)
yo{t)
Xt +  Pi,xt / m  ,
- l l  n [ - %  
2 q 2m Vo
sech 2(qpi,yt / m) (2.13)
The expansion (2.12) is now truncated after the first two terms. The second 
term describes the phase-shift accumulated along the unperturbed trajectory 
due to the presence of the standing wave part of the potential eV'(r). Provided 
that the actual trajectory r (t) is similar enough to the unperturbed trajectory 
r0(t), this expansion will account for the diffracted populations. Under the per­
turbation calculation discussed here, this is done by simply taking the fourier 
transform of the final wavefunction calculated under Eq. (2.8)
For the evanescent wave potential of Eq. (2.4), the expression for the pop­
ulations in the various orders n is given by a Bessel function [38].
2.5.1 The thin phase-grating interpretation
An insight into the physics of scalar atomic diffraction can be gained by ap­
proximating the potential as a hard wall describing a level curve on the evanes­
cent wave potential. The height of the potential along this curve is equal to the 
initial kinetic energy in the y-direction (perpendicular to the glass). Thus the 
curve indicates points from which the atom is classically reflected.
§2.5 The scalar model of  a tomic diffraction 19
This curve, in the x-y plane, is approximately described by
y(x) ~  — cos 2Qx (2.14)
Thus, using the hard wall model, the incoming atom will acquire an .r-dependent 
phase shift upon reflection from this barrier of 8(f) = 2kltyy(x). It can be shown 
[38,43] that the condition for low order diffraction is that the variation in this 
phase shift is of order one. This is the case when the modulation depth y(x) 
is comparable to the de-Broglie wavelength of the incoming atom in the direc­
tion perpendicular to the surface, a condition which occurs when the contrast 
e is small, since for normal conditions the de-Broglie wavelength of the atom 
is much smaller than the optical decay length q.
2.5.2 The effect of angle of incidence
Because the primary advantage of an evanescent wave reflection grating is its 
ability to produce large angle (well separated) diffraction orders using mod­
erate laser power when the atoms approach the glass at grazing incidence, 
one would like to be able to obtain high diffraction efficiency at these angles. 
Unfortunately, the scalar model of diffraction predicts a rapid dropoff in the 
, diffraction efficiency as the angle of incidence is decreased from normal. This 
decrease is related to the fact that, during the time the atom spends inside 
the interaction region, its classical trajectory will traverse a number of wave­
lengths of the standing wave which increases from zero at normal incidence 
as the angle of incidence is decreased. If the number of wavelengths traversed 
is much greater than one then all classical trajectories with the same incidence 
angle will acquire a similar phase shift due to the standing wave and hence 
diffraction will not be efficient. In essence, the rapid variation of the potential 
over the path of the atom tends to average out to zero.
This explanation shows why the 'softness' of the evanescent potential is 
important to take into account, since if the potential were infinitely steep, like 
a perfect optical mirror, then the time spent in the interaction region would be 
negligible and the atom would only see one point on the standing wave. In 
this case, efficient diffraction would occur for all incidence angles. Thus, as 
was mentioned in the introduction to this chapter, the analogy with an opti­
cal reflection grating is flawed and the 'thin phase grating' interpretation of 
Section 2.5.1 is a more accurate analogy.
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2.5.3 Comparison with experiments
Experiments showing diffraction in the regime of scalar diffraction have been 
performed by the group at the Orsay Institut d'Optique [5]. In these experi­
ments, trapped atoms were dropped at normal incidence onto an evanescent 
wave grating. They found a very good agreement with theory, although in 
the paper [5] the individual diffraction orders could not be resolved due to the 
fact that the incoming atoms were dropped at normal incidence and hence the 
diffraction angles were very small. The populations in the various diffraction 
orders could be varied by adjusting the ratio of the forward and retro-reflected 
intensities. As was suggested in Section 2.5.1, a high diffraction efficiency for 
the lowest orders was observed for a small contrast e equivalent to a retrore- 
flected beam with only 10-4 of the intensity of the forward beam.
2.6 The two-level model
The scalar model of atomic diffraction relies on the fact that the atom always 
remains in the dressed state |1) from Eq. (1.3). This may not always be the 
case, since resonant transitions can occur. In order to study this possibility, we 
must abandon the scalar model and introduce a model in which the atom has 
internal structure. As will be shown in the next section, a model incorporating 
a description of the full hyperfine structure of the transition is most useful for 
describing a high-efficiency beamsplitter. However, a simpler two-level model 
is useful for illustrative purposes and can be used to explain certain features 
of evanescent gratings such as absorptive doppleron resonances [44-48].
The atom is described by a ground state and an excited state, \g) and |e) 
respectively. The external motion of the atom is represented in the position 
basis in the y-direction and the momentum basis in the z -direction:
Here |n) represents the outer product between £-momentum eigenstate with 
Px =  Pi,x  + nhQ and the state \g) in the case of even n and |e) in the case 
of odd n. If the initial state of the atom is an eigenstate of the x-component of 
the momentum operator, then the periodicity of the potential in the a:-direction 
ensures that the atom can only acquire momentum in packets of hQ, and hence 
the state (2.15) gives a total description of the atomic motion. Thus the discrete 
expansion of the motion in the ^-direction is justified.
We label the copropagating electric field component by the subscript 1 and 
the counterpropagating component by the subscript 2. The light field is then
(2.15)
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given by:
E(r, t) = [ExetQx + E2e~lQx}e~qye~luJlt + H.c., (2.16)
where Ex and E2 are the amplitudes of the copropagating and counterprop- 
agating beams respectively, and ui is the laser frequency. Thus the positive 
frequency component of the light field is:
E+(r) = [ExelQx + E2e~tQx]e-qy . (2.17)
In the interaction picture discussed in Section 1.1.1 (with H0 = Hlol |e)(e|), 
and using the rotating wave approximation, the Hamiltonian for the system 
is:
r>2 *2
H  =  +  Hint + Hed  , (2.18)Zm Zm
where p2y/Zm = —h2W2/2m is the kinetic energy in the y-direction,
| ^  =  ^ X > i , *  + n?iQ)2|»)<nl (219)
is the kinetic energy in the a:-direction, and
Hint =  E  SA |n)(n| (2.20)
n(odd)
is the internal energy of the atom. H e d  is the electric dipole interaction of 
the atom with the light field, defined with reference to Section 1.1.1 as H ed  = 
d+ E+(r) + H.c, where d = d+-1- H.c. is the electric dipole moment operator for 
the atom:
d+ = d\e)(g\. (2.21)
The light-dipole interaction d+E+(r) is thus given in our basis by:
d+E+( r) = de~qv Ei E  |n + l)(«| + £2 E  ln + l)(n
n,even n)0dd
(2 .22)
To calculate the amount of diffraction into the various diffraction orders, 
one can take two distinct approaches: one can solve the stationary Schrödinger 
equation for boundary conditions corresponding to an incoming momentum 
eigenstate with a suitably vanishing or exponentially decaying wavefunction 
at the glass surface [40,46,49,50], or one can directly solve the time depen­
dent Schrödinger equation for an incoming wavepacket [34,48]. The latter 
approach was used for the multi-level calculations presented in this chapter.
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2.6.1 Adiabatic quasipotentials
A particularly useful interpretational description of the diffraction process can 
be gained by considering the adiabatic quasipotentials of the system [51]. These 
are the eigenstates of the Hamiltonian (2.18) minus the kinetic energy term 
p2y/2m. Since the amplitude of the light field depends on y, the quasipotentials 
are a function of y.
The quasipotentials are different from normal potentials in that they in­
clude the x-component of momentum. Nonetheless, in the sense that they 
specify the energy of the atom as a function of y, they are conceptually no dif­
ferent from real potentials. In the quasipotential basis, the various quasipoten­
tials for a given value of y are not coupled, since they result from diagonalising 
part of the Hamiltonian. However, the quasipotential basis changes as y is var­
ied. This means that the motion of the atom in the y-direction can couple the 
quasipotentials. However, if this motion is slow enough, then the adiabatic 
theorem tells us that an atom travelling in a quasipotential will remain within 
that quasipotential.
The adiabatic quasipotentials for a purely reflective grating are shown in 
Fig. (2.3(a)). Several features are apparent. In the region to the right of the 
figure, where the intensity of the light field is negligible, the quasipotentials 
are given by the energies
£oo,n(even) = (l/2m)\p2>a. + 2 pliXnh,Q + n 2H2Q2}
= pjiX/(2m) + n h A D + n2HAR ,
£oo ,n (odd) =  (l/2m)[p2r +  2pi)XnhQ  +  n 2H2Q2] +  HA
= p2x/(2m) + n h A D + n 2HAR -f h A  , (2.23)
where A R and A R are the Doppler and recoil shifts defined previously. As the 
atom approaches the grating, the ground state (n even) quasipotentials experi­
ence a repulsive potential whereas the excited state quasipotentials experience 
an attractive potential. Since, for normal conditions, the rate of change of the 
electric field experienced by the atom is much slower than its internal preces­
sion frequency, the atom will adiabatically remain in its initial quasipotential.
If we introduce a retroreflected beam, then the quasipotentials undergo 
a qualitative change, see Fig. (2.3(b)); at points where the excited state and 
ground state quasipotentials would normally cross, avoided crossings appear. 
These avoided crossings lead to non-adiabatic motion, resulting in a partial 
transfer of the atomic wavefunction from one quasipotential to another. The 
non-adiabatic motion is due to two factors: (a) the quasipotentials are nearly 
degenerate at the point where the crossing occurs, and (b) the slope of the 
quasipotentials is rapidly changing, so that the assumption that the atoms sees
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(a) 2-level quasipotentials: no retro-reflected beam
c -0.5
n = -2
(b) 2-level quasipotentials: retro-reflected beam
O 0.5
n = 3
n = -2
Distance y (p m)
Figure 2.3: (a) Adiabatic quasipotentials for a two-level atom and a purely reflective 
grating. Atoms are incident at 25 ms-1 at an angle of 70 mrad. Laser detuning is 100 
MHz. (b) The addition of a counterpropagating beam leads to resonant transitions 
between quasipotentials (avoided crossings). A possible route leading to n = -2  
diffraction is shown by the arrows.
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a slowly changing potential is no longer applicable and hence the adiabatic 
theorem no longer holds. This non-adiabatic behaviour is shown schemati­
cally in Fig. (2.4). The avoided crossings act as effective beamsplitters with 
variable transmission and reflection coefficients which depend on parameters 
such as the detuning and the ratio between the copropagating and counter- 
propagating beam intensities.
Figure 2.4: Schematic motion of the atom in an avoided crossing. Motion is shown 
by the arrows (a) Narrow crossing: mainly diabatic motion, (b) Medium crossing 
produces a beam-splitting effect, (c) Wide crossing: mainly adiabatic motion.
A mechanism for two-level diffraction can now be given. The atomic wave- 
packet approaches the glass surface and is split into partial waves by the avoid­
ed crossings. These partial waves propagate along the quasipotentials, split­
ting at each crossing, and are eventually either reflected or reach the glass 
surface. The reflected partial waves propagate back through the system and 
emerge in the various diffraction orders. For example, in Fig. (2.3), a possible 
atomic trajectory leading to n = —2 diffraction is shown.
In order to obtain ground state diffraction the partial wavepackets must 
traverse at least two avoided crossings. This is because there are no ground- 
ground crossings, only ground-excited crossings, and hence an excited state 
quasipotential must act as an intermediate state in the transfer of the wave- 
function between two ground state quasipotentials. Furthermore, we are lim­
ited to paths where reflection occurs, meaning that at least the same number 
of crossings must be traversed on the return journey. In fact it can be shown 
(as is suggested by a careful study of Fig. (2.3(b))), that at least four crossings 
must be involved in the process of ground state diffraction [51]. It is shown 
in [51] that this condition means that the optimum diffraction efficiency into a 
ground state diffraction order is 0.54 «  6%.
This means that a diffraction grating operating on the principles outlined in 
this discussion of the two-level model will not function as an efficient beam­
splitter. This is due to two fundamental problems: the requirement that the
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excited state must function as an intermediary in the diffraction process and 
the necessity to obtain reflection even though the excited quasipotentials are 
attractive. In the next section, we will see that these problems can be over­
come by taking advantage of the possibilities inherent in the full multi-level 
nature of atomic transitions. Furthermore, we shall show that the multi-level 
model is able to explain experimental results [41] which are not explained by 
the two-level model.
2.7 The multi-level model
In 1994 Christ et. al. [41] were able to observe diffraction in a slowed beam of 
metastable atoms. The parameters of the experiment are shown in Table (2.1). 
The two-level quasipotentials for these parameters are shown in Fig. (2.5(a)). 
It is immediately apparent from this figure and the discussion of the preceding 
section that this system will not exhibit diffraction; the crossings are so narrow 
that the atomic motion will be diabatic. The reason for this is made apparent 
when one looks at the parameters in Table (2.1). We see that the detuning A 
is some twenty times larger than the doppler shift A q = Pi,xQ!^i- This means 
that the incoming n = 0 quasipotential crosses the n = 21,23,... excited state 
quasipotentials. Any transfer into these orders would involve at least a 21 
photon process and hence be an extremely narrow resonance 1. This accounts 
for the narrowness of the crossings for the experimental parameters.
Nonetheless, the experiment [41] observed a diffraction efficiency into the 
n = — 2 order of around 3%, half of the theoretical maximum possible for 
the two-level model, given ideal parameters. Clearly these results are not ex­
plained by the two-level model.
This discrepancy between experiment and theory can be resolved by tak­
ing into account the full multi-level nature of the relevant atomic transition. 
This multi-level structure takes into account the various magnetic sublevels of 
the atomic transition. As an example, we shall first consider the 3s[3/2]2 f* 
3p'[3/2]2 transition of metastable neon which is the transition relevant to the 
experiment [41]. Fig. (2.6) shows this transition schematically. The various 
magnetic sublevels of the ground and excited state are coupled by the compo­
nents of the light field in a circularly polarised basis - for example, the mg — — 2 
and me = — 1 levels are coupled by the <t+ (left circularly polarised) component
!For example, if we were to treat the coupling of the ground and excited state quasipoten­
tials using perturbation theory, then this process would only appear at the 21st-order in the 
perturbation expansion. Hence the presence of the excited state will have a negligible effect 
on the system. In terms of the quasipotentials, this means that the motion at the crossing is 
almost entirely diabatic.
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(a) two level quasipotentials
^  0.08
n = 21
°  0.06
Distance y (pm)
(b) multi level quasipotentials
n = 0
Avoided Crossing
n = -2
0.3 0.4
Distance y (pm)
Figure 2.5: Quasipotentials for the parameters of the experiment [41] (see Table (2.1)). 
(a) Two-level quasipotervtials (b) Multi-level quasipotentials for a laser polarisation 
angle of 5° away from p-polarisation (see Section (2.7.1)).
of the light field whereas the m g = — 2 to m e = — 2 sublevels are coupled by the 
7T component. The complex nature of this transition has several consequences.
Firstly, each diffraction order n representing a particular value of the x- 
component of momentum outside the interaction region should be split into 
five quasipotentials by the light field. This is because each magnetic sublevel 
is coupled to the light field through a different Clebsch-Gordan coefficient, 
and also through different polarisation components of the field. Secondly, we 
see that by varying the polarisation components of the field we can vary the 
couplings to the various sublevels and thus should be able to change the be­
haviour of the quasipotentials inside the interaction region. Thus the polari­
sation of the incoming laser beams should allow us to have some control over 
the amount of diffraction into various orders.
Fig. (2.5(b)) shows the quasipotentials for this transition in metastable 
Neon. The excited state quasipotentials are omitted for clarity, but as in the 
two-level model Fig. (2.5(a)) their interaction with the ground state quasipo­
tentials is negligible due to the large value of the detuning. We see that the
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Table 2.1: Parameters used in experiment of Christ et al. [41].
Parameter Value
Atom Ne*
Atom mass 3.3 x IO’ 26 kg
Atomic velocity 25 ms-1
Angle of incidence 36 mrad
Laser detunings 900 MHz
Transition wavelength 594.5 nm
k 1.058 x 107 m“1
Q 1.10 x 107 m“1
<1 2.72 x 106 m -1
-1
2
\
\
\
6
/
/
- 2
i  /
, 3/ i
A 6
i \
3 \
&  
A
l '/I
2
/  4
V  2
i / 
\  2 
\  y  i  
A  6 
1 \
I
\ 3
\
V
/
/ 2
s
1\
6
3 \
2
Figure 2.6: Schematic diagram of the atomic level structure used in the model. The 
squares of the Clebsch-Gordan coefficients for the transitions are shown.
various orders n are indeed split into five in the multi-level model. This figure 
suggests a mechanism for efficient multi-level diffraction. The wavepacket ap­
proaches the avoided crossing labelled in the figure where it is split into two 
partial wavepackets. Both of these partial wavepackets are subsequently re­
flected from the repulsive potential, and after passing through the avoided 
crossing once more they exit the field in the n = 0 and n = — 2 diffraction or­
ders. Assuming that all of the initial wavepacket can be made to enter the field 
in the particular quasipotential which sees the avoided crossing, a 50% trans­
mission/reflection coefficient in the crossing will lead to a 50/50 ratio in the 
diffracted and reflected atomic beams. This latter assumption may be hard to 
guarantee in practice without careful optical pumping of the incoming atoms, 
however, it is often the case that several avoided crossings are involved in the 
interaction with the light field and thus most of the incoming wavepacket is
28 Atomic diffraction from an evanescent wave
diffracted to some degree. In the limit where there are many avoided crossings 
of varying transmission/reflection ratios, the atoms are well and truly 'mixed 
up' by the interaction with the light field and a diffraction efficiency of close 
to 50% is likely to result.
This mechanism of diffraction solves the two problems mentioned in Sec­
tion 2.6.1. The problem of obtaining reflection is overcome by the fact that all 
ground state sublevels remain reflective even where avoided crossings are in­
volved, and the problem of requiring an intermediate excited state population 
to obtain ground state diffraction is not present in this model, since ground 
state quasipotentials can now quite easily cross due to the multiple splitting 
of each order n. These ground-ground crossings describe two (or four, six ...) 
photon transitions (Raman transitions). The excited state acts only as a virtual 
intermediate state in each particular transition; it is never in resonance and 
thus does not become permanently populated.
In what follows, we shall extend the theory of Section 2.6 to the multi­
level model. In Section 2.7.2 we shall adiabatically eliminate the excited state 
sublevels from this model. Section 2.8 will extend the theory to more complex 
level structures involving several excited state manifolds. Numerical results 
for metastable Ne and Cs will be presented in Sections 2.11 and 2.12
2.7.1 D erivation of the m ulti-level H am iltonian
Here we consider a case like that of metastable Neon, in which the transition is 
between ground and excited states each consisting of a manifold of magnetic 
sublevels for a single total angular momentum quantum number F. Later we 
shall see that the situation is greatly complicated when the excited state con­
sists of a series of hyperfine levels - for example the case of the Cs 6s[3/2]2<-^ 
6p'[3/2]2 transition which is between a ground state with angular momentum 
F = 5 and an excited state manifold consisting of hyperfine levels with F = 5,4,3 
and 2.
We use the spatial orientation given in Fig. (2.1) and build on the de­
scription of the two-level model presented in Section 2.6. Clearly, the con­
dition that the momentum in the ;r-direction is discrete and takes the values 
Px = Pi,x + nhQ still holds, so that we can use the description of state given 
by Eq. (2.15) with an additional discrete degree of freedom m denoting the 
magnetic sublevel:
n , m
(2.24)
where m runs from — Fg to Fg for the ground state (even n) orders and from
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— Fe to Fe for the excited state (odd n) orders, with Fg and Fe being the total 
angular momentum numbers for the ground and excited levels respectively. In 
order to simplify the Hamiltonian in what follows, we employ the following 
ansatz in order to shift the zero point of the energy so that the incoming n = 0 
order has zero energy:
I®(y,t)) = exp( - ihp lxt/2m)J2^n,m{y, t)  \n,m) . (2.25)
n,m
Since the transitions between the various sublevels now depend on the cir­
cular polarisation components of the evanescent light field, we must now take 
into account the polarisation of the evanescent field. We write
E(r,<) = [ejEie*3* + e2ß 2 + H .c., (2.26)
where e i>2 are the field polarisation vectors for the copropagating and counter- 
propagating evanescent beams and E\ and E2 are their respective amplitudes, 
assumed real for convenience. The positive frequency component of the elec­
tric field is now defined as
E+(r) =  [e ^ e '« *  + e2E2e- ,Ql]e- n  , (2.27)
arvd the negative frequency component is E~ =  (E+ )*.
Using the same interaction picture and RWA (rotating-wave approxima­
tion) as that used in Section 2.6, we have the Hamiltonian
H = A  + + Ü t  - (2-28)2m 2m
where, as before, we have that p2y/2m = — h2 V2/2m is the kinetic energy in the 
y-direction,
^  = U  £ ( Pl> + n h Q f  |n)(n| (2.29)
is the kinetic energy in the x -direction, and
ffint =  E  (2.30)
n(odd)
is the internal energy of the atom. The term VAL is more complicated than is 
the case for a two-level atom, due to the vector nature of the coupling between 
the hyper fine levels and the light field:
Val = d + • E+ + H.c. (2.31)
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where d + is the positive frequency part of the electric dipole moment operator 
for the given transition:
d + = |me)(me|d|m5)(m5| ,
m g, me
(2.32)
with m g running from — Fg to Fg and m e from — Fe to Fe.
We take the z direction as the quantisation axis and work with a spherical 
basis of polarisation vectors {u±,u0} defined in terms of the Cartesian unit 
vectors by
u ± -^=(ux ± iuy), u0 u~. (2.33)
In such a basis the components of d* are components of a spherical tensor 
operator of rank 1 [52], and thus by applying the Wigner-Eckert theorem we 
can calculate their matrix elements up to a constant factor:
(m.e\dq\mg) = T>(2 1 m g q\2 1 2 m e), (2.34)
where the term (2 1 m g q\2 1 2 me) is a Clebsch-Gordan coefficient and V  is a 
reduced matrix element which does not depend on m g or m e. Hence it follows 
that
Val = V e {~qy) Y
Q ,771 g ,771 e
+ H.c.
Ei (Eglm gq|FglE eme) ei,q |me,n  + l)(m g,n |
+ E2 (Eglm gq|EglEeme) e2,g \me,n  -  l ) ( m g,n\
(2.35)
For convenience we break up the Hamiltonian as follows:
H = H a F V a l . (2.36)
The energy of the atom excluding its interaction with the light field, HAf is:
a2
H a  =  +  Y  W n \ n m ) { n m \ ,
71,771
(2.37)
with W n defined by:
Wn (2nhQpiiX + n 2h2Q2) |ra)(ra| n even(2nhQpi'X -f n 2h2Q 2 + HA) |n)(n| n odd.
The atom-field interaction term, VAL is:
Val = Y y q™gme\n + 1 m e)(n m g \ -f H.c.
q , mg, m e,neve  n
(2.38)
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+ V(2 ™9,me\n -  1 m e)(n mg\ + Fi.c.,
q,m g,m e,neve n
(2.39)
where
v.,p ,™ 3 =  £ iei^ 2 1 rng q\2 1 2 m e) (2.40)
and
= E2e2 ,,(2 1 mg q\2 1 2 m e> (2.41)
are the matrix elements describing the coupling of the various states via the 
two laser fields.
The polarisation of the evanescent wave
We can use Fresnel equations [53] to determine the polarisation of the evanes­
cent wave in the spherical basis as a function of the polarisation of the incom­
ing laser beam. We have in Cartesian coordinates that
2n2 cos 6t, sin 6b
t j x =  ■ /  E p i
cos 6 1 -f i n y n 2 sin2 6i — 1
2in cos 6i\jn2 sin2 6i — 1
Ey = ■ j-----_ ■  -----Bp ■>
cos 6 1 -f inyjn2 sin2 6i — 1
2n cos 6i
tjz - j---------------- t^ S
n cos 6i 4- i J n 2 sin2 6i — 1
(2.42)
where 6i is the angle of incidence for the incoming laser beam, n is the re­
fractive index of the prism, and Es and Ep are the 5 and p polarisation com­
ponents of the incoming laser beam (s-polarisation is normal to the plane of 
incidence and p-polarisation is in the plane of incidence). Ex, Ey and Ez are the 
Cartesian polarisation components of the evanescent wave. Note that, unlike a 
usual plane wave, evanescent waves can have a polarisation component in the 
direction of propagation. For a retroreflected beam, the components are the 
same as the copropagating beam except that Ex picks up a minus sign. Finally, 
since we actually require the spherical polarisation components, we have:
E± = 2 = ( = F  Ex
E0 = Ez . (2.43)
From these relations we can easily determine the components eq of the polari­
sation vector of the evanescent wave.
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2.7.2 Adiabatic elimination of the excited states
We have seen that the diffraction of an atom in the multi-level regime can 
occur for a detuning much higher than the doppler shift, and indeed, that this 
is desirable. A high detuning leads to lower spontaneous emission rates and 
negligible diffraction into excited state orders.
For detunings much larger than the doppler or recoil shifts, we can adi- 
abatically eliminate the excited states. This provides a great computational 
advantage (especially in the case of complex atoms such as Cesium), as well 
as making the essential physics of diffraction more transparent.
For the Hamiltonian (2.36) and with the ansatz (2.25), we can write down a 
set of coupled Schrödinger equations for the ground and excited sublevels:
^ _ \ ] / ( s )  ( t )
1 1 Q f  ^ n g , m g \ i )
\h(a)
n g , m g
+ E
q,rne
( v(
q , m e , m g 
{ l ) n g +  l , n g
( e )
n g + l , m e
( y q , m e , m g \ *  ^ ( e )
\ V ( 2 ) n g - l , n g J * n g - l , m e
(2.44)
Oi n e , m e
*2 
P y
W = l ^  +  lv"
o/b)
n e , m e
+ Eq , m g
y q , m e , m g ^ { g )  
^ ( l ) n e ,n e —1 ^  n e - l m g
^(g)
‘ 1 ( 2 ) n e ,n e +  l ^ r i e  + l m g ,
(2.45)
where is the coefficient of the basis vector |ng,m g) where ng is even,
and ^ 1 * ^ (0  is the coefficient of the basis vector |ne, m e) where ne is odd.
Since the energies of the excited states are large compared to other energies 
in the system due to the large detuning A, we assume that the populations of 
the excited states are small compared to the populations of the ground states. 
Under such an assumption, the LHS and the term containing Py/2m in (2.45) 
are ignored. This gives
vp(e) «n m €
l
W n
X E  y ('-m e'm 9 vT/(5 >
V ( l ) n e ,n e - l  w n e — l , m g
q , m g
v q , m e , m g ^(s)
' y  ( 2 ) n e , n e +  l  ^ n e + l , m g * (2.46)
Substituting this into (2.44) gives
\&(*)n g , m g
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- E
q,q',me ,m'g
(  T r< l',™ -e,m 'g  , g ,m e , m 9 \  * / r r r  \
V( l ) n + l , n  \  ( l ) n + l , n )  /  W ri+ 1
, /<? ' ,m e,m g  /x y iJ,me , m g \ *  / t w  
\  (2)n— l ,n  \  (2)n— l , n /  /  n —1 /
+ (<&Cr te a * )*
+ (v$X; ^
(2.47)
Thus the Hamiltonian with adiabatically eliminated upper states is:
H = Ha + , (2.48)
where # 4  is identical to Eq. (2.37) except that the odd (excited) values of n are 
excluded, and Val is now defined by
AL E
n,q,q'
m e ,m g,m ’g
+
+
(  , , m e , m 9 y  \
Vl,n+l,n ( V(l)n+1," j
q',me ,m'g / q , m e , mg \ '  
2 , n  — l , n  y  ( 2 ) n  — l , n  J
\  + tv^r,
q ' . m e . m g /  q,me ,mg \ * \
( 1 )  n + l , n  y ( 2 ) n - f l , n + 2  J  J
Ü^TT I
q',me ,m'g /  q,me ,mg \ * \
( 2 )  n - l , n  ^  (1)  n  — 1 , n —2 J  1
wTTi
\n ,mg){n ,m' \
I n ,m g)(n + 2 , m'
|n ,mg)(n -  2, m'
, (2-49)
The first two terms in the expression above represent interactions which are 
diagonal in n and thus cannot lead to diffraction, but manifest as both the 
light shift due interactions involving cycles of absorption from the copropagat- 
ing/counterpropagating beam followed by an emission into the same beam, 
and a mixing of magnetic sublevels mg belonging to a given level ng. The sec­
ond two terms represent cycles of absorption from the copropagating (coun- 
terpropagating) beam followed by emission into the counterpropagating (co­
propagating) beam, resulting in the transfer of units of 2nhQ of momentum in 
the £-direction; it is these terms which are responsible for diffraction.
As a verification of this Hamiltonian, we compare the adiabatic quasipo­
tentials for the parameters of Fig. (2.5) calculated with and without adiabatic 
elimination of the excited states. This comparison is shown in Fig. (2.7), and is 
seen to be quite good. The validity of the adiabatic elimination has been fur­
ther verified up by numerical simulation of the diffraction process (see Section 
2 .11) .
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multi level quasipotentials
without adiabatic elimination
>, -0.04
with adiabatic elimination
c -0.06
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Figure 2.7: Comparison of adiabatic quasipotentials calculated with (circles) and with­
out (solid line) adiabatic elimination of the excited state. Parameters are the same as 
Fig. (2.5). It can be seen that the comparison is quite good, and this fact has been 
backed up by direct numerical calculations of diffraction efficiency.
2.8 The case of Cesium: more complicated atoms
Many useful atomic transitions, such as the 65i/2 6P3/2 transition in Cesium
133, have a more complicated level structure than that of metastable neon. In 
what follows, we consider the 65i/2 ++ 6P3/2 Cs transition, however the theory 
is general and can be applied to other transitions.
The spin quantum number of the nucleus is \ and thus the ground (65i/2) 
state (with electronic angular momentum 1/2) will have total angular momen­
tum quantum numbers F = 3 and 4 while the excited (6P3/2) will have total 
angular momentum quantum numbers F = 2,3,4 and 5.
This can be seen in Fig. (2.8).
Since the hyperfine splitting between the F = 3 and F = 4 hyperfine levels of 
the ground state is large (« 9GHz) while the hyperfine splitting between the 
excited hyperfine levels is small (of the order of 100 MHz), it is most accurate 
to consider the F = 4 ground state to F = 5,4,3,2 excited state transition. Atoms 
are prepared in this ground state and tend to remain in it due to a favourable 
branching ratio; those that do not will not be detected by the imaging system.
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Figure 2.8: Schematic diagram of the 6S1! /2 e* 6/3/2 Cs  transition.
2.8.1 Calculating the matrix elements of the transition
The problem is now to calculate the matrix elements between the F = 4 
ground state and the F = 5,4,3 excited states (the F — 4 to F = 2 transi­
tion is disallowed by the angular momentum selection rules). It is easy to 
calculate the Clebsch-Gordan coefficients between the F = 4 ground state and 
each excited state level taken individually. However, in order to obtain the 
correct splitting ratio for the various ground-excited transitions, we must per­
form a more complex calculation which takes into account the full angular- 
momentum structure of the transition by treating the nuclear and electric an­
gular momentum separately.
We ultimately want to calculate the matrix elements (F me\dq\4 mg). How­
ever, the laser field acts only on the electronic transition which is between 
Jg = 1/2 and Je = 3/2. Thus we find dipole matrix elements in the basis 
of the electronic angular momentum quantum numbers and transform to the
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basis of the total angular momentum quantum numbers:
f (1/2 7/2 m'g m "|l/2 7/2 4 mg)
(F m e\dq\4 mg) = < x(3/2 7/2 m'e ra"|3/2 7/2 F  me) ► .
( x(3/2 m'e\dq\l/2 m'g)
(2.50)
Here the top two terms in the curly braces are Clebsch-Gordan coefficients 
which express the change of basis between the basis consisting of a product 
space of electric and nuclear angular momentum and the basis consisting of 
the total angular momentum. The bottom term is the matrix element of the 
electronic transition (note that this transition is, of course, diagonal in the nu­
clear angular momentum). The nuclear spin is 7/2 and the electric spin is 3/2. 
The quantum number m" gives the component of nuclear angular momentum 
in the direction of quantisation. The quantum numbers m' and m'e give the 
components of the electric angular momentum in the direction of quantisation 
for the ground and excited states respectively. The Wigner-Eckert theorem can 
be applied to the last term above, and finally we have
(F m e\dq |4 mg) = ^
m'gm'e m "
(1/2 7/2 m'g ra"|l/2 7/2 4 mg) ' 
x(3/2 7/2 m'e m"|3/2 7/2 F m e) 
x (l/2  1 m'g q\l/2 1 3/2 m'e) 
x V
(2.51)
where V  is a reduced matrix element which does not depend on the angular 
momentum quantum numbers.
The transition between the F = 4 ground state level and the F = 2 ex­
cited state is not allowed by the angular momentum selection rules, and this 
is indeed true for the formula given above.
2.9 Spontaneous emission
The interaction of atoms with light always carries with it the possibility of 
spontaneous emission. In the current context, the reflective potential is formed 
by a blue detuned laser field interacting with the atoms via the dipole force. 
This puts a fraction of the atomic population into the excited state and hence 
permits spontaneous emission.
In the following section, we estimate the spontaneous emission rates for 
atoms interacting with an evanescent wave laser field. We shall first consider 
the case of a purely reflective running wave field and then discuss the ap­
plicability of the results to the case of a partially standing wave and to the 
multi-level model.
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2.9.1 Spontaneous emission for the scalar model
If the excited state population at time t is pe(t), then the spontaneous emission 
rate will be equal to 7pe, where 7 is the excited state decay rate. Hence the 
proportion of atoms pn which have not undergone spontaneous emission at 
time t satisfies the following differential equation:
=  7Pe(t)pn{t) , Pn(ti) = h  (2-52)
which has the solution
Pn(tf) = exp ( - 7  ^  ; pe(t) dtj (2.53)
For a two level atom moving adiabatically in a blue detuned laser field, we 
have from Eq. (1.3) that the excited state population is
Pe = 7T 1 +
A
\/A 2 + ft2
(2.54)
where it should be remembered that A is negative due to the blue detuning. 
If we assume that we are in the regime where pe is small and hence adiabatic 
elimination of the excited state applies, then A Q and hence we have
i n 2 d2\E\2 (2.55)
However, the scalar potential experienced by the atom is given by:
o v „ > ,  « (2.56)
and hence we have
Pe -  (2.57)
For a scalar atom moving in such a potential, the classical trajectory is given
» ( , ) - - i ‘. ( « c h - ( ^ ) ) .  (2.581
This is the same as Eq. (2.13), except that the origin of the ^-coordinate has 
been shifted to correspond with the classical turning point of the atom. At this 
point, the potential will have the value pi /(2m), and hence the potential is 
given by
V(y) =  ^ e x p ( - 2(2.59)
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From this expression and Eqs. (2.57,2.59) we can deduce the excited state 
population as a function of t:
< 2 - “ >
and finally we integrate Eq. (2.53) from t = — oo to f = oo to obtain:
Pn, final — e x p
jpoA 
qHA J (2.61)
If we demand that this value be greater than, say e 1 
condition that
7Po,y
qhA < 1
then we obtain the 
(2.62)
in order for spontaneous emission to be limited to a reasonable level.
The physical significance of this expression is easy to interpret. If the mo­
mentum of the atom is large, then it penetrates further into the evanescent field 
and hence the spontaneous emission goes up. A small decay length (1 / q) cor­
responds to a sharp potential, which reflects the atom over a shorter timescale, 
thus reducing spontaneous emission. A large detuning also leads to a smaller 
amount of spontaneous emission, due to the inverse relationship between the 
excited state population and the detuning for a given potential.
2.9.2 Applicability to the multi-level model
o
This result clearly applies in the case of a running wave, when the excited state 
population is not too large. Indeed, it is quite clear that these results also apply 
to the case of Section (2.5), where the standing wave field is treated as a small 
perturbation on the running wave field.
It is less clear how these results apply to the two-level and multi-level the­
ories of diffraction. However, in these cases it is clear from the discussions 
in this chapter that the atomic motion consists of adiabatic motion in various 
quasipotentials, which can be treated as scalar field except at points where adi­
abatic crossings occur. For example, referring to Fig. (2.5(b)), we see that the 
diffraction process involves two sets of quasipotentials (the n = 0 quasipoten­
tials and the n = — 2 quasipotentials), which are coupled by avoided crossings. 
For a coherent beamsplitter, we demand that the amount of spontaneous emis­
sion in both channels be sufficiently small.
In most circumstances, the process of diffraction takes place in two steps 
(see Fig. (2.5(b)). Firstly, as the atom travels toward the glass, it spends most 
of its time in the n = 0 reflection channel. After the classical turning point has
§2.10 Numerically solving the Schrödinger equation 39
been reached, the diffracted part of the wavepacket travels outwards in the 
diffraction channel, and the reflected part returns along the reflection channel. 
To make this clearer, the diffracted atoms approach the glass in the reflection 
channel and return in the diffraction channel, whereas the reflected atoms ap­
proach and return in the reflection channel. Thus, to a reasonable approxima­
tion, the amount of spontaneous emission in the reflection channel will again 
be given by Eq. (2.61), whilst the spontaneous emission in the diffraction chan­
nel will be given by
where p o ,y ,av is the average y-momentum for the reflected and diffracted chan­
nels.
For negative order diffraction e.g. n = —  2 diffraction, the diffraction an­
gle is greater than the reflection angle and hence the diffracted channel will 
contribute most towards spontaneous emission.
2.9.3 Applicability to experiments
For the parameters of the Ne experiment, with a linewidth of 10 MHz, we find 
that approximately 20% of the atoms will experience at least one spontaneous 
emission event. However, the branching ratio in this transition was such that 
most of those atoms which experience spontaneous emission will not be de­
tected [41].
For the Cs experiment, the linewidth is around 5 MHz. We have found that 
in some otherwise interesting parameter regimes, spontaneous emission will 
be a dominant factor. The spontaneous emission probabilities are discussed 
in detail in Section 2.12, but we shall remark here that we have found that 
spontaneous emission would be an important limiting factor in being able to 
construct a well functioning beam splitter for Cs.
2.10 Numerically solving the Schrödinger equation
2.10.1 Algorithm
We solve the Schrödinger equation with the Hamiltonian (2.36) by a well known 
numerical technique known as the split operator method [54]. As used in this 
instance, the method consists in splitting the unitary evolution operator into 
three parts:
(2.63)
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U(t +  A t, t ) ~  exp (2.64)
where Ha and Val are defined by Eq. (2.36) or Eq. (2.48). The error in this 
expression goes as (At)3.
In what follows we shall index the discrete degrees of freedom {n, m} by a 
single index i, so that the wavefunction is stored as a series of vectors 46 (y*), 
where i indexes values of the doublet {n, ra}, and k labels the discretised val­
ues of y. Due to the fact that Wn is independent of y, the first term in the 
expression (2.64) can be expressed as
A multiple data fast-Fourier transform (FFT) is applied to the y-dependence 
of the wavefunction 46 (y*)/ transforming it into the momentum basis in the 
y-direction. The y-kinetic energy evolution operator p2y/2m  is now diagonal in 
y, and by its definition (2.38) is diagonal in the discrete degrees of freedom i. 
This means that the operator (2.65) is easily calculated, and is diagonal in both 
y and i. The wavefunction is multiplied by this operator and is then Fourier 
transformed back into position space, completing the first part of the unitary 
evolution.
The operator Val is diagonal in y but not i. Because it is expressed in the 
form of a direct product Val = Val,i exp(—yy), where Val,i does not depend on 
y, the calculation of the term exp i A H 6 l /^ )  can be accomplished by a single
diagonalisation of the matrix Val,i which is used to accomplish the Ny calcu­
lations of exp( ( ~ iAt VAL(y)/h),  where Ny is the number of discretised values 
of y used. The wavefunction is multiplied by this operator and is then Fourier 
transformed back into the momentum basis, where a final A t /2  timestep of 
evolution under Ha is accomplished. This completes one timestep of unitary 
evolution under the operator (2.64).
2.10.2 Implementation
The algorithm outlined above was implemented on a Fujitsu VPP2200 su­
percomputer in Fortran90. The NAG (Numerical Algorithms Group) routine 
c06frf was used to accomplish the multiple data FFT, and the routine f02abf 
was used in diagonalising the matrix Val,i- Vectorisation was in excess of 99%. 
A typical runtime for the code mentioned above would be about 15 minutes 
to simulate the atomic dynamics for one set of parameters.
n (2.65)
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2.10.3 Validation
Several tests were applied to validate the numerical results.
The basic method had been previously tested for the two-level model by 
quantitative comparison with experiment [48]. This modelling predicted ab­
sorptive Doppleron resonances at certain values of the detuning, and was 
found to agree with the experiment [47]. The ultimate validation of the multi­
level numerical results would come from a detailed comparison between ex­
periment and theory in the multi-level regime over a range of parameters, 
however, such a comparison has so far not been possible due to a lack of de­
tailed experimental evidence.
The timestep and grid sizes were set by verifying that increasing or de­
creasing these parameters did not affect the results too much. Relevant pa­
rameters were the spatial grid spacing and the timestep.
For the Ne* results presented in Section 2.11, the parameters of Table 2.1 
were used. The timestep was 0.2 ns. In order to make comparisons in the what 
follows, we shall concentrate on the case where the polarisation is 5° from p- 
polarisation and the initial sublevel is m = 2.
For the Cs results and using the parameters discussed in Section (2.12) were 
used. The timestep was 20 ns, which is larger than the Ne* case because the 
different mass and incoming velocity result in a longer interaction with the 
evanescent field for Cs. For the purposes of the comparisons which are pre­
sented below, a laser polarisation of 50° from p-polarisation was selected.
The variation of the diffraction efficiency with timestep is shown below for 
Ne*
dt (ns) n = — 2 diffraction efficiency (%)
0.4 45.0
0.2 47.9
0.1 47.5
This table suggests that the timestep of 0.2 ns is sufficiently small to an 
accuracy at around the 1% level.
For Cs the corresponding results are given by:
dt (ns) n = — 2 diffraction efficiency (%)
40 38.2
20 38.2
10 38.3
Again, these results suggest that the timestep was small enough to give 
stability and accuracy of better than 1%.
The grid spacing in the y-direction was measured by the dimensionless pa-
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rameter nq, which specified the number of grid points within one decay length 
of the evanescent field. It is not such a trivial matter to set the grid spacing 
as it is for the timestep, since following interaction with the evanescent wave, 
the wavefunction consists of several partial wavepackets travelling away from 
the glass at different velocities. One must ensure that all of these wavepackets 
have stopped interacting with the evanescent wave and yet all are contained 
within the grid at the time when the diffraction efficiencies are read off.
For the Ne* results, a value of nq =170 was used. Increasing nq to 300 did 
not alter the diffraction efficiency (47.9%) to within three decimal places. Thus 
we conclude that the spatial grid was sufficiently small to give reliable results.
For Cs, a value of nq = 400 was used 2. Increasing this value to nq = 600 
did not change the diffraction efficiency (38.2%) to within three decimal places. 
Again, we can conclude that the spatial grid was adequate.
Another relevant numerical parameter was n max, the cutoff for the number 
of diffraction orders n used. For example, nmax = 6 would correspond to val­
ues of n between n = — 6 and n = 6. For the Ne* results a value of 77max = 6 
was used. Increasing this value to 10 changed the diffraction efficiency from 
47.9% to 46.9%, showing that the inclusion of the extra levels did not affect the 
results above the 1% level.
For the Cs results, a value of 4 was generally used for ?7m ax. The compli­
cated nature of the transition coupled with the range of parameters inves­
tigated makes it harder to specify the variation in the diffraction efficiency 
with 77m ax, however, it was certainly true that in certain parameter regimes, the 
diffraction was found to be more dependent on ?7max than were the Ne* results. 
This was due to the fact that the atoms penetrated deeper into the evanescent 
field, bringing higher diffraction orders into resonance. As an example of the 
kind of variation which was seen, the following table shows the diffraction 
efficiency in various orders for the parameters of Fig. (2.15):
77max 77 = —2 (%) 77 = —4 (%) 77 = —6 (%)
4 13.5 4.2 1.6
6 15.1 5.6 1.9
The version of the program involving adiabatic elimination of the excited 
state was compared to the version with no adiabatic elimination. For the case 
of Ne* and for the parameters quoted above, introducing adiabatic elimination 
of the excited state was found to change the n = —2 diffraction efficiency from
2The Cs and Ne* values are different for a number of reasons, including different evanes­
cent wave decay lengths, different values for the y-component of the incoming atomic velocity 
and practical considerations involving the need to avoid the wavefunction reaching the end­
point of the grid
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47.9% to 47.0 %, showing both that the adiabatic elimination procedure was 
carried out correctly and that adiabatic elimination was valid for the relevant 
parameter regime. For the Cs model, it was impossible to directly test the ef­
fect of introducing adiabatic elimination, since the complicated level structure, 
with 27 excited state sublevels and 9 ground state sublevels made it unfeasi­
ble to model the system without adiabatically eliminating the excited states. 
However, the Ne results at least imply that there was nothing fundamentally 
flawed in the way the basic procedure of adiabatic elimination was carried out 
for Cs.
Finally, examination of the quasipotentials gives a good indication of the 
qualitative behaviour which would be expected from the system —for exam­
ple, the presence of two avoided crossings predicts the double peaked struc­
ture seen in Fig. (2.9).
2.11 Numerical results for metastable Neon
In this section we consider the parameters of the experiment of Christ et al. 
This experiment reported the first observation of atomic diffraction by an evanes­
cent wave. Up to 3% diffraction was reported in this experiment. The param ­
eters of the experiment are shown in Table (2.1). The atoms were slowed by a 
Zeemarv slower to a speed of ‘25m s-1 and were incident at an angle of grazing 
incidence of 36 m rad. As has been pointed out, the parameters of this exper­
iment indicate that diffraction will not occur for two-level atoms but should 
occur for multi-level atoms with the structure shown in Fig. (2.6).
The model outlined in Section 2.7 predicts that polarisation will play an 
important part in controlling the diffraction efficiency. Numerical results of 
diffraction efficiency vs. the polarisation of the incoming beam are shown in 
Fig. (2.9). These particular results were calculated by averaging over an equal 
mixture of magnetic sublevels m53; this will not accurately represent the real 
situation if there has been any optical pumping or if there are stray magnetic 
fields present. For the conditions shown in this figure a maximum diffraction 
efficiency of around 18% is seen, for a polarisation angle of around 6°.
The double peaked structure of Fig. (2.9(b)) can be explained by noting that 
there are actually two avoided crossings involved in the diffraction process.
3 Actually, the bulk of the points were calculated for an mg = 2 incoming atom. However, 
only one of the five n = 0 quasipotentials is actually involved in the diffraction process. Be­
cause of this, it turns out that, irrespective of the laser polarisation, the amount of diffraction 
produced for each of the other four possible values of mg will be in a constant ratio to the 
amount produced by mg = 2. This has been verified for a range of laser polarisations. This 
allows us to infer the diffraction efficiency for a mixture of incoming sublevels mg.
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Probability for n = -2 diffraction ns laser polarisation
Angle of linear laser polarisation (°) (0° = p-polarisation)
Figure 2.9: Percentage n = —2 order diffraction versus polarisation angle for an equal 
mixture of incoming sublevels. The percentage of diffraction is plotted versus the 
linear polarisation angle, in degrees, of the two laser beams from pure p-polarisation, 
0°. The solid curve is a fit to the calculated points. Other parameters are as in Table 1.
This is shown in Fig. (2.5(b)); the first is indicated by an arrow and the second 
can be seen at the top left hand corner of the figure. The two peaks result 
from the fact that the two crossings do not achieve their optimum splitting 
efficiencies for the same parameters.
Unpublished experimental data [55] reported that there was some uncer­
tainty in the polarisation of the laser beams, due to faulty components, but that 
the copropagating beam seems to have been polarised at 5° from p-polarisation 
and the counterpropagating beam at 10°. Here p-polarisation is used to indi­
cate polarisation in the plane of incidence of the laser beams and s-polarisation 
perpendicular to the plane of incidence. For these conditions, we find a diffrac­
tion efficiency of 14%, close to the maximum value.
Other important parameters are the angle of incidence and the incoming 
velocity of the atoms. The main effect of increasing the angle of incidence is
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n = -2 diffraction 
n = -4 diffraction
Atomic angle of grazing incidence (°)
Figure 2.10: The effect of varying the angle of incidence on the diffraction efficiency. 
The parameters are those of Table (2.1), with a beam polarisation of 5° from p- 
polarisation.
to increase the initial kinetic energy in the y-direction 4. This has the effect 
of raising the classical reflection point of the atom, so that it penetrates closer 
to the glass. If we imagine increasing the angle of incidence from zero, we 
should see the sudden appearance of diffraction at the point where the classi­
cal reflection point allows the atom to traverse the first quasipotential seen in 
Fig. (2.5(b)). Raising the angle of incidence further will bring other avoided 
crossings into resonance, thus affecting the diffraction efficiency. At a given 
angle, we should see the appearance of n = —4 diffraction at the point where 
the atom penetrates deeply enough into the light field to bring the n = —4 
diffraction orders into resonance. This kind of behaviour is indeed seen in Fig. 
(2.10).
As the incoming atomic velocity is increased, the height of the classical 
turning point, which is proportional to the square of the velocity, will increase. 
However, this will be partially offset by the fact that the Doppler shift will 
also increase, meaning that the atom will need to travel further into the light 
field in order to bring transitions which lead to diffraction into resonance. 
This increase in the Doppler shift should also affect the shape of the avoided
4There is also a second order effect which decreases the doppler shift and therefore brings 
the various diffraction orders closer to one another (see Fig. (2.5(b))
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velocity (m /s)
Figure 2.11: The effect of varying the incoming velocity on the diffraction efficiency. 
The parameters are those of Table (2.1), with a beam polarisation of 5° from p- 
polarisation.
crossings, and hence affect the diffraction efficiency. Using this reasoning, we 
would expect that an increase in velocity would show similar behaviour to an 
increase in the angle of incidence, but with a slower parameter dependence 
and differences in the shape of the diffraction efficiency curve. Numerical re­
sults which show the diffraction efficiency vs. the incoming velocity are shown 
in Fig. (2.11). We see that the system behaves as predicted.
The experiment also reported the condition that the ratio of the intensities 
of the copropagating and counterpropagating beams was fixed at 1.64. For the 
other conditions reported, we find that this condition gives a local maximum 
in the diffraction efficiency, although the dependence on this ratio is not strong.
One advantage of numerically solving the time-dependent Schrödinger 
equation is that 'movies' of the wavefunction evolution are available. Fig. 
(2.12) shows an initial mg = 2, n = 0 probability density evolving to produce 
n = — 2 order diffraction.
We conclude that, given the uncertainties in experimental parameters (es­
pecially the polarisation), our numerical results are consistent with the obser­
vations of the experiment whereas the two-level model is unable to explain 
these results. Unfortunately, detailed experimental results concerning polar­
isation etc. are not available, and so we are unable to give a more detailed 
comparison between experiment and theory.
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(a) position space (c) momentum space
t = 0 ps t = 0 ps
2 -22 -2
(b) position space (d) momentum space
t = 1.6 ps t = 1.6 ps
2 -2 2 -2
Figure 2.12: Probability densities in position and momentum spaces for an initial 
nng =  2 state atom. The probability density Pn =  |\Pn,m|2 is plotted against the
diffraction order n and either the distance from the glass in microns (a) and (b), or the 
velocity perpendicular to the glass (c) and (d). In each case the top figure is the initial 
condition and the bottom figure is 1.6 /.is later, after reflection. There is no probability 
in the orders not shown. Parameters are as in Table 1 w ith laser polarisations of 5° 
away from p-polarisation.
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2.12 Numerical results for Cs
In the following section we present some numerical results for the case of the 
Cs transition shown in Fig. (2.8). We will ultimately compare the results of 
our calculations with the results of an experiment currently underway at the 
Australian National University; at the present time definitive results are not 
available for comparison, but initial indications suggest that the experiment 
may agree with our predictions of a sensitive dependence on polarisation, and 
with the dependence on detuning which will be discussed below [7].
The transition in question suffers from the peculiarity that if the lasers are 
detuned above the top (F = 5) level of the transition, then the various quasipo­
tentials in each order are light shifted by a similar amount unless the polarisa­
tion of the two beams meets very particular criteria. This is in fact due to two 
effects: firstly, the F = 4 to F = 5 transition does not show a particularly large 
splitting under normal circumstances, and secondly, if the detuning is large 
compared to the splitting between the excited state hyperfine levels, then the 
all of the excited state hyperfine levels (except the F = 2 level, which is a for­
bidden transition) contribute to the transition, thereby destroying the splitting 
effect which would occur if each of the hyperfine levels was considered sepa­
rately. The quasipotentials are shown in Fig. (2.13); this lack of good splitting 
between the quasipotentials can be seen in (a). It is clear from this figure that it 
will be hard to obtain the conditions needed for diffraction under such condi­
tions, because there are no crossings between the quasipotentials for different 
diffraction orders which occur before the classical reflection point.
There are a couple of possible remedies to this situation. One could detune 
to between the F = 4 and F = 5 levels, so that the laser is actually red de­
tuned relative to the F — 5 level but blue detuned relative to the other levels. 
The effect of the red detuned component is to pull the lowest quasipotentials 
downwards, since red detuning will lead to attractive potentials. This has the 
effect of increasing the splitting between the quasipotentials and restoring the 
conditions for diffraction. This is shown in Fig. (2.13(b)). At first sight, this 
situation seems to present ideal conditions for diffraction. We have calculated 
the diffraction vs. polarisation angle - the results are shown in Fig. (2.14).
Despite the fact that this regime allows a high degree of diffraction, there 
is a serious problem: spontaneous emission. Using the results of Section (2.9), 
we calculate that under the conditions of Fig. (2.14), only 30% of the reflected 
atoms and 7% of the diffracted atoms will survive without having undergone 
at least one spontaneous emission event. This is clearly unacceptable.
One could use a number of strategies to improve the situation. Detuning 
further away from the F = 4 transition is found to lead to a combination 
of repulsive and attractive quasipotentials. While this situation can certainly
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x 10'3 x 10'3
n = 0 order
n = -2 order
Classical reflection point
n = 0 order
n = -2 order
Distance y (g m) Distance y (g m)
Figure 2.13: Quasipotentials for the Cs transition shown in Fig. (2.8). The atoms are 
incident at 5° grazing incidence with a speed of 0.5 m s_1. The lasers are linearly 
polarised at an angle of 63° from p-polarisation. (a) shows the case for a detuning of 
500 MHz above the top (F = 5) excited level; in this case the splitting between the 
quasipotentials is small and hence there are no crossings which could lead to diffrac­
tion. In (b) the lasers are tuned 220 MHz below the F = 5 level, i.e. between the F = 4 
and F = 5 levels. In this case, the red detuned component due to the interaction 
with the F = 5 level increases the splitting between the quasipotentials, and hence 
the conditions for diffraction are restored.
lead to beamsplitting, there will probably be significant losses at the glass, 
and in general the system becomes so complex that a detailed modelling of 
its behaviour is probably not warranted. If one were to detune halfway in 
between the F — 4 and F — 5 hyperfine levels, the results of Section (2.9) 
suggest that 75% of the reflected atoms and 53% of the diffracted atoms would 
survive without undergoing any spontaneous emission events.
Decreasing the angle of incidence is not a particularly good strategy to use, 
since the angle of diffraction is largely left unchanged and hence there will still 
be large losses in the diffracted channel.
Decreasing the atomic velocity is another possibility. If the parameters of 
Fig. (2.14) were used, but with a velocity of 0.1 ms-1 and an angle of graz­
ing incidence of 7°, then around 70% of the reflected atoms and 53% of the 
diffracted atoms would survive without having undergone spontaneous emis­
sion. For these parameters, we have found that a laser polarisation of 50° leads 
to an n = — 2 diffraction efficiency of 14%.
There is a whole different strategy available whereby one would abandon
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n = -2 diffraction 
n = -4 diffraction
KXHK x A x  XHK X-X--- X-
Laser linear polarisation angle (°) (0° = p-polarisation)
Figure 2.14: Diffraction efficiency vs. angle of linear polarisation of the incoming laser 
beam.
the whole idea of detuning in between the F — 4 and F — 5 sublevels, and 
simply try to find the right parameter combination which, despite the factors 
working against this, would allow diffraction to occur. This is not an easy 
task, due to the rather large parameter space and the fact that most parameter 
combinations do not lead to diffraction. It was found that visually assessing 
the behaviour of the quasipotentials was a great help in finding parameters 
which would lead to diffraction. For the parameters of Fig. (2.15), there is 
an 52% survival rate in the reflected channel and a 48% survival rate in the 
diffracted channel. However, these parameters are far from ideal in that the 
high angle of incidence coupled with the low incident velocity means that the 
angle of diffraction is not as large is it could be - about 5° as opposed to around 
17° for the parameters of Fig. (2.14).
We have modelled the behaviour of this system as the angle of incidence 
is increased. The results are plotted in Fig. (2.15). The overall behaviour is 
similar to the case of Fig. (2.10), except that the diffraction into higher orders 
(n =  —4, n = —6 ...) appears more rapidly. It is possible to further improve 
the conditions for diffraction by increasing the angle of internal reflection for 
the laser beams, and thereby altering the ratio between the a+ and cr_ polar­
isation components of the evanescent wave, but this would require replacing 
the prism in the case of the ANU experiment.
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n = -2
Atomic angle of incidence (°)
Figure 2.15: Diffraction efficiency vs atomic angle of grazing incidence. Diffraction is 
possible because of a very special combination of parameters: a detuning 100 MHz 
above the F = 5 transition, an incident velocity of 0.2ms" l , an intensity ratio of 9 
between the copropagating and counterpropagating beams, a polarisation angle of 55° 
from p-polarisation, and a phase shift of n/2 radians applied to the 7r component of 
the counterpropagating beam, so that the polarisation in this beam is in fact elliptical 
rather than linear.
2.12.1 Experimental results to date
At the time of writing, it is too early to present quantitative results of the ANU 
experiment, since experimental issues regarding signal to noise and stability 
need to be resolved. However, anecdotal evidence [7] suggests that the pres­
ence of diffraction appears to hinge on (a) having a particular polarisation of 
the laser beam, and (b) having a detuning between the F' = 5 and F' = 4 
hyperfine levels. Thus there is some qualitative agreement between the ex­
perimental results and the modelling presented here. However, the presence 
of spontaneous emission certainly complicates the situation, and at present it 
would not be wise to draw too many conclusions.
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Introductory theory for 
Bose-Einstein condensation
Chapter 3
From here on, this thesis will be concerned with dilute gas Bose-Einstein con­
densation in a trapping potential. In this chapter, we shall provide a brief 
review of the recent developments in the theory of trapped dilute gas BECs, 
and then go on to give some derivations of Bogoliubov theory in a form which 
will be used in later chapters of this thesis.
3.1 BEC theory literature
In the following section, we shall provide a very brief description of some im­
portant developments in the theory of dilute gas BEC. Due to the large num­
ber of theoretical papers and to the breadth of subject matter covered, we shall 
limit ourselves to considering work which deals with the most basic processes 
and experiments. Thus we shall omit work describing more particular exper­
iments e.g. those involving two-species BECs, the interaction of BECs with 
light and so on. The list of references should not be considered to be compre­
hensive. In producing this summary, I have made frequent use of the review 
by Parkins and Walls [56], to which the reader is referred for greater detail.
The gross behaviour of the density profile of a trapped BEC is very well de­
scribed by mean-field theory, which treats the condensate as a classical field. 
Mean-field theory can be used to find the ground state density profile of a con­
densate. The most common way of doing this is to solve the time-independent 
Gross-Pitaevskii equation [57]. This equation is a nonlinear Schrödinger equa­
tion. The nonlinearity is provided by the atom-atom interactions, which cause 
the condensate cloud to expand for repulsive interactions and to contract for 
attractive interactions. The time independent Gross-Pitaevskii equation has 
been solved for a trapped BEC by several groups, eg. [58-61].
Once the ground state density profile has been determined, the linearised 
excitation spectrum can be found by solving the Bogoliubov equations or sim-
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ilar equations1 eg. [23,24,63-66].
However, Bogoliubov theory is accurate only for small amplitude excita­
tions. In order to examine the effect of large amplitude excitations as well 
as other dynamical processes in the evolution of the density profile, the time 
dependent Gross-Pitaevskii equation must be solved [59,63,67-70].
The whole area of mean field theory is usually formulated in terms of U(l) 
symmetry broken (coherent) states. Since these states are not eigenstates of 
the Hamiltonian, they undergo dynamical evolution in the form of a phase 
diffusion. This formally invalidates the linearisation around a classical field 
which is the hallmark of the Bogoliubov approach [71]. Recently Gardiner 
[72] and Castin and Dum [73] have presented modified theories which are 
particle number conserving, and thus allow a more systematic treatment of the 
validity of mean-field approaches, especially where dynamical processes such 
as condensate growth or a rapid evolution of the density profile are involved.
Processes involving the interplay between condensed and non-condensed 
atoms (most notably, the process of condensate growth) require a more sophis­
ticated treatment than is given by mean field theory. Quantum kinetic theories 
which treat both the coherent and incoherent evolution have been developed 
by several groups [74-81].
The question of coherence in Bose-Einstein condensates has received a lot 
of theoretical attention, since coherence is one of the most useful properties of 
a BEC. Coherence is closely related to the existence of a condensate phase or 
relative phase between two condensates. The diffusion of this phase has been 
studied by several authors [82-87]. There has also been a good deal of interest 
in the way that a relative phase can be built up between two condensates by a 
process of measurement [84,88-92], since this topic deals with the question of 
the broken U(l) symmetry in condensates 2
There are many other areas of theoretical investigation which have not been 
touched upon. Examples include the effects of finite temperature on the co­
herence and mean field properties of BECs, the interaction of BECs with light, 
microscopic treatment of atom-atom interactions etc. The rapid rate of exper­
imental progress and the large number of possible applications for BECs will 
no doubt make them a 'hot topic' of theoretical research for years to come.
!for example, one can apply linear response theory to the time dependent Gross-Pitaevskii 
equation. Doing so gives a set of equations which are identical to the Bogoliubov equations 
[62]
2Strictly speaking, a single condensate cannot have broken U(l) symmetry and therefore 
does not have a phase. At first sight, this might appear to invalidate the basis of mean field 
theory, however, it can be shown that for most purposes a condensate can in fact be treated as 
if it had a phase.
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3.2 Description of a trapped dilute-gas Bose-Einstein 
condensate
A dilute gas at low temperature can be described by the many-body Hamilto­
nian
r a 2
H = J  d3r ^ f(r) + VT(r) %j>(r)
+ d3ri </3r2^ t(ri)^+(r2)V/ (ri,r2)^(ri)^(r2) , (3.1)
where m is the mass of one atom, p2/(2m) is the kinetic energy operator and 
Vt { r) describes the trapping potential. The term in the second integral de­
scribes the effects of collisions between one atom and another; if the density 
is not too high, then the effects of three and more body collisions may be ig­
nored. The function V (rt , r2) gives the precise two-body potential for an atom 
located at ri and an atom located at r2. In dilute gas BECs, this term is usually 
negligible unless the two atoms are closer together than a distance (the scat­
tering length) which is small compared to the other scales of the system, and 
thus the effect of the two-body potential can be well approximated by a delta 
function potential:
V ir u ^ v U o S fa - r t ) ,  (3.2)
with U0 = 4nati2/m, where a is a length indicating the range of the interaction, 
termed the scattering length. The Hamiltonian then simplifies to the following 
well known form:
H = J d3rt/>t(r)
2ra +  Vr(r;
(^r)
+ if/o J  d3r4i\r)2ij>(ry (3.3)
3.3 Bogoliubov theory in a general basis
In the following section, we present a derivation of the time-independent Gross- 
Pitaevskii equation, which determines the lowest energy density profile, and 
the related Bogoliubov equations which determine the spectrum and shape 
of the small amplitude excitations around this density profile. We choose to 
present this derivation in a general basis rather than the position basis, as 
would be more usual, in the interest of generality, so as to provide a straight 
forward generalisation to the case of two-species or multi-species BECs, and 
finally because most of the numerical and analytical computations presented
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in later chapters were not performed in the position basis. For a discussion of 
Bogoliubov theory/linear response theory in the position basis, see eg. [62].
3.3.1 The Hamiltonian
We work in a single particle basis described by the complete orthonormal set of 
wavefunctions </>;(r), so that a general single particle wavefunction is described 
as ip(r) = a*^*(r). In the second quantised picture we use a Fock-basis \N){
which describes N  atoms in the single particle wavefunction We define a 
set of annihilation/creation operators a*, a\ which annihilate/create an atom 
in the state </>;:
W i  =  V ^ |iV - l> ,
at 17V), =  ^ /jvT T |iv  +  l ) i . (3.4)
They fulfill the usual commutation relations
[a*, a]] = Sij . (3.5)
The Hamiltonian can then be written as
H =  ^ 51 Vijkici]ä]äkäi . (3.6)
ij ijkl
which is simply the general form for a second quantised Hamiltonian includ­
ing two-body interactions. However, we must be able to obtain this form by 
making a change of basis from the position basis to our general basis, and 
hence comparison to Eq. (3.3) gives
K
V ijki
d3r4)*{r)
2m
+ V(r) <t>i( r ) >
UoJ rf3r^*(r)^*(r)^(r)^,(r).
(3.7)
(3.8)
We note that the matrix represented by is Hermitian and that Vt]ki is sym­
metric under the interchange of indices 1 and 2 or 3 and 4 and Hermitian under 
the simultaneous interchange of indices 1 with 3 and 2 with 4, or 1 with 4 and 
2 with 3. If we take the basis wavefunctions </>*•(r) to be real, then both Hfj 
and Vijki are symmetric under any interchange of indices, a fact which allows 
certain expressions to be simplified considerably.
It is customary to use the so called 'grand canonical Hamiltonian' K, de­
fined by I\ = H — fjiN, where N = ^  (aja*) is the total number of parti­
cles, and [i is the chemical potential and can be considered as a parameter
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to be determined later. The grand canonical Hamiltonian is used in statisti­
cal mechanics to describe a system interacting with a particle reservoir. Since 
N  is a conserved quantity, the grand canonical Hamiltonian differs from the 
Hamiltonian by a constant energy shift and thus describes essentially the same 
physics.
The essence of the Bogoliubov approach is to assume that the condensate 
is in a coherent state, so that we have (hi) = aja,-. We now define a new
set of operators 6 t- such that h i  = a *  - f  bif i.e. we 'split' the operators hx into 
c-number terms a t and operator terms bx. It is obvious from this definition that 
(fy  — 0, and in a sense b can be considered 'small'. We thus expand the grand 
canonical Hamiltonian in increasing powers of b and 6*, and neglect terms of 
third and fourth order in these operators:
k
Ao
k \
= A o + I<i + K2 + A3 + K4 
= Y n ? j a i a j  ~ V Y a*ai +  \ Y VijklofiOL-CLkCH
ij
= E
i
ijkl
-poti + Y HijaJ + Y Vijkl<Xj<*kC*l
J jk l
bt + H.c.
(here we have used the symmetry properties of and VtJki),
i<2 =  E ^ ^ - z ' E ^ .
ij i
+ \ Y [Vijkiakaiblb] + V'jkiOilafbibj + AVikjialaib\bj\ . (3.9)
z ijkl
The definition of the terms AT3 and I\4 is ommitted here, since in the Bogoli­
ubov approach these terms are ignored.
We define terms H0 and Hi_4 as above but without including the terms 
proportional to /i. For convenience we rewrite I \2 as follows:
k 2 = £  p.Mh +  Qijbth + q:M  - (3-1 0 )
ij
with Pi, = H?j -n8ij +'Zki 2Vikjia*kai and QtJ = (1/2) J2ki VjjkiQkQb Note that the 
matrix whose elements are PtJ is Hermitian, and the matrix Qij is symmetric.
3.3.2 The Gross-Pitaevskii equation(s)
To a good approximation, the term H0 gives the energy of the BEC. The a /s  
determine the single-particle condensate wavefunction. Minimising the value
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of H0 for a fixed particle number — N = 0) gives a very good ap­
proximation to the lowest energy state of the condensate. In this context, the 
parameter /i in the grand canonical Hamiltonian can be seen to function as a 
Lagrange multiplier which ensures fixed particle number. Solving for the sta­
tionary points of H0 with respect to the a /s  and subject to the fixed particle 
number constraint gives the following equations.
E f C  + E VnjkiCX*ak -  f i
i ij k
oci — 0 ,
^  a* cti — N = 0 . (3.11)
The former set of linear equations is equivalent to the Gross-Pitaevskii equa­
tion, or nonlinear Schrödinger equation. It can be seen that if these equations 
are satisfied, then the term I\\ will vanish.
In the position basis, the Gross-Pitaevskii equation is:
( E  + VT(r) + NU0\tKr)N  tf(r) =  m Hr), (3.12)
where U0 = (4nah2)/m. Note that, in order to emphasise the similarity to the 
linear Schrödinger equation, we have used a different normalisation than was 
presented for the general basis Eq. (3.11): we have
J  d3r|0 (r) |2 = 1, (3.13)
so that the particle number N must be included explicitly in the equation. In 
the two limits of very few atoms or very many atoms, we can find analytical 
approximations to the solution of this equation. The validity of such approxi­
mations may be checked self-consistently after they are made.
Small number of particles
In this limit, the term proportional to N may be ignored, and hence an approxi­
mation to the ground state density profile is given by the ground state solution 
to the linear Schrödinger equation for the trapping potential Vf
Large number of particles
In this limit, we may ignore the contribution of the kinetic energy. This ap­
proximation is known as the Thomas-Fermi approximation.
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The Gross-Pitaevskii equation becomes
(V'T(r) + Ar6 ,o |V ’( r ) | 2)  =  /W’(r ) , (3.14)
l ^ ( r ) l 2 M ~  Vr(r)NU0 (3.15)
The chemical potential g is fixed by the fact that the mean field wavefunction 
must be normalised: J  d3r|V>(r)|2 = 1. (3.16)
For the case of a cylindrically symmetric harmonic trapping potential we 
have
m h )  I _ ~ ~
(3.17)V r ( x , y , z ) = ^ ( x *  + +
where is the trap angular frequency in the x and y directions, perpendicular 
to the axis of symmetry, and Au>_i_ is the angular frequency in the z direction. 
For such a potential, we find
\il>(x,y,z)\2 = g -  -nuoL{x2 + y2 4- A2z2)
with
NUo
lhV i\N U o(rnu;2y / 2Y /5
(3.18)
(3.19)
3.3.3 The Bogoliubov transformation
Once we have determined the density profile of the BEC by solving the Gross- 
Pitaevskii equation, the excitation spectrum can be also determined. This is 
done by making a unitary transformation so that the term K2, which is the 
leading term in the b's and tf's, takes the form of the Hamiltonian for a set of 
noninteracting particles.
Since I\2 is quadratic in the creation and annihilation operators and we 
want the transformed term to be bilinear, we use the transformation
k  =  Y ,  Ui jCj  +  v*3c ]  ,
3
b\ = E <A + - (3.20)
3
where the c s and c^s are assumed to obey the commutation relations [c,-, c]} =
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Sij. The commutation relations for the b's then give the conditions
UijUh  ~ = ^il' (3.21)
j
and
UÖVh  ~  VijUi'j = 0 • (3-22)
3
Since the transformation (3.20) expresses a linear relationship, we can write 
it in matrix form:
b '
i
it
. 1 .
U
V
V *
u*
c
1
cf
. 1 .
(3.23)
Here we have used the notation
b
4
6+
I
to denote the vector
b0
b\
bo
b\
and U and V  are the matrices of which uij and vtJ are the components.
Eqs. (3.21) and (3.22) then give the following matrix expression:
■ U y* ' ' f / t - y t  ■
_ V u * . ~ ' / T u T
from which we deduce the inverse transformation
c; = E  “j*A- -  ,
3
b\ = J 2  vr bJ ~  ui t y  ■
(3.24)
(3.25)
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The commutation relations for the c s and ctrs then give the following relations:
Y  U*jiUj i '  — Vj i Vj i '  =  £'*' 5
j
= °- (3-26)
j
These relations along with the relations (3.21,3-22) express the completeness 
and orthonormality of the transformation.
We would like this transformation to take K2 to a form which looks like the 
Hamiltonian for non-interacting particles:
& = £  e.-afe-
i
(3.27)
The commutation relations for the c s and P's mean that we 
[c,-, I<2\ = Sip. In the basis of the b's, this equation leads to:
should have
T,P*«]n + Rij'>jn = Sn «?„,j
(3.28)
Y  ~ P n Vjn  -  R *ju *jn = £ nV*n , (3.29)
j
where we have defined Ri3 = Qij -f QJt. This equation can be put into matrix 
form by defining the set {un} and {vn} as consisting of vectors whose i'th 
components are win and V{n respectively. We then have:
p* R u * I I *
-R* - P
n
V *L n  J
—  C-n n
V *L n J
where P  and R  are the matrices whose components are PtJ and RtJ respec­
tively, and we have used the fact that P  is Hermitian. Thus performing the Bo­
goliubov transformation amounts to solving the eigenvector problem above. 
From the form of the matrix above, it can be seen that if [u*, v*]T is an eigen­
vector for Eq. (3.30) with eigenvalue e, then [v, u]T will also be an eigenvec­
tor with eigenvalue — e, reflecting the time-reversal symmetry of the problem 
(these extra eigenvectors are in fact analogous to the prediction of positrons as 
the antiparticles of electrons, etc.).
The 'particles' which appear in Eq. (3.27) are termed quasiparticles, since 
their creation operators consist of a linear combination of atom creation and 
annihilation operators. In a trapped condensate, it is possible to identify three 
classes of quasiparticles graded by increasing energy [24,77,93-95]. Those 
quasiparticles with lowest energy take the form of phonons i.e. their creation 
operators contain significant contributions of both particle creation and parti-
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cle annihilation operators. They can be determined by solving the Bogoliubov 
equations as outlined above, or the largely equivalent Hartree-Fock equations 
in the random phase approximation [66]. In a band of somewhat higher en­
ergy, the quasiparticles are particle-like i.e. their creation operators contain 
only a very small contribution from particle annihilation operators. How- 
ever, their spectrum is affected by the presence of the condensate. They can 
be found by solving the Hartree-Fock equations [66] which are simpler than 
the Bogoliubov equations. At even higher energies, the quasiparticle opera­
tors are identical to the particle operators, since the condensate does not affect 
particles with very high energy.
Excitations and instability of a 
two-species BEC
Chapter 4
In the following chapter, we extend the Bogoliubov theory described in the 
last chapter to the case of a two-species BEC consisting of a mixture of two 
hyperfine sublevels of a given atom condensed in a single trap. We find that 
the density profile of the system can undergo a spontaneous breaking of cylin­
drical symmetry as certain parameters of the system are changed, and that this 
symmetry breaking greatly affects the excitation spectrum of the system. This 
work was published in [35].
4.1 Introduction
A two-species BEC was first produced in the lab by Myatt et al. [28] in 1996. A 
two-species BEC is a condensate consisting of two different species of atoms - 
or alternatively, two interacting BECs composed of different species. We could 
have, for example, a Rb-Na mixture [96-98] or two hyperfine sublevels of the 
same atomic species [28-31,35,99]. At the time of writing, only the latter case 
has been achieved in the laboratory, with either the |1, —1) and |2,2) [28] or 
the 11, — 1) and |2,1) [29-31] hyperfine sublevels of 8'Rb. Such two-species 
condensates allow many interesting experiments to be performed, especially 
since the two hyperfine sublevels can be coupled by means such as rf fields 
or laser driven Raman transitions. For example, one could perform experi­
ments which demonstrate an effect analogous to the Josepson effect seen in 
other condensed systems [100-102], or one could investigate the dynamics of 
the relative phase between the two components [31,82,83,85,87]. One would 
certainly be interested in seeing how the complexity introduced by having two 
condensed components would affect the behaviour of the density profile and 
excitation spectrum of the two-condensate system. In this chapter, we examine 
this problem for the case of one experimentally relevant and interesting setup,
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and find that instabilities in the system can lead to a spontaneous breaking 
of spatial cylindrical symmetry. The symmetry breaking takes the form of a 
discontinuous change to a different stable configuration (a phase change).
4.2 Properties of two-species BECs in 87 Rb
Magnetic trapping introduces the possibility that the two species may exist 
in traps which are vertically offset relative to one another. This will occur 
whenever the trapping potential in one species is not the same as that for the 
other species. The reason for this is that the gravitational field introduces a 
linear potential in one direction. Thus the potential in the vertical direction 
becomes
meaning that the trap center becomes offset, or 'sags' by a distance of g /u 2. 
Unequal trap strengths for the two species will result in a different degree of 
'sag' for each species, and hence the trap centres will be offset relative to one 
another. Such an offset was present in the first double condensate reported 
by Myatt et al. [28], which involved the |1, —1) and |2,2) hyperfine sublevels 
of 8‘Rb. This density profile and excitations of this system have been studied 
by Esry et al. [103,104]. Such a system exhibits a certain degree of spatial 
separation between the components which is purely due to the gravitational 
sag, and thus it is not ideal for experiments in which the overlap between the 
components needs to be large.
It is also possible to condense the |1, — 1) and |2 ,1) hyperfine sublevels of 
8'Rb [29-31]. The magnetic dipole moments of these two sublevels are, to first 
order, equal. The trapping potential is also to some degree variable by ad­
justing the parameters of the TOP trap in which they are condensed [29]. It 
is possible to produce a two-species BEC in which the two species share the 
same trapping potential, and thus present the best chance of maximising spa­
tial overlap. This situation is obviously interesting from the point of view of 
performing interference and internal Josephson coupling experiments, which 
utilise the mixing of the components.
In what follows, we shall refer to the two species as species A and species
The scattering lengths for the |1, —1), the |2, —1) and the |2,2) sublevels are 
all similar. For the case in which we are interested here, that of the 11, — 1) (A)
- rmo2z2 -j- mgz
(4.1)
B.
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and the 12, — 1) (B) sublevels, the A-A scattering length describing collisions 
between two species A atoms is claa = 5.68 nm, the B-B scattering length is 
aßß = 5.36 nm, and the A-B scattering length is a AB = 5.5(3) nm. At the 
time that this research was undertaken, this latter quantity was uncertain, and 
hence we used three different values (5.0 nm, 5.52 nm, 6 nm) for it. This also 
allows us to explore the effect of interspecies scattering length on spontaneous 
symmetry breaking. In general, if these scattering lengths differ from the each 
other by too much, then the system will exhibit a large loss rate due to inelastic 
collisions [28,105,106].
4.3 Previous work
Two-species BECs tend to behave analogously to two-fluid mixtures, for ex­
ample oil and water or ethanol and water. If we first consider a free space 
two-species BEC as an illustration, and take the case where the intraspecies 
scattering lengths are equal, then the two components will preferentially mix 
together only if the interspecies scattering length is less than the intraspecies 
scattering lengths. If the interspecies scattering length is larger than the in­
traspecies scattering lengths, then the two components will preferentially sep­
arate out, like oil and water. This can be seen by comparing the energy due 
to atom-atom collisions for the case in which the two components are sepa­
rated, with each taking up a volume V , and the case where the components 
are mixed, with the mixture taking up a volume 2V. This separation has re­
cently been studied systematically for a free space BEC by Timmermans [107].
Introducing a trapping potential complicates things somewhat, since the 
trap can act to force two otherwise immiscable components together. Ho and 
Shennoy [96] have used a generalisation of the Thomas-Fermi approximation 
to calculate the density profiles of the two-components. This approximation 
divides the density profile up into up to three volumes, the first containing 
only species A atoms, the second containing only species B atoms, and the 
third containing a mixture of the two. The precise configuration of the density 
profile of course depends on the details of the system, but in general the rule 
that an interspecies scattering length which is larger than the intraspecies scat­
tering lengths leads to component separating holds. In fact it can be shown 
[108] that, in the Thomas-Fermi limit and equal mass for each species, com­
ponent separation will occur for an interspecies scattering length a ab which is 
greater than a critical value aAB given by acAB = y/ cTÄa^b b -
It is important to note, however, that the calculation used in this paper 
assumes cylindrical symmetry; as we will show here, this assumption may 
not always be warranted.
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Pu and Bigelow [97] have gone beyond the Thomas-Fermi approximation 
and shown that in certain parameter regimes the Thomas-Fermi approxima­
tion can differ significantly from the actual ground state density profile even 
for a large number of atoms. This is because, in certain parameter regimes, 
the local energy density is more sensitive to the total density of atoms rather 
than to the individual density of each species, and thus the kinetic energy can 
play a role in determining the latter quantity. Esry et al. [66] have numerically 
calculated the density profile for the experimental case of Myatt et al. [28]; like 
the case treated here, this system is not spherically or cylindrically symmet­
ric. Öhberg and Stenholm have treated the system in two dimensions using 
Hartree-Fock theory and have found similar breaking of spatial symmetry to 
that presented here.
The complicated behaviour of the density profile of such systems naturally 
increases the complexity of the collective excitations. The excitation spectrum 
has been analytically calculated in the Thomas-Fermi limit by Graham and 
Walls [109]. They consider a system in which the parameters are such that the 
two components form a homogeneous mixture throughout the trap. Under 
such circumstances, the excitation spectrum shows a doubling up as compared 
to that of the single-species excitation spectrum; there is one set of excitations 
which are identical to the corresponding single species system, and another set 
of excitations which are identical to the single species case except that all the 
frequencies have been scaled down by a factor which depends on the parame­
ters of the system. If we take the simplest case, where there are equal numbers 
of atoms in each species and the intraspecies scattering lengths are equal, then 
this scaling factor goes to zero as the interspecies scattering length approaches 
the intraspecies scattering length from below.
It is easy to see what is going on here. The first 'normal' kind of excitations 
are due to the whole homogeneous mixture of two components oscillating in 
phase, as if it were a single species condensate; thus the excitation spectrum for 
this kind of oscillation resembles the single species case. The second 'scaled' 
excitations have the two components oscillating out of phase, so that when 
one component is moving one way, the other component is moving the other 
way. At the point of greatest amplitude of excitation, the components become 
somewhat separated. If the interspecies scattering length were greater than 
the intraspecies scattering lengths, then the components would want to stay 
separated from each other to some extent; in this case, the assumption that 
the ground state is a homogeneous mixture would be wrong. For interspecies 
scattering lengths which approach the intraspecies scattering length, we can 
see that this effect still tends to push the components apart somewhat and 
thus delay them coming back to their relaxed state as a homogeneous mixture.
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Thus the period of the oscillation is increased. For all scattering lengths being 
equal, the oscillation period goes to infinity, marking the onset of instability in 
the density profile.
To investigate the excitation spectrum beyond the regime of homogeneously 
mixed components we must go beyond this analytical description. Esry and 
Greene [104], have calculated the excitation spectrum for the case of Myatt et 
al. [28] in which the two components are separated by gravity, and found var­
ious features such as avoided crossings in the excitation spectrum. Busch et al. 
[110] have taken an alternative approach and used a variational model to get 
the dynamics and the very lowest frequencies in the excitation spectrum. Pu 
and Bigelow [98] have numerically calculated the spectrum for a mixed Rb- 
Na two-species condensate in a spherically symmetric trap. They find that, 
as the interspecies scattering length approaches a certain critical value, the 
n = 0, / =  1 excitation, which represents a non-spherically symmetric os­
cillation, approaches zero, thus heralding the onset of the kind of instability 
discussed in this chapter. However, they do not investigate the breaking of 
spherical symmetry which would occur beyond this parameter regime.
4.4 The Hamiltonian for a two-species BEC
In the following section we shall derive the Gross-Pitaevskii and Bogoliubov 
equations for a two-species BEC.
For a two-species condensate, the second quantized grand canonical Hamil­
tonian is (eg. see [99]), in the position basis and using the delta function ap­
proximation,
+ J  d3r ^ ( r ) ^ ( r ) ^ ( r ) ^ ( r )
+ UAb J  ^ Ä ( r Ä ( r ) W r ) f c ( r ) , (4.2)
where ^ ( r )  and ^ß(r) are the field annihilation operators for species A and 
B respectively, pA/B are the chemical potentials for the two species, m is the
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atomic mass (assumed here to be equal for species A and B), Va/ b are the trap­
ping potentials for the two species and the UAa/ bb /ab are the strengths of the 
collisional interactions between two atoms of species A/two atoms of species 
B/an atom of species A and an atom of species B (Upq = (47r«p(?/? 2)/m/ where P 
and Q stand for A or B and the apq are the scattering lengths between an atom 
of species p and an atom of species q). We see in this expression that there are 
two chemical potentials, /ja and /iß. In the last chapter, it was shown that the 
chemical potential acts like a Lagrange multiplier to incorporate the constraint 
of a fixed number of particles; in the case here, the presence of two chemical 
potentials is due to the fact that we wish the number of atoms in each species 
to be fixed rather than simply the total number of atoms.
We wish to work in a general basis of harmonic oscillator eigenfunctions. 
As will be explained, the numerical technique which we employ means that 
these are not necessarily the single particle energy eigenstates of the trapping 
potential, but rather the energy eigenstates of some other fictitious trapping 
potential. We thus have a set of spatial modes <t>f^ B(r). We use the operators h[ 
and a\ to denote the annihilation and creation operators for an atom of species 
A in the mode <j>f{r) and bl and b] to denote annihilation and creation operators 
for an atom of species B in the mode <f>f (r). In such a basis, we can write down 
the grand canonical Hamiltonian:
k  =  Y  - f  H?fb]bj -  Y  hAb\at +  nBb%
i,3 i
(  lU AAV-tfaftha, >
+ £  + \u BBv ^ y <Ä)bkbl ,
ij kl I + U A B v i f S ä p j ä k b l J
(4.3)
where the H®£JB are the matrix elements of the non-interacting Hamiltonian 
p2/2m + Vh/ß(r) in our basis and the VAA/ AB^BB are the matrix elements of the 
two body potential:
V/jh = j  <kr C ( r ) * r ( r ) « ( r ) « ( r ) , (4.4)
where p and q denote the species of atom (A or B). In most cases we can as­
sume that the members of the basis set {</>*•} are real, and thus the V™k{s are real. 
In such a case, and V BB will be symmetric under any permutation of their 
indices and V AB will be symmetric under the interchange of the first and third, 
or second and fourth, indices. If we use the same spatial basis for each species, 
so that (j>f = <j>f, then Vtf B will be completely symmetric under the interchange 
of all indices. In such a case we would also have V AA = V BB = V AB.
§4.5 The two-species Gross-Pitaevskii equations 69
If we re-index our modes so that the mode index also includes the species 
index (A or B), then this Hamiltonian will take the same form as the single 
species Hamiltonian of the last chapter and thus we should be able to immedi­
ately write down the Gross-Pitaevskii equations and the Bogoliubov transfor­
mation. However, this is in practice rather confusing, so we shall outline the 
derivation below.
First we make the identification hi = q? + a, and ht = ßi -1- blf just as we did 
for the case of a single species condensate. In what follows, we shall abandon
the tilde above the operators h and b and simply write them as a and b, since 
we shall not again refer to the original operators of Eq. (4.3).
4.5 The two-species Gross-Pitaevskii equations
The energy functional is obtained by replacing the operators in Eq. (4.3) by 
their c-number equivalents, so that at is replaced by and 6* by ßif and like­
wise for the complex conjugates.
Ao = V  H°*a;Qj + H f ß i ß i  -  E 4Q-Q, +
i , j  i
< I Uaa  VijM a * Ol'akQl '
+  E  + W b Bv$ p , iß-k,■
i jkl
\  +  U a b  V i f u  a * ß j  o t k ß i  )
(4.5)
Taking the derivative of this quantity with respect to the a * and ß*'s gives 
the coupled two-species Gross-Pitaevskii equations:
E ^ O ' j  + £ l / AA\ t t f a ; a ka J + E l 7 ABV $ ß ; a ' kß / = p Aa t
j jkl jkl
E K Bß ^ E u BBv ^ ß ; ß k ß i ^ E u ABVjtik^ßkai = (4.6)
j jkl jkl
The constraint of fixed particle number leads to the following additional 
conditions
= Na ,
i
EA*ft = Nb , (4.7)
i
where NA and Nb are the number of particles in species A and species B re­
spectively.
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Thus we see that solving the Gross-Pitaevskii equation amounts to solving 
a set of many coupled nonlinear equations in the as,  the ß's and the /i's. How­
ever, what we are really interested in is the minimum of the energy functional 
H0 subject to the constraints of particle number conservation; the solutions of 
the Gross-Pitaevskii equations only give its stationary points, irrespective of 
whether they are minima, maxima, or saddle points. This is typically not a 
problem, since in a numerical algorithm one would usually start with an ana­
lytic guess to the ground state which would then converge to the real ground 
state. However, as we shall see, it is possible for the global minimum of the 
energy functional for a two-species condensate to turn into a saddle point or 
a local maximum as the parameters of the system are smoothly varied, and 
thus solutions of the Gross-Pitaevskii equations can suddenly become unsta­
ble. Thus simply solving the Gross-Pitaevskii equation in the usual way will 
not guarantee a stable solution. In such a case, it is better to directly minimise 
the energy functional (4.5). This can be done by a variety of methods which 
will be discussed in Section 4.7.
4.6 The Bogoliubov equations
We can also generalise the Bogoliubov equations written down in the previous 
chapter to the case of a two-species BEC. We first write down the 2nd order 
grand canonical Hamiltonian I\2:
k l  = E nf fä läj + - E MAälä, + MBbß,
i j  i
+ \  E l,AA +  V iju 'a lt fä iä j  +  A V ^,a la ,(i]a }
Z ijkl
+ \ y . ubb + + wg$ßiß$b.
V ,Ak l a kß l~ aP , +  V u i j< * tß t“ i h  +  V W a k a l“ i “ i  
+ V $ctiß$a j +
. + VhuB(4 .a i'hl'bi + V,kBßkßiä}äj
- ^<
\ Y . v '“
\ e '
* i jkl
+ E V A B
ijkl
(4.8)
With reference to the discussions of the previous chapter, we can write this 
expression as:
A-2 = E p,AAä]ä, +  P,BBi>% + +
+ Q AAn,iäj + Q f 3B bibj T 2 Q A B ä ib j
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+ a] + QfZ'Vj,)  + 2 Q f  * at&t. (4.9)
With the Hamiltonian in this form we can make the straightforward generali­
sation for the matrix to be diagonalised:
P Tr AA p T‘ AB R a a R a b
P T‘ BA P Tr BB R b a R b b
P*~ n AA P*~ n AB — P a a — P a b
p*
n BA P*n BB — P b a — P b b
where similar to the single species case the matrices Pa a , Q aa  etc. have the 
components PlAA, QAA and so on, and the matrices R are defined by R = Q + 
QT. For completeness, we shall list these components:
p A A  _  H 0A_  ^  + £  2 U A A y A A a , Qi  +  y A B y A B p . f r  ^
kl
p?z = H°f -  psSii + £ 2 UBBV S j l m  +  UABV f i ja la , ,
kl
p ab =
kl
P*A = E  V$alß„
kl
R t j  — K j k l  a k a l 5
kl
RBB = E C f W .
kl
K B =  ' E V ß a l ß t ,
kl
Pf-' = E  v A$<*W- (4-11)
kl
In most cases it will be possible to make several simplifying assumptions - 
for instance, Vfih's can usually be assumed to be real. Furthermore, in many 
cases it is possible to assume some kind of spatial symmetry, which means 
that it is often possible to rewrite the matrix (4.10) in block diagonal form, 
leading to large reductions in the time needed to compute the eigenvalues and 
eigenvectors.
4.7 Details of the algorithm
The major problem in solving for the density profile and excitations of a two- 
species BEC is that the number of basis vectors needed in three dimensions 
is large. If spatial symmetries exist (and at the time of writing this all BECs
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made so far have been produced in cylindrically symmetric traps), then it is 
usually possible to greatly reduce the number of basis vectors by turning the 
problem into a one or two-dimensional problem. However, in such cases, one 
cannot keep the assumption of symmetry when calculating the excitations of 
the condensate, because if one does then the antisymmetric modes will be lost.
Unfortunately we cannot even assume cylindrical symmetry in the density 
profile for the current problem, even though the two species are assumed to 
exist in cylindrically symmetric traps. The reason for this is the spontaneous 
breaking of cylindrical symmetry discussed in the introduction to this chapter. 
If one chooses a basis which exhibits cylindrical symmetry, then one will find 
solutions which appear to be stable in this basis but which are in fact unstable 
to antisymmetric perturbations. This is important, because many papers on 
two species BECs have in fact made this assumption of cylindrical symmetry.
Bearing in mind that we will be dealing with completely anisotropic den­
sity profiles, we choose as our basis the basis of Cartesian normal modes for a 
harmonic oscillator potential. Thus we put
Here we have used the single subscript i to denote the triplet of quantum num ­
bers (ixdyi iz) required by the normal modes representation. The y , z) are
the modes of the single particle Hamiltonian with the trapping potential expe­
rienced by the BEC:
The A's are scaling factors which give the factor by which our basis vectors dif­
fer from the basis of eigenfunctions of the single particle Hamiltonian without 
collisions.
4.7.1 The expanded basis set method
We have written our basis in this way so that we can employ a numerical 
method which we have called the expanded basis set method. The usual basis 
set method consists in minimising the energy functional H0 using as a basis 
the trap eigenfunctions [62]. We have generalised this method so that our ba-
(4.12)
$(•,*,.■»)(*>»>*) = <t>i, (x)<t>iy( y  )4>i, (*), (4.13)
where
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sis consists of scaled trap eigenfunctions, i.e. the A's in Eq. (4.12) differ from 
1. The value of the A's is determined by minimising the energy functional 
with respect to variations in A as calculated with a basis which is truncated 
after the lowest energy eigenfunction. In other words, we scale our basis vec­
tors according to the Gaussian trial wavefunction which best approximates the 
lowest energy solution to the Gross-Pitaevskii equation. This method allows 
one to obtain a reasonable approximation to the ground state using fewer basis 
vectors —for example, in the extreme case where we use only one basis vector, 
this method is equivalent to the variational method of Fetter [65].
However, as the number of basis vectors increases, the scaling factors A 
as determined by the variational method above do not necessarily remain the 
most efficient choice in determining the density profile and excitations. In such 
a case, is often better to scale back towards the original trap eigenfunctions and 
let the extra basis vectors provide the expansion in the size of the condensate 
cloud. Precisely how to scale the basis to give the most efficient performance 
for a given number of basis vectors seems to be a case of experimentation, but 
we have found that a good choice can be easily made if one knows the value 
of the A's given by the variational method. Doing this allows one to obtain 
reasonable results using fewer basis vectors, an important consideration when 
dealing with completely anisotropic wavefunctions. Typically we have been 
able to obtain good results using about 200 basis vectors.
4.7.2 Symmetries in the problem
If we know by previous experience that the breaking of cylindrical symmetry 
will occur in a given direction, then we can use this knowledge to restore a 
degree of symmetry back into the problem. For instance, in the calculations 
presented here, the trap is shaped like a pancake, meaning that the radial fre­
quency is less than the axial frequency. In this case, it turns out that the cylin­
drical symmetry is broken in a direction across a diameter of the 'pancake'. It 
is obvious that the particular orientation of this diameter is of no consequence, 
and hence we can choose a basis which considers only even basis vectors in 
the axial (z) direction, only even basis vectors in one of the radial directions 
(say x) and both even and odd basis vectors in the other radial direction (y), 
thus greatly reducing the number of basis vectors necessary for the problem. 
We have compared our results with assumed symmetry to results where no 
symmetry is assumed, and found that the essential results are the same except 
that the axis around which the symmetry was broken was somewhat random 
in the latter. This seemed to cause some numerical problems, due to the fact 
that there was no single point at which an energy minimum occurred.
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4.7.3 Choosing the basis vectors
Our basis is composed of all basis vectors whose energy (as determined by 
the trap frequencies) is less than a certain maximum permissible energy. This 
means that there are less normal mode basis vectors 4>lz(z) in the axial direc­
tion, since the trap frequency in this direction is greater than in the radial di­
rection. As the number of atoms in a condensate is increased, the cloud will 
expand due to repulsive atom-atom interactions. This expansion will be great­
est in the direction which is most loosely confined, and hence this choice of 
basis vectors makes sense. Seen another way, the lowest energy basis vectors 
are preferentially populated.
4.7.4 Minimising the energy functional
Once we have determined a basis, the next step is to minimise the energy func­
tional (4.5) subject to the fixed particle number constraints (4.7). This problem 
is a nonlinear minimisation problem with a large number of basis vectors and 
nonlinear constraints. We have solved it by using the NAG E04UCF library, 
which is part of a proprietary package provided by NAG (Numerical Algo­
rithms Group). This routine employs the sequential quadratic programming 
(SQP) method of minimisation.
4.7.5 Finding the excitations
After solving the Gross-Pitaevskii equation, the final step is to find the exci­
tations by calculating the eigenvectors and eigenvalues of the matrix (4.10). 
This is done using the NAG F02AXF package. We must use a larger basis to 
calculate the excitations than was used to find the mean field wavefunction, 
since we need to take into account antisymmetric excitations even in direc­
tions for which the wavefunction is symmetric. However, the symmetry of the 
wavefunction is still an asset since it means that many of the components of 
the matrix (4.10) are zero. We make use of this symmetry to write this m a­
trix in block diagonal form and therefore greatly reduce the time and memory 
needed to compute the eigenvalues and eigenvectors.
4.7.6 Other considerations
There are other considerations which we will only briefly mention.
The Vijki's as given in Eq. (4.4) are calculated using Gauss-Hermite quadra­
ture. Although analytic expressions are available for these coefficients [62], 
this method turns out to by more efficient and stable, and can in fact be made
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exact by using a certain number of quadrature points. The calculation of the 
coefficient must take into account the scaling factors AA and \ B, since 
these can be different for the two species. The other parameters, such as V-fifi, 
Vtf B and the H°s depend on the As only through constant scaling factors.
The program was carefully tuned to eliminate any redundant calculations 
by taking account of every symmetry in the problem. It was also vectorised 
to run efficiently on the Fujitsu VPP2200 at the Australian National University 
Supercomputer Facility (ANUSF).
4.7.7 Validation
Several tests were applied in order to validate the code.
If we consider the single condensate case1, it is possible to derive analyti­
cal results for the excitation frequencies in the high particle number limit (see 
Stringari [111]). Firstly, it should be remarked that, if the particle number is 
high enough so that the Thomas-Fermi approximation is valid, then the ex­
citation frequency should not depend on the particle number. This is clearly 
seen in Fig. (4.4(a)), where the excitation frequencies appear to reach assymp- 
totic values. The horizontal (|?n| = 1) excitation at u^u (i.e. 16.6 Hz) is found 
not to change as the particle number is varied; this is in line with the analyt­
ical results of Stringari as well as other numerical calculations eg. those of 
Edwards et al. [23]. The pair of excitations (jm\ = 0 and |m| = 2), which at 
low values of the particle number have a frequency of 2 x 16.6 Hz, are shifted 
downwards from this value as the particle number is increased. Stringari's 
calculation gives asyptotic values of 1.4iU|| and 1.8u>|| for parameters applicable 
to Fig. (4.4(a)). For the calculation used for Fig. (4.4(a)), the excitations appear 
to reach asymptotic values which are found to be 1.42cc?u and 1.84iu||, giving a 
relative error for these values of less than 3% as compared to the analytical re­
sults of Stringari. This calculation provides good circumstantial evidence that, 
at least in the single condensate case, the program is functioning correctly.
In another test, we have reproduced the parameters of Edwards [23]. Al­
though the calculations could have been performed more efficiently and accu­
rately with a code designed for single-species rather than two-species BECs, 
we have used the two-species code, since this calculation is a validation of this 
code. The excitation spectrum for this system is shown in Fig. (4.1) and may 
be compared to the graph in [23].
Numerical calculations for the single condensate case were carried out simply by setting 
the parameter <i a b  to zero, so that there was no interaction between the two clouds. It is 
possible to write much more efficient code when there is only one condensate to be considered, 
but in the current case this was unwarranted since we were primarily interested in the two- 
condensate case.
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Figure 4.1: A plot of the single species \m\ = 1 (lowest) and m = 0, |m| =  2 excitation 
frequencies for the parameters of [23].
It was also verified that the number of basis vectors was in a regime in 
which varying this number did not affect the results too much. To give an 
example of the kind of accuracy we were able to achieve, Fig. (4.2) shows 
the excitation spectrum for the parameters of Fig. (4.7), with two different 
basis sizes used. It can be seen that the results are fairly close for the low 
energy excitations, but begin to diverge for the higher frequency excitations, 
especially for the results calculated using 60 basis vectors.
Interestingly, the precise particle number at which the phase transition to a 
symmetry broken state was found to be very insensitive to the number of basis 
vectors used, so long as the population in the highest energy basis vectors did 
not become to large. The expanded basis method was found to be an impor­
tant factor in maintaining this condition. As an extreme example of this, the 
program was run for only ten basis vectors. The phase transition was found to 
take place at the same atom number, to within the tolerance provided by the 
numerical parameters (which was approximately 5%).
Finally, the large atom number excitation spectrum was compared to the 
analytical results derived by Graham and Walls [109]. As an example, for the 
approximate parameters of Fig. (4.4)2, the results of Graham and Walls [109] 
would give a lowest excitation frequency of 0.22 x 16.6 Hz. Our numerical
2To make a strict comparison, we would need to consider the case claa — clbb- However, 
the difference is minor
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Figure 4.2: A comparison between the excitation spectrum calculated with 60 basis 
vectors (dotted line), 110 basis vectors (x's) and 172 basis vectors (solid line) Parame­
ters are the same as those used for Fig. (4.7).
results give a value of 0.29 x 16.6 Hz, however, the asymptotic limit has clearly 
not yet been reached. A visual estimate of the asymptotic limit for the numer­
ical results suggests a value of around 0.25 x 16.6 Hz, which is in reasonably 
good agreement with the analytical results.
4.8 Results
We consider here equal trapping potentials for species A and B. This situation 
has been experimentally achieved for 87Rb atoms in the |F, Mp) = 11, —1) and 
|2,1) hyperfine sublevels which we label |A) and |B) [29]. We consider trap 
frequencies of f x = f y = 47/\/8 Hz, f z = 47 Hz which are relevant to these 
experiments in a TOP trap. The intraspecies scattering lengths are: aAA = 5.68 
nm, c l b b  —  5.36 nm, and we consider three values (5.0 nm, 5.52 nm and 6.0 nm
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Figure 4.3: Radial cross section through the density profile for the param eters a ab = 
5.0 nm and N a  =  N b  =  15000 atoms. The cross section is taken through the minimum 
of the trapping potential in the longitudinal direction. The mesh plot shows the max­
imum density for species A and B, and the line plots show the densities along the x 
and y axes of the combined density (upper plots) and species A and B densities (solid 
and dotted lines respectively). In this case, the scattering length a ab is small enough 
compared to the two single species scattering lengths that the two species show no 
tendency to form separate clouds.
for a ab
As shown by Ho and Shennoy [96], a binary condensate in the high particle 
number (Thomas-Fermi) limit can contain volumes in which only one species 
is present (giving two single particle phases, one for each species) and volumes 
in which both species coexist (binary phase) separated by phase boundaries. 
As an example, a condensate for which all parameters except the interspecies 
scattering length are the same for each species will exist as a single binary 
phase cloud only if Ua b  < UAa / b b • If we discard the Thomas-Fermi assump­
tion, then this single species phase /  binary phase picture is only approximate 
since the kinetic energy term in the Hamiltonian precludes the existence of 
sharp phase boundaries. However, a two-species BEC can still undergo phase 
transitions in the sense that a solution to the Gross-Pitaevskii equation may be­
come unstable as parameters are varied, and the condensate will then undergo 
collapse to some other stable solution.
Fig. (4.3) shows a radial cross section through the density profile for aAB —
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5.0 nm  and  N A = N b = 15000 atom s. We see that in this case the two-species 
condensate exists as tw o highly overlapping  clouds w ith  no tendency to repel 
each other. The corresponding  excitation spectrum  is show n in Fig. (4.4 (b)), 
and  Fig. (4.4 (a)) show s a single species condensate w ith  a = yJ cTÄ^Öb b . We 
see that, as pred icted  by G raham  and  Walls [109], the excitation spectrum  of 
the tw o-species condensate undergoes a doublet sp litting as com pared to the 
case of a single species condensate. We have com pared our results to the high 
atom  num ber lim it derived  by  G raham  and  Walls for a spherically sym m etric 
tw o-species condensate and  found agreem ent to w ith in  a few percent for the 
low est lying excitations w ith  less than  tw o h u n d red  basis vectors.
N u m b er of a tom s N a  = Nß
Figure 4.4: (a) Excitation spectrum for a single species BEC with aAß = 5.52 nm. 
Parameters were chosen to approximate (b) as closely as possible, (b) Excitation spec­
trum for the parameters of Fig. (4.3).
Fig. (4.5) show s w h a t h appens w hen  a ab is increased to yJaAAaßB =  5.52 
nm. We see that at h igh  atom  num ber, the low est energy eigenvalue a p ­
proaches closer to zero frequency than  in the case of Fig. (4.4), suggesting 
that w e are near a region of phase instability in param eter space.
Indeed, in the case aAB — 6.0 nm , the single phase  solution to the GP equa­
tion becom es unstable  at a critical atom  num ber of around  4000. The m inim um  
of the energy functional is given by  a different density  profile, as show n in
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Figure 4.5: Excitation spectrum for a ab  =  5.52 nm.
Fig. (4.6). It can clearly be seen that the cylindrical symmetry is spontaneously 
broken by the two condensates' mutual repulsion. This effect was also seen 
by Öhberg and Stenholm [99] in a two dimensional calculation. It illustrates 
the danger in assuming spherical or cylindrical symmetry when solving for 
the density profile of a binary condensate, since in this case such an assump­
tion leads to a state which is unstable with respect to certain antisymmetric 
perturbations.
The excitation spectrum for the parameters of Fig. (4.6) is shown in Fig. 
(4.7). We can clearly see that, for low atom numbers, the lowest (antisymmet­
ric) excitation frequency goes to zero, suggesting the increasing instability of 
the condensate to antisymmetric perturbations3. This is indeed the case, as 
is shown by the breaking of cylindrical symmetry seen in Fig. (4.6). When 
N  «  4000 is reached, the condensate undergoes a phase transition to an asym­
metric ground state and the lowest energy eigenvalue increases again to an 
asymptotic limit.
One further interesting feature of this excitation spectrum is the persistence 
of excitations which look like the single condensate case even after the phase 
transition is reached - for example, the nearly horizontal excitation at 16.6 Hz 
which is hardly modified after the phase transition point. We interpret this as 
being due to the fact that, in the region above the phase transition, the combined 
density profile of the two species looks very much like a single species conden­
sate, even though the individual density profiles of each species are greatly
3If we examine the symmetric state in the regime in which spontaneous symmetry breaking 
occurs, we find that the lowest energy eigenvalue has become imaginary. In such a case linear 
response theory suggests that a perturbation to such a state will grow exponentially in time 
instead of oscillating, as would be the case for a stable configuration
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Distance (mm)
Figure 4.6: Density profile for a ab = 6.0 nm. The top plot shows the densities for 
N = 3000 and the bottom plot shows the densities for N = 4500. The spontaneous 
breaking of cylindrical symmetry is seen in the latter case.
modified (see Fig. (4.6). The excitations in question are then interpreted as the 
normal single species type of excitations for this combined density profile.
We have also investigated the way that the critical atom number where 
symmetry breaking occurs varies with the intraspecies scattering length a ab- 
Fig. (4.8) is a phase diagram which shows the region of broken symmetry.
4.9 Conclusion
By examining a realistic two-species BEC configuration, we have shown that 
it is possible for the spatial symmetry of such systems to be spontaneously 
broken in certain parameter regimes, and that this symmetry breaking is man­
ifested in the excitation spectrum. It would be useful to know more generally 
the conditions under which such symmetry breaking occurs. Recently, Esry 
and Greene [108] have systematically investigated the spontaneous symmetry
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breaking described by the author [35] and by Öhberg and Stenholm [99], and 
in particular have produced a phase diagram showing the regions of symme­
try breaking in parameter space for a mixed Rb-Na condensate. Importantly, 
this phase diagram shows that if the other parameters of the system are kept 
constant and particle number is increased, then symmetry breaking will occur, 
as is found here. However, for even higher particle numbers, the system will 
again make a phase transition back to a symmetry preserving state in which 
one species forms a 'shell' around the other species.
5000 10000 15000
Number of atoms Na = Ng
Figure 4.7: Excitation spectrum for a ab = 6.0 nm. The onset of phase instability can 
be seen at around N =  4000 and is characterized by the lowest excitation frequency 
approaching zero. Following a phase transition to a symmetry broken state, the lowest 
energy eigenvalue increases again, tending towards an asymptotic limit.
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Figure 4.8: A phase diagram showing the region of broken symmetry (hatching). The 
dashed line denotes the value of a ab  below which no symmetry breaking can occur, 
i.e. aAß — sJa AA&BB-
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Chapter 5
Creating Schrödinger cat states 
using Bose-Einstein condensates
5.1 Introduction
In the early days of quantum mechanics, Erwin Schrödinger [112] proposed a 
peculiar thought experiment designed to bring to light in the most dramatic 
way possible one of the supposed conflicts between the Copenhagen interpre­
tation of quantum mechanics on one hand and everyday reality on the other 
hand. A cat is kept in a sealed container where it is unable to be observed by 
the outside world. Also in the container is a mechanism containing an atom 
of some radioactive material, a device to measure the radioactive decay of this 
atom, and a device to release a poisonous gas whenever the decay is detected. 
The decay of the atom is supposedly governed by quantum mechanics, so that 
after an amount of time equal to one half life has elapsed, the atom should 
be in a 50-50 superposition between having decayed and not having decayed. 
But if that is the case, then the presence of the poison-release device means 
that the cat should be in a superposition between being alive and being dead. 
On the other hand, if the cat is observed then according to the measurement 
postulate the wavefunction should collapse and the cat will be either alive or 
dead. Various questions then arise about what constitutes an observation, and 
for whom - the so-called measurement problem. For example, surely the cat 
observes itself, but does this also collapse the wavefunction for the outside 
observer?
One important factor in these questions is the macroscopic, everyday na­
ture of the cat. We are regularly unconcerned with the thought that an atom 
can be in a superposition between several different states, but when the con­
cept of superposition is brought to the level of cats and dogs then we begin to 
feel worried. This was the point Schrödinger was trying to make when he put
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forward his thought experiment1. Moreover, a reductionist viewpoint would 
like to explain the process of measurement as simply bringing the quantity be­
ing measured to the macroscopic level, and therefore one could argue that the 
measurement postulate is intimately connected with the behaviour of quan­
tum mechanics at a macroscopic level. The view that quantum superpositions 
cannot exist at a macroscopic level is known as macroscopic realism.
The relationship between quantum mechanics, measurement, and macro­
scopic realism is one of the important, as yet unanswered, philosophical ques­
tions posed by quantum mechanics. Macroscopic realism asserts that a system 
with several macroscopically distinguishable states available to it will always 
be in one of these states. This is incompatible with quantum mechanics, which 
permits superpositions of different states [114]. Von Neumann proposed [115] 
that as we increase the size of our system, or make a measurement, an irre­
versible reduction of the state vector into a classical mixture of the eigenstates 
of the observable being measured takes place.
As necessary as it might seem to be in order to explain our observations, 
such a postulate perhaps introduces more puzzles than it solves. For example: 
exactly what is the nature of this state vector reduction? Is there some un­
known physics which describes it, or is it simply a natural result of applying 
quantum mechanics to very large, complex systems. Precisely when does it 
happen, and by what process? Is the process of measurement simply a way of 
entangling the world of the very small with the macroscopic world in a pre­
cise way (increasing the size of a quantum system), or is the conscious act of 
observing the outcome of a measurement important?
Broadly speaking, there are two main positions held today. One view says 
that state vector reduction is a real physical process which would be explain­
able only by modifying our physical theories. Proponents of this view include 
Karolhazy [116], Komar [117], Ghirardi et. al. [118,119], Diosi [120], Pearle 
[121] and Penrose [3,122]. For example, one particularly popular viewpoint 
proposes that the collapse of the state vector would be triggered when varia­
tions in the gravitational self energy reached a certain level. Under such views, 
a quantum theory of gravity would fully explain the process of state vector re­
duction [3,116,117,120,122].
In contrast to the 'reduction is real' view discussed above, there is a pro­
gram which seeks to explain state vector reduction using only (unitary) quan­
tum mechanics, possibly in conjunction with ideas involving consciousness.
Schrödinger's own view was basically that of the hidden variable view of quantum me­
chanics, in which the quantum mechanical description of reality is only a single viewpoint 
of a larger whole, and the change that takes place upon measurement is merely a change in 
viewpoint - see [113]
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There are several different viewpoints which fit into this category.
The main problem encountered here is the linearity of quantum mechanics. 
If we accept that quantum physics describes the whole of reality, then we must 
accept the fact that making a measurement of a quantum mechanical system 
which is in a superposition will put the measuring aparatus, and hence the 
macroscopic world, into a superposition.
The 'many worlds' interpretation of quantum mechanics, put forward by 
Everett [123] and DeWitt [124] holds that this is precisely what happens. Su­
perpositions are allowed to propagate forever, with the wavefunction of the 
whole universe 'splitting' whenever quantum mechanics so dictates. The prob­
lem now is to explain why we percieve reality as consisting of classical branches 
of the universe - in other words, why we only experience single branches of 
this infinitely branched universe. There are really two questions here: why do 
we percieve the world as classical, and why do we percieve only one branch 
[125]? It is difficult to be precise about such questions, since they refer natu­
rally to our perception or consciousness, a subject which physicists are gener­
ally somewhat uncomfortable with addressing.
The theory of decoherence due to entanglement with the environment at­
tempts to explain, if not the process of state vector reduction, then at least the 
emergence of classical physics from the quantum world, without introducing 
any new physics [125]. Under such a view, the quantum nature of reality is 
preserved at all levels. However, it is always impossible to completely isolate 
any quantum system from its environment: there is always some degree of 
interaction present. A measuring aparatus, when it collects information about 
any open quantum system, is forced to ignore the information contained in 
the entanglement of the system with the environment. Decoherence shows 
that in such circumstances, coherences between possible outcomes of the mea­
surement will decay as the degree of entanglement with the environment in­
creases, and thus the system will appear to be in a classical mixture of states 
rather than a quantum superposition. Thus the reduction proposed by Von- 
Neumann [115] takes place as a natural consequence of entanglement with the 
environment, and not due to some other mysterious mechanism.
However, this in itself does not explain the apparent collapse of the state 
vector i.e. the fact that we always observe one particular outcome for each 
measurement. At its most fundamental level, decoherence does not deny su­
perpositions at all levels, but only says that they do not matter. Zurek [125] 
attempts to explain our failure to perceive superpositions by invoking a com­
bination of the decoherence of our own brain states and natural selection 2 -
2Natural selection would apply in the sense that there would be no evolutionary advantage 
in perceiving superpositions between classical states
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thus again bringing the ultimate question down to one of consciousness.
Recently there have been several experiments performed in which two- 
species Bose-Einstein condensates are created and manipulated [28-31]. These 
experiments have involved two-species BECs in which the two species consist 
of two hyperfine sublevels of 87Rb - the \ F,mj)  — 11, — 1) and |2,2) sublevels in 
the case of [28] and the 11, — 1) and |2 ,1) sublevels in the case of [29-31]. Such 
a configuration has the advantage that the two species can be coupled to one 
another via an internal Josephson-type coupling realized by a multi-photon 
transition, allowing a rich variety of experiments to be performed.
Cirac et ol. [2] have shown that if the two species are Josephson coupled, 
then in certain parameter regimes the ground state of the Hamiltonian is a su­
perposition of two states involving a particle number imbalance between the 
two species. Such a state represents a superposition of two states which are 
macroscopically (or mesoscopically) distinguishable, and hence can be called 
a Schrödinger cat state. Using the scheme described in [2], the production of 
such a state would involve the adiabatic transfer of the double condensate to 
the ground state of the Josephson coupling Hamiltonian. Ruostekoski et til. 
[126] have also shown that such states can be created by a mechanism involv­
ing the coherent scattering of far-detuned light fields. Their model neglects 
the collisional interactions between particles.
In this chapter, we use a two-mode model to investigate the quantum state 
dynamics of such a system, including both inter-species and intra-species two- 
body collisions between atoms. We show that the interplay between the atom- 
atom collisions and the Josephson coupling can lead to evolution which results 
in macroscopic superposition states of the type discussed in Cirac et dl. [2] and 
Ruostekoski et al. [126]. The 'size' of the Schrödinger cat can be adjusted by 
changing the strength of the Josephson coupling. Our scheme for producing 
cat states differs from [2] in that the macroscopic superposition is produced by 
the normal dynamic evolution of the system rather than by adiabatic transfer 
to the ground state of the Josephson coupling Hamiltonian. Indeed, in the 
parameter regimes we investigate, the ground state shows squeezing in the 
relative particle number [127], and is thus certainly not a Schrödinger cat state.
Our scheme may be compared to a typical experiment in quantum optics, 
where a coherent light beam is passed through a nonlinear crystal. During the 
time it takes for one photon to traverse the length of a crystal, the quantum 
state of the beam is modified by the nonlinearity - for example, squeezing or 
second-harmonic generation could take place. In the situation which we de­
scribe here, the nonlinearity is provided by the various collisional interactions 
modified by the Josephson coupling. We envisage preparing the initial state 
and then turning on the Josephson coupling for some amount of time. The
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period during which the Josephson coupling is active is analogous to the time 
spent by the light field in the crystal; after the Josephson coupling is turned 
off, the quantum state of the system will have been modified. In the example 
here, the end result will be a Schrödinger cat state.
Although the production of such states would no doubt involve consid­
erable experimental difficulty, we believe that it would be worthwhile, since 
the investigation of the boundary between the quantum (microscopic) world 
and the everyday macroscopic world is sure to provide fertile ground for new 
discoveries.
5.2 Schrödinger cat states
There is frequently some confusion over the relationship between Schrödinger 
cat states and other kinds of superposition states. For example, two-species 
BECs contain some atoms in one state and some in another state, and this is 
sometimes described as being a superposition between the two states. The 
popular description of a BEC as a 'super-atom' coupled with a confusion be­
tween single particle and multi-particle superpositions can lead to a tendency 
to describe such superpositions as 'a BEC in state A superposed with a BEC 
in state B'. However, if, under normal conditions, the states of several atoms 
were to be detected, then some would be measured in state A and some in 
state B, and so this picture is wrong. Normally, the N-particle wavefunction of 
the system will be something similar to the suitably normalised wavefunction 
(IA) + IB))N. This is very different from a superposition between a BEC in 
state A and one in state B, which looks more like the suitably normalised state 
|A>" + |B f .
This latter state could be called a Schrödinger cat state, since it describes a 
system which is a superposition of two macroscopically distinguishable states. 
In such a case, making a measurement of the system by detecting the species 
of a single atom will be enough to collapse the wavefunction to one of these 
two states. In contrast, for the former case above, detecting a single atom will 
not greatly change the state of the system.
5.3 Schemes for creating Schrödinger cat states
There have been several schemes proposed for creating these states, all with 
their various plusses and minuses. In what follows, we shall discuss three 
such schemes, bearing in mind our interest in Bose-Einstein condensates. We 
shall also discuss some experimental work that has been done in demonstrat-
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ing mesoscopic quantum superpositions. The first scheme is the well known 
Yurke-Stoler, or Y-S scheme [128]. This scheme was originally discussed in the 
context of quantum optics, but the model used applies very naturally to the 
case of BEC. The second and third schemes relate directly to the case of BEC. 
The second was proposed by J. Ruostekoski et. al. [126] and relies on the stim­
ulated scattering of light, and the third was proposed by Cirac et. al. [2] and 
relies on cooling to the ground state of a given Hamiltonian.
5.3.1 The Yurke-Stoler scheme
The Yurke-Stoler scheme [128] for creating Schrödinger cat states relies on the 
simple single mode Hamiltonian
H = huN + h ü N k, (5.1)
where N = a1 a, and d* and a are the creation and annihilation operators for 
the single mode. The term proportional to Q represents a nonlinearity, perhaps 
introduced by the passage of light through a nonlinear crystal in the quantum 
optics case.
Transforming to an interaction picture in which the linear rotation due to 
the term caN is eliminated, the unitary evolution operator can immediately 
be written down as exp( —iQNkt). Applying this to an initial coherent state 
|a) and putting t = n/2ft  leads to the final state ( l / \ / 2 ) ( e x p ( —z7t/4) |q) + 
exp(i7r/4) |—a ) )  for even k. This is a superposition between two coherent states 
with different phases.
The low nonlinearity of nonlinear optical crystals means that the creation 
of such states by this scheme could be particularly hard. Improvements can be 
made by employing feedback systems [129].
The Hamiltonian (5.1) can also be applied to the case of a BEC. The mode 
described by a and refers to the condensate mode, and the system is de­
scribed in the single mode approximation, explained later in this chapter. The 
term proportional to Q, with k = 2, describes atom-atom collisions.
5.3.2 The scheme of Sanders
A two mode analog to the Yurke-Stoler scheme was suggested by Sanders 
within the context of quantum optics [130]. This scheme is of interest here 
because the nonlinear interactions present in a condensate mean that it could 
be conceivably useful for producing cat states in a two-species BEC. It is also 
relevant to this chapter in the sense that it uses the same Hamiltonian as the 
scheme proposed here, apart from a term describing the Josephson coupling
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of the two species. However, the precise mechanism by which the cat state is 
formed is different. In the case of Sanders [130], the cat state is formed by a 
rephasing of the relative phase between the two modes. This rephasing takes 
place on a timescale tr/ 2, where tr is the revival time for the relative phase [82]. 
Since tr is in general very long compared to the kinds of experiments which 
can be done with BECs, this scheme could prove experimentally unfeasable. 
However, if in the future condensates can be formed in which the collapse and 
revival of the phase can be observed, then this scheme would be an excellent 
candidate for forming cat states, since the states formed exhibit particularly 
good coherence properties. Perhaps the best possibility for such experiments 
would come from condensates formed in smaller, tighter traps, since the re­
vival time would be smaller3.
Due to its relevance to the work presented in this chapter, we shall discuss 
the details of this scheme more thoroughly in a later section.
The next two schemes discussed in this section were designed specifically 
for BECs.
5.3.3 The scheme of Ruostekoski et al.
This scheme is interesting because it relies on the scattering of light to produce 
cat states. This is possible because the presence of BECs and the associated 
effects of Bose-enhancement allow the light to be coherently, rather than inco­
herently, scattered.
The setup consists of two untrapped Bose-condensed clouds moving to­
ward each other with velocities k0 and — k0. At some time the clouds will 
overlap with each other. A beam of far-detuned monochromatic light is shone 
onto the overlap region, in a direction perpendicular to the motion of the Bose- 
condensed clouds.
Two different kinds of coherent scattering processes can now occur. By 
coherent scattering, we mean scattering in which the atom off which a photon 
is scattered ends up back in one of the Bose-condensed clouds. Such processes 
will be favoured over incoherent scattering processes because of the action of 
Bose-enhancement.
In the first kind of scattering, a photon is scattered off an atom in one cloud, 
which then ends up back in the same cloud. Since the final momentum of the 
atom is then equal to the initial momentum, this scattering process can occur 
only in the forward direction and hence simply represents the effects of the
3The 'size' of the cat state would also be smaller, but this could be seen as an advantage, 
since creating a cat state with thousands or even millions of atoms could be seen as over 
ambitious, at least in the medium term
92 Creating Schrödinger cat states using Bose-Einstein condensates
refractive index of the clouds.
In the second kind of scattering, however, an atom is transferred from one 
cloud to another, thus undergoing a momentum change of 2hk0. The scat­
tered photon therefore undergoes the same momentum change, and thus is 
deflected from the path of the forward beam, either to the left or the right de­
pending on which direction the momentum transfer occurred.
Thus behind the region of scattering we should see three light beams - one 
in the forward direction, one to the left, and one to the right. The forward 
beam is now ignored, and the left and right beams are recombined at a beam­
splitter/combiner after which point the two beams are detected.
Since detected photons could have come from either the left or the right 
beam and thus been brought about by the transfer of an atom from the — k0 
cloud to the -f/c0 cloud or vice versa, after one such scattering event the system 
will be in a superposition between having an excess of one atom in the —k0 
cloud and having an excess of one atom in the +/c0 cloud. Modeling of the 
effects of scattering many photons by means of a master equation then shows 
[126] that the system will be gradually driven towards a Schrödinger cat state 
consisting of a superposition of a state containing an excess of atoms in the 
—k0 cloud and one containing an excess in the +k0 cloud. Eventually the two 
clouds will spatially separate, leading to a spatial Schrödinger's cat state. The 
fact that the two beams are recombined before detection ensures that superpo­
sitions, rather than mixtures, are produced, since the detection of a photon in 
the recombined beam does not give any information about which particular 
scattering process it originated from.
5.3.4 The scheme of Cirac et dl.
This scheme relies on cooling to the many-body ground state of a Hamiltonian 
describing a two-species BEC of the kind described in the last chapter which 
are coupled by a beam or a series of beams (which could, for example, be 
a pair of Raman laser beams or a microwave/rf two photon transition [29- 
31]) which are tuned to the transition between the two-species. Such a setup 
permits an exchange of atoms between the two species, and is therefore similar 
to the case of Josephson coupling where a barrier of a given potential permits 
a flow of particles between the regions on either side of the barrier. In fact the 
former case is known as the internal Josephson effect, because it is between two 
internal states of the particles in question rather than two externally (spatially) 
separated states.
The idea behind the scheme is fairly simple. It is well known that for a 
double well potential, the actual ground state is a superposition between the 
localised state in which the particle is located mainly to the left of the barrier
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and the localised state in which it is mainly located to the right of the barrier. 
Thus the ground state of the quantum double well differs greatly from the 
ground states of the corresponding classical system, in which the particle is lo­
cated in either one well or the other. If we want to construct an approximation 
to the quantum solution using classical solutions, then we are best off taking a 
superposition of the two degenerate classical superpositions.
The system examined by Cirac et. al. shows analogous behaviour. The full 
many-body Hamiltonian is invariant under the interchange of the two species 
types i.e. A <-* B interchanges, and hence the ground state should show the 
same symmetry. But in certain parameter regimes, this is not true of the corre­
sponding classical (mean field) approximation to the solution, which can have 
degenerate ground states in which one species contains an excess of atoms. 
A better approximation to the real ground state solution is made by taking a 
superposition between the case where there are more atoms of species A and 
the case where there are more atoms of species B. Such a state is a Schrödinger 
cat state.
Cirac et. al. [2] examine this system in varying degrees of approximation. 
Firstly, they look at a two-mode model, in which the spatial dependence of 
the system is not taken into account, both from the point of mean field the­
ory and exact numerical solutions. They find that in most regions the mean 
field theory is fairly accurate. Secondly, they look at the mean field theory for 
the case in which the spatial variation of the condensate is taken into account. 
They find a similar picture, except that the two states, 'cat alive' and 'cat dead' 
in their Schrödinger cat state exhibit differences in density profile as well as 
in particle number. This is made more apparent because of a technical fea­
ture of their model. In order to obtain Schrödinger cat states, the interspecies 
scattering length must be greater than the intraspecies scattering length, and 
thus the system is in a regime where the two components will preferentially 
spatially separate out from one another. Finally, they present a variational 
calculation which goes beyond mean field theory by allowing wavefunction 
components with different numbers of atoms to have different spatial density 
profiles (within the constraints of the variational method) and find essentially 
the same results.
In order to make Schrödinger cat states using this scheme, it is necessary to 
cool close to the many body ground state of the Hamiltonian in question. This is 
because the Schrödinger cat state of their theory arises as precisely the many- 
body ground state of the system, and thus in order to have a large population 
in the cat state it is necessary to have a large population in the many-body 
ground state. This is a far greater restriction than simply demanding Bose- 
Einstein condensation, or off-diagonal long range order. This latter demand
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simply means that each atom is mainly in the ground state of the single par­
ticle Hamiltonian. For example, if 80% of the N  atoms are in the single body 
ground state, then the population of the many body ground state will only be 
0 . 8 ^ .  Using this reasoning, it is easy to show that if TV — 1 out of N  atoms are in 
the single particle ground state, then a fraction 1/e will be in the many-body 
ground state, which is of the order of 1/2. Hence if many more than one par­
ticles are not in the single particle ground state, then we will not be able to 
observe the effects of the cat state.
5.3.5 Experimental Work
SQUID rings and CBJs
A SQUID ring (Superconducting QUantum Interference Device) is a supercon­
ducting ring interrupted by a weak Josephson junction. If an external magnetic 
flux is applied through the ring, then for some range of values of the applied 
flux, the total magnetic flux through the ring is found to exhibit metabistability 
[131]. The flux is then found to undergo stochastic transitions between the two 
stable states. At high temperatures, these transitions are found to be consistent 
with thermal hopping between the two states and thus to depend on tempera­
ture. However, at temperatures corresponding to energies lower than the po­
tential energy barrier between the two minima, the temperature dependence 
should disappear, and only transitions consistent with macroscopic quantum 
tunelling across the barrier should occur [132], The concept of macroscopic 
tunelling is interpreted to be consistent with the existence of macroscopic su­
perpositions [114,132], since these will presumably exist during the process of 
tunelling. Experimental evidence confirms this picture eg. [133].
A CBJ (Current Biased Junction) is a similar device made by cutting the 
SQUID ring and applying a fixed current across the junction. Similar exper­
iments which also show the effects of macroscopic quantum tunelling have 
been performed [134].
Microwave cavity experiments
A mesoscopic superposition has been demonstrated by Brune et. al. [135] us­
ing a high-Q microwave cavity through which was passed a Rydberg atom in a 
superposition between two states, \g) and |e). During its traversal of the cavity, 
the atom interacts with the field inside the cavity only through dispersive fre­
quency shifts, since the field in the cavity is detuned relative to the transition 
between the two levels. The nonlinearity introduced by the atom-field inter­
action results in a superposition state (l/\/2 )(|e , aexp(i</>)) + \g, aexp( —i</>))),
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where aexp(f</>) describes a coherent state of size a and phase <j>. This state is 
rather similar to the kind of state produced by the Yurke-Stoler scheme, ex­
cept for the entanglement of the field to the state of the single atom. Since, in 
the experiment of Brune et. al., the cavity contained only a few quanta of the 
radiation field, the superpositions generated were rather small.
5.4 The model
By nature, any investigation of Schrödinger cat states will need to go beyond 
the mean field description of a BEC, since by definition a Schrödinger cat state 
can be approximated by a superposition of two classical (mean field) states. 
Our proposal for cat states uses a process of unitary evolution. Solving the 
time dependent problem for even a moderate number of atoms, including the 
full spatial structure as well as the effects of quantum statistics would be a 
formidable and probably prohibitive task except for a few special cases. Thus 
we have simplified the problem by adopting a two-mode Hamiltonian, as used 
in the first part of Cirac et. al. [2].
Our system consists of a two species BEC of the type discussed in the last 
chapter. Just as in the case of Cirac et. al., the two species are coupled by a 
series of laser/microwave/r-f fields which we term the Josephson coupling 
beams.
We work in a basis which is chosen as follows. The condensate modes 
for species A and B are those wavefunctions which satisfy the coupled two- 
species Gross-Pitaevskii equations i.e. they are those spatial modes for species 
A and B which are macroscopically occupied. We also include a set of non­
condensate modes such that we have a complete orthonormal basis \4>l) (such 
modes could be determined by the Hartree-Fock equations [66]).
In such a basis, the second quantized Hamiltonian is:
H = £  H fä i j  + ffffib; + h ,(«&  + ijoj)
+ E i f e ä tä tä fc ä ,+ \ + W$a]b] . (5.2)
i i k l ^  ^
The H ^ B) are the matrix elements of the single particle Hamiltonian in our 
basis:
= <*Ip 7(2m) + VA^ (i)\<t>}) . (5.3)
The Xij are the matrix elements describing the Josephson coupling between the
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two species, which for a position independent coupling is defined by
Kj = ^  J  d3r <l>f(r)<l>f ( r ) , (5.4)
where A describes the strength of the coupling and the <^ 's are taken to be 
real. The W f qkl are the matrix elements of the two-body potentials describing 
collisions between an atom of species p and an atom of species q, where p and 
q stand for A  or B:
W[fkl = US" J  d3 r f t  ( r ) $ ( r ) # ( r ) t f ( r ) . (5.5)
The are the two-body interaction parameters as defined in the previous 
chapter:
USq = 4napqti2/m  , (5.6)
where apq is the scattering length for a two-body collision between an atom of 
species p and an atom of species q, and m  is the mass of the atom.
The two mode approximation consists in neglecting all modes except the 
condensate modes. At zero temperature, this amounts to ignoring the atoms 
which have left the condensate mode due to the two-body potentials. The 
validity of this approximation is discussed in Section 5.8.
Under this approximation the Hamiltonian becomes
H = Eao'ü + EBbrb + h fatfc  + b"a)
+ ^ ö t2ö2 +  ^ 6 t262 + 1 4 ^ 6 ^ 6 ,  (5.7)
where E a(b ) = , Wpq =  W qq00, X = A0o , ä = a0, b = b0 and the condensate
modes have the index 0.
As an example, if we consider the case where there are an equal number 
of particles in each species, equal cylindrically symmetric harmonic trapping 
potentials for each species, and scattering lengths satisfying c l a a  = a bb  arid 
a ab  <  aAAi aBB/ then we find that the components will not spatially sepa­
rate (see Chapter 4) and hence by symmetry the ground state solution to these 
equations has </>q (r) = (r). In such a case we can easily solve the coupled
Gross-Pitaevski equations for the condensate wavefunction in the Thomas- 
Fermi limit. Doing so yields
W  =1 VPQ
15? m u A IK
Lpq •> (5.8)7 N 3(a +  üa b)3
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where we have set aAA = clbb = a, is the trap angular frequency of the trap 
perpendicular to the axis of cylindrical symmetry, Aa is the trap anisotropy 
i.e. the ratio where cay is the angular frequency parallel to the axis of
cylindrical symmetry
5.4.1 Angular momentum basis
We find it convenient to use operators satisfying the usual angular momentum 
commutation relations:
Jx = +  öf6 ) ,
Jy = ^(6fa -  a]b) ,
l  = , (5.9)
for which the Casimir invariant is P  — N(N + 1/2), where N = (1/2)(ata + 
Eb). Note that, for the Hamiltonian (5.7), N is a constant of motion. We shall 
limit ourselves to working with eigenstates of this operator. Hence we make 
the substitution N —> N in what follows. We use as a basis for the state of 
the system the eigenstates of the operator Jz. Such a restricted basis contains 
2/V -t- 1 basis vectors defined by
Jz |m) = in \m) , (5.10)
where m runs from — N to N .
In terms of the operators (5.9) and neglecting terms which simply describe 
a shift in the zero-point of the energy, the Hamiltonian (5.7) is
H = aJz + + A j x (5.11)
where we have defined a = Ea — Eg + (n  — (Waa — 1Vbb) and ß = 
(W — WAb ), with W — (WAA + Wbb)/2. We can see from the structure of 
this Hamiltonian that we lose no generality by considering the case WAA = 
Wbb = W , since the term proportional to WAA — Wbb can be compensated 
for by changing the values of EA and EB. In the case where EA — Eb + (N — 
1/2){WAA — Wbb) — 0, which holds if both traps are identical and the two 
species have equal intraspecies scattering lengths, the first term in the Hamil­
tonian is zero and the expression is formally the same as the Hamiltonian con­
sidered by Milburn et al. [101] in their analysis of the double well system. Note 
however the parameter dependence of the second term, which can be close to 
zero for realistic experimental parameters [31]. In such a case the decay time of
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the relative phase between the two species approaches infinity, an effect noted 
by Law et al. [85] with a macroscopic model of collapse and revival and by Vil­
lain et al. [87] with a fully quantum-field model. The system will then exhibit 
purely sinusoidal Rabi-type Josephson oscillations.
In our chosen basis we have the following:
Jx\m) = i  ( \J(N — m)(N  + m -f l)\m + 1) + \J(N + m)(N  — m + l)|m  — 1)^ ,
j y\m) = -  (y/{N + m)(N  -  m + l)|m  -  1) -  yJ(N -  m)(N  + m + 1)|m + 1)^ , 
Jz\m) = m \m) , (5.12)
so that it can be seen that the matrix representing H is tridiagonal. In the 
limit of zero Josephson coupling, H is diagonal so that the unitary evolution 
matrix can immediately be written down, and the dynamics solved. For non­
zero Josephson coupling we need to first diagonalise a real tridiagonal matrix, 
which is in general the simplest kind of diagonalisation to perform numeri­
cally. The time needed to perform such a diagonalisation scales as N 3, and we 
have solved for values of N up to a few thousand.
5.5 The Bloch states and the Bloch Q-function
We can get a better idea about the quantum state by looking at the Q-function 
on the Bloch-sphere [127,136]. This function is defined in terms of the so called 
Bloch states, or atomic coherent states, of which the states (5.17) are a particular 
case. They are defined in our basis as:
M ) = (cos(<V2)r£ ivM r a ) . a n (^ ( ^ ) e x P( ,(N - ra W |m ). (5.13)
The parameter 0 fixes the number of particles in each species, with 6 = 7r/2 
giving equal numbers of particles in each species. The parameter 4> describes 
the relative phase between the two species. 6 and </> can be thought of as spher­
ical coordinates, and hence each Bloch state |0, (f>) can be represented as a point 
on a sphere, called the Bloch sphere. Rotations of the Bloch sphere are accom­
plished by the unitary transformations consisting of products of the operators 
exp(iotJq), where q takes the values x , y, z, and a is the angle of rotation around 
the q axis. Thus any Bloch state is isomorphic to any other Bloch state under a 
given rotation of the Bloch sphere.
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The Bloch Q-function is defined as
Q($,4>) = me,4>)\2. (5.14)
or equivalently
Q{ß,4>) = (ßA\p\W) (5.15)
where p is the density operator for the state.
The PDE which governs the evolution of the Q-function can be derived 
by considering the master equation for the evolution of the density matrix in 
the basis formed by the eigenstates of Jz. In the case where the Josephson 
coupling is zero, Sanders [130] has given a derivation for this evolution in 
terms of a stereographic projection of the Bloch-sphere onto the complex plane. 
We choose not to use this stereographic projection, since it does not preserve 
the symmetry between an interchange of species and so creates problems of 
interpretation. In terms of the coordinates 6 and <j>, we find after a great deal 
of tedious algebra that the Q-function obeys the equation4
The term proportional to ß is essentially the same as that given by Sanders 
[130]. The term proportional to A describes the effects of the Josephson cou­
pling. The most obvious difference between these two terms is that the Joseph­
son term depends explicitly on the coordinate <f>. This makes physical sense, 
since in the absence of Josephson coupling, the behaviour of the system should 
be invariant under U(l) transformations. It is only the addition of an external 
phase reference, provided by the Josephson lasers, which breaks the U(l) sym­
metry.
5.6 Quantum dynamics
Before considering the creation of Schrödinger cat states, it is interesting to 
consider the evolution of some basic expectation values. We shall consider 
in turn the limits of zero Josephson coupling, small Josephson coupling and 
large Josephson coupling. For simplicity we shall also assume that the two
4we have neglected terms which lead to a constant rotation of the phase difference between 
the two-species
(5.16)
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condensates are in the same trap and that the intraspecies scattering lengths 
are equal, so that we have Ea = Eb and Waa — Wbb = W.
5.6.1 Initial state
In current experiments, the two-species BEC is created by coupling two hyper- 
fine sublevels with electromagnetic fields [28-31]. If we start with all 2N atoms 
in state A and apply a strong 7r/2 pulse (strong in the sense that the pulse dura­
tion is smaller than the timescale characterizing the dynamics of the system), 
then we will end up with the state
W  = 2 N J2  exp(i(Ar
m = —N
2 N \  
N — m ) m ) , (5.17)
where </> = 7t/2  for the situation described here. This becomes clearer when we 
consider the Bloch states. The initial state has all the atoms in one species, and 
thus is defined by the Bloch state at one of the poles of the Bloch sphere. A 7r/2 
pulse corresponds to the application of the operator exp(—in/2Jx) which is a 
rotation of the Bloch sphere by tt/ 2  around the JT axis. This brings the state to 
the point at which the Jy axis intersects the Bloch sphere, which is the Bloch 
state |7r/2,7r/2). This process is shown graphically in Fig. (5.1).
In what follows, we will need to consider a range of values of cf) other than 
4> = 7r/2 in Eq. (5.17)—in particular, the <j> =  0 state will be shown to evolve 
into a Schrödinger cat state. One way of varying <j> would be to apply a strong 
pulse (such as a highly detuned intense light field) to one or both of the species, 
in order to shift the zero-point of their energy. Providing that the pulse inter­
acts with each species with different coupling strengths, this will result in fast 
phase evolution which will change the relative phase between the two species.
Another scheme for changing the relative phase between the two compo­
nents involves shifting the phase of the light fields providing the Josephson 
coupling. We imagine applying the 7r/2 pulse to create the initial state, and 
then switching to Josephson coupling beams with a different relative phase 
than that of the original tt/ 2  pulse. If we remain in our original basis, then this 
change of phase will result in complex laser-dipole coupling coefficients and 
hence will show up as complex matrix elements for the Josephson coupling 
term:
Hjos = -(\exp(i6<f>)b*a + \ex p (—i8</>)a*b)
= A J', (5.18)
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Figure 5.1: A schematic diagram of the Bloch sphere. The initial state has all atoms 
belonging to one species, and is a maximal eigenstate of J z. It is located at the north 
pole of the Bloch sphere (the small black filled circle), with coordinates 7r,</>. A 7t/2  
pulse is represented by the operator exp(-i7r/2Jx), which rotates the state by an angle 
of 7r/2 around the Jx axis. This brings it to the position of the small open circle, which 
is the Bloch state 17r/2, 7t/2).
where J'x = (l/2)(exp(^</>)6ta -f exp(—i8<j>)cftb), and 6(f) is the change in relative 
phase for the Josephson coupling beams relative to the beams which supplied 
the original 7t/2  pulse. This operator can be obtained from Jx by a unitary 
transformation corresponding to the unitary operator exp(—iS(f>Jz). Since Jz 
commutes with this operator, it remains unchanged. Thus, if we apply this 
unitary transformation to the new Hamiltonian which has complex Josephson 
coupling matrix elements, we will end up with a Hamiltonian which again 
looks like the original Hamiltonian (5.11). However, in making our change 
of basis we must also apply this unitary transformation to the state vector; 
doing so is found to rotate the relative phase between the two species by an 
amount 6(f). Thus, in summary, if we change the phase of our Josephson cou­
pling beams immediately following the initial 7r/2 pulse, and then imagine a 
certain unitary change of basis, the system will be unchanged except that the 
relative phase between the two species will appear to have been rotated.
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5.6.2 Quantum dynamics in the absence of Josephson coupling
In this case, as has been remarked, the Hamiltonian is diagonal and is given 
by
H = ß J 2z ■ (5.19)
Clearly the phase ß of the initial state (5.17) does not affect the quantum 
dynamics, since changes in </> correspond to rotations of the state around the 
Jz axis on the Bloch sphere. Such rotations are represented by the unitary 
operator exp{—i<j>Jz), which commutes with the Hamiltonian.
The dynamics can be immediately solved and is given by
(m\il>(t)) = exp —ßm 2t \ (m|0(O)). (5.20)
For the initial state (5.17) with <j> = 0, the expectation value of the operator 
a)b = Jx + iJy is given by:
x
2~2N £  (N ~ ™) 
m = —N
2N
N  — m
Wab )m t (5.21)
where we have neglected a rotation which is constant in time. The real part 
of this equation gives the expectation value of Jx and the imaginary part gives 
the expectation value of Jy. The operator öf6 can be considered to describe 
the relative phase between the two condensates: for large N, the state (5.17) 
is approximately an eigenstate of this operator with eigenvalue Aexp( —iN<j>), 
and for a product of two coherent states in species A and B, the expectation 
value of ä^b is precisely this value. We can see from the expression (5.21) that 
its expectation value for the state (5.17) evolving under the Hamiltonian (5.19) 
consists of a sum of sinusoids with periods Tm = hn/(mß).  Such a system 
exhibits collapse and revival of the relative phase between the two compo­
nents. As in the single condensate calculation of [56], the collapse time can be 
calculated by considering the spread in frequency over the spread in relative 
particle number of the state, and for the case of (5.21) is given by
Tc ~
\ß\V2N'
(5.22)
It is apparent that the collapse time will go to infinity in the case W = Wab , 
and indeed the system will exhibit no dynamics other than the normal rotation 
of the phase of the entire wavefunction. This effect has been noted by Law et
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al. [85] and Villain et al. [87].
At the time given by
_  27rfi
R m (5.23)
the quantum state will be equal to its initial value, and hence a revival of the 
relative phase will occur. At Tr /2, the quantum state will be equal to the initial 
state, except that the relative phase between the two components will have 
been rotated through an angle of n
This collapse and revival is analogous to the collapse and revival of the 
phase of a single mode system eg. [56,128]. Another feature of the single mode 
system which has an analogy in the system considered here is the formation of 
a superposition of two coherent states at time Tr /2, an effect which is the basis 
of the Yurke-Stoler scheme for creating macroscopic superpositions in single 
mode systems. In the current case of a two-mode system, we find that at time 
Tr / 4 the state of the system is given by
(m|0(rs /4)> = <m|0(O)> x { ;  ; ™ ^  } • (5.24)
For the initial state (5.17), which is the Bloch state |7t/ 2,</>), we find that at 
t =  Tr/4 the state has evolved into the state (17r/2, </>) + ( — l )Ni |7r/2, (/> + 7r))/\/2, 
which is a superposition between two Bloch states, each containing equal num ­
bers of atoms in each species, but differing by 7r in the phase difference be­
tween the two species.
A short Josephson coupling pulse can be used to tranfer this relative phase 
difference into a particle number difference. In the case of a 7r/2 pulse which 
has the right phase relative to atomic phases, it is possible to end up with 
the superposition state (\N) + \ — N))/y/2,  which consists of a superposition 
between N  atoms in the state A and N  atoms in the state B - a maximal cat 
state.
This scheme was investigated by Sanders [130] as a way of producing cat 
states in quantum optical systems. For Bose-condensed systems, the state has 
a number of advantages and drawbacks.
The primary advantage of this scheme over the scheme proposed here is 
that it produces a superposition between two Bloch states. These states are 
well behaved with regard to techniqes such as quadrature phase measure­
ments, which are used to show that the states produced are in fact cat states, 
and not simply a classical probability mixture.
However, the time needed to produce such states scales as the revival time 
of the relative phase. This is approximately a factor of y/~N longer than the 
collapse time of the relative phase, and is far beyond the lifetime of current
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condensates. For example, if we consider the parameters used in this chap­
ter, then it would take some 10 minutes to create such a superposition state as 
opposed approximately 5 seconds for the scheme put forward in this chapter. 
The time can be made less by increasing the parameter ß, which could be ac­
complished by using very small, tight trapping potentials (perhaps formed by 
the wells in an optical crystal, for example.
The other disadvantage of this scheme, for the case of Bose-Einstein con­
densates, is the fact that the cat states produced are maximal in the sense that 
they consist of superpositions of two states lying at opposite sides of the Bloch 
sphere. At first glance, this factor is an advantage in the sense that the 'cat' 
is as big as possible. However, the experimental investigation of cat states is 
likely to be an evolution from the production of very small cat states to larger 
and larger cat states - hence the present scheme is probably in some sense too 
ambitious, and would be too sensitive to dissipation.
The problems of long revival time and the size of the cat state would both 
be overcome if the scheme were applied to a very small condensate held in 
a very small, tight trap - a 'nano-condensate'. Judging by the pace of recent 
experiments, such a situation will possibly achievable in the near future. If 
such a situation were in fact achieved, then this scheme would probably be a 
very promising way of performing realistic experiments with cat states.
5.6.3 The effect of Josephson coupling
The Hamiltonian of the system, including a term describing Josephson cou­
pling, is basically the same as that described by Milburn et al [101], since un­
der the conditions Ea = E b and W aa — IVab = W ,  the Hamiltonian (5.11) 
is formally the same as that considered by these authors. Milburn et al. [101] 
consider the evolution of (Jz) (i.e. the particle number difference between the 
species) from an initial state in which all the atoms are of the same species. In 
terms of the notation and physical system used in this thesis, they find that 
there exists a critical value of the Josephson coupling parameter A given by
A c = j ß -  (5-25)
For A >  \ C/ the system oscillates in a Rabi-type manner between all par­
ticles being species A and all particles being species B. These oscillations are 
eventually 'damped' by the phase diffusion in the system, and also exhibit 
partial revivals due to the finite particle number.
For A < Ac, the particle number difference oscillates, but incompletely, so 
that for A appreciably less than Xc most of the particles remain in the initial
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species for all times. This effect describes a kind of self trapping, and is due 
to collisional terms in the Hamiltonian. Smerzi et al. [100] have found the 
same effect in their mean-field calculations, which neglect the quantum sta­
tistical effects in the system, but take into account the spatial variation of the 
wavefunction.
Fig. (5.2) shows the behaviour of the initial state (5.17) with <j> = 7r/2 un­
der the Josephson coupling Hamiltonian. Under these conditions, there is no 
self trapping as such, because the initial condition has an equal number of 
particles in each species. However, it is the same mechanism which leads to 
self trapping which is responsible for the incomplete osscilations seen in Fig. 
(5.2(b)).
It is interesting to note that the presence of even weak Josephson coupling 
can have a large effect on the phase dynamics of the system, even when the 
expectation value of Jz remains constant or nearly constant. This is illustrated 
for an initial state (5.21) with <j> = 0 in Fig. (5.3). Such a state is not expected 
to exhibit Josephson oscillations due to the zero phase difference between the 
two species, however the state vector is affected by the Josephson coupling, 
greatly modifying the picture of collapse and revival.
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Figure 5.2: The evolution of the state vector under strong Josephson coupling. The 
initial state is given by (5.17) with cf> = 7r/2. All parameters except for A are the same 
as those given in Fig. (5.3); as before we have Ac = 3.9h s-1. 0m denotes the m 
component of the state vector, (a) A = 12h s_1 > A<?. The Rabi-like Josephson os­
cillations can be seen to be due to a highly coherent wavepacket motion back and 
forth. Some wavepacket spreading is evident; this is due to the presence of collisional 
terms in the Hamiltonian and will eventually lead to a collapse of the oscillations, (b) 
A = 2.5h s-1 < Ac- The oscillations are seen to be incomplete; this is due to the same 
self-trapping mechanism discussed in Milburn et al. [11].
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Figure 5.3: Expectation value of Jx for an initial state with <f> =  0 and weak Josephson 
coupling. Parameters are: N = 3000 (6000 atoms total), W  — Wab = 2.6 x 10~3h m -1, 
giving Ac = 3.9h s“ 1. The parameter W -  Wab was chosen to be consistent with 
experimental values for 8< Rb, except that we have chosen to scale the trap frequencies 
such that the collapse time for the relative phase, which could be considered to give a 
timescale for the phase dynamics, is equivalent to that of a total of 5 x 105 atoms in the 
trap as used in recent experiments. The solid line shows the case of A = 2 x 10~3h s_1 
and the dotted line shows the zero Josephson coupling case (A = 0). It can be seen that, 
in the former case, the relative phase initially follows the standard (approximately 
Gaussian) collapse, but instead of staying at zero until some long time as would be 
the case for no Josephson coupling, it is immediately partially revived.
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5.7 Macroscopic superposition states
In the following section we shall show that in certain parameter regimes the 
system considered here will dynamically evolve into states which are a super­
position of two macroscopically (or mesoscopically) distinguishable states - so 
called 'Schrödinger's cat states'. As in the cases discussed by Cirac et al. [2] 
and Ruostekoski et al. [126], these states consist of superpositions of two states 
which differ in average relative particle number. Cirac et al. [2] have shown 
that for Wab > W and certain strengths of the Josephson coupling parameter, 
such states can arise as the ground state of the Hamiltonian. Steel and Collett 
[127] demonstrate this result from a slightly different viewpoint. Ruostekoski 
et al. [126] have considered the dynamic production of Schrödinger's cat states 
in a pair of free condensates by a mechanism involving the stimulated scatter­
ing of light between the two components, where the atom-atom collisions are 
ignored. Here, we show that similar states can arise from the unitary evolu­
tion under the Hamiltonian (5.11) due to the interplay between the Josephson 
coupling and the atom-atom collisions. The production of these states does 
not require the condition that Wab > W as in [2]. Properties of the states, such 
as the 'size' of the Schrödinger's cat or the degree of number squeezing, can be 
controlled by varying the strength of the Josephson coupling parameter. Once 
the system has evolved to such a state, the Josephson coupling can be switched 
off, effectively 'freezing' the evolution of the number distribution.
Up until now we have looked at expectation values of relevant quantities. 
In what follows, we shall instead concentrate on the dynamics of the state 
vector evolving under the Hamiltonian (5.11) and for an initial state (5.17), 
with <f> = 0.
As has been discussed, a 7t/2  pulse will produce an initial state with rela­
tive phase of 4> = 7r/2 between the two components, but the relative phase can 
be varied by either applying a strong light field to one or both species or by 
changing the phase of the Josephson coupling relative to the initial tt/2  pulse. 
In what follows, we will concentrate on the case </> = 0. In this case, the dis­
tribution of relative particle number must remain symmetric around m = 0, 
since both the state vector and the Hamiltonian will be invariant under the 
interchange A <-> B. For WAa — WAb — 0, the initial state is an eigenstate of 
the Hamiltonian, and thus the number distribution remains constant in time. 
For Waa — IVab ^  0, the dynamics will be affected by the diffusive collisional 
terms in the Hamiltonian. Fig. (5.4) shows the evolution of the state vector for 
A < Ac- We see that the interplay of collisional effects and Josephson coupling 
leads to the creation of a state which is doubly peaked about m — 0, similar to 
the case of [2,126]. One peak describes a situation in which more of the atoms 
are to be found in species A, and the other peak describes the converse.
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Figure 5.4: (a) Evolution of the relative number distribution for A = O.lh s_1 < Ac 
and the other parameters as in Fig. (5 .3). At t «  4s it can be seen that the number 
distribution has become doubly peaked; this state represents a macroscopic quantum 
superposition state. In order to give a better idea of the gross features of the proba­
bility distribution, the state vector has been 'smoothed' to eliminate fine structure, (b) 
shows the smoothed probability distribution at t = 0 s (dotted line) and t = 4 s (solid 
line).
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We find that by varying the strength of the Josephson coupling parameter 
A, the 'size' of the cat can be varied. For A = \ c the distribution has peaks at 
m = ±N,  so that the size of the cat is maximal in this case: the state is close to 
a superposition of 2N atoms in species A and 2N atoms in species B.
This evolution into Schrödinger cat states can be partially understood by 
considering the effect of the phase spreading on the Josephson dynamics while 
ignoring the effect of the Josephson coupling on the phase dynamics. This ap­
proximation will be valid only for some short time. At t = 0, the condensate 
starts in a state with well defined relative phase and equal particle numbers 
in each species. The phase then diffuses due to the energy spread which is 
present in the initial state of the condensate and which is caused by a spread 
in relative particle number and the atom-atom collisions. The Josephson cou­
pling then acts on these different phases present in the state vector, causing the 
negative phase half of the wavefunction to move in the direction of increasing 
m and positive phase half to move in the direction of decreasing m, eventually 
causing the wavefunction to 'split' into two wavepackets evolving in opposite 
directions. These wavepackets are eventually stopped in their motion by the 
self trapping mechanism mentioned earlier, and become highly peaked.
5.7.1 Evolution of the Q-function
It is instructive to consider the formation of cat states from the point of view of 
the evolution of the Q-function, see Eq. (5.16). In particular, we will compare 
and contrast this evolution for the cases where Josephson coupling is present 
and the case where it is absent [130].
Fig. (5.5 (a)) shows the Q-function at four different times for the parameters 
of Fig. (5.4). At t = 0 the Q-function is that of the initial Bloch state 17r/2,0). 
At t = 1.8 s, the state has become elongated, leading to a spread in both the 
phase difference and the relative particle number. By 3.6 s, the Q-function 
has spread right around the Bloch sphere in a figure eight arrangement. This 
distribution leads to a double peaked distribution of relative particle number. 
The Q-function for the plot shown in Fig. (5.4(b)) (t = 4 s) is similar to this 
plot. The phase difference is not well defined, due to the spreading around 
the Bloch sphere, although there is some localisation around the ends of the 
Q-function, seen as peaks on the contour plot. At 4.2 s, these localised peaks 
become more pronounced and move back toward 0 = 0, leading to a cat state 
in which the relative phase between the two species is better defined, but the 
difference in relative particle number is less i.e. the cat is smaller.
In Fig. (5.5 (b)) the evolution is shown for the case where Josephson cou­
pling is absent. In such a case, the distribution of the relative particle number 
must remain constant, and therefore the Q-function must occupy a narrow belt
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Figure 5.5: (a) The evolution of the Q-function for the param eters of Fig. (5.4). (b) 
Param eters are the same as in (a) except that Josephson coupling is absent.
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around the equator of the Bloch sphere. It is seen to spread out within this belt, 
leading to a collapse of the phase difference (see Fig. (5.3), dotted line). For 
later times t <C Tr, the Q-function spreads all the way around the equator of 
the Bloch sphere. Although ripples form due to a partial rephasing of the vari­
ous frequency components which are present in the evolution, a cat state does 
not form in the same way as it does in (a). However, much later, at t = TR/4, 
a macroscopic superposition between two Bloch states forms, as discussed in 
Section (5.6.2).
5.8 Validity and feasibility
5.8.1 The two-mode approximation
In making the calculations above, we have relied on the two mode approxi­
mation, which is also used in the first part of Cirac et. al. [2]. This latter paper 
is able to go beyond this approximation because it deals only with the time in­
dependent rather than time dependent Schrödinger equation. The two-mode 
approximation will only be quantitatively valid for a limited set of parame­
ters. It would be interesting to see whether the behaviour of the system would 
change dramatically outside such parameter regimes; this was found not to be 
so for the case of Cirac et al. [2]. Certainly it seems plausible that the scheme 
might work outside these regimes.
In order for the two-mode approximation to provide a reasonably accurate 
picture, we must assume that the parameters E a ,b , W aa ,b b ,ab and A are rea­
sonably constant for the cases investigated. These parameters all depend on 
the self consistently defined condensate modes of the system, which in turn 
depend on the particle numbers Na and N r . Thus the two mode approxima­
tion will be most accurate when the state vector has a highly localized particle 
number distribution. This introduces a possible problem for our approach: we 
want to investigate the production of Schrödinger cat states consisting of su­
perpositions of states with different relative particle number, and thus, to some 
degree at least, we wish to move away from regimes in which the particle 
number distribution is highly localized.
However, we can always find regimes in which the dependence of the den­
sity profile on the particle number distribution is weak. Some examples are: 
(i) low density of particles: in this case, the density profiles for the two species 
approach the single particle eigenfunctions for the ground state of the trap 
and thus do not vary greatly with particle number, (ii) The regime in which 
WAa = Wbb and Wab is only slightly less than WAa/bb• In this case, the de­
pendence of the density profiles on the relative particle number between the
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two species is weak and can be made to approach zero5. However, we find 
that in such regimes, the characteristic evolution time is slow and the pro­
duction of Schrödinger cat states could take a long time, thus exacerbating 
problems due to decoherence, (iii) If the density of atoms is high enough such 
that the healing lengths of the two-species condensate are small compared to 
the size of the trap, then 'hard' traps such as square well traps also show lit­
tle dependence of the density profiles on particle numbers, providing we are 
working in the regime in which the two species form a homogeneous mixture 
e.g. Waa = Wbb and Wab < WAa/b b -
Furthermore, even in regimes in which the two-mode approximation is not 
accurate, Schrödinger cat states might be produced under that same conditions 
as are predicted by the two-mode approximation; this was found to be the case 
in the calculations of Cirac et dl. [2].
5.8.2 Decoherence
Such states would be hard to produce in practice. Probably the most seri­
ous experimental problem would be decoherence; in the extreme example of 
a maximal Schrödinger cat state with a superposition between m = —N  and 
m = N, the 'detection', or loss, of one atom would be enough to destroy the 
superposition, since such a detection would tell us which species was popu­
lated and hence allow us to distinguish between the two macroscopic states. 
For less extreme cases, this condition would relax somewhat, but certainly a 
macroscopic (mesoscopic) loss from the system would always be enough to 
destroy a macroscopic (mesoscopic) superposition state.
The main reason for the well known rapid decoherence of Schrödinger cat 
states is that since the states involved in the superposition are macroscopically 
or mesoscopically different from one another, the decoherence will affect each 
of these states in greatly different ways and thus the off diagonal elements in 
the density matrix will rapidly vanish. This is most easily seen in the quantum 
trajectories picture of decoherence, where each trajectory in the ensemble can 
evolve into something greatly different from the others.
In the spirit of this idea, and in order to get a crude idea of the kinds of 
loss rates which might be feasible for a cat of a given size, we have looked at 
a simplified model in which a series of detections of the species of atoms is 
simulated. We restrict ourselves to a particular kind of initial state which can 
be represented as the superposition |^0) = \N — ra, N  + n) + |iV + n, N — n),
5The basic reason for this is the fact that the mean field energy of the system can be shown 
to depend much more on the total number of atoms than the number in each species, and the 
former is a conserved quantity
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where the state \NA,NB) contains NA atoms of species A and NB atoms of 
species B, and n is a parameter which controls the degree of 'catness'.
Since each detection removes exactly one atom from the sample, the state 
will always remain as a superposition between two number states. Similar to 
Javanainen and Yoo [88], we use a model of detection analogous to the theory 
of photon detection [137-139]. However, unlike the models of Javanainen and 
Yoo [88] and other authors [84,89-92], we consider a detection of atom species 
rather than position, meaning that the model simplifies due to the fact that 
there are only two possible results of each detection.
If rriA atoms of species A and m,B atoms of species B have already been 
detected, then at a given stage in the detection sequence, the state will be
14>m) = Ci\N — n -  mA, N E n -  mB) E c2 |N -f n — mA, N — n — m B) , (5.26)
where m  = m A -\-mB/ and thus the chance of detecting another atom of species 
A will be
P(A) = c?
N  — n — m A 
2 N  — m
Eel N  + n — m A 
2 N  — m
(5.27)
If an atom of A is in fact detected, then the probability of detecting another 
atom of A will be enhanced, since the new state will be
l^m + l) — AI (ö |<Am))
= N  — m A — n I A" — m A — n — 1, N  — m B + n)
+ c2\J N  — m A + n IA -f m A — n — 1, N  — m B — n ) ) , (5.28)
where Af  indicates that the state should be correctly normalised. We see that 
the component proportional to c2 which favours the detection of species A 
atoms has been enhanced. Thus the sequence of detections constitutes a pos­
itive feedback process which drives the state vector towards one of the two 
components ('cat alive' and 'cat dead') of the original cat state.
In order to get some idea of the rate of decay of cat states under this feed­
back process, we must come up with a criterion which provides a quantitative 
measurement of 'catness'. For the particular two-component states discussed 
above, the standard deviation of the atom number difference N A — N B seems to 
be as good a measure as any; for a completely non-cat state \ NA, N B) this quan­
tity is zero, and for the cat state |<£0) = ( \N — n, N  + n) + \N E n, N  — n ) ) / y /2 
it is 277. We define the half life A as the number of detections needed to reduce 
this measure of 'catness' to half of its original value.
Since the state of the system under the process of detections will consist of 
at most two components, it is easy to simulate a series of detections for con­
densate containing an arbitrary number of atoms. Averaging over an ensemble
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fit: X = 1.25 (n/N)
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Figure 5.6: The half life of the cat state vs. {n/N) for the two cases N = 104 and 
N = 10(\  The solid line of fit obeys A =  1.25(n/iV)~2-1.
of detection sequences gives an idea of the average half life of the cat state for 
a given value of n. Fig. (5.6) shows a plot of the cat half life A versus n/N,  for 
the two cases N = 104 and N = 106. We see that there is very little difference 
between these two cases. The line of fit obeys the equation A = 1.25(n/N)~2A, 
and clearly fits the data very well over a wide range.
Assume that we demand that the cat survive over a timescale T, and that 
the system loses atoms at a constant loss rate r, then the total number of atoms 
lost over the time T will be rNT, assuming that this loss does not deplete 
the number of atoms N too much. When this value has reached the half life 
number of detections,A, then the cat can be assumed to have been destroyed. 
Hence equating rNT with A and using the equation for the line of fit shown in 
Fig. (5.6), we obtain an equation for the maximum allowable value of n:
nmax = 1.112(rT)-0'476A0‘523 , (5.29)
or equivalently
nmax /^ - 1 .1 1 2 ( rA T ) -° -476. (5.30)
This means that if we simply want to construct a cat state with the largest 
possible value of n i.e. the largest macroscopic difference between the two 
states, then having a large value of N  will actually help us, however, if we
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want to maximise n/N  then it will hinder us. However we have assumed a 
linear loss rate. If, for example, the main source of loss is three body collisions 
then the loss will be proportional to N3 and hence a large value of N will 
always hinder us. In this case we will have
7imax = 1.112(rT )-°-476^ - 0-428 . (5.31)
This estimate has been based on the identification of decoherence with a 
process involving measurement of particle species. Real decoherence will oc­
cur through a variety of processes such as collisions with the background gas, 
interactions with the environment through a 'shaking' trapping potential etc. 
However, the arguments above suggest that decoherence events which dis­
tinguish the particular particle species are probably most destructive to the 
nature of Schrödinger cat states. A full investigation of the effects of deco­
herence would involve simulating the evolution of the density matrix of the 
system, perhaps through an appropriate master equation. Any loss terms in 
such an equation would destroy the particle number conserving nature of the 
system, and hence we would need to work in a much larger state space. This 
would make direct simulation impossible for any large number of atoms.
5.8.3 Temperature restrictions
The paper of Cirac et al. [2] also lists as a condition for the production of such 
states cooling close close to the collective ground state, which is far more re­
strictive than simply demanding Bose-Einstein condensation i.e. off-diagonal 
long range order. In terms of the single particle states, the condition they give 
is that less than one atom can be out of the single particle ground state. This 
condition is equivalent to demanding that the many body wavefunction has 
a significant population in the collective ground state (for exactly one particle 
not in the single particle ground state, the fraction of the many body popu­
lation in the collective ground state is 1 /e  which is of the order of 50% —see 
Section 5.3.4). The rest of the many body wavefunction will be thermally dis­
tributed amongst the other eigenstates of the many body Hamiltonian, which 
will have very different number and/or relative phase distributions from the 
Schrödinger cat state. In summary, the scheme of Cirac et al. [2] relies on cool­
ing to a particular eigenstate of the many body Hamiltonian.
The present scheme is somewhat different, since it relies on unitary evolu­
tion rather than cooling in order to arrive at a cat state. In the present case, 
the effect of having non-zero temperature would be to produce an incoher­
ent ensemble of initial states, each containing a slightly different total num­
ber and/or relative number of atoms. Thus in order to be able to observe a
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Schrödinger cat state, we would want the final state for each member of the 
initial ensemble to have a similar number distribution and relative phase. We 
would thus demand that the final state not be too sensitive to changes in the 
initial state. In the worst case scenario, in which varying the particle number 
by one atom would be enough to completely destroy the characteristics of the 
Schrödinger cat state, then we would recover the condition of Cirac et al, since 
we would then need a significant population in a particular many body state 
in order to observe the effects of a Schrödinger cat state.
By testing a range of initial conditions, we have found that the most critical 
factor here appears to be that the peak of the atom distribution must be accu­
rately centered about m = 0 compared to the spread in the relative number 
distribution. Since this latter quantity is of the order \J~N, we require that the 
variation in the average relative particle number be significantly less than \fN. 
If this condition is not satisfied, then the cat will be lop-sided i.e. 'more alive 
than dead' or vice-versa. Recall the condition of Cirac et al. [2] that no more 
than one particle be out of the single particle ground state. In the present case, 
varying particle number by one will cause a variation in the relative particle 
number of one, which is much less than the spread in relative particle number 
( n/7V). Thus we believe that the present scheme might exhibit Schrödinger cats 
at higher temperatures than that of Cirac et al. [2].
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Chapter 6
Conclusions
In recent years, the field of atom optics has undergone a rapid expansion in 
both experiment and theory. In particular, the 1995 achievement of dilute gas 
Bose-Einstein condensation has opened up a whole new field of study This 
thesis has examined some aspects of theoretical atom optics including both 
traditional atom optics and Bose-Einstein condensation.
In the first chapter of this thesis, we have looked at a particular atom op­
tical element: the evanescent wave diffraction grating. This device is a good 
candidate for an atomic beamsplitter with a large angular separation between 
the beams. In the case of low angle of incidence beam-splitting, the name 
diffraction grating is somewhat of a misnomer, since unlike the diffraction of 
light from a grating, we have found that to achieve efficient beam splitting, 
one must utilise the multi-level structure of the atomic transition. We have nu­
merically modeled the beam-splitting process for two experimentally relevant 
parameter regimes and found that efficient diffraction is possible for a variety 
of parameters. An important parameter is the polarisation of the evanescent 
wave, since this allows some degree of independent control over the coupling 
between the light field and the hyperfine sublevels involved in the transition. 
Our results are consistent with experimental evidence, but as yet there is no 
detailed evidence with which we can compare our numerical results. In the 
near future, we hope to use our code to model an experiment currently under­
way at the Australian National University. This experiment uses a transition 
in Cs which has a complicated level structure. Our model has showed that, 
in order to obtain efficient beamsplitting under such circumstances, the laser 
should be detuned between the top two hyperfine levels of the excited state. 
Atomic evanescent-wave beamsplitters could have future applications in the 
field of atom interferometry, a field which we hope to look at in the near future.
The rest of this thesis has looked at Bose-Einstein condensates, and in par­
ticular the properties of two-species condensates.
In Chapter 4, we have looked at the behaviour of the density profile and the 
excitation spectrum of a two-species Bose-Einstein condensate. In particular,
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we find that in certain parameter regimes, the usual cylindrically symmetric 
density profile can undergo a process of spatial symmetry breaking, in which 
the symmetric solution to the Gross-Pitaevskii equation becomes unstable and 
a new stable, symmetry broken, solution appears. This behaviour is dramat­
ically reflected in the behaviour of the excitation spectrum; as the regime of 
instability is approached in parameter space, the lowest energy, antisymmet­
ric, linear excitation frequency approaches zero. Following the transition to a 
symmetry broken state, this frequency again rises.
We have also examined the possibility of creating macroscopic superposi­
tion states, or Schrödinger cat states, using two-species BECs. Our scheme can 
be likened to a non-linear quantum optics experiment, except that the nonlin­
earities are provided by collisions between atoms rather than non-linear crys­
tals or feedback electronics. Within the context of a two-mode approximation, 
we show that it is possible to use a series of laser fields working in conjunc­
tion with the normal atom-atom collisions to produce states which consist of 
a coherent superposition of two classically observable states, one containing 
an excess number of atoms in one species and one containing an excess in the 
other species. As with other Schrödinger cat schemes, the experimental reali­
sation of such states would be a formidable challenge. Perhaps the most seri­
ous limitation would come from decoherence. We have made a first attempt 
at analysing the effects of such decoherence by simulating particular detection 
sequences, and have found a fitted expression for the maximum number of 
atom detections permissible for a cat of a given size. We have also looked at 
the effects of finite temperature on the system and have presented a plausible 
argument that our scheme might be better in this regard than another recent 
proposal [2].
The future looks very exciting for the field of atom optics. As good sources 
of atoms, either Bose-condensed or incoherent, become run of the mill, there 
will be a more diverse and sophisticated series of experiments being performed, 
possibly with new commercial and fundamental applications.
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