Abstract of this paper is explicitly linking some of these results with the robustness analysis of MPC controllers. Another contribution of this paper is the development of computationally tractable robust feasibility tests for linear, time-invariant (LTI) and Piecewise affine (PWA) systems. Theorems 8 and 9 consider the case when the optimal solution is found at each time step and Section 4 develops results which allow one to test whether or not robust feasibility is guaranteed for all optimal and sub-optimal solutions to the MPC problem.
Introduction
Over the last few decades Model Predictive Control (MPC) has proven to be a very successful technique for the control of multivariable, constrained systems. However, most industrially-implemented MPC schemes do not explicitly take into account that there is a mismatch between the actual plant and the model used in the synthesis of the controller.
In practice, it often happens that the MPC controller or a disturbance drives the system to a state which is outside the so-called feasible se? of the associated finite horizon optimal control problem. As a result, a control input cannot be camputed and the optirnisation problem has to he redefined, e.g.
by softening the state constraints [SI.
However, in order to guarantee robust constraint satisfaction in safety-critical applications it is desirable that infeasibility of the MPC optimisation problem is avoided at all costs. In other words, once inside the feasible set the system evolution should remain inside the feasible set for all time and for all disturbance sequences. In this paper, if an MPC controller be called mbustlyfeasible. Results are presented which allow one to determine a priori whether or not a given MPC controller which ignores disturbances in the optimal control problem, is robustly feasible.
The main concepts discussed here apply to general, nonlinear systems and are directly related to well-established results in set invariance theory [4, 5] . One of the contributions 2 
Problem Description
The discrete-time plant dynamics are given by is such that the closed-loop system has this property, it will Xk+l =fp(xk,~x,wk)
where k E Z is the time instant, y ER" is the system state, uk E R' " is the control input and wk E Rd is an unknown disturbance. At each time instant thedisturbance is randomly selected from a Due to physical, safety and/or performance constraints, the design requirement is that both the computed control input and bounded set ' ' . is the first element of a solution to the following open-loop optimal control problem:
Problem 1 (Finite Horizon Optimal Control). Finda
(IC) where U:= (U0 ,.,., U N -l ) , u'(X) := (U;(.%') ,..., U ; -l ( X ' ) ) .
In the above, N is the control horizon and P i s the prediction horizon with P 2 N 2 1. As is common in MPC. a terminal constraint' T 2 X and terminal control law' h : X + R" may also be used in defining the control problem. It is assumed that the terminal cost F : X -+ R and stage cost P : X x U -R attain their minima inside their respective domains.
As can be seen, the existence of a solution to the above problem is dependent on the current state x. For a given x, the constraints ( I ) define the set of all feasible input sequences c N ( x ) := {U E uN : (x,u)satisfies(l)} .
The feasible set 3 c~ of the above optimisation problem4 is the set of states for which the resulting constraints define a Because of the presence of both state and input constraints5, the feasible set is not necessarily equal to either of W" or X, but is only a subset of X. i.e. X N C_ X; in practice the feasible set is often a strictly proper subset of X, i.e. X N c X.
Optimal Solutions
Note that though the assumptions in Section 2 guarantee the existence of a solution to the finite horizon optimal control problem for all x E &, the solution is not necessarily unique. This section is concerned with robust feasibility when the solution to the finite horizon optimal control problem is unique. For the case of guaranteeing robust feasibility when the optimal solution is not unique, the development follows similar lines of reasoning as in Section 4 and will not be discussed here.
Assumption 3 (Uniqueness).
For all x E K N , B unique solution to Problem l exists.
The above assumption holds only in this section and is made in order to guarantee that the MPC controller p~ : X N -, U is a single-valued map.
Definition 4 (Robust feasibility).
The MF'C controller is robustly feasible if and only if for all states inside the feasible set and for all disturbances inside W, the state of the plant at the next time instant lies inside the feasible set, i.e. P N robustly feasible ~V X E X N : f P ( x , f i~( x ) , W )
Guaranteeing robust feasibility is very strongly linked with ideas in set invariance [5] . The concept of the reach set of the closed-loop system is particularly useful in this context. For the closed-loop system, the reach set from an arbitrary set of states Q C W" is defined as
a,q,(Q):= { f p ( X , p N ( X ) , W ) E I [ g " : X t p , W E W }
and it follows that a,, (9) = U , ,~f~( x , p , v ( x ) ,
W).
Given this. the following result follows trivially from the definition of a robustly feasible MPC controller:
'If there we no state or terminal conrtrvlntr (X = T = R") then XN = R" and hence feasibility is never a problem and a conwl input can always be Remark 7. It is important to note that in order for the MPC controller to be robustly feasible it is necessary that X N is control invariant'; if the feasible set is not control invariant, then X,+, ( X N ) 9 XN. However, it should be stressed that, depending on the model dynamics and choice of parameters in (I) , X N might already be control invariant without requiring any modification; it is recommended that the designer check for control invariance before modifying the MPC controller. A control invariant feasible set can be guaranteed in a number of ways, e.g. by setting the control and prediction horizons sufficiently large or by choosing a control invariant T [S, 61.
In order to derive a test or algorithm which implements the above condition some structure regarding the problem has to be assumed. An explicit expression for the MPC control law also needs to be derived. Fortunately this is possible for some classes of systems.
Recent results have shown how to compute an explicit expression of the receding horizon control law, which is implicitly defined by the MPC control problem, for LTI or PWA with polyhedral constraints [I, 21. In both these papers, with the choice of an appropriate cost function, the resulting control law was shown to be PWA, i.e. 
W W
As before, if W is a closed, convex polyhedron then the above test can be implemented by solving a finite number of linear programs.
Once the receding horizon control law, the feasible set and its complement have been computed, robust feasibility tests for LTI and PWA systems can also be derived using techniques based on those described in [3] . However, it is felt that perhaps Theorems 8 and 9 are easier to understand and implement, since the results presented here need not be implemented by setting up and solving mixed-integer linear programs, as is required for the (more general) problem formulated in [3], but only require solving standard linear programs.
All Optimal and Sub-optimal Solutions
In practice, especially when the system is nonlinear, one cannot guarantee that the solution is unique nor can one guaran-tee that the solver will return the optimal solution to Problem 1 at each time step [9, Sect. 31. It would therefore be useful if a result could be derived which allowed one to guarantee that the MPC controller is feasible for all time and for all disturbance sequences, even if a sub-optimal control input is computed at each time step. This section is concerned with deriving such a result which guarantees robust feasibility for all optimal and sub-optimal solutions.
By ignoring the cost function in Problem I and treating the MPC controller as an agent which, for a given state x E X N , randomly selects an admissible control input from the socalled set of feasible inputs, the robust feasibility problem can be addressed relatively easily on the abstract level. This definition allows one to treat the MPC controller as a set-valued map MN. rather than as a single-valued map, i.e. The M P C control action is now any ~N ( x ) E MN(x) and the closed-loop system is described by the difference inclusion &+I E f p (~. M~( x d , w ) . If the MPC controller is robustly feasible for all optimal and sub-optimal control inputs, it will be said to be robustly strongly feasible in order to distinguish this more conservative condition from the one in Section 3. It follows that XM, (a) = U X ,~f p ( x , M~( x ) , W) and hence one can derive a similar feasibility result as in Section 3.
Proposition 13 (All optimal and sub-optimal solutions).
The MPC controller MN is robustly stronglyfeasible if and only $ 2~~ ( X N ) 2 X N .
Again, some assumptions regarding the system structure need to be made beforeonecan extract a practical feasibility test. ( ( A ; ( X , n XN) @ L?;u @ C;) n X j nXN-I ) @Ejw c KN. Remark 
17.
Note that in the above corollary, it is not required that h is linear nor is it required that the constraints are compact, convex polyhedra. However, iff,, and h are linear and the constraints are given by compact, convex polyhedra, then Theorem 14 results in a simpler test. 
Examples
This section demonstrates the use of the robust feasibility and robust strong feasibility tests on simple LTI systems. The disturbance set is given by W := { w E R" : JJwIJ-5 y} and the aim is to determineyfi and ynf. which are the largest values of y for which the conditions in Theorems 8 and 14 hold, respectively. These optimised values of y can be thought of as the robust feasibility margin and robust strong feasibility margin of the MPC controller. As is standard in robust control these values ofy can be determined iteratively by using the bisection algorithm. The explicit expressions for the MPC control laws were computed using the algorithm of 121 and the feasible sets were computed as discussed in On investigation of the relevant sets9 it was found that UxExz f p k , p,v(x), 0 ) = fm(X2, U) n XI = X I , XI C Xz and that Xi does not intersect the boundary of X2. As a result, the MPC controller was found to be both robustly feasible and robustly strongly feasible for the same size of non-zero 'There rets are not shown due to space restrictions. . . 
Conclusions
This paper showed how set invariance theory could be used in understanding the robust feasibility of MPC controllers.
These ideas were also applied to a more conservative feasibility condition, namely robust strong feasibility. The latter condition assures robust feasibility for all optimal and suboptimal solutions to the MPC problem.
The test for robust feasibility requires the off-line computation of the explicit solution to the MPC problem, whereas the test for strong robust feasibility requires only the computation of the feasible set of the Mpc controller. As always, there is a trade-off between computational complexity and conservativeness of the test.
Several examples showed that there exist systems for which the MPC controller has robust strong feasibility as well as systems for which the MF'C controller is neither robustly feasible norrobustly strongly feasible. It still remains to be seen exactly how many combinations of plant and MPC controller are robustly feasible or robustly strongly feasible without explicitly having to take the disturbance into account during the computation of the control input.
The discussion in this paper concentrated on analysing the robust feasibility of MPC controllers which were designed without taking the uncertainty into account. Robust stability and performance have not been addressed in this paper. Further research efforr could involve developing methods, based on the ideas presented in this paper, for synthesising robustly stable MF'C controllers with a robust strong feasibility margin which is close or equal to the robust feasibility margin.
