This paper presents an original Quantum Genetic algorithm for Multiple sequence ALIGNment (QGMALIGN) that combines a genetic algorithm and a quantum algorithm. A quantum probabilistic coding is designed for representing the multiple sequence alignment. A quantum rotation gate as a mutation operator is used to guide the quantum state evolution. Six genetic operators are designed on the coding basis to improve the solution during the evolutionary process. The features of implicit parallelism and state superposition in quantum mechanics and the global search capability of the genetic algorithm are exploited to get efficient computation. A set of well known test cases from BAliBASE2.0 is used as reference to evaluate the efficiency of the QGMALIGN optimization. The QGMALIGN results have been compared with the most popular methods (CLUSTALX, SAGA, DIALIGN, SB_PIMA, and QGMALIGN) results. The QGMALIGN results show that QGMALIGN performs well on the presenting biological data. The addition of genetic operators to the quantum algorithm lowers the cost of overall running time.
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INTRODUCTION
Multiple Sequence Alignment (MSA) is one of the most challenging tasks in bioinformatics. Most of the MSA methods are based on the dynamic programming approach. The dynamic programming approach requires time proportional to the product of the lengths of sequences which makes it computationally difficult. In the general case, the theoretical sound and biologically motivated scoring methods are not straightforward connected. Usually, it is hard to efficiently align more than a few sequences. For larger instances, a variety of heuristics strategies have been developed. In general, two basic classes of MSA methods have been proposed: progressive alignment and iterative alignment 1 .
Progressive alignment methods use dynamic programming to build MSA. The best known software system based on progressive alignment method is maybe CLUSTALW 2 . Other well-known MSA systems based on progressive alignment method are MULTALIGN 3 ,
T-COFFEE 4 , MAFFT 5 , MUSCLE 6 , Align-m 7 , and PROBCONS 8 . Mostly, they target proteins or short DNA sequences. The main advantages of progressive alignment methods are speed and simplicity. The main disadvantage of progressive alignment methods is that mistakes in the initial alignments of the most closely related sequences are propagated to the multiple alignments.
Iterative alignment methods depend on algorithm that produces an alignment and refines it through a serious of iterations until no more improvement can be made. Iterative alignment methods can be deterministic or stochastic. The deterministic iterative strategies involve extracting sequences one by one from a multiple alignment and realigning them to the remaining sequences. Stochastic iterative alignment methods include Hidden Markov Model (HMM) training, simulated annealing 9 and evolutionary computation 10 .
The main advantage of stochastic iterative alignment methods is a good separation between the optimization process and evaluation criteria. The main disadvantages of stochastic iterative alignment methods are local optima, slow convergent speed, and lacking a specific termination condition.
In the last twenty years a growing interest in quantum computation and quantum information is due to the possibility to efficiently solve hard problems for conventional computer science paradigms. Quantum algorithms exploit the laws of quantum mechanics. The quantum computation can dramatically improve performance for solving problems like factoring and search in an unstructured database. Genetic algorithms are stochastic search algorithms based on the principles of natural selection and natural genetics. They work on a set of chromosomes, called population that evolves by means of crossover and mutation towards a maximum of the fitness function. Genetic algorithms are efficient and flexible algorithms.
Han-Kim 11 proposed the possibility to integrate the quantum and genetic algorithms. Huo and Stojkovic
12
presented Quantum-inspired Evolutionary Algorithms (QEA) with a quantum representation. By adapting a qubit chromosome representation, a quantum population is generated. Classical population is generated by performing measurements on the quantum population. The best elements are searched in the classical population and used to update the quantum population. Experiments are carried out on the knapsack problem. Now we go one step further. We redesigned QEA to solve the multiple sequence alignment problem. This paper presents a Quantum Genetic algorithm for Multiple sequence ALIGNment (QGMALIGN). It exploits the expression power of quantum mechanics in the coding and shows how to take advantage of quantum phenomena to efficiently speed up classical computation. A new probabilistic coding method for the MSA representation is given. A quantum rotation gate as a mutation operator is used to guide the quantum state evolution of the population. Six genetic operators are designed on the basis of the coding to help to improve the solutions during the evolutionary process. The features of implicit parallelism and state superposition in quantum mechanics and the global search capability of the genetic algorithm are exploited to perform efficient computation. The COFFEE (Consistency based Objective Function For alignmEnt Evaluation) 13 
CODING AND FITNESS EVALUATION

Quantum probabilistic coding
The basic information unit of quantum computation is the qubit. A qubit is a two-level quantum system and can be considered a superposition of two independent basis states | 0〉 and |1〉, denoted by:
where α and β are complex number such that |α
A two-level classical system can be only in one of the basis states | 0〉 or |1〉. α and β are probability amplitudes associated with the | 0〉 state and the |1〉 state, respectively. If we want to transfer information from the quantum system to a classical 0-1 system, we have to perform measurement of the quantum state, whose result is probabilistic: we get the state | 0〉 with probability |α | 2 and the state |1〉 with probability | β |
.
There is no way to know exactly both values. We cannot clone the unknown state |ψ 〉 as stated by the No cloning theorem. The evolution of a quantum system is described by a special linear operator, unitary operator U f , which operates on qubits.
An important consequence of the linearity of quantum operators is that the evolution of a two-level quantum system is the linear combination of the evolution of the basis states | 0〉 and |1〉. 
where
ji is the probability of the letter being observed with value one at that position, p t ji is the length of the chromosome. When p t ji = 1/2, there are 2 m underlying different linear superposition states occurring with the same probability. The probabilistic coding that substitutes the form of (2) simplifies the encoding and saves the running time of the algorithms while maintaining the quantum properties.
Mapping the coding to the solution to MSA
The MSA problem can be formulated mathematically as follows: Given n sequences S = {S 1 , S 2 ,…, S n } defined over the finite alphabet Σ, where n ≥ 2. S ij where 1 ≤ i ≤ n, 1≤ j ≤ l i is a character of the alphabet Σ, where l i is the length of S i . A potential alignment is the set S' = {S' 1 , S' 2 , …, S' n }, satisfying the following conditions: (i) The sequence S' i is the extension of S i and is defined over the alphabet Σ' = Σ ∪ {-}. '-' denotes a gap. The deletion of gaps from S' i gives S i ; (ii) S' i and S' j have the same length; (iii) An objective function is a reference to biological significance that evaluates the quality of alignments.
An alignment for MSA can be obtained by measuring the quantum probabilistic matrix. The system collapses to a superposition of states that have the observed fitness. The measurement operation stems from quantum observation on a quantum computer. The difference is that the quantum observation on a quantum state can be performed many times without destroying all other configurations as it is not done in pure quantum systems. The quantum observation allows us to extract one state from the superposition of quantum probabilistic representation, having value of one with probability p ji and zero with probability 1-p ji . The result of this operation is a binary matrix (BM, see Fig. 1 ). '1'means that there is a letter at the position of the original sequence. '0'means a gap. The number of '1s' in a row has to be the length of the sequence. The result must be repaired to fit the length of the sequence. 
Objective function
Objective function is used to measure the quality of MSA, which provides the basis for selection mechanism of the algorithm. Ideally, what score is better, then the multiple alignment is more biologically relevant. In this paper, we have used the COFFEE function as fitness criterion. Firstly we have a set of pairwise reference alignments (library), which includes n*(n-1)/2 pairwise alignments. The COFFEE function evaluates the consistency between the current multiple alignment and the pairwise alignments contained in the library. It can be formalized as follows: (4) where N is the number of sequences to be aligned. A ij is the pairwise projection (obtained from the multiple alignment) of sequences S i and S j , LEN(A ij ) is the length of this alignment, SCORE(A ij ) is the number of aligned pairs of residues that are shared between A ij and the corresponding pairwise alignment in the library, and W ij is the weight associated with the pairwise alignment.
THE OPTIMIZATION MECHANISM OF QUANTUM GENETIC ALGORITHM
Quantum mutation
The mutation operator in standard genetic algorithms is performed randomly. Individual variation of the evolutionary process with random disturbances can slow the convergent process. Quantum evolutionary processes are unitary transformations: rotations of complex space. Repeated application of a quantum transform may rotate the state closer and closer to the desired state. The basic result for quantum evolutionary process is that an unitary matrix can be represented by a finite set of universal gates. The quantum state evolution is guided by adding the optimal individual information to the variation so as to increase the probability of some quantum states to observe the better alignments and improve the convergence for the algorithm. The quantum rotation gate is the quantum unitary transformation U, defined as follows: 
. (5) The quantum rotation gate is implemented by rotating the complex space. In Fig. 3 , |α | 2 gives the probability that the qubit will be found in the | 0〉 state and | β | 2 gives the probability that the qubit will be found in the |1〉 state. Counterclockwise rotation in the first and third quadrants will increase the probability amplitude | β | 2 , while in the second and fourth quadrants will increase the probability amplitude |α | 2 . According to the quantum probability coding, expression (5) can be simplified as follows:
Eq. (6) 
Genetic operators
The quantum mutation operator can bring good diversity of population. However, for the complexity of MSA, it is more probably for the evolutionary process to trap into the local optimum. Therefore, several genetic operators are designed to avoid local optimum inspired by SAGA 10 , which enhanced the capabilities to find the global optimal solutions.
Local adjustment mutation operators
To improve the convergence -the better evolutionary strategies are needed. Inserting a gap to the left or to the right of the same position in each of the selected sequences often generate a better arrangement. An operator is designed to move blocks of residues or gaps inside an alignment. Two local adjustment operators are designed: the ResidueBlockShuffle operator and the GapBlockShuffle operator.
ResidueBlockShuffle: Move a full block without gaps to the right or to the left one position. A gap is inserted into the left or the right to that position. The block of randomly chosen length is chosen at a random position. Fig. 4 (a) outlines this mechanism.
GapBlockShuffle: Split the block horizontally with the probability 15% and move one of the sub-blocks to the left or to the right. Move a full block of gaps with the probability 85% to the right or left until it merges with the next block of gaps, as 
Global mutation operators
BlockMove: Find a block with gaps randomly in an alignment, with width between two and length of the sequence and exchange position of the block with the position of a non-gap block. A special treatment for the gap-column. Fig. 5 shows how the BlockMove operator works. The length of the migration block is generated at random. The new location is taken from the nearby position including non-gaps with a large probability and randomly generated. Migrates to the neighbor with a large probability. The operator has a good effect on avoiding the local optimum. 
ConsistencyShuffle:
To make full use of the information from pairwise alignment library to perform the corresponding positions of adjustment and alignment, the ConsistencyShuffle operator, inspired by PHGA-COFFE, is designed to adjust the relative position of the residues. The process is as follows: Find a non-gap location of a sequence randomly in the multiple alignment, such as the positions with box in Fig. 6(a) ; Find the relative positions at which the selected sequence is aligned in the pairwise alignments library and record them in an array; Adjust gaps in the alignment so that the letters of the site for the multiple alignment coincide with the corresponding ones in pairwise alignment library, see Fig. 6(b) . The Crossover operators merge two different alignments with a higher quality into a new one. QGMALIGN implemented two different types of crossover: SingleCrossover and UniformCrossover. The former may be very disruptive. To avoid this drawback, the UniformCrossover operator is designed to promote multiple exchanges between two parents in a more subtle manner. Exchanges are promoted between zones of homology. In QGMALIGN, check whether or not the two chromosomes can do UniformCrossover, otherwise do SingleCrossover.
SingleCrossover: The X-shaped crossover is performed at the point where the perfected matched column belongs to, as shown in Fig. 7 . After the crossover, the two new alignments maybe don't satisfy the constraints to the length of the sequence. The new chromosomes and the original chromosomes have different number of gaps. So we have to adjust the new chromosomes. We change p ij with 1-p ij in the shadowed area at random until the requirement for the number of gaps is met.
UniformCrossover: Find the crossover position in the two selected alignments, respectively. Children are produced by swapping blocks between the two parents where each block is randomly chosen between two positions. The shadowed blocks (see Fig. 8 ) are different areas between the two new alignments, coming from the two parents. During the process, the gaps are adjusting at random and the strategies are the same as the ones used in SingleCrossover. The choice of crossover points must satisfy the constraints: (i) The distance between the crossover positions is at least ten; (ii) At least one of the points is not available in another alignment.
The Selection operator
The Selection operator chooses the good alignments with a probability based on their fitness measured by OF(Objective Funcation). The selection operator makes sure that the good alignments survive and an optimal alignment can be found. It acts the same roles as the process of migration in evolutionary algorithms. The selection mechanisms in QGMALIGN are: typically 30% of the new generation is directly from the previous generation with the fittest alignments and the remaining 70% of the chromosomes in the new generation are created by roulette wheel selection.
Building the pairwise alignment library
In the QGMALIGN, the Needleman-Wunsch algorithm is used to build the pairwise alignment library and n*(n-1)/2 pairwise alignments are obtained. The BLOSUM matrices are chosen as the substitute matrix for protein sequences. The BLOSUM series ranges from BLOSUM30 to BLOSUM90, which one to choose depends on the distance between the two sequences, that is, the similarity of the two sequences. The penalty function is defined as follows:
where GOP (Gap Open Penalty) is a penalty for opening a new gap, GEP (Gap Extension Penalty) is a penalty for extending the length of an existing gap, and NG is the length of the gaps after the extension.
ALGORITHM
To perform multiple sequence alignment, the MSA method QGMALIGN is presenetd. QGMALIGN is derived from applying genetic algorithm in quantum computation. It uses a m-qubit representation variation of the form (3). For each representation, a binary matrix is defined, where each entry is selected using the corresponding qubit probability, |α i |
THE EXPERIMENTAL RESULTS AND ANALYSIS
The experimental results
The parameters in QGMALIGN have been set as follows: GOP = 5, GEP = 0.1, the size of population is 10, and Tmax = 30000. The probabilities for various operators are given in table 2. The experimental database comes from benchmark BAliBASE2.0. SPS (Sum-of-Pairs Score), is used to evaluate the final alignment. Comparisons (see tables 3~ 7) of the experimental results have been made with the the most popular methods (CLUSTALX, SAGA, DIALIGN, SB_PIMA, and QGMALIGN). Experimental results show that QGMALIGN performs well. CLUSTAL X is a greedy based progressive alignment method. When there are more sequences to be aligned, the major problem with the methods is that mistakes in the initial alignments of the most closely related sequences are propagated to the multiple alignments. The approach doesn't work well on ref4. The DIALIGN program constructs multiple alignment iteratively using the results from segment-to-segment comparisons. It works well on ref4 and ref5, but not very good for ref1 to ref3. SAGA uses twenty-two different genetic operators and each operator has a probability of being chosen -that is to be dynamically optimized during the run. QGMALIGN performs better on ref2 than the other listed methods. In addition, QGMALIGN can compete with CLUSTAL X and SAGA on ref3 and ref4. Experimental results showed that QGMALIGN obtained a better alignment with advantages on global optimization when there are more sequences to be aligned and the length of sequence is nearly 400.
Comparisons and analysis
To study the effects of the various genetic operators on the alignment, the comparisons of test results of the use of quantum mutation operator and adding genetic operators in it have been made. (See Table 8 ). The experimental results show that the genetic optimization operators are essential to obtain the better alignment. They can improve the alignment with a lower cost, because the program performs iterations from the 279 per 10 seconds before adding the genetic operators to 282 per 10 seconds after adding the genetic operators on the average. The quantum rotation angle mutation operator guides the evolutionary process using a single optimal information. Although the optimal solutions of information constantly changes, if the information varies a little, it is easier for the process to fall in the local optimal solution, especially for the difficult multiple sequence alignment problem. The problem is not the unimodal extreme optimization and also the solutions of the problem are not unique. With genetic operators, the QGMALIGN algorithm guides the population towards the optimal solution, while maintaining the diversity of the population during the process of iterations. The added genetic operators improve the efficiency of the algorithm. The dashed line represents the convergent rate of the algorithm with only quantum mutation operator in it.
Fitness Number of iterations
The real line represents the convergent rate of the algorithm with six genetic operators in it.
The results in Fig. 9 show that the quantum algorithm with six genetic operators performs better on the data 1aho and 9rnt than the pure quantum mutation algorithm.
The algorithm with genetic operators converges faster to the better solution and the quality of the alignment is improved significantly.
CONCLUSION
This paper presents the Quantum Genetic algorithm for Multiple sequence ALIGNment -QGMALIGN.
The QGMALIGN results show that QGMALIGN performs better on ref2 than the most popular methods (CLUSTALX, SAGA, DIALIGN, SB_PIMA, and QGMALIGN). Also, QGMALIGN can compete with CLUSTAL X and SAGA on ref3 and ref4. If there are a lot of sequences to be aligned and the lengths of sequences are near to 400, then QGMALIGN obtaines the better alignment with advantages on global optimization. The added genetic operators produced a lower cost running time. 
