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ABSTRACT
Sensor networks have been receiving significant attention due to their potential applications in environmental monitoring
and surveillance domains. In this paper, we consider the design issue of sensor networks by placing a few powerful aggregate
nodes into a dense sensor network such that the network lifetime is significantly prolonged when performing data gathering.
Specifically, given K aggregate nodes and a dense sensor network consisting of n sensors with K << n, the problem is
to place the K aggregate nodes into the network such that the lifetime of the resulting network is maximized, subject to
the distortion constraints that both the maximum transmission range of an aggregate node and the maximum transmission
delay between an aggregate node and its covered sensor are met. This problem is a joint optimization problem of aggregate
node placement and the communication structure, which is NP-hard. In this paper, we first give a non-linear programming
solution for it. We then devise a novel heuristic algorithm. We finally conduct experiments by simulation to evaluate the
performance of the proposed algorithm in terms of network lifetime. The experimental results show that the proposed
algorithm outperforms a commonly used uniform placement schema — equal distance placement schema significantly.
Copyright © 2010 John Wiley & Sons, Ltd.
KEYWORDS
aggregate node placement; constraint optimization; data gathering; energy efficiency; network lifetime; sensor network
*Correspondence
Weifa Liang, School of Computer Science, The Australian National University, Canberra, ACT 0200, Australia.
E-mail: wliang@cs.anu.edu.au
1. INTRODUCTION
Recent advances in micro-electronic technology have made
it possible to construct compact and inexpensive wire-
less sensors. Networks formed by such sensors, referred
to wireless sensor networks, have been receiving signifi-
cant attention due to their potential applications from civil
to military domains [1]. While these applications revealed
tremendous potential of sensor networks for capturing
important environment phenomenon, they also pose certain
associated limitations. One of the major limitations is that
sensors are powered by energy-limited batteries that impose
a severe constraint on the network performance, energy
conservation in wireless sensor networks is of paramount
importance. To prolong the network lifetime, various energy
optimization metrics have been proposed [2]. One opti-
mization metric is minimizing the total energy consumption
per operation. However, in many practical applications, the
performance measure of actual interest is not to optimize
the overall energy consumption, but rather, to maximize
the lifetime of individual sensors, because a sensor failure
can cause the network partitioned, and any further ser-
vice may be interrupted. To avoid sensor extinctions due
to the exhaustion of their batteries, any energy efficient
routing algorithm should balance the energy consumption
among the sensors evenly so as to prolong the network
lifetime, where the lifetime of a wireless sensor network
is the time of its first node failure [3]. Data gathering in
most sensor networks is a fundamental and frequent oper-
ation, the energy gain through optimizing this operation
can prolong the lifetime of a sensor network substantially.
Energy efficient data gathering thus is one major research
focus, which usually is implemented through in-network
processing paradigm [4,5,27].
In this paper, we consider a strategy of prolonging
network lifetime through the deployment of a very few pow-
erful aggregate nodes into a dense sensor network. This
problem is generally NP-hard, because not only are the
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aggregate nodes needed to be placed at proper positions in
the monitored region but also an energy efficient routing tree
rooted at the base station and spanning aggregate and sen-
sors needs to be constructed in the resulting heterogeneous
sensor network for data gathering.
1.1. Related work
Given a homogeneous sensor network, data gathering
that aims to minimize the total energy consumption has
been extensively studied in the literature [6--11]. Heinzel-
man et al. [6] initialized the study of this problem by
proposing a clustering protocol LEACH. The nodes in
LEACH are grouped into a number of clusters in a self-
organizing manner, and a cluster head serves as a local
“base station” to aggregate the gathered messages from
its members and forward the result to the sink directly.
Lindsey and Raghavendra [8] later provided an improved
solution PEGASIS for the problem, in which all the nodes
in the network form a chain and one of the nodes in the
chain is chosen as the head to be responsible for report-
ing the aggregated result to the base station. Kalpakis
et al. [7] considered this problem by proposing an integer
program and heuristic solutions. It should be mentioned
that, although these approaches considered the energy con-
sumption issue, none of them incorporated the energy
consumption metric explicitly into the problem formula-
tion. Also, an assumption imposed on these algorithms is
that the message length transmitted by a relay node is inde-
pendent of the message lengths of its descendents, i.e., each
node transmits the same volume of data no matter how
much data it received from its children. Such query oper-
ations in databases include AVG, MIN, MAX, COUNT,
etc. On the other hand, several studies have also been con-
ducted for another kind of data gathering that the message
length transmitted by a relay node depends on not only
the length of its sensed message but also the message
lengths of its descendants [12--17]. Goel and Estrin [14]
addressed this latter data gathering problem by minimizing
the total transmission energy consumption, assuming that
the aggregation function at each relay node is modeled as
a given concave, non-decreasing cost function. They pro-
posed a hierarchical matching algorithm for the problem
that delivers an approximate solution within a logarith-
mic factor of the optimum. Cristescu et al. [13] studied
the data correlation problem with an objective to mini-
mize the total transmission energy consumption by taking
data correlation into account. Under the assumption that
each node knows which node to be merged to generate a
merged message with minimum length and each relay node
has data aggregation and compression ability, they showed
that the data correlation problem is NP-complete and pro-
vided an integer program solution, using the Slepian–Wolf
coding approach. Rickenbach and Wattenhofer [16] later
provided an approximation algorithm for data correlation
problem with approximation ratio of 2(1 + √2). Burago-
hain et al. [12] studied the problem with an objective to
maximize the network lifetime. They showed that finding an
optimal routing tree is NP-complete. They instead proposed
a heuristic for the problem. Liang and Liu [15] also studied
the problem independently by showing its NP-completeness
and devising various heuristics to tradeoff between differ-
ent energy optimization metrics to prolong the network
lifetime.
Unlike these mentioned works that focus on the con-
struction of routing trees in a given homogeneous sensor
network, there are several studies on placing sensors into a
region of interest to form a sensor network and building a
routing tree jointly in the literature [18--20]. For example,
Dasgupta et al. [18] considered the sensor placement
problem so as to maximize the network lifetime under
the constraint that certain points of interest are within the
coverage radius of at least one sensor. They proposed a
heuristic SPRING for such a purpose. Ganesan et al. [20]
studied the joint optimization of sensor placement and
transmission structure so as to minimize the total power
consumption of the network, subject to the maximum
and average distortion constraints, using different coding
schemes and correlation models. Cheng et al. [19] con-
sidered the node placement problem with an objective to
either maximize the network lifetime or minimize the total
energy consumption by formulating the problem into a
non-linear programming problem.
Unlike these node placement algorithms for homoge-
neous sensor networks, we here consider a different node
placement problem by assuming that a dense sensor net-
work has already been deployed, in which sensors are
randomly and redundantly deployed, we now strategically
place a few powerful aggregate nodes into the network such
that the lifetime of the resulting network (a heterogeneous
sensor network) is maximized when performing data gath-
ering, provided that the distortion constraints that both the
maximum transmission range of aggregate nodes and the
maximum transmission delay between an aggregate node
and any of its covered sensors are met. Zhang et al. [21]
discussed the minimum number of relay node placement
problem with an objective to ensure 2-connectivity of the
resulting network by proposing several approximation algo-
rithms, they focused on the topological structure of the
network by adding minimum number of relay nodes. Wang
et al. [22] dealt with the replay node placement problem to
enhance network connectivity and reliability by proposing
approximation algorithms. We concentrate on how to place
very few aggregate nodes into the network such that the
network lifetime is maximized when performing data gath-
ering, assuming that each aggregate node is responsible to
data collection or aggregation for a subset of sensors under
the distortion constraints.
1.2. Contributions
In this paper, our major contributions are as follows. We
first introduce an aggregate node placement problem in het-
erogeneous sensor networks, by placing a few powerful
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aggregate nodes into a dense sensor network such that
the lifetime of the resulting network is further maximized
when performing data gathering. Due to the NP hardness
of the problem, we then devise a novel heuristic for it.
We finally conduct extensive experiments by simulation
to evaluate the performance of the proposed algorithm in
terms of network lifetime. The experimental results show
that the proposed heuristic outperforms another commonly
used uniform node placement schema — placing aggregate
nodes with equal distance in between.
1.3. Paper organization
The rest of the paper is organized as follows. In Section 2,
the system model is introduced and notations and notions
are given too. In Section 3, a simple heuristic for aggre-
gate node placement in a fan area is proposed. In Section 4,
a heuristic placement algorithm for aggregate node place-
ment without any distortion constraint is devised, which
then is extended to solve the problem of concern. In Sec-
tion 5, extensive experiments by simulation are conducted to
evaluate the performance of the proposed algorithm against
the uniform node placement schema in terms of network
lifetime. The conclusions are given in Section 6.
2. PRELIMINARIES
2.1. System model
We consider a heterogeneous sensor network consisting of
two types of wireless devices: lots of resource-constrained,
cheap sensor nodes and a few resource-rich, expensive
aggregate nodes. The cheap sensor has limited battery
power, a short fixed transmission range, a low data rate
and a low duty circle. The main tasks performed by a sen-
sor are sensing, data processing, and data transmission and
relay. In contrast, the expensive aggregate node has more
power reserve, an adjustable transmission range, a higher
data transmission rate, and much better data processing and
storage capabilities, and its main tasks are to aggregate
and/or process the sensed data from sensors and to transmit
the aggregated data to the other aggregate nodes. Since the
cost associated with aggregate nodes is not cheap, the num-
ber of aggregate nodes in a sensor network is very limited.
Thus, they need to be placed carefully in order to maximize
the lifetime of the resulting network.
To perform data gathering in a heterogeneous sensor net-
work, in-network processing paradigm can be adopted [4,5].
That is, a routing tree rooted at the base station and spanning
aggregate nodes and sensors will be used for data gath-
ering. The tree actually is a 2-tier cluster routing tree, in
which the aggregate nodes serve as the cluster heads and
the sensors serve as the members of clusters. Each sen-
sor has only one cluster head, the sensor is a member of
the cluster head, and the cluster head covers the sensor.
Within a cluster, each member sensor can forward its sens-
ing data to the cluster head through multiple-hop member
sensor relay. Once the cluster head collects all the sensing
data from both its members and its descendant aggregate
nodes, it then processes and transmits the collected data to
its parent aggregate node. All data will be collected at the
base station eventually through multi-hop aggregate nodes
relay, using the 2-tier cluster tree. During one data gather-
ing session, each sensor will consume the same amount of
transmission energy by transmitting the same length mes-
sage, since they also have identical transmission ranges.
However, the transmission energy consumption of different
aggregate nodes by transmitting a unit-length message is
various, depending on the distance between the aggregate
node and its receiver. For two aggregate nodes u and v with
distance du,v, the transmission energy at aggregate node u is
modeled to be proportional to dκu,v if a unit-length message
is transmitted from u to v, assuming that the SNR at the
receiver v meets the given threshold, where κ is a path-loss
exponent parameter that typically takes on a value between
2 and 4, depending on the characteristics of the commu-
nication medium. Unless otherwise specified, in this paper
we assume that κ = 2 and take into account the transmis-
sion energy consumption only by ignoring the other energy
consumptions, as the radio frequency (RF) transmission is
the dominant energy consumption in wireless communica-
tions [23]. It must be mentioned that the energy cost model
in this paper can be easily extended to include the reception
energy consumption without any difficulty.
2.2. Aggregate node placement problem
Given a sensor network consisting of n cheap sensors that
are redundantly, uniformly, and randomly deployed in a
region of interest, a base station, and a few expensive aggre-
gate nodes K (K << n), the aggregate node placement
problem is to place the K aggregate nodes into the dense
sensor network such that the lifetime of the resulting net-
work is maximized when performing data gathering, subject
to the distortion constraints that both the maximum trans-
mission range Rmax of an aggregate node and the maximum
transmission delay Dmax between an aggregate node and any
of its covered sensor. Notice that K usually is a constant or
no more than the logarithmic of network size n, while n is
quite large in comparison with K.
2.3. Data volume versus the number of
sensors in an area
With the assumption that the sensors in the sensor network
are uniformly and densely deployed, we further assume that
the data generation rate at each sensor is identical, we can
conclude that the total volume of sensed data generated by
the sensors in a subregion is proportional to the area of the
subregion. Thus, unless otherwise specified, in this paper
we abuse the area of a subregion concept, and use the area
to represent the total volume of sensed data generated by the
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sensors and the number of sensors in the area interchange-
ably.
2.4. Network lifetime
In this paper, we assume that the lifetime of a heteroge-
neous sensor network is fully determined by the lifetime
of the induced subnetwork consisting of aggregate nodes
only. Intuitively, the lifetime of a heterogeneous sensor net-
work will be determined solely by the sensors rather than
by the aggregate nodes through the following arguments.
For a given aggregate node vi, it serves as a cluster head
to collect the sensed data generated by its member sensors
in an area S through multi-hop sensor relay. Within the 2-
tier cluster routing tree rooted at the base station, a subtree
rooted at vi consists of its member sensors in S only. Notice
that these member sensors in the subtree near to the root
vi will consume much more energy than the other member
sensors. The lifetime of the subtree will be determined by
the lifetimes of these member sensors rather than vi itself,
because the power reserve in vi is much higher than that in
any of member sensors. However, the rationale behind our
assumption is as follows.
Since lots of cheap sensors are densely (redundantly)
deployed in the monitored region, the data generated by the
sensors near to each other are highly correlated. Thus, the set
of cheap sensors in an area S can be further partitioned into
several disjoint subsets such that the sensors in each subset
cover the area S and the communication subgraph induced
by them is connected. A routing subtree rooted at vi span-
ning the sensors in each subset can then be obtained [24,25].
Despite that the lifetime of each such subtree is limited, the
sum of the lifetimes of all different subtrees rooted at vi
are comparable to the lifetime of aggregate node vi. Notice
that the aggregate node vi consumes its energy on not only
relaying data for all sensors it covered but also relaying
data for its descendant aggregate nodes. Consequently, the
lifetime of the routing tree consisting of aggregate nodes
will determine the lifetime of the heterogeneous sensor net-
work. Specifically, let v1, v2, . . . , vK be the K aggregate
nodes with each vi consuming the amounts of energy ec(vi)
per data gathering session, 1 ≤ i ≤ K. Denote by T (n, K)
the network lifetime of the resulting heterogeneous sensor
network by placing the K aggregate nodes into a sensor
network, then
T (n, K) = Eagg
max1≤i≤K{ec(vi)} (1)
where Eagg is the initial energy capacity of an aggregate
node. Equation (1) implies that the network lifetime is
inversely proportional to the maximum energy consump-
tion among the aggregate nodes. Thus, in the rest of this
paper we will focus on minimizing the maximum energy
consumption among the aggregate nodes.
3. AGGREGATE NODE PLACEMENT
IN A FAN
In this section, we assume that the monitored region is a fan
of angle θ with fan radius L, and the sensors in the fan are
densely deployed, 0 < θ < π. We assign k aggregate nodes
to the fan to collect the sensed data generated by the sensors,
with an objective to maximize the lifetime of the resulting
network. Finding an optimal solution for this problem is
very challenging, because it involves searching through the
space of all possible configurations of aggregate node place-
ment and all possible routing trees for each configuration.
In fact, the problem is NP hard, which will be shown later.
Following the optimal node placement in lines [19,20], we
propose a heuristic by placing the k aggregate nodes in the
middle ray line of the fan. The aggregate nodes are indexed
from k to 1 in decreasing order, started from the base sta-
tion which is at the center of the fan (see Figure 1). Let ri
be the transmission distance between aggregate node vi and
aggregate node vi+1 in this placement schema, 1 ≤ i < k.
In the following we decide the value of each ri to maximize
the lifetime of the resulting network, 1 ≤ i ≤ k.
Since an aggregate node near to the base station transmits
more data than the other aggregate nodes, to prolong the net-
work lifetime by balancing the energy consumption among
the aggregate nodes, it is desirable that all aggregate nodes
consume the same amount of energy roughly per data gath-
ering session, and in the end they will run out of energy and
die at the same time. Obviously, r1 > r2 > . . . > rk−1 > rk,
because the data volume transmitted by aggregate node vi+1
is larger than that by aggregate node vi, 1 ≤ i ≤ k. Let r0 be
the distance between the other endpoint of the middle ray
line and aggregate node v1. Let Fi be the total volume of
data transmitted from aggregate node vi to its parent aggre-
gate node vi+1 in the routing tree, following the assumption
in Section 2.3
Fi = θ
2π
(
π ∗ L2 − π ∗
( k∑
j=i
rj
)2)
= θ
2
(
L2 −
( k∑
j=i
rj
)2)
(2)
We thus have a simple solution to the problem by solving
the following multiple-variable ri non-linear programming,
0 ≤ i ≤ k.
k∑
i=0
ri = L (3)
subject to
r2i+1Fi+1 = r2i Fi, for all i with 0 ≤ i ≤ k (4)
where r2i Fi is the energy consumption of aggregate node vi,
1 ≤ i ≤ k.
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Figure 1. A fan of angle  and radius L.
It is difficult to find a solution for the above non-linear
programming within reasonable time even for a moderate
problem size. A brute force approach to it is to enumerate
all possible values of each real variable ri ranged from 0 to
L and check whether Equations (3), (2), and (4) are met.
Therefore, this simple algorithm essentially is inapplicable
in practice.
3.1. Heuristic algorithm
In the following we focus on devising a heuristic algorithm
for the problem. Following ri < ri+1, we assume that ri+1 =
σi+1ri with 0 < σi+1 < 1. To find a proper value for each ri,
we figure out σi first by the following lemma, 1 ≤ i ≤ k.
Lemma 1. Given a linear deployment of aggregate nodes
in the middle ray line of a fan of angle θ with radius L,
let si be the number of sensors that propagate their sensing
data to aggregate node vi directly through multi-hop sensor
relay and Ri the trapezium of the area si covered by vi. Then,
si+2
si+1 =
Ri+2
Ri+1 < σi+1, 0 ≤ i ≤ k − 1.
Proof. Following the illustration in Figure 1, we have
si+1 = θ
2π
[π(l + ri+1 + ri)2 − π(l + ri+1)2]
= θ
2
[2(l + ri+1)ri + r2i ],
si+2 = θ
2π
[π(l + ri+1)2 − πl2] = θ
2
[2lri+1 + r2i+1],
si+2
si+1
= 2lri+1 + r
2
i+1
2(l + ri+1)ri + r2i
(5)
On the other hand, the areas of trapeziums Ri+1 and Ri+2
are as follows.
Ri+1 =
[
2 ∗ (l + ri+1) sin θ
2
+ 2 ∗ (l + ri+1 + ri) sin θ
2
]
∗1
2
ri cos
θ
2
,
Ri+2 =
[
2 ∗ (l + ri+1) sin θ
2
+ 2 ∗ l sin θ
2
]
∗ 1
2
ri+1 cos
θ
2
,
Ri+2
Ri+1
= 2lri+1 + r
2
i+1
2(l + ri+1)ri + r2i
(6)
Wirel. Commun. Mob. Comput. 2012; 12:219–235 © 2010 John Wiley & Sons, Ltd. 223
DOI: 10.1002/wcm
Aggregate node placement for maximizing network lifetime in sensor networks W. Liang et al.
Thus,
si+2
si+1
= Ri+2
Ri+1
=
hi+2+hi+1
2 (ri+1 cos
θ
2 )
hi+1+hi
2 (ri cos
θ
2 )
<
hi+1+hi+1
2 (ri+1 cos
θ
2 )
hi+1+hi+1
2 (ri cos
θ
2 )
= ri+1
ri
= σi+1 (7)

Having Lemma 1, the following heuristic will deliver
a feasible solution for the problem. Recall that Fi is the
volume of data transmitted from aggregate node vi to its
parent aggregate node vi+1, 1 ≤ i ≤ k. Then
F1 = θ
2π
[πL2 − π(L − r0)2] (8)
σ1 = 1 (9)
For all i, 1 < i ≤ k, we have
Fi = si + Fi−1 ≤ σi−1si−1 + Fi−1 ≤ i−1j=1σjF1 + Fi−1
=
i−1∑
l=1
(lj=1σjF1), (10)
let ρi = si
Fi
= 
i−1
j=1σjF1∑i−1
l=1(
l
j=1σjF1)
= 
i−1
j=1σj∑i−1
l=1(
l
j=1σj)
(11)
since σiσi−1 . . . σ1 < σi−1 . . . σ1. Clearly ρ1 = 1 and
ρ2 = 12 .
To balance the energy consumption among the aggregate
nodes, it is desirable that all aggregate nodes consume the
same amounts of energy per data gathering session, thereby
they will run out of energy simultaneously, i.e., for each i,
1 ≤ i ≤ k, we have
r2i+1Fi+1 = r2i Fi (12)
Given ri+1 = σi+1ri, we have
r2i+1Fi+1 = (σi+1ri)2Fi+1 = (σi+1ri)2(si+1 + Fi)
= (σi+1ri)2
(
1 + si+1
Fi
)
Fi
= (σi+1ri)2
(
1 + σisi
Fi
)
Fi ≤ (σi+1ri)2(1 + σiρi)Fi
(13)
Combing with Equation (12), we have
σ2i+1(1 + σiρi) = 1, σi+1 =
√
1
1 + σiρi (14)
Given σ2 and ρ2, the rest of σi and ρi can be computed by
Equation (14), i ≥ 3. To determine the value of ri, 2 ≤ i ≤
k, we have
ri = σiri−1 = ij=1σjr1 (15)
The problem now is reduced to find a solution for both r1
and r0. Combined with Equation (15), Equation (3) can be
rewritten as follows.
k∑
i=1
ij=1σjr1 = L − r0 (16)
Meanwhile, Equation (12) implies that aggregate nodes
v1 and vk consume the same amounts of energy per data
gathering session, then
r21F1 = r2kFk (17)
Equation (17) can be rewritten below.
2r0L − r20 = (ki=1σi)2[L2 − (ki=1σi)2r21] (18)
The solution to variables r1 and r0 then can be obtained,
by solving Equation (16) and Equation (18). All other ris
(i > 1) can be computed by Equation (15).
4. AGGREGATE NODE PLACEMENT
IN DENSE SENSOR NETWORKS
In this section, we first show that the aggregate node place-
ment problem is NP-complete. We then devise a heuristic
algorithm for a simplified version of the problem without
any distortion constraint. We finally extend the heuristic to
solve the problem by incorporating the specified distortion
constraints into consideration.
4.1. NP-hardness
The aggregate node placement problem is a joint optimiza-
tion of aggregate node placement and the communication
structure (a routing tree rooted at the base station), sub-
ject to the distortion constraints that both the maximum
transmission range of an aggregate node and the maximum
transmission delay between an aggregate node and any of its
covered sensors. The problem is NP-hard by the following
lemma.
Lemma 2. The aggregate node placement problem is NP-
hard.
Proof. We show that a simplified version of the prob-
lem is NP-hard. We assume that the aggregate nodes have
been placed into the region of interest, i.e., the position
of each aggregate node has been fixed already. We further
assume that each aggregate node covers the same number
of sensors and the distance between any two sensors that are
covered by two different aggregate nodes is greater than the
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sensor transmission range. This means that the total vol-
ume of sensed data generated by the sensors covered by
each aggregate node is equal and each aggregate node cov-
ers the same number of sensors. Then, an optimal 2-tier
cluster routing tree rooted at the base station and span-
ning the aggregate nodes for data gathering is needed to be
found, in terms of maximizing the network lifetime. How-
ever, finding such a tree in such a network has been shown
to be is NP-complete in Reference [15]. Since the aggregate
node placement problem is at least as hard as this simplified
version, it is NP-hard too. 
4.2. Overview of the proposed algorithm
Following the same assumption as described in References
[19,20,26], we assume that the monitored region is a circle
of radius L, suppose that the sensors have been redun-
dantly deployed in the circle already. We propose a heuristic
solution to the problem by partitioning the circle into a
number of fans of angle θ and allocating each fan with k
(= Kθ2π ) aggregate nodes. Assume that the k aggregate
nodes assigned to each fan are arranged into the middle
ray line of the fan and ri is the distance between aggre-
gate nodes vi and vi+1, 1 ≤ i ≤ k − 1, the problem then
is reduced to minimize the maximum energy consumption
among the aggregate nodes in the middle ray line, which
can be expressed as follows.
minimize max
1≤i≤k
{
θ
2π
rκi
(
πL2 − π
( k∑
j=i
rj
)2)}
where θ2π r
κ
i
(
πL2 − π(∑k
j=i rj
)2)
is the energy consump-
tion of aggregate node vi, κ is the path loss exponent which
is typically between 2 and 4. Recall that in this paper
we set κ = 2. As a result, the problem is to find ri and
θ such that max1≤i≤k
{
θr2i
L2−
(∑k
j=i rj
)2)
2
}
is minimized,
1 ≤ i ≤ k. The network lifetime T (n, K) of the network
thus is
T (n, K) = Eagg
max1≤i≤k
{
θr2i
L2−
(∑k
j=i rj
)2)
2
} (19)
Recall that Eagg is the initial energy capacity of any aggre-
gate node, which is given in advance.
4.3. Algorithm without any distortion
constraint
We here consider a simplified version of the problem with-
out any distortion constraint. We start with the following
important theorem.
Theorem 1. Given a few powerful aggregate nodes K,
assume that a circle is partitioned into f fans of angle θ (θ ∗
f = 2π) and each fan is assigned with k = ⌊K
f
⌋
aggregate
nodes, which are placed in the middle ray line of the fan. To
maximize the lifetime of the resulting network, the number
of fans in the fan partition is no more than four, i.e., f ≤ 4.
Proof. Let f be the number of fans in the current fan
partition of the circle with f > 4. To show the claim, we
show that there is always another better fan partition to parti-
tion the circle into f ′ fans with f ′ < f such that the network
lifetime is longer than that by the current fan partition.
Let E(θ, k, L, f ) be the maximum energy consumption
among the aggregate nodes by the proposed algorithm in the
previous section through partitioning the circle of radius L
into f fans of angle θ, and k aggregate nodes are deployed
into the middle ray line of each fan. There is another fan
partition that partitions the circle into f ′ fans. Each fan is
assigned 2k aggregate nodes at least, where f ′ = f/2 and
the fan angle is 2θ if f is even; otherwise, f ′ = f−12 and the
fan angle is 4π
f−1 (= 2θ + 2θf−1 ). We claim that this latter fan
partition leads to a longer network lifetime. In other words,
(i) E(θ,k,L,f )
E(2θ,2k,L,f/2) ≥ 4/3 = 1.33 if f > 2 is even; otherwise,
(ii) E(θ,k,L,f )
E( 4π
f−1 ,2k,L,
f−1
2 )
≥ 16/15 ≈ 1.05 when f ≥ 5. We first
show Claim (i) through the following digram (see Figure 2).
Assume that there are two neighboring fans of angle θ,
and each is assigned k aggregate nodes to aggregate the
sensed data from its fan area. A merged fan of angle 2θ
is formed by merging the two fans. We reallocate the 2k
aggregate nodes in the middle ray line of the merged fan as
follows.
The first k aggregate nodes are placed in the line exactly
at the same positions as they were placed in the middle
ray line of the fan of angle θ. For each of the remaining k
aggregate nodes, insert it into the half way of the two corre-
sponding placed neighboring nodes in the line. As a result,
for each aggregate node vi in this new placement schema,
the transmission distance between vi and its parent aggre-
gate node is a half in the original placement. Meanwhile,
the total amount of data transmitted by each vi varies, which
is analyzed as follows.
Let ri and r′i be the transmission distances between
aggregate node vi and its parent vi+1 before and after fan
merging, and Fi and F ′i the amounts of data transmitted by
vi to its parent vi+1 before and after fan merging, respec-
tively. Following the fact that the energy consumption at a
node is super-linear to the transmission distance between
the sender and its receiver, there are two cases to be dealt
with.
Case 1: the distance from vi to the base station in the
new placement is identical to the original one, but its trans-
mission distance to its parent is half of its original one, the
amount of data transmitted by vi is twice as much as its
original one. The energy consumption at vi thus is
E(2θ, 2k, L, f ′, vi) = r′2i F ′i ≤
(
ri
2
)2
(2Fi)
= 1
2
r2i Fi =
1
2
E(θ, k, L, f, vi) (20)
Wirel. Commun. Mob. Comput. 2012; 12:219–235 © 2010 John Wiley & Sons, Ltd. 225
DOI: 10.1002/wcm
Aggregate node placement for maximizing network lifetime in sensor networks W. Liang et al.
Figure 2. Fan merging with each being angle  and k aggregate nodes.
Case 2: the distance from vi to the base station in the
new placement is equal to its original distance minus ri/2
(vi is placed in the half way of two neighboring nodes),
i.e., r′i = ri/2. Let UB(si) and LB(si) be the larger and the
smaller curve areas of si by partitioning the area using its
middle curve line ÂB (see Figure 2). Clearly, UB(si) >
si
2
while LB(si) <
si
2 , 2 ≤ i ≤ k. To compute F ′i, s′i needs to be
computed, where s′i is the number of sensors in an area that
are covered by vi in the new placement. It is obvious that s′i is
no greater than 2UB(si+1), while UB(si+1) ≤ LB(si) ≤ si2 ,
illustrated by Figure 2, we have
F ′i = s′i + 2Fi ≤ 2UB(si+1) + 2Fi
≤ si + 2Fi ≤ 3Fi, si ≤ Fi (21)
E(2θ, 2k, L, f ′, vi) = r′2i ∗ F ′i ≤
r2i
4
∗ 3Fi
= 3
4
E(θ, k, L, f, vi) (22)
When f is even, we have
E(θ, k, L, f )
E(2θ, 2k, L, f/2)
= max1≤i≤k{E(θ, k, L, f, vi)}
max1≤j≤2k{E(2θ, 2k, L, f/2, vj)}
≥ min{2, 4/3} = 1.33
Claim (ii) can be shown with similar arguments as for
Claim (i) by the following observation.
Observation 1 Assume that the circle has been partitioned
into f fans of angle θ, let S(θ) be the area of a fan. The fan
area S( 4π
f−1 ) in the new fan partition of the circle into f
′ fans
of angle 4π
f−1 (= 2θ + 2θf−1 ) is (2 + 2f−1 )S(θ) when f ≥ 2.
We place the 2k aggregate nodes into each of the f ′ fans
by two cases.
Case 1: the distance from vi to the base station in the new
placement is identical to the original one, but the transmis-
sion distance between vi and its parent is a half of its original
one, the amount of data transmitted by vi is 2 + 2f−1 times
as much as its original one by Observation 1. The energy
consumption at vi in the new node placement thus is
E
(
4π
f − 1 , 2k, L,
f − 1
2
, vi
)
= r′2i F ′i ≤
(
ri
2
)2
×
(
2 + 2
f − 1
)
Fi = 1
2
(
1 + 1
f − 1
)
r2i Fi
= 1
2
(
1 + 1
f − 1
)
E(θ, k, L, f, vi)
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= f
2(f − 1)E(θ, k, L, f, vi)
< E(θ, k, L, f, vi), if f ≥ 3 (23)
Case 2: the distance from vi to the base station in the new
placement is equal to its original distance minus ri/2 (vi is
placed in the half way of two neighboring nodes), i.e., r′i =
ri/2. To compute F ′i, s′i needs to be computed. However, s
′
i
is no greater than (2 + 2
f−1 )si+1, following Observation 1,
we thus have
F ′i = s′i +
(
2 + 2
f − 1
)
Fi
≤
(
2 + 2
f − 1
)
UB(si+1) +
(
2 + 2
f − 1
)
Fi
≤
(
1 + 1
f − 1
)
2LB(si) +
(
2 + 2
f − 1
)
Fi
≤
(
1 + 1
f − 1
)
si + 2
(
1 + 1
f − 1
)
Fi
=
(
1 + 1
f − 1
)
(si + 2Fi)
≤ 3f
f − 1Fi, si ≤ Fi (24)
Then,
E
(
4π
f − 1 , 2k, L,
f − 1
2
, vi
)
= r′2i ∗ F ′i
≤ r
2
i
4
(
3f
f − 1
)
Fi
= 3f
4(f − 1) r
2
i Fi
= 3f
4(f − 1)E(θ, k, L, f, vi)
< E(θ, k, L, f, vi), if f
≥ 5 (25)
We thus have
E(θ, k, L, f )
E
(
4π
f−1 , 2k, L,
f−1
2
)
= max1≤i≤k{E(θ, k, L, f, vi)}
max1≤j≤2k
{
E
(
4π
f−1 , 2k, L,
f−1
2 , vj
)} > 1,
if f ≥ 5 (26)

Theorem 1 implies that given the value of K, the larger
the value of fan angle θ, the longer the network lifetime
will be. To maximize the network lifetime, the maximum
number of fans obtained by the circle partition is no more
than four. We thus have the following heuristic algorithm.
Algorithm Lifetime without const(G, L, K)
begin
1. max energy consu ← ∞; net lifetime ← 0;
/* the maximum energy consumption among
the aggregate nodes */
/* to achieve the network lifetime net lifetime */
2. f ← 5; θ ← 2π
f
; k ← K
f
; /* k is the number
of nodes assigned to each fan area */
3. control ←′ true′;
4. ρ2 ← 1/2; σ2 ← 1√2 ;
5. while control do
6. for i ← 3 to k do
7. σi ←
√
1
1+σi−1ρi−1 ; ρi ←
i−1
j=1σj∑i−1
l=1(
l
j=1σj )
;
8. endfor;
9. compute r0 and r1, using Equation (16) and
Equation (18)
10. for i ← 2 to k do
11. ri ← ij=1σjr1;
12. endfor;
13. E(θ, k, L, f ) ← max1≤i≤k{θr2i
L2−(
∑k
j=i rj )
2)
2 }
14. if max energy consu > E(θ, k, L, f ) then
15. max energy consu ← E(θ, k, L, f );
16. θ0 ← θ; k0 ← k; f0 ← f ;
17. f ← f/2; θ ← 2π
f
; k ← K
f
;
18. else control ←′ false′;
19. endif;
20. endwhile;
21. max energy consu ← E(θ0, k0, L, f0);
net lifetime ← Eagg
max energy consu
;
end.
If taking into account the distortion constraints, the above
approach suffices a serious shortcoming. Consider a sce-
nario where the circle is partitioned into two fans of fan
angle π, within each fan, the k = K/2 aggregate nodes
are arranged into the middle ray line of the fan, and the
lifetime of the resulting network will be maximized, follow-
ing Theorem 1. However, under such a placement schema,
the maximum transmission delay between a sensor and
the aggregate node that covers the sensor is as large as√
L2 + (L − r0)2 ≈
√
2L, which is unacceptable for many
real applications, because the sensor requires to take 
√
2L
tx

hops sensor relays to reach its cluster head, where tx is
the fixed transmission radius of a sensor. As each sensor is
severely energy constrained and the message length trans-
mitted by a sensor is at least proportional to the number of
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hops, to perform message transmission to a cluster head,
a member sensor near the cluster head will run out of its
battery very quickly.
4.4. Algorithm with distortion constraints
We consider the aggregate node placement problem under
distortion constraints that the maximum transmission delay
between an aggregate node and its covered sensor is
bounded by a given value Dmax and the maximum trans-
mission range of each aggregate node is bounded by a value
Rmax. To meet the distortion constraints, the minimum num-
ber kmin of aggregate nodes in the middle ray line of a fan
is at least L−Dmax
Rmax
, since the following inequality must be
met.
kminRmax + Dmax ≥ L (27)
Otherwise, the communication graph induced by the
aggregate nodes is disconnected. Consequently, such an
aggregate node placement schema is useless because it can-
not bring any benefit to the network in terms of prolonging
the network lifetime.
Following Theorem 1, if the aggregate nodes deployed
into the circle are organized as a star structure centered
at the circle center (i.e., they are deployed in the mid-
dle ray lines of fans of angle θ), then, the larger the θ
value, the longer the network lifetime will be. On the other
hand, with the growth of the value of θ, the transmis-
sion delay becomes bigger and bigger, and ultimately it
will beyond the maximum transmission delay bound Dmax.
The value of θ thus cannot be arbitrarily large, the rest
is to choose a proper value for θ to meet the distortion
constraints.
Following aggregate node placement into the middle ray
line of a fan with fan angle θ, the sensing area s1, covered
by aggregate node v1, is the largest one among the subareas
covered by the k aggregate nodes in the fan area. We have
the following observation.
Observation 2 If the transmission delay (distance)
between the farthest corner sensor in s1 and aggregate node
v1 is no greater than Dmax, then, there is no any other sensor
in s1 whose distance to v1 is larger than Dmax. Further-
more, for any other area si, the maximum transmission delay
between a sensor in si and the aggregate node vi covering
the sensor is no more than Dmax too, 2 ≤ i ≤ k.
Having Observation 2, we can determine the value of θ
and the value of each ri to meet the maximum transmis-
sion delay constraint, by solving the following equations
and inequalities: Equation (18), Inequality (30), Inequal-
ity (31), and Equation (33), 0 ≤ i ≤ k. Figure 3 illustrates
the distortion constraints.
r0r1ri−1i
r
r
i+1,
L
l
s
1
i+1
s
s
i+2
s
i
rk
θ
θ/2
h
1 2
1
h
2
D
max
90−θ/4
Figure 3. A circle is partitioned into a number of fans of angle  with the maximum transmission delay Dmax.
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h1 = L sin θ
2
(28)
h2 = h1/ tan
(
90o − θ
4
)
(29)
and
(r0 − h2)2 + h21 ≤ D2max (30)
We thus have
r0 ≤
L sin θ2
tan(90o − θ4 )
+
√
D2max − L2
(
sin
θ
2
)2
(31)
r0 ≤ Dmax, k =
⌊
Kθ
2π
⌋
(32)
Given ρ2 = 1/2 and σ2 = 1√2 , the rest of σi and ρi can be
computed by Equation (14) for all i ≥ 3.
L − r0 =
k∑
i=1
ri =
k∑
i=1
ij=1σjr1 (33)
Given r0 and r1, we then compute the value of ri = ij=1σjr1
for all i, 2 ≤ i ≤ k.
We then incorporate the maximum transmission range
Rmax of an aggregate node into the design of the proposed
algorithm. It is obvious that the maximum transmission
range between any two neighboring aggregate nodes in
a middle ray line of a fan is the one between aggregate
nodes v1 and v2, i.e., r1, since ri+1 < ri for all i, 1 ≤ i ≤ k.
Therefore,
r1 ≤ Rmax (34)
In summary, we have the following theorem.
Theorem 2. Given a dense sensor network consisting of
n sensors for monitoring a circle of radius L with the base
station at the circle center, assume that the circle is parti-
tioned into a number of fans of angle θ, 1 ≤ θ ≤ π/2. Let
Rmax be the maximum transmission range of each aggregate
node and Dmax the maximum transmission delay between a
sensor and the aggregate node that covers the sensor. Let K
(K << n) be the number of aggregate nodes to be placed
into the circle. To maximize the lifetime of the resulting
network by placing the K aggregate nodes into the sensor
network, there is an approach of placing the K aggregate
nodes into the middle ray lines of fans to form a star struc-
ture such that both constraints are met, the values of θ
and ri can be found by solving the following equations and
inequalities as well as Equation (18).
r0 ≤
L sin θ2
tan(90o − θ4 )
+
√
D2max − L2
(
sin
θ
2
)2
, (35)
r0 ≤ Dmax, r1 ≤ Rmax, k =
⌊
Kθ
2π
⌋
, (36)
L − r0 =
k∑
i=1
ij=1σjr1 (37)
and
ri = ij=1σjr1, 2 ≤ i ≤ k (38)
In the following a greedy algorithm is proposed, based on
Theorem 2. Let f be the number of fans. We partition the
circle into a number of fans of identical angle, and each
fan is assigned kmin aggregate nodes initially. It is obvious
that f =  K
kmin
, where kmin is defined by Inequality (27).
We further assume that K ≥ 2kmin. The algorithm proceeds
in iterations. Let f be the number of fans of angle θ at the
current iteration. If there is a feasible solution to meet all
constraints, we then check whether f is even. If it is, fol-
lowing Theorem 2 we merge every two neighboring fans
into a merged fan. As a result, there are f/2 fans of angle
2θ, and each fan is assigned  2K
f
 aggregate nodes at the
next iteration. Otherwise, there are f−12 fans of angle
4π
f−1
(= 2θ + 2θ
f−1 ), and each fan is assigned  2Kf−1  aggregate
nodes at the next iteration. If there is no solution to meet
the constraints at the current iteration, then, the setting value
of fan angle θ at the current iteration is too large, and the
fan angle θ′ in the potential solution is such a maximum
value between θ/2 and θ that meets the constraints. Instead
of working on the value of θ′ directly, we use the number
of aggregate nodes assigned to a fan to derive the value of
θ′. The detailed algorithm is described in Page 12.
5. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the pro-
posed algorithm against another commonly used uniform
placement schema that places sensors with equal distance
in between. It is noticed that the uniform placement schema
has been used as the benchmark of performance evaluation
in literatures [19,20]. In all our experiments, we assume
that the radius of the monitored circle L = 250 m and
n = πL2 = 196 250 cheap sensors have been uniformly
deployed in the circle. The value at each figure is the average
of 15 results of applying each algorithm to different topo-
logical networks with the same network size. Recall that
the network lifetime is proportional to the initial energy
capacity of aggregate node and inversely proportional to
the maximum energy consumption among aggregate nodes
per data gathering session. Thus, we focus on minimizing
the maximum energy consumption of aggregate nodes per
data gathering session to maximize the network lifetime.
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Algorithm Max Net Lifetime(G, L, K, Dmax, Rmax)
begin
1. max energy consu ← ∞; net lifetime ← 0;
2. f ←  K
kmin
; /* the circle is partitioned into f fans */
/* and each fan is assigned kmin aggregate nodes initially */
3. θ ← 2π
f
; /* the value of fan angle θ, following Equation (27) */
4. k ← K
f
; /* k is the number of aggregate nodes assigned to each fan */
5. control ←′ true′; ρ2 ← 1/2; σ2 ← 1√2 ;
6. while control do
7. for i ← 3 to k do
8. σi ←
√
1
1+σi−1ρi−1 ; ρi ←
i−1
j=1σj∑i−1
l=1(
l
j=1σj )
;
9. endfor;
10. compute r0 and r1, using Equation (18) and Inequalities from (35) to (38).
11. if there is a solution satisfying the constraints then
12. for i ← 2 to k do
13. ri ← ij=1σjr1;
14. endfor;
15. E(θ, k, L, f ) ← max1≤i≤k{θr2i
L2−(
∑k
j=i rj )
2)
2 };
16. if max energy consu > E(θ, k, L, f ) then
17. max energy consu ← E(θ, k, L, f );
18. f0 ← f ; θ0 ← θ; k0 ← k;
19. f ←  f2 ; θ ← 2πf ; k ← Kf ;
20. else control ←′ false′;
21. endif;
22. else
23. kL ← k0; kH ← k;
24. while (kL = kH ) do
25. k ← kL+kH2 ; f ← Kk ; θ ← 2πf ;
26. for i ← 3 to k do
27. σi ←
√
1
1+σi−1ρi−1 ; ρi ←
i−1
j=1σj∑i−1
l=1(
l
j=1σj )
;
28. endfor;
29. compute r0 and r1, using Equation (18) and Inequalities. from (35) to (38).
30. if there is a solution to meet the constraints then
31. for i ← 2 to k do
32. ri ← ij=1σjr1;
33. endfor;
34. f0 ← f ; θ0 ← θ; k0 ← k;
35. kL ← k; /* looking for the next possible larger k */
36. else kH ← k;/* looking for the next possible smaller k */
37. endif;
38. endwhile;
39. control ←′ false′;
40. endif;
41. endwhile;
42. max energy consu ← E(θ0, k0, L, f0);
43. net lifetime ← Eagg
max energy consu
;
end.
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Figure 4. The energy consumption at individual aggregate nodes between the proposed algorithm and the uniform placement schema
when K = 120 aggregate nodes are placed into two fans, and each fan has 60 aggregate nodes. The energy consumption at each
aggregate node indexed from 1 to 60.
Figure 5. The maximum energy consumption among the aggregate nodes with different Ks.
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5.1. Maximum energy consumption among
aggregate nodes
We first examine the energy consumption at each individual
aggregate node between the proposed algorithm and the
uniform placement schema. Figure 4 depicts the energy
consumption of each aggregate node where K = 120
aggregate nodes are placed into the circle of consisting of
196 250 sensors, and the circle is partitioned into two fans of
angle π and each fan is deployed k = K/2 = 120/2 = 60
aggregate nodes. From this figure we can see that aggregate
node vk in the uniform placement schema has the maximum
energy consumption, because it not only transmits the
sensed data by the sensors in area sk but also relays the
sensed data for the other aggregate nodes in the fan. The
experimental results indicate that aggregate node v3 in the
proposed algorithm has the maximum energy consumption.
From this figure it can be seen that the energy consumption
of all aggregate nodes in the proposed algorithm are more
evenly distributed than that of the uniform placement. The
difference of consumed energy among different aggregate
nodes in the uniform placement is much bigger than that of
the proposed algorithm. In terms of the maximum energy
consumption among the aggregate nodes, the solution by
the proposed algorithm consumes about 5–18% less energy
than that by the uniform placement schema. In other words,
the network lifetime delivered by the proposed algorithm
is around 105–122% of the network lifetime delivered
by the uniform placement schema. Experiment results
also imply that both algorithms favor placing as many
aggregate nodes as possible in a fan to reduce the maximum
energy consumption among the aggregate nodes, i.e., both
algorithms aim to partition the circle into as few fans as
possible, provided that the number of aggregate nodes is
given. This is due to the fact that for a given aggregate
node, the transmission distance between the aggregate node
and its parent aggregate node outweighs the data volume
transmitted by the aggregate node significantly, in terms
of the transmission energy consumption of the aggregate
node.
We then analyze the impact of different values of K
on the network lifetime between the proposed algorithm
and the uniform placement schema without any distortion
constraint for the given sensor network. Figure 5 plots
the maximum energy consumption among the aggregate
nodes for various values of K. It clearly shows that the
proposed algorithm outperforms the uniform placement
schema when K is ranged from 4 to 25. The difference
of the maximum energy consumption between them
begins to diminish, with the growth of the number of
aggregate nodes K, and the energy savings by the proposed
algorithm is no longer significant in comparison with that
by the uniform placement schema when K ≥ 33. This is
consistent with our initial assumption that K << n. For
this case, n = πL2 = 196 250 and K ≤ log2 n ≈ 33.
Figure 6. The minimum number of aggregate nodes
Kmin(Dmax, Rmax) is needed by the proposed algorithm to
meet different distortion constraints of Dmax and Rmax: (a) Min-
imum number of aggregate nodes when Rmax = 60 m, 120 m
is fixed, (b) Minimum number of aggregate nodes when
Dmax = 60 m, 100 m is fixed, and (c) Minimum number of aggre-
gate nodes Kmin needed with different distortion constraints of
Dmax and Rmax.
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5.2. Minimum number of aggregate nodes
to meet the distortion constraints
What followed is to investigate the minimum number of
aggregate nodes needed by the proposed algorithm to meet
the distortion constraints of Dmax and Rmax. Figure 6(a)
illustrates that the minimum number of aggregate nodes
is significantly reduced, when the value of Rmax is dou-
bled from 60 m to 120 m, whereas the value of Dmax is still
between 70 m and 250 m. Figure 6(b) implies that there
is a big gap in terms of the number of aggregate nodes
needed when Dmax is fixed at either 60 m or 100 m, while
Rmax is ranged from 30 m to 60 m. The experimental results
indicate that the proposed placement schema requires more
aggregate nodes when Rmax is small, while Figure 6 (c)
plots the minimum number of aggregate nodes needed for
different combinations of Dmax and Rmax. From Figure 6,
we can see that the minimum number of aggregate nodes
Kmin(Dmax, Rmax) is required to meet distortion constraints
of both Rmax and Dmax, where Kmin(Dmax, Rmax) is the min-
imum number of aggregate nodes needed by the proposed
algorithm. Otherwise, the subnetwork induced by the aggre-
gate nodes will be disconnected.
5.3. Performance evaluation with the
distortion constraints
We finally evaluate the proposed algorithm against the uni-
form placement schema in terms of the maximum energy
consumption among the aggregate nodes (or the network
lifetime) under different distortion constraints.
Figure 7 plots the maximum energy consumption among
the aggregate nodes for both algorithms with various values
of Rmax and Dmax. Clearly, the maximum energy consump-
tion among the aggregate nodes by the proposed placement
Figure 7. The maximum energy consumption among the aggregate nodes for different combinations of Rmax = 60 m and 90 m,
Dmax = 80 m and 120 m: (a) Rmax = 60 m and Dmax = 80 m, (b) Rmax = 60 m and Dmax = 120 m, (c) Rmax = 90 m and Dmax = 80 m, and
(d) Rmax = 90 m and Dmax = 120 m.
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schema is always less than that by the uniform placement
schema, if the number of aggregate nodes is no less than
Kmin(Dmax, Rmax). On other words, the network lifetime
delivered by the proposed algorithm is always longer than
that of the uniform placement.
6. CONCLUSIONS
In this paper, we studied the aggregate node placement prob-
lem by placing a few powerful aggregate nodes into a dense
sensor network such that the lifetime of the resulting net-
work is maximized when performing data gathering. Due to
the NP hardness of the problem, we devised a novel heuristic
algorithm for it. We also conducted experiments by simula-
tion to evaluate the performance of the proposed algorithm
against a commonly used uniform placement schema. The
experimental results show that the proposed heuristic signif-
icantly outperforms the uniform placement schema in terms
of the prolongation of network lifetime when K << n.
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