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FINITE VOLUME POD-GALERKIN STABILISED REDUCED ORDER METHODS FOR THE
PARAMETRISED INCOMPRESSIBLE NAVIER-STOKES EQUATIONS
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Abstract. In this work a stabilised and reduced Galerkin projection of the incompressible unsteady Navier-Stokes equa-
tions for moderate Reynolds number is presented. The full-order model, on which the Galerkin projection is applied, is
based on a finite volumes approximation. The reduced basis spaces are constructed with a POD approach. Two different
pressure stabilisation strategies are proposed and compared: the former one is based on the supremizer enrichment of the
velocity space, and the latter one is based on a pressure Poisson equation approach.
1. Introduction
During the last decades several progresses have been
done in the field of computational fluid dynamics and more
in general into the resolution of problems governed by par-
tial differential equations. Nowadays one can find a wide
variety of methods and computational libraries for the reso-
lution of computational fluid dynamic problems. However,
there are still many cases where the resolution of the gov-
erning equations, using standard discretisation techniques
(Finite Element Method, Finite Volume Method and Fi-
nite Difference Method), become unfeasible. Such situa-
tions occur, for example, when a large number of different
system configurations are in need of being tested (uncer-
tainty quantification, optimization, ...) or a limited com-
putational cost is required (real-time control). A possible
way to overcome this limitation is the use of reduced order
modelling (ROM) techniques [31, 47, 13, 7].
This technique is based on the assumption that the evo-
lution in time of the dynamics of the system and its re-
sponse into the parameter space (physical or geometrical)
is governed by a reduced number of dominant modes.
In this work, a reduced basis POD-Galerkin method is
considered and the interest is posed on parametrized time-
dependent partial differential equations that govern fluid
dynamics problems.
In particular, the attention is devoted on RB-ROM gen-
erated starting from high dimensional finite volume approx-
imations. This approximation method, that is particularly
widespread for the resolution of fluid dynamic problems in
many engineering fields (aeronautics engineering, naval en-
gineering, automotive engineering, civil engineering...), is
not particularly exploited in the field of Reduced Order
Models.
The FEM methodology is in fact more widespread for
the generation of the RB spaces. RB methods starting
from FEM full order approximations have been used to treat
several problems based on linear elliptic equations [52], lin-
ear parabolic equations [25] and even non-linear problems
[60, 24]. Few research works can be found dealing with
finite volume schemes [29, 40, 18, 57, 30].
First attempts to apply the reduced basis method in the
context of viscous flows and Navier-Stokes equation can be
found in [34, 46]. In these pioneering works the projection
is performed on divergence-free spaces without considering
the pressure term at reduced order level.
It is well known that ROMs techniques for the Stokes
and Navier-Stokes equations, obtained with Galerkin pro-
jection methods, are prone to several instability problems.
In particular two different kind of instabilities have been ob-
served and treated in literature: instabilities of the result-
ing system of ODEs for what concerns transient problems
[32, 2, 8, 56, 21], inf-sup pressure instabilities due to spu-
rious pressure modes when the equivalent inf-sup condition
for the reduced system is not fulfilled [11, 4, 22, 53, 51].
The methods proposed in this work aim to deal with
the second type of instabilities. The first aim of this
work is to investigate and compare different two strategies
for pressure stabilisation in the context of POD-Galerkin
ROMs obtained from full-order finite volume approxima-
tions. The first proposed method is based on the suprem-
izer enrichment of the velocity space to fulfil a reduced and
parametrized version of the inf-sup condition, while the sec-
ond proposed method is based onto the exploitation of a
pressure Poisson equation during the online stage. An ob-
jective of this work is also to test the efficiency of the two
methods for long-time integration. In the numerical exam-
ples, in fact, the attention is also paid to the performances
of both stabilisation methods to approximate systems with
periodic response, under long-time integration conditions.
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2To the best of the authors’ knowledge, the supremizer
stabilisation technique [53] is here introduced for the first
time in the context of a finite volume approximation. The
work is organized as it follows: in § 2 we introduce the
formulation and the methods used for the full-order ap-
proximation of the equations, in § 3 the two reduced order
methodologies, object of this manuscript, are introduced
and discussed in details. In § 4 the two proposed ROMs
techniques are tested on two different numerical bench-
marks, dealing with the lid driven cavity problem, and the
problem of the flow around a circular cylinder for moder-
ate Reynolds numbers. Finally in § 5 conclusions and per-
spectives are drawn, highlighting the directives for future
improvements and developments.
2. Mathematical formulation and full-order
approximation of the Navier-Stokes Equation
The mathematical problem on which this work is fo-
cused is given by the unsteady incompressible parametrized
Navier-Stokes equations. Considering an Eulerian frame on
a space-time domain Q = Ω×[0, T ] ⊂ Rd×R+ with d = 2, 3
the problem consists in finding the vectorial velocity field
u : Q → Rd and the scalar pressure field p : Q → R such
that:
(1)
ut +∇ · (u⊗ u)−∇ · 2ν∇su = −∇p in Q,
∇ · u = 0 in Q,
u(t, x) = f(x) on ΓIn × [0, T ],
u(t, x) = 0 on Γ0 × [0, T ],
(ν(µ)∇u− pI)n = 0 on ΓOut × [0, T ],
u(0,x) = k(x) in T0,
where Γ = ΓIn ∪ Γ0 ∪ ΓOut is the boundary of Ω and, is
composed by three different parts ΓIn, ΓOut and Γ0 that
indicates, respectively, inlet boundary, outlet boundary and
physical walls. The function f(x) represents the boundary
conditions for the non-homogeneous boundary and k(x) de-
notes the initial condition for the velocity at t = 0. It is
also supposed that the boundary condition f is not depend-
ing on time. The parameter dependency is given by the
kinematic viscosity ν(µ) whose values are function of a pa-
rameter µ ∈ P with P denoting the parameter space. It is
moreover assumed that the kinematic viscosity is constant
in the spacial domain. For sake of brevity, the parameter
dependency of ν will be omitted in the formulations. Here,
the equations are presented in its general form for an inlet-
outlet problem, in § 4, where the numerical experiments are
presented, it will be better specified the particular bound-
ary conditions.
2.1. The finite Volume Approximation. The system
of equations in (1) together with its boundary and initial
conditions is approximated at full-order level using a finite
volume method. Here the finite volume approximation is
briefly recalled, for more details the reader may see [20, 6].
Even though the finite volume approximation is normally
derived starting directly from the integrated form of the
governing equations here, in order to be consistent with the
reduced basis methodology introduced in the next sections,
the finite volume discretisation is presented as the restric-
tion of the solution space associated with the weak formu-
lation of the governing equations. The problem associated
with the weak formulation of the Navier-Stokes equations
consists in finding (u, p) ∈ V ×Q such that:
R(u, p;v, q) =
∫
Ω
∂u
∂t
· vdΩ +
∫
Ω
∇ · (u⊗ u) · vdΩ
−
∫
Ω
∇ · 2ν∇su · vdΩ +
∫
Ω
∇p · vdΩ
+
∫
Ω
∇ · uqdΩ = 0 ∀(v, q) ∈ V ×Q,
(2)
where V = H1(Ω) and Q = L2(Ω) are function spaces for
velocity and pressure, respectively, and R is the residual as-
sociated with the weak formulation. The domain Ω is then
divided into a tessellation T = {Ωe}Nhe=1 composed by a set
of convex and non overlapping polygonals (finite volumes)
such that Ω =
⋃NFV
e=1 Ωe and Ωi
⋂
Ωj = ∅ for i 6= j. The
solution is then restricted to the finite dimensional space
Vh × Qh given by the space of the finite volume functions
that are piecewise constant functions over each element Ωe.
Note that while in the finite element method the solution
space Vh × Qh is given by suitable continuous piecewise
polynomial functions, for the finite volume case the trial
functions belong to the discontinuous space given by the fi-
nite volume functions. The solution is, in fact, sought into
the finite dimensional space:
(3) Vh ×Qh = span{Ik(x)},∀k ∈ T (Ω),
where Ik(x) is the basis function of each finite volume:
Ik(x) : Ω→ R,
Ik(x) =
{
1 if x ∈ Ωk
0 if x ∈ Ω \ Ωk .
(4)
The problem consists then in finding (uh, ph) ∈ Vh × Qh
such that:
(5) R(uh, ph;vh, qh) = 0 ∀(vh, ph) ∈ Vh ×Qh.
Within a finite volume discretisation, all the divergence
terms are rewritten in term of fluxes over the boundaries of
each finite volume, making use of the Gauss’s theorem:
(6)
NFV∑
e=1
ve
(∫
Ωe
utdΩ +
∫
∂Ωe
n · (u⊗ u)dΓ
−
∫
∂Ωe
n · 2ν∇sudΓ +
∫
∂Ωe
npdΓ
)
+
NFV∑
e=1
qe
(∫
∂Ωe
n · udΓ
)
.
Equation (6) represents the semi-discretised version of the
momentum and mass conservation. For sake of complete-
ness the methodologies used to approximate the differential
3operators within a finite volume approximation are briefly
recalled. It is in fact important to recall the procedures
used to approximate each term inside equation (6). The
same approaches are in fact used also during the generation
of the reduced order model when the governing equations
are projected onto the reduced basis spaces. In the follow-
ing expressions, the value of the variables at the centre of
the cells are indicated with the subscript e while values at
the centre of the faces are indicated with f . The term Sf
indicates the surface area vector. The acceleration term is
discretised, for the moment without specifying the method
used to compute the time derivative, as:
(7)
∫
Ωe
utdΩ = uteVe,
where Ve denotes the volume of each cell. All the coeffi-
cients that multiply the acceleration terms can be recast in
matrix form giving raise to the matrix M of equation (12).
The non-linear convective term is discretised as:
(8)
∫
∂Ωe
n · (u⊗ u)dΓ =
∑
f
Sf · uf ⊗ uf ,
where uf indicates the velocity at the centre of the faces.
In this work the non-linear term is linearised with the sub-
stitution, of one of the uf terms inside equation (8), with
a previously calculated velocity that satisfies the continu-
ity equation, for more details about this issue we refer to
[35]. This discretisation process produces the matrix C of
equation (12). The diffusive term is discretised as:
(9)∫
∂Ωe
n · 2ν∇sudΓ =
∫
∂Ωe
n · ν∇udΓ = ν
∑
f
Sf · (∇u)f ,
where the first equality follows from the incompressibility
constraint and the term (∇u)f indicates the gradient of the
velocity field at the centre of each face. This is calculated,
starting from the values at the centre of the neighbouring
cells, using a finite difference scheme that includes a correc-
tion in the case of non-orthogonal meshes. For more details
on this aspect the we refer to [35]. The coefficients obtained
with such discretisation are used to assemble the matrix A
of equation (12). The term originated from the gradient of
pressure, which gives raise to the matrixB of equation (12),
is discretised as:
(10)
∫
∂Ωe
npdΓ =
∑
f
Sfpf ,
while the term originated from the divergence of velocity is
discretised as:
(11)
∫
∂Ω
n · udΓ =
Nf∑
f=1
Sf · uf .
The coefficients of the above discretisation are used to as-
semble the matrix P of equation (12). In the equations
above, the values uf and pf , which are the values of the
unknowns at the centre of each face, must be rewritten, us-
ing appropriate interpolation schemes, as functions of their
values at the centre of the cells. Even though a linear in-
terpolation is appropriate for most of the above terms, in
order to obtain an overall stable and accurate procedure the
non-linear convective term needs particular attention and
several schemes have been developed such as the upwind,
second order linear upwind or MUSCL [59]. However, since
it is not the objective of this manuscript to discuss the dif-
ferent types of stabilisation techniques for convection dom-
inated problems, for more details we refer to [20]. For each
finite volume, the interpolation coefficients obtained during
the discretisation process are used to form an algebraic sys-
tem of equations that can be rearranged in matrix form as:
Mu˙+C(u)u+ νAu+Bp = 0
Pu = 0,
(12)
The above system of equations can be solved using both a
monolithic and partitioned approach, in the present case,
at full-order level, a partitioned approach is preferred. In
particular a PIMPLE algorithm is used, it consists into the
combination of a SIMPLE [45] and PISO [33] procedure.
More details regarding the particular numerical schemes
employed in the numerical experiments are reported in § 4.
The full-order simulations have been performed using the
open source C++ finite volume library OpenFOAM 5.0 [1]
while the reduced order modelling computations are carried
out using ITHACA-FV an in-house C++ library.
3. Reduced order model with a POD-Galerkin
method
The full-order model illustrated in § 2 is solved for each
µk ∈ K = {µ1, . . . , µNk} ⊂ P where K is a finite di-
mensional training set of parameters chosen inside the pa-
rameter space P. The considered problem can be simul-
taneously parameter and time dependent so, in order to
collect snapshots for the generation of the reduced basis
spaces one needs to consider both the time and parame-
ter dependency. For this reason also discrete time instants
tk ∈ {t1, . . . , tNt} ⊂ [0, T ] belonging to a finite dimensional
training set, which is a subset of the simulation time win-
dow are considered as parameters. The total number of
snapshots is then equal to Ns = Nr · Nt. The snapshots
matrices Su and Sp, for velocity and pressure respectively,
are then given by Ns full-order snapshots:
Su = [u(µ1, t1), . . . ,u(µNr , tNt)] ∈ RNhu×Ns ,(13)
Sp = [p(µ1, t1), . . . , p(µNr , tNt)] ∈ RNhp×Ns .(14)
The reduced order problem can be efficiently solved for
all the set of parameters and time instants. In order to
generate the reduced basis spaces, for the projection of
the governing equations, one can find in literature sev-
eral techniques such as the Proper Orthogonal Decom-
position (POD), the Proper Generalized Decomposition
(PGD) and the Reduced Basis (RB) with a greedy sam-
pling strategy. For more details about the different strate-
gies the reader may see [52, 13, 37, 47, 14, 19]. In this
4work a POD strategy is exploited and is chosen to ap-
ply the POD onto the full snapshots matrices that in-
clude both the time and parameter dependency. In case
of parametric and time dependent problems also other ap-
proaches are available such use the POD-Greedy approach
[29] or the nested POD approach where the POD is ap-
plied before in the time domain and later on the parameter
space. Given a general scalar or vectorial function u(t) :
Q→ Rd, with a certain number of realizations u1, . . . ,uNs ,
the POD problem consists in finding, for each value of
the dimension of POD space NPOD = 1, . . . , Ns, the
scalar coefficients a11, . . . , a
Ns
1 , . . . , a
1
Ns
, . . . , aNsNs and func-
tions ϕ1, . . . ,ϕNs that minimize the quantity:
ENPOD =
Ns∑
i=1
||ui −
NPOD∑
k=1
akiϕk|| ∀ NPOD = 1, . . . , N
(15)
with 〈ϕi,ϕj〉L2(Ω) = δij ∀ i, j = 1, . . . , Ns.(16)
In this case the velocity field u(t) is used as example. It
can be shown [38] that the minimisation problem of Equa-
tion (15) is equivalent of solving the following eigenvalue
problem:
CuQu = Quλu,(17)
Cuij = 〈ui,uj〉L2(Ω) for i, j = 1, . . . , Ns,(18)
where Cu is the correlation matrix obtained starting from
the snapshots Su, Qu is a square matrix of eigenvectors
and λu is a vector of eigenvalues.
Remark 3.1. Normally in the standard finite element frame-
work, since for velocity the natural functional space belongs
to H1(Ω), to compute its correlation matrix Cu the H1
norm is preferred and the L2 norm is used to compute the
correlation matrix of pressure. Here, for both velocity and
pressure, the L2 norm is preferred because as illustrated
in section 2, using a finite volume method, both the veloc-
ity and the pressure belong to discontinuous spaces and, in
order to compute the gradient necessary for the H1 norm
evaluation, one would introduce further discretisation error.
Moreover the L2 norm has a direct physical meaning being
directly correlated with the kinetic energy of the system.
The basis functions can then be obtained with:
(19) ϕi =
1
Nsλui
Ns∑
j=1
ujQ
u
ij .
The POD spaces are constructed for both velocity and pres-
sure using the aforementioned methodology resulting in the
spaces:
Lu = [ϕ1, . . . ,ϕNru ] ∈ RN
h
u×Nru ,
Lp = [χ1, . . . , χNrp ] ∈ RN
h
p×Nrp .
(20)
where Nru, N
r
p < Ns are chosen according to the eigenvalue
decay of the vectors of eigenvalues λu and λp.
Once the POD functional spaces are set, the reduced
velocity and pressure fields can be approximated with:
(21) ur ≈
Nru∑
i=1
ai(t, µ)ϕi(x), p
r ≈
Nrp∑
i=1
bi(t, µ)χi(x).
Where the coefficients ai and bi depend only on the time and
parameter spaces and the basis functions ϕi and χi depend
only on the physical space. The unknown vectors of coeffi-
cients a and b can be then obtained through a Galerkin pro-
jection of the governing equations onto the POD reduced
basis spaces and with the resolution of following reduced
algebraic system:
Mra˙− νAra+Cr(a)a+Brb = 0
Pra = 0,
(22)
where the terms inside equation (22) are evaluated with:
Mrij = 〈ϕi,ϕj〉L2(Ω) , Arij = 〈ϕi,∇ · 2∇sϕj〉L2(Ω) ,
Brij = 〈ϕi,∇χj〉L2(Ω) , Prij = 〈χi,∇ ·ϕj〉L2(Ω).
(23)
Once the reduced basis spaces Lu and Lp are defined
through the basis functions ϕi and χi, all the reduced ma-
trices of equation (22) can be precomputed during an offline
stage without difficulties with the exception of the reduced
matrix Cr(a), which is originated by the non-linear con-
vective term. The strategy employed here consists into the
storage of a third-order tensor Cr [48, 50] whose entries are
given by:
(24) Crijk = 〈ϕi,∇ · (ϕj ⊗ϕk)〉L2(Ω).
During the online stage, at each fixed point iteration of the
solution procedure, each entry of the contribution to the re-
duced residual given by the convective term Rrc = Cr(a)a,
can be computed with:
(25) Rrci = (Cr(a)a)i = aTCri••a.
Remark 3.2. The dimension of the Cr tensor is increasing
with the cube of the number of basis functions. For this rea-
son, when a large number of basis functions are employed
this approach may lead to high storage costs. In the present
case a relatively small number of basis functions is consid-
ered (N < 20) but in case of richer reduced spaces other
approaches, such as EIM-DEIM [61, 5] or Gappy-POD [12]
could become more affordable.
3.1. Initial conditions. The initial conditions for the
ROM system of ODEs of equation (22) are obtained per-
forming a Galerkin projection of the initial full-order con-
dition u(0) onto the POD basis spaces. As it will be
shown in the next sections, also functional spaces with non-
orthogonal basis functions ϕi are considered. For this rea-
son, the initial coefficients a0 have to be obtained solving
the following linear system of equations:
(26) Mra0 = e,
where Mr is obtained following the expression of equation
(23) and the components of the e vector are obtained with
ei = 〈ϕi,u(0)〉L2(Ω).
53.2. Stability Issues. The reduced problem, as formu-
lated in § 3, presents stability issues. It is well known in
fact that, using a mixed formulation for the approximation
of the incompressible Navier-Stokes equations, the approx-
imation spaces need to satisfy the inf-sup (Ladyzhenskaya-
Brezzi-Babuska) condition [10, 9]. It is required that there
should exist a constant β > 0, independent to the discreti-
sation parameter h, such that:
(27) inf
qh∈Q
sup
vh∈V
〈∇ · vh, qh〉
‖∇vh‖‖qh‖ ≥ β > 0.
Dealing with finite element methods, for what concerns the
full-order level, this requirement can be met choosing ap-
propriate finite element spaces such as the standard Taylor-
Hood (P2 - P1). In this case, at full-order level, since a finite
volume formulation is used, no attention is paid to this is-
sue but, at reduced-order level, where a mixed formulation
based on a projection method is used, one has to ensure
that a reduced version of the LBB condition is fulfilled; in
fact, at reduced order level, where a Galerkin approach is
exploited, two different spaces are used to approximate the
velocity and the pressure variables. Regardless the full-
order discretisation technique, even though the snapshots
have been obtained by stable numerical methods, there is
no guaranty that the original properties of the full-order
system are preserved after the Galerkin projection onto the
RB spaces [53, 22, 4]. To overcome this issue, most of the
contributions available in literature do not attempt to re-
cover the pressure field and, at reduced order level, resolve
only the momentum equation neglecting the contribution of
the gradient of pressure. This choice is justified by the fact
that, the projection of the pressure gradient onto the POD
spaces is numerically zero for the case of enclosed flows
as presented in [17, 41, 42], or in the case of inlet-outlet
problems with outlet far from the obstacle [2]. However,
as highlighted in [43], in many applications the pressure
term is needed and cannot be neglected. This work aims
at comparing two different strategies for pressure stabilisa-
tion during the resolution of the reduced problem. In the
first proposed approach the velocity space is enriched in
order to satisfy a reduced version of the inf-sup condition
[4, 53], this approach will be henceforth denoted as SUP-
ROM. The second approach is based on a Leray-Helmholtz
projection by exploiting at reduced order level a Poisson
equation for pressure [57, 2]; it will be henceforth denoted
as PPE-ROM. The two methods proposed in this work are
just two options among the possible choices to obtain stable
ROMs for what concerns both velocity and pressure fields.
It is worth mentioning also other possibilities that rely on
pressure stabilised Petrov-Galerkin (PSPG) methods dur-
ing the online procedure [11, 3]. In other approaches it is
assumed that velocity and pressure share the same tempo-
ral coefficients and during the online procedure only the
momentum equation is exploited [8, 40].
Remark 3.3. It is important to remark that the reduced
order model is obtained with a projection method. For this
reason, regardless from the approximation procedure used
to produce the snapshots matrices for the generation of the
snapshots, even though we are dealing with finite volume
full-order approximations, which do not require the fulfil-
ment of the inf-sup condition, at reduced order level this
condition becomes relevant and needs to be met.
3.3. Supremizer enrichment. The first proposed ap-
proach relies onto the fulfilment of a reduced and also para-
metric, in case, version of the inf-sup condition. As men-
tioned in section 3.2, the problem, formulated using a mixed
formulation, in order to be solvable and stable needs to meet
the inf-sup condition. Within this approach, the velocity
supremizer basis functions Ls are computed and added to
the reduced velocity space which is transformed into L˜u:
Ls = [η1, . . . ,ηNrs ] ∈ RN
h
u×Nrs ,
L˜u = [ϕ1, . . . ,ϕNru ,η1, . . . ,ηN
r
s
] ∈ RNhu×(Nru+Nrs ).
(28)
We remark that, in this case, the space L˜u is not any-more
formed by only orthogonal basis functions. The POD is in
fact applied separately onto the velocity snapshots and onto
the supremizer snapshots. These basis functions are chosen
solving a supremizer problem which ensures that a reduced
version of the inf-sup condition is fulfilled. The supremizer
solution si is the element that, given a certain pressure basis
function pi, permits the realization of the inf-sup condition.
For each pressure basis function the corresponding suprem-
izer element can be found solving the following problem:
(29)
{
∆si = −∇pi in Ω,
si = 0 on ∂Ω.
In this case the supremizer problem, which in a standard
finite element setting is solved starting directly from the
weak formulation, is expressed in strong form and solved
using the full-order finite volume solver. For more details
regarding the derivation one may see [53, 22, 4]. As pre-
sented in [4], two different strategies can be employed to
enrich the velocity space and select the supremizer space
Ls such that the inf-sup condition is met: an exact suprem-
izer enrichment procedure and an approximate supremizer
enrichment procedure.
In the exact approach, for each basis of the pressure space
χi, the problem of equation (29) is solved and the resulting
solution is used as additional basis function for the velocity
space. Using such an approach it can be proven that the
resulting ROM that is obtained by the Galerkin projection
onto the RB spaces is inf-sup stable [4]. In the approx-
imated approach the problem is solved for each pressure
snapshot p(µ, t) and a snapshots matrix of supremizer is
assembled:
(30) Ss = [s(µ
1, t1), . . . , s(µNr , tNt)] ∈ RNhu×Ns .
A POD procedure is then applied to the resulting snapshots
matrix in order to obtain the supremizer POD basis func-
tions ηi. This procedure permits to strongly reduce the on-
line computational cost. The supremizer basis functions do
6not depend, in fact, on the particular pressure basis func-
tions but are computed during the offline phase, starting
directly from the pressure snapshots. However, with such
an approach it is not possible to rigorously show that the
inf-sup condition is satisfied and it is only possible to rely
on heuristic criteria or to check it during a post-processing
stage [4], such as a computational validation. In general
this is true and reliable for non-geometric parametrization.
3.4. Pressure Poisson Equation. The second approach
is based on an alternative form of the Navier-Stokes equa-
tions where the incompressibility constraint ∇·u = 0 is re-
placed by a Poisson equation for pressure. This alternative
form of the Navier-Stokes equations was firstly proposed in
the context of projection methods introduced by Chorin [15]
and Teman [58]. In these methods an intermediate veloc-
ity is first computed and later projected onto the space of
divergence-free vector fields through the solution of a Pois-
son equation. For a thorough review on projection methods
the reader may refer to [27]. These methods, that can inter-
preted as a variant of pressure stabilisation methods [49],
can be successfully applied also with functional spaces that
do not satisfy the inf-sup condition [28, 39]. The idea of pro-
jection methods in the context of POD-Galerkin ROMs is
attractive since the POD velocity modes, constructed from
divergence-free snapshots, are indeed divergence-free (up to
numerical precision). This approach was firstly proposed in
[2] and recently re-proposed in a finite volume setting in
[57]. The modified set of equations considered here read:
(31)
ut +∇ · (u⊗ u)−∇ · 2ν∇su = −∇p in Q
∆p = −∇ · (∇ · (u⊗ u)) in Q,
u(t,x) = 0 on Γ0 × [0, T ],
u(t,x) = f(x) on ΓIn,
∂p
∂n = −νn · (∇×∇× u)− n · ft on Γ.
In equation (31) the Poisson equation for pressure is ob-
tained taking the divergence of the momentum equation
and exploiting the continuity constraint. The above formu-
lation can be derived only under the assumption of sufficient
smoothness of the solution u − p, so that the divergence
of the momentum equation makes sense. The last term
of the above equation is a Neumann boundary condition
for the pressure Poisson equation. This boundary condi-
tion is here introduced, to the best of authors knowledge,
for the first time in the context of POD-Galerkin methods.
In [11, 43] an homogeneous Neumann boundary condition
is prescribed while in [23] a different Neumann condition
for pressure is employed. This boundary condition is de-
rived starting from the enforcement of the divergence-free
constraint on the boundary ∇ · u = 0|Γ, more details con-
cerning the derivation can be found in [44, 36] where this
condition is proposed in the context of a full order finite
element formulation. Alternative ways to enforce a bound-
ary condition for the pressure term are given in [26, 39, 27].
The system of equations (31) is used as starting point to
derive a weak formulation and to construct the Galerkin
system. The reduced system is obtained substituting the
velocity and pressure field expansions of equation (21) and
projecting the momentum and pressure equations onto the
subspaces spanned by the velocity and pressure modes ϕi
and χi, respectively:
〈ϕi,ut +∇ · (u⊗ u) +∇p−∇ · 2ν∇su〉L2(Ω) = 0,
(32a)
〈∇χi,∇p〉L2(Ω) + 〈∇χi,∇ · (u⊗ u)〉L2(Ω)
− ν〈n×∇χi,∇× u〉Γ − 〈χi,n · ft〉Γ = 0.
(32b)
Where the equations (32b) has been obtained with integra-
tion by part of the laplacian term and exploiting the pres-
sure boundary condition. In equation (32b) only first or-
der derivatives appear, for this reason, during the Galerkin
projection, the numerical error introduced by the numeri-
cal differentiation can be significantly reduced. We remark
that, since we are using a finite volume formulation, there
are no (theoretical) limitations regarding the achievable or-
der of differentiation; however, as highlighted in § 2 deriva-
tives are approximated by numerical methods and therefore
an higher order of derivation would introduced a higher nu-
merical error. Performing a substitution of the velocity and
pressure fields with the approximate expansion, it is possi-
ble to obtain the Galerkin system, which consists into a
system of ODEs and reads:
Mra˙− νAra+ aTCra+Brb = 0,(33a)
Drb+ a
TGra− νNra− Fr = 0.(33b)
Where the matrices and the tensor inside equation (33a)
are obtained using the expressions given in (23) and (24),
while the matrices and the tensor inside (33b) are given by:
Drij = 〈∇χi,∇χj〉L2(Ω) ,
Grijk = 〈∇χi,∇ · (ϕj ⊗ϕk)〉L2(Ω),
Nrij = 〈n×∇χi,∇×ϕj〉Γ,
Fri = 〈χi,n · ft〉Γ.
(34)
The residual associated with the non-linear term in the
equation (33b) is evaluated using the same strategy pro-
posed in equation (25), i.e. storing the third order tensor
Gr. In the numerical experiments considered in this work,
the boundary condition are not varying in time, for this
reason the term ft is identically equal to zero and so is
the reduced vector Fr. The pressure boundary condition of
equation (31), firstly proposed in [36], to the best of the au-
thors knowledge, is here introduced for the first time in the
context of POD-Galerkin methods. These additional terms
are neglected in [2], while a different boundary condition for
pressure is considered in [11]. Making a comparison with
the SUP-ROM, it is possible to notice that the resulting
ROM has an additional complexity due to the computation
of the terms Nr and Fr but, due to the absence of the ad-
ditional supremizer modes, produces a reduced dynamical
which has a smaller dimension. It is worth mentioning, as
7highlighted in [36], that the additional boundary condition
for pressure of equation (31) is not consistent in the case of
steady flows.
4. Numerical Experiments
In this section the two different proposed stabilisation
methods are tested and compared on two benchmark test
cases. The first benchmark consists into the well known and
studied lid driven cavity problem [55]. The second bench-
mark consists into the flow around a circular cylinder for
moderate Reynolds number (100 < Re < 200) [54]. In the
first case, any kind of parametrisation is introduced, while
in the second case the kinematic viscosity is parametrised.
4.1. Lid driven cavity problem. As said, the first pro-
posed benchmark consists into the well known lid driven
cavity problem. The simulation is carried on a two-
dimensional square domain of length L = 0.1m. The
boundary is subdivided into two different parts Γ = ΓD∪Γ0
and the boundary conditions for velocity and pressure are
set according to figure 1. At the top of the cavity a con-
stant uniform and horizontal velocity equal to ux = 1m/s
is prescribed. The mesh is structured and counts 40000
quadrilateral cells, 200 on each dimension of the square.
The kinematic viscosity is equal to ν = 1× 10−4m2/s that
leads to a Reynolds number of 1000. For what concerns the
full-order simulation, the time discretisation is treated us-
ing a second order backward differencing scheme, while the
discretisation in space is performed with a forth order inter-
polation scheme. The time step is kept constant and equal
to ∆t = 5× 10−4 and the simulation is run till T = 10s.
The snapshots are acquired every 0.01s giving a total num-
ber of snapshots equal to 1000. For what concerns the re-
duced order model, the dimension of the reduced spaces for
velocity and pressure is set, for both the presented method-
ologies, equal to Nru = 10 and N
r
p = 10. In the SUP-ROM
the reduced space for velocity is enriched with 10 additional
supremizer modes. This selection is done according to ta-
ble 1 where it is possible to observe that, such number of
modes, is sufficient to retain more than 99.9% of the en-
ergy for both velocity and pressure. We remark that, in
this numerical experiment, any kind of parametrisation is
introduced. The ROM is in fact used to simulate the same
conditions tested in the full-order setting and the results
are compared against the full-order simulation results. The
time discretisation, at reduced order level, is treated mak-
ing use of a first order backward Newton method. Figure 7
depicts a comparison between the HF simulation and the
ROM one, for both velocity and pressure fields, at different
time instants. As one can see from the figure, both models
are capable of reproducing the main flow pattern for both
the two fields. Figure 2 reports the evolution in time of the
L2 relative error for velocity and pressure respectively. The
plots report also the error without any type of stabilisation.
It is clear that, without stabilisation, even though the ROM
is not diverging, both the velocity and pressure fields are
completely unreliable. For this particular numerical test,
the SUP-ROM produces, with respect to the PPE-ROM,
worse results for what concerns the velocity field but better
results for what concerns the pressure field. This difference
can be justified by the fact that, within a supremizer sta-
bilisation technique, the POD velocity space is enriched by
non-necessary (for the correct reproduction of the velocity
field) supremizer modes. During the initial transient, both
fields present a higher relative error and this fact is due
to the relatively low number of snapshots acquired during
the initial transient. The snapshots, as highlighted above,
are equally distributed in time and, to enhance the perfor-
mance of the ROM one should concentrate the snapshots
in the time span where the system exhibits the most non-
linear behaviour. For what concerns the SUP-ROM, ac-
cording to the indication reported in [4], the number of
supremizer modes is chosen equal to the number of pres-
sure modes. Table 1 report also the value of the inf-sup
constant β, obtained keeping constant the number of veloc-
ity and pressure modes (10 modes for velocity and 10 modes
for pressure) and varying the number of supremizer modes.
As one can observe from the table, by increasing the num-
ber of supremizer modes, leads to a remarkable increase of
the inf-sup constant.
4.2. Flow around a circular cylinder. The second ex-
ample, which aimed to test the methodologies on a more
complex flow field and mesh structure, consists into the
benchmark of the flow around a circular cylinder. In this
numerical example also the physical parametrisation due
to parametrised physical viscosity is introduced . Further-
more, this numerical experiment has been also used to test
the performances of both stabilisation methods on periodic
systems for long time integrations, wider respect to time
window used to create the POD bases. The mesh, which is
depicted in figure 4 together with the boundary conditions,
is mainly composed by quadrilateral cells. It is refined in
the proximity of the cylinder and counts a total number of
43762 cells. The mesh is generated starting from a struc-
tured grid with a base resolution of 200 cells along the x
direction and 80 cells along the y direction and it is succes-
sively refined around the cylinder with 5 progressive layers
of refinement. The time step is set equal to ∆t = 0.005s,
which is sufficiently small to meet the CFL condition in ev-
ery part of the domain. Being the mesh sufficiently fine,
and the time step sufficiently small, in the full-order sim-
ulation, for all the terms, including the convective term, a
forth order spatial interpolation scheme is used. In this nu-
merical experiment, the physical parametrisation given by
the kinematic viscosity ν is introduced. To train the ROM
5 different values of the kinematic viscosity are used. The
values of the kinematic viscosity are chosen using an uni-
form distribution inside the range ν ∈ [0.005, 0.01]. These
values of viscosity result into the values of the Reynolds
number Re ∈ [100, 200]. In this numerical experiment the
simulation is run, for each value of the kinematic viscosity
inside the training set, for 200s. This time is long enough
to achieve a completely evolved vortex shedding pattern.
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Figure 1. Sketch of the mesh for the lid driven cavity problem together with the boundary subdivisions
and boundary conditions.
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Figure 2. Error analysis for the velocity field. The L2 norm of the relative error is plotted over time
for three different models: with supremizer stabilisation (USUP - continuous red line), pressure Poisson
equation stabilisation (UPPE - dotted blue line), and without stabilisation (PNOS - dashed green line).
The ROMs are obtained with 10 modes for velocity, pressure and supremizer.
N Modes u p s β
1 0.978946 0.975406 0.980260 9.264e-05
2 0.994184 0.991528 0.995232 9.264e-05
3 0.997737 0.995385 0.997912 7.175e-04
4 0.998990 0.998116 0.999400 7.175e-04
5 0.999483 0.999270 0.999844 7.175e-04
10 0.999971 0.999971 0.999997 1.551e-02
Table 1. The table contains the cumulative eigenvalues for the lid driven cavity test. The first, second
and third columns report the cumulative eigenvalues for the velocity, pressure and supremizer fields,
respectively. The last column contains the value of the inf-sup constant, in the supremizer stabilisation
case, for different different number of supremizer modes and with a fixed number of velocity and pressure
modes (10 modes for velocity and 10 modes for pressure)
Since we were interested into the correct reproduction of
the ROM during the periodic response regime, only the last
10 seconds of simulation are used to collect the snapshots
for the POD basis generation. Within this time window,
the snapshots are collected every 0.05 seconds, returning a
total number of 200 snapshots for each different value of
the kinematic viscosity. The snapshots of the five different
full-order simulations are then used to create the POD ba-
sis functions, which result in the cumulative eigenvalues of
table 2. Figure 6 depicts the first 4 basis functions for ve-
locity, pressure and supremizers. The reduced order model
counts, for the SUP-ROM, 15 modes for velocity, 10 modes
for pressure and 12 modes for supremizers, while for the
PPE-ROM, 15 modes for velocity, 10 modes for pressure.
It is worth remarking that in this example, in the SUP-
ROM, the supremizer space counts more modes with re-
spect to the pressure space. This choice is done in order
to improve the accuracy and the stability of the results.
9Figure 3. Comparison of the velocity and pressure fields for high fidelity (UHF - 1 column, PHF - 4
column), SUP-ROM (USUP - 2 column, PSUP - 5 column) and PPE-ROM (UPPE 3 column, PPEE 6 -
column). The fields are depicted for different time instant equal to t = 0.2s, 0.5s, 1s and 5s, respectively,
and increasing in the image from top to bottom. The ROM models are obtained with 10 modes for
velocity and pressure and only for the SUP-ROM with 10 additional supremizer modes. The velocity
and pressure magnitudes are shown in the image legends.
For this particular case, in fact, we have experimentally
observed, that an equal number of pressure and suprem-
izer modes, leads to inaccurate results. This is justified by
the fact that using the approximated approach described in
subsection 3.3 for the supremizer enrichment, an equal di-
mension of the pressure and the supremizer spaces, does not
automatically guaranty the fulfilment of the inf-sup condi-
tion.
To test the ROMs the results are compared against the
full-order results for an intermediate value of the viscosity
ν = 0.005625, which is not included in the values of vis-
cosity (ν = [0.005, 0.00625, 0.0075, 0.00875, 0.01]) employed
to generate the snapshots used to create the reduced basis
spaces. The comparison has been performed on two dif-
ferent time windows. The first one covers 10 seconds of
simulation and is coincident with the time window used
for the generation of the snapshots, the second one cov-
ers 80 seconds of simulation and therefore is much wider
with respect to the time window used for the generation
of the snapshots. Figures 7 and 8 show the comparison,
for velocity and pressure respectively, between the results
obtained with the full-order model, the SUP-ROM and the
PPE-ROM. The fields are depicted at four different time in-
stants equal to t = 195s, 200s, 230s and 270s. The first two
time instants are respectively in the middle and at the end
of the time window used to generate the snapshots while the
10
ΓIn Γ0 Γs ΓOut
u u = (1, 0) u = (0, 0) u · n = 0 ∇u · n = 0
p ∇p · n = 0 ∇p · n = 0 ∇p · n = 0 p = 0
Figure 4. The figure show from the top to the bottom: a general overview of the mesh with dimension
and boundaries, a table with the imposed values at the boundaries, and a zoom of the mesh near to the
cylinder.
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Figure 5. Kinetic energy relative error in the cylinder example for ν = 0.005 and ν = 0.005625. The
kinetic energy relative error is plotted over time for the two values of viscosity and for the two different
models: with supremizer stabilisation (USUP and PSUP) and pressure Poisson equation stabilisation
(UPPE and PPPE). The ROM solutions are obtained with 15 modes for velocity, 10 modes for pressure
and 12 modes for supremizers. The time window in this case is wider respect to the one used for the
generation of the reduced basis spaces (∆T = 10s)
two other time instants are outside of it. Figure 9 reports
the L2 norm of the relative error for velocity and pressure
on the the 10s wide time window for ν = 0.005625. The fig-
ure, also in this case, confirms the behaviour observed also
in the cavity example: the SUP-ROM produces worse re-
sults for the velocity field but better results for the pressure
field. Figure 10 shows the same plots on a wider time win-
dow, and also for one of the value of viscosity (ν = 0.005)
used to generate the full-order snapshots. For both ROMs,
the relative error is increasing in time. Cross-referencing
the data of figure 10 with the plots of the figures 7 and 8,
one can deduce that the increasing in the error is given, for
the SUP-ROM, by the numerical instabilities that occur for
long time integrations. In the last time step (t = 270s), it is
in fact possible to observe, for both velocity and pressure,
a completely incorrect and non-physical flow pattern. For
what concerns the PPE-ROM, instead, the flow pattern still
looks regular and sufficiently similar to the high fidelity one
but it is possible to observe a phase shift between the high
fidelity and the ROM solution. The PPE-ROM, in fact,
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Figure 6. First four basis functions for velocity (first row), pressure (second row) and supremizers
(third row).
Figure 7. Comparison of the velocity field for high fidelity (UHF - first row), supremizer stabilised
ROM (USUP - second row) and pressure Poisson equation stabilised ROM (UPPE third row). The
fields are depicted for different time instant equal to t = 195s, 200s, 230s and 270s and increasing from
left to right. The ROM solutions are obtained with 15 modes for velocity and 10 modes for pressure,
and only for the SUP-ROM with 12 additional supremizer modes. The velocity magnitude is shown in
the images legends.
Table 2. The table contains the cumulative eigenvalues for the cylinder problem. In the first, second
and third columns are reported the cumulative eigenvalues for the velocity, pressure and supremizer
fields respectively in function of the number of modes. In the last column is reported the value of the
inf-sup constant, for the supremizer stabilisation case, for different different number of supremizer modes
with a fixed number of velocity and pressure modes (15 modes for velocity and 10 modes for pressure)
N Modes u p s β
1 0.390813 0.793239 0.921046 2.608e-04
2 0.598176 0.85809 0.941746 4.492e-04
3 0.802176 0.911636 0.961438 7.869e-03
4 0.879096 0.934997 0.978072 1.662e-02
5 0.949519 0.955578 0.98669 1.662e-02
10 0.986025 0.992347 0.998307 1.098e-01
15 0.995922 0.997994 0.999732 1.199e-01
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Figure 8. Comparison of the pressure field for high fidelity (PHF - first row), supremizer stabilised
ROM (PSUP - second row) and pressure Poisson equation stabilised ROM (PPPE third row). The fields
are depicted for different time instant equal to t = 195s, 200s, 230s and 270s and increasing from left to
right. The ROM solutions are obtained with 15 modes for velocity and 10 modes for pressure, and only
for the SUP-ROM with 12 additional supremizer modes. The pressure magnitude is shown in the image
legends.
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Figure 9. Error analysis for the velocity (left plot) and pressure (right plot) fields in the cylinder ex-
ample with ν = 0.005625. The L2 norm of the relative error is plotted over time for the two different
models: with supremizer stabilisation (USUP and PSUP - continuous red line) and pressure Poisson
equation stabilisation (UPPE and PPPE - dotted blue line). The ROM solutions are obtained with 15
modes for velocity, 10 modes for pressure and 12 modes for supremizers.
even though produces a still regular and physical pattern,
has a period of vortex shedding which is slightly longer with
respect the HF solution. To have a better idea about the
behaviour of the different ROMs for long time integrations
figure 5 depicts the relative error of the total kinetic energy
is plotted. It is well known that POD-Galerkin models are
affected, in fact, by a blow-up energy issue [16, 21]. It is not
the objective of this work to deal with long time integration
instabilities but it is worth checking which kind of pressure
stabilisation method is likely prone to this issue. From the
figure it is clear that the PPE-ROM accurately preserves
the the total kinetic energy of the system. On the other
hand, the SUP-ROM exhibits an oscillating behaviour with
an increase of the total kinetic energy.
4.3. Comments on the results. The two proposed nu-
merical examples permit to draw some conclusions regard-
ing the performances of the two different stabilisation meth-
ods. The SUP-ROM, demonstrates to produce better re-
sults for what concerns the pressure field and worse result
for what concerns the velocity field. This fact may be justi-
fied by the additional and unnecessary (only in terms of cor-
rect representation of the velocity fields) supremizer modes
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Figure 10. Error analysis for the velocity (left plot) and pressure (right plot) fields in the cylinder
example with ν = 0.005 and ν = 0.005625. The L2 norm of the relative error is plotted over time for
the two values of viscosity and for the two different models: with supremizer stabilisation (USUP and
PSUP) and pressure Poisson equation stabilisation (UPPE and PPPE). The ROMs are obtained with
15 modes for velocity, 10 modes for pressure and 12 modes for supremizers. The time window is in this
case wider respect to the one used for the generation of the reduced basis spaces (∆T = 10s)
that pollute the POD velocity space. The PPE-ROM, on
the other hand, demonstrates do be more reliable for long
time integrations.
Table 3 shows the results in terms of computational costs.
It is possible to deduce that both models, for both cases,
permits to reach a considerable speed-up. For what con-
cerns the cavity example both the offline and the online
stages are computed in serial on one processor. On the
other hand, in the cylinder example, the offline stage is per-
formed in parallel with 6 processors while the online stage
is still performed with a serial run on one processor.
The SUP-ROM demonstrates to be less efficient respect
to the PPE-ROM. The SUP-ROM in fact, in compari-
son with the PPE-ROM, due to the additional supremizer
modes, gives raise to a bigger reduced dynamical system.
Both ROMs demonstrated to be able to capture with suffi-
cient accuracy (especially from an engineering standpoint)
the main features of the flow field for both velocity and
pressure. The SUP-ROM demonstrates to be likely prone
to instabilities issues for long time integrations.
5. Conclusions and perspectives
The main goal of this work was to compare and test
the accuracy of two different pressure stabilisation strate-
gies for POD-Galerkin ROMs based on a finite volume
approximation. The ROMs are used to approximate the
parametrised unsteady Navier-Stokes equations for moder-
ate Reynolds numbers. The two analysed ROMs are based
on the supremizer enrichment of the velocity space in order
to meet the inf-sup condition and on to the exploitation of a
pressure Poisson equation during the projection stage. The
supremizer stabilisation is introduced here for the first time
in a finite volume context and showed to effectively stabilise
the resulting reduced system. It demonstrates moreover
to be a valid alternative respect to the other stabilisation
methods. The pressure Poisson equation is proposed here
with an additional boundary condition for pressure that
was neglected in previous works. Another goal of the ar-
ticle was also to test the behaviour of the two models for
long time integrations. Concerning this aspect the PPE-
ROM demonstrates to have better performances respect to
the SUP-ROM. As future development, the interest is into
higher Reynolds number and into turbulent flows. The at-
tention will be in fact devoted to analyse the applicability
of the proposed methods to turbulent flows. Moving to
turbulent flows will be in fact essential to tackle real-world
engineering problems. We will also further investigate the
behaviour of the ROMs for long time integrations with the
study of possible stabilisation techniques. The future in-
terest is also into efficient methodologies for geometrical
parametrisation. Reduced basis methods with FEM dis-
cretisation often employ domain decomposition and piece-
wise affine reference mappings. This decomposition is not
trivial in a finite volume context because of the correlation
among different parts of the domain introduced by the con-
sistency requirement of the numerical fluxes.
Acknowledgements
We acknowledge the support provided by the European
Research Council Executive Agency by the Consolidator
Grant project AROMA-CFD “Advanced Reduced Order
Methods with Applications in Computational Fluid Dy-
namics” - GA 681447, H2020-ERC CoG 2015 AROMA-
CFD and INdAM-GNCS projects.
14
Table 3. The table contains the computational time, for the supremizer (SUP) and the pressure Pois-
son equation (PPE) stabilisation techniques. In the cavity experiment the SUP-ROM is obtained with
10 modes for velocity, pressure and supremizers, while the PPE-ROM is obtained with 10 modes for
pressure and supremizers. In the cylinder experiment the SUP-ROM is obtained with 15 modes for
velocity, 10 for pressure and 12 for supremizers, while the PPE-ROM is obtained with 15 modes for
velocity and 10 for pressure.
HF SUP-ROM PPE-ROM
Cavity Exp. 25min 7.64s 4.86s
Cylinder Exp. 18.5min× 6proc. 3.14s 0.971s
Appendix A. List of abbreviations and symbols
Abbreviations
HF High Fidelity
POD Proper Orthogonal Decomposition
PPE-ROM ROM with pressure Poisson equation stabilisation
ROM Reduced Order Model
SUP-ROM ROM with pressure supremizer stabilisation
Symbols
β inf-sup stability constant
ηi i-th POD basis function for supremizers
∇ gradient operator
∇· divergence operator
∇× curl operator
∇s symmetric gradient operator
ϕi i-th POD basis function for velocity
Ar ROM diffusion matrix
A full-order model diffusion matrix
a reduced vector of unknowns for velocity
b reduced vector of unknowns for pressure
C(u) full-order model convection matrix
Cr(u) ROM convection matrix
f Dirichlet boundary condition for velocity
k initial condition for velocity
Mr ROM mass matrix
M full-order model mass matrix
n outward normal vector
Sf vector area
u velocity field
Sp snapshots matrix for the pressure field
Ss snapshots matrix for supremizers
Su snapshots matrix for the velocity field
e value of a variable defined at the centre of a cell
f value of a variable defined at the centre of a face
∆ laplacian operator
〈·, ·〉 inner product in L2(Ω)
‖·‖ norm in L2(Ω)
K training set space
P parameter space
R residual
T tessellation
⊗ tensor product
Lp reduced basis space for pressure
Ls reduced basis space for supremizers
Lu reduced basis space for velocity
Ns number of snapshots
Q space-time domain
T final time
χi i-th POD basis function for pressure
Γ boundary of Ω
ν dimensionless kinematic viscosity
Ω bounded domain
Nk number of parameters in the training set K
Nhp number of unknowns for pressure at full-order level
Nrp number of unknowns for pressure at reduced order level
Nhu number of unknowns for velocity at full-order level
Nru number of unknowns for velocity at reduced order level
p pressure field
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