Abstract. Feature selection has improved the performance of text clustering. In this paper, a local feature selection technique is incorporated in the dynamic hierarchical compact clustering algorithm to speed up the computation of similarities. We also present a quality measure to evaluate hierarchical clustering that considers the cost of finding the optimal cluster from the root. The experimental results on several benchmark text collections show that the proposed method is faster than the original algorithm while achieving approximately the same clustering quality.
Introduction
Managing, accessing, searching and browsing large repositories of text documents require efficient organization of the information. In dynamic information environments, such as the World Wide Web or the stream of newspaper articles, it is usually desirable to apply adaptive methods for document organization such as clustering. Dynamic algorithms have the ability to update the clustering when data are added or removed from the collection. These algorithms allow us dynamically tracking the ever-changing large scale information being put or removed from the web everyday, without having to perform complete re-clustering.
Hierarchical clustering algorithms have an additional interest, because they provide data-views at different levels of abstraction, making them ideal for people to visualize and interactively explore large document collections. In the context of hierarchical document clustering, the high dimensionality of the data and the large size of collections are the major challenges facing researchers today.
In [1] , a hierarchical clustering algorithm, namely dynamic hierarchical compact (DHC ) was presented. It is not only able to deal with dynamic data while achieving a similar clustering quality than static state-of-the-art hierarchical algorithms, but also has a linear computational complexity with respect to the number of dimensions. It uses a multi-layered clustering to update the hierarchy when new documents arrive (or are removed). The process in each layer involves two steps: the updating of similarity-based graphs and the obtaining of the connected components for these graphs. The graph updating requires to compute the similarities between clusters, which is the most time-consuming operation.
Feature selection for text clustering is the task of disregarding irrelevant terms, aiming to find the smallest subset of terms that reveals "natural" clusters from text data. Different measures such as scatter separability, entropy and document or term frequency have been proposed [2, 3] . Unsupervised feature selection can be categorized as global or local approaches. The global feature selection chooses the relevant features once according to a ranking criterion, and uses the same feature subset in the whole clustering process. On the contrary, in local feature selection a different subset of features is chosen for each cluster.
The main contribution of this paper is twofold. Firstly, we present a version of DHC algorithm for clustering of dynamic document collections, in which a local feature selection strategy is incorporated to reduce the cost of computing similarities. Secondly, we present a new quality measure to evaluate hierarchical clustering solutions that considers the cost of finding the optimal cluster from the root. The experimental results on several benchmark text collections show that the proposed method is faster than DHC algorithm while achieving approximately the same clustering quality.
Feature Selection in Dynamic Hierarchical Compact Algorithm
DHC is an agglomerative method based on graph. It uses a multi-layered clustering to produce the hierarchy. The process in each layer involves two steps: updating of similarity-based graphs and obtaining the connected components for these graphs. Each connected component represents a cluster. DHC algorithm uses two graphs. The first one is the β-similarity graph, which is an undirected graph whose vertexes are the clusters and there is an edge between vertexes i and j, if the cluster j is β-similar to i. Two clusters are β-similar if their similarity is greater than or equal to β, where β is a user-defined parameter. Analogously, i is a β-isolated cluster if its similarity with all clusters is less than β. As inter-cluster similarity measure we use group-average. In the vector space model, the cosine similarity is the most commonly used measure to compare the documents. By using the cosine measure, we can take advantage of a number of properties involving the composite vector of a cluster (i.e., the sum of document vectors of the cluster) [4] . In particular, the group-average similarity between clusters i and j is equal to the fraction between the scalar product of the composite vectors of these clusters and the product of clusters' sizes.
The second graph relies on the maximum β-similarity relationship (denoted as max-S graph) and it is a subgraph of the first one. The vertices of this graph coincide with vertices in the β-similarity graph, and there is an edge between vertices i and j, if i is the most β-similar cluster to j or vice verse.
Given a cluster hierarchy previously built by the algorithm, each time a new document arrives (or is removed), the clusters at all levels of the hierarchy must be revised (see Figure 1 ). When a new document arrives (or is removed), a singleton is created (or deleted) and the β-similarity graph at the bottom level is updated. Then, the max-S graph is updated too, which produce (or remove) a vertex and can also produce new edges and remove others. These changes on the max -S graph lead to the updating of the connected components. When clusters are created or removed from a level of the hierarchy, the β-similarity graph at the next level must be updated. This process is repeated until this graph is completely disconnected (all vertices are β-isolated). It is possible that the β-similarity graph became completely disconnected before the top level of the hierarchy is reached. In this case, the next levels of the hierarchy must be removed. Notice that the algorithm uses the same β value in all hierarchy levels.
Algorithm 1 DHC with Local Feature Selection.
1. Arrival of a document to cluster (or to remove). 2. Put the new document in a cluster on its own (or remove the single cluster to which the document belongs). 3. level = 0 and update the β-similarity graph at the bottom level, G0. 4. While G level is not completely disconnected:
(a) Update the max-S graph at level. The updating of the β-similarity graph in DHC is trivial. For each vertex to add, the similarities with the remaining vertices are calculated and the corresponding edges are added to the graph. On the contrary, for each vertex to remove, all its edges are removed too. Notice that DHC needs to compute the similarities between the new document and all existing documents at the bottom level. Also, for each level of the hierarchy the similarities between the new clusters created at the previous level and the existing clusters at the corresponding level must be calculated too. The composite vector of each cluster is used to compute these similarities. The computation of the composite vectors and the similarities between them are the most time-consuming operations.
Our proposal focuses on improving the performance of the β-similarity graph updating by applying a simple local feature selection criterion. Since DHC is an agglomerative method, both the size of the clusters and the number of distinct terms in its composite vectors increase as we go up in the hierarchy. 
F1-Travel Quality Measure
Evaluation of clustering is usually done by comparing system-generated clusters to a "gold standard" (i.e., the manually labeled topics). Several measures have been proposed to evaluate the quality of flat clustering. However, the evaluation of hierarchical approaches is still an open problem. The manually labeled topics of the most standard text collections have currently a flat structure. It is due to historical reasons and the difficulties for humans to build the topic hierarchy.
The most widely used measure is overall F1 [5] , which compares the systemgenerated clusters at all levels of the hierarchy with the manually labeled topics.
It is calculated as:
, where T is the set of manual topics and σ(t i ) is the "best matching" cluster with the topic t i , i.e., the cluster that maximizes F 1(t i , c j ) = 2 |t i ∩ c j | /(|t i | + |c j |).
The extended F1-BCubed measure to evaluate hierarchical clustering was recently proposed in [6] . Extended F1-BCubed is the F1-measure evaluated over extended BCubed precision and recall. It takes into account the multiplicity of document occurrences in clusters and topics.
Let us suppose that we have a collection of 8 documents and the manual topics are {1,2}, {3,4}, {5,6} and {7,8}. Figure 2 shows three possible hierarchies obtained by clustering algorithms. As we can observe, extended F1-BCubed considers the hierarchy (a) better than (b) despite it does not contain any "perfect" cluster. It is due to that the number of document pairs that occur in the clusters of the hierarchy (a) is more similar to that in the topics than to that in the We see the hierarchy as providing paths for traveling between topics. Deep hierarchies may not be suitable for browsing, since a user may require a high number of navigation steps to finding the topics of her interest. However, if a hierarchy is too flat, a parent topic may contain too many subtopics and it would increase the time and difficulty for the user to locate her target. Therefore, we expect that the number of explored nodes to find the "best matching" clusters be as small as possible. In this sense, the hierarchy (c) is preferable.
In the context of Topic Detection and Tracking, Allam et al. [7] proposed the minimal cost measure, which is defined as a linear combination of detection cost and travel cost. The former cost is expressed in terms of missed and false alarm rates, while the latter is defined as the search cost to find the optimal cluster from the root. Following this idea, we propose the F1-Travel measure. It is very similar to overall F1-measure, but differs in that we add a travel cost to the measure. Thus, we defined overall F1-Travel as follows:
To evaluate each topic t i , we use a best-first search to find the optimal cluster (see Algorithm 2) . That is,
where n is the number of documents in the collection, σ(t i ) is the "best-matching" cluster with t i found by the best-first search, and v denotes the number of visited clusters while looking σ(t i ). Notice that 2n represents the worst case (i.e., all clusters of the largest hierarchy are visited). The greater number of visited clusters required to find the "best matching" clusters, the smaller F1-Travel is.
As we can observe in Figure 2 , unlike extended F1-BCubed and overall F1, our measure considers the hierarchy (c) better than (b), because 20 clusters are visited to find all topics in (c), whereas 22 clusters are explored in (b).
Algorithm 2 F1-Travel for the topic t.
1. Let Q be a null queue of nodes, sorted by decreasing F 1 2. v = 1, BestF 1 = 0, and insert root into Q 3. while Q = ∅:
(a) Extract the first cluster c from
Experimental Results
The performance of the proposed version of dynamic hierarchical compact algorithm has been evaluated using six benchmark text collections, whose general characteristics are summarized in Table 1 . They are heterogeneous in terms of document size, number of topics and document distribution. Human annotators identified the flat topics in each collection. In our experiments, the documents are represented using the traditional vector space model. Document terms represent the lemmas of the words appearing in the texts (stop words are disregarded) and they are statistically weighted using TF (term frequency in the document).
The experiments were focused on comparing the proposed version against the original DHC algorithm in terms of clustering quality and time efficiency. From the results reported in [1] , we fix the parameter β = 0.02, which produces good hierarchies for all text collections.
To quantitatively compare the relative performance of both methods, we divided the overall F1 score obtained by the proposed method by the corresponding score obtained by DHC. We referred to this ratio as relative overall F1 score. In the same way, we calculated relative extended F1-BCubed and relative overall F1-Travel scores. We also computed the speedup obtained by the proposed method, that is, the ratio between the execution times of DHC and our method. Figure 3 shows the speedups and the relative quality scores, when we vary the fraction of relevant terms (f ) from 0.1 to 0.7 for each text collection. At a glance, we can observe in Figure 3 (a) that speedups between 2 and 6 are achieved for all collections when f ≤ 0.5. As expected, the greater reduction, the higher speedups are obtained. From the Figures 3(c) and 3(d) , we can see that the overall F1 and overall F1-Travel scores slightly decrease (about 5%) or even improve in all collections while reducing the number of features per cluster in the fraction between 0.2 and 0.5. The slight decrease in the relative overall F1-Travel score w.r.t. the relative overall F1 score demonstrates that the number of navigation steps to finding the "best matching" clusters is not significantly increased with the feature selection.
The extended F1-BCubed measure shows a different behavior (see Figure  3(b) ). In this case, our method obtains better scores than those obtained by the original DHC algorithm for all feature reductions. The smaller the number of selected terms per cluster, the higher extended F1-BCubed scores are achieved, specially when few features are selected (about 10-20%). This can be explained by the fact that both the number of hierarchy levels and clusters' size decrease, which causes that the number of document pairs that occur in the clusters diminishes. This produces an effect of boosting in the calculation of the extended F1-BCubed values that actually hides the performance of the method.
To sum up, we can conclude that speedups greater than 2.5 can be achieved with less than 5% loss in clustering quality when we select between 20-45% of the original number of terms for each cluster. Thus, our method achieves both good clustering quality and efficiency improvement w.r.t. the original DHC algorithm.
Conclusions
In this paper, a version of DHC algorithm has been proposed. Since the dynamic nature of the method, a local feature selection criterion is applied to remove the irrelevant terms that may degrade the clustering accuracy, and to reduce the cost of computing similarities. We also present a new quality measure to evaluate hierarchical clustering solutions that considers the cost of navigating through the hierarchy to find the optimal clusters.
The experimental results on several benchmark text collections show that the proposed method significantly reduces the computation times of the original DHC algorithm while maintaining the clustering quality. Thus, we advocate its use for tasks that require dynamic clustering of large text collections, such as creation of document taxonomies and hierarchical topic detection.
As future work, we plan to combine the proposed method with the speedup version presented in [8] , to further improve DHC algorithm. 
