ABSTRACT. The action of ring automorphisms of R[x, y] on real plane curves is considered. The orbits containing degree-three polynomials are computed, with one representative per orbit being selected.
1. Affine Classification. We will now begin our affine classification by defining the relevant equivalence relation on R[x, y] . Definition 1. If f, g are polynomials in R[x, y] , then we say f ∼ g if there exists some θ ∈ Γ 2 (R) and some c ∈ R × such that θ(f ) = cg . Table 1 . For polynomials x 3 + xy 2 + Ex 2 + F xy + Gy 2 + λ(f ) With respect to our equivalence relation ∼ , we seek a list of polynomials comprised of exactly one representative from each equivalence class that contains a degree-three polynomial. As in [9], we will assume that the homogeneous degree-three component of our polynomials be in one of four canonical forms: x 3 + xy 2 , x 3 − xy 2 , x 2 y , x 3 .
Proposition 1.
If f is a polynomial in R[x, y] of the form
where E, F, G are real numbers and λ(f ) is linear, then f ∼ g for some g listed in Table 13 .
Proof. Let θ be as defined in Table 1 and consider θ(f ) . It follows that θ(f ) is in one of the following forms, where c, H, I, J are in R . Should θ(f ) be of form (1) , let θ ′ be x , σ(I)y . Should θ(f ) be of form (2) , let θ ′ be as defined in Table 2 . Consider (θ ′ • θ) (f ) and the result follows. Table 5 . For polynomials c(x 3 − xy 2 − y 2 + Hx + Iy + J) Table 6 . For polynomials x 2 y + Ex 2 + F xy + Gy 2 + λ(f ) where E, F, G are real numbers and λ(f ) is linear, then f ∼ g for some g listed in Table 13 .
Proof. Let θ be as defined in Table 6 and consider θ(f ) . It follows that θ(f ) is in one of the following forms, where c, H, I, J are in R .
Should θ(f ) be of form (5), let θ ′ be defined as in Table 7 . Should θ(f ) be of form (6) , let θ ′ be defined as in Table 8 . Consider (θ ′ • θ) (f ) and the result follows. 
Proof. Let θ be defined as in Table 9 and consider θ(f ) . It follows that θ(f ) is in one of the following forms, where c, H, I, J are in R .
Should θ(f ) be of form (7), let θ ′ be defined as in Table 10 . Should θ(f ) be of form (8) , let α := I 3 + IH + J and θ ′ be defined as in Table 11 . Should θ(f ) be of form (9), let θ ′ be defined as in Table 12 . Consider (θ ′ • θ) (f ) and the result follows.
To conclude that the list of polynomials in Table 13 contains only one representative from each equivalence class of degree-three polynomials in R[x, y] , it remains to show that the polynomials listed are pairwise inequivalent with respect to ∼ . Observing that the canonical forms x 3 + xy 2 , x 3 − xy 2 , x 2 y , and x 3 are pairwise inequivalent with respect to ∼ , we can proceed by inspecting each canonical form individually. Table 9 . For polynomials x 3 + Ex 2 + F xy + Gy 2 + λ(f ) Proposition 5. Assume f, g are polynomials listed in Table 13 with canonical form
Proof. Let θ ∈ Γ 2 (R) be such that θ(f ) = cg for some c ∈ R × , and express θ as Ax + By + R , Cx + Dy + S where A, B, R, C, D, S are in R . Given that x 3 + xy 2 factors as x(x 2 + y 2 ) , it follows that B and C must both be zero. Since the xy-and y 2 -coefficients of θ(f ) must be zero, it follows that R = S = 0 . As such, θ is of the form Ax , Dy . The desired result follows from inspection. Proposition 6. Assume f, g are polynomials listed in Table 13 with canonical form
Proof. Let θ ∈ Γ 2 (R) be such that θ(f ) = cg for some c ∈ R × , and write θ in the form Ax+By +R , Cx+Dy +S where A, B, R, C, D, S are in R . Since this canonical form factors as x(x + y)(x − y) , it follows that θ(x) is of the form Ax + R , A(x + y) + R , or A(x − y) + R . It is a straightforward computation to determine that θ(y) must (respectively) be of the form ±Ay + S , ±A(3x − y) + S , or ±A(3x + y) + S. Should θ be of the form Ax + R , ±Ay + S , observe that R and S must be zero since the x 2 -and xy-coefficients of θ(f ) must be zero. As such, the desired result follows from inspection. Observing that θ(f ) = cg implies f (1, y) and g(1, y) have equal y 2 -coefficients will assist with the remaining cases. We will consider each individually.
Assume that f (1, y) has a y 2 -coefficient of −1 . Should θ be of the form A(x + y) + R , ±A(3x − y) + S , observe that the xy-and x 2 -coefficients of θ(f ) being zero implies that S = R = 0 . This implies our desired result for x 3 − xy 2 + 1 and x 3 − xy 2 . For the remaining polynomials to consider, inspecting the x 3 -and y-coefficients of θ(f ) implies that −8A 3 = −HA ∓ A . Also inspecting the x 3 -and xcoefficients of θ(f ) implies that | ± 3A + HA| ≤ | − 8A 3 | . Combining these observations, it follows that |H ± 3| ≤ |H ± 1| . Given that H must be contained on the interval [−1, 1] , it is forced that H = ±1 and A = ± 1 2 . As such, θ(f ) = ±f and we achieve our desired result. The case where θ(x) is of the form A(x − y) + R is similar.
Assume that f (1, y) has a y 2 -coefficient of −2 . Should θ be of the form A(x + y) + R , ±A(3x − y) + S , inspection of the x 2 -, xy-, and y 2 -coefficients yields this system of equations.
This system solves to yield solutions of A = − . It follows from inspection that θ(f ) = f , yielding our desired result. Should θ(x) be of the form A(x − y) , the result is similar.
Proposition 7. Assume f, g are polynomials listed in Table 13 with canonical form
The proof is similar to the that of Proposition 5 but with inspection of xy-and x 2 -coefficients to yield that R = S = 0 .
Proposition 8. Assume f, g are polynomials listed in Table 13 with canonical form
Proof. Let θ ∈ Γ 2 (R) be such that θ(f ) = cg for some c ∈ R × , and write θ in the form Ax+By +R , Cx+Dy +S where A, B, R, C, D, S are in R . Given the canonical form x 3 , it follows that B is zero and D is nonzero. As such, the polynomials f (1, y) and g(1, y) must have equal degree. We will consider three cases accordingly.
Should the degree of f (1, y) be less than one, observe that the x 2 -coefficient of θ(f ) being zero implies that R = 0 . Hence, θ is of the form Ax , Cx+Dy+S and the desired result follows from inspection. Should the degree of f (1, y) equal one, observe that the y-coefficient of θ(f ) being zero implies that R = 0 . Further inspection of the x 2 -and x-coefficient of θ(f ) implies that C = S = 0 . Hence, θ is of the form Ax , Dy and the desired result follows by inspection. Should the degree of f (1, y) be greater than one, observe the the xy-coefficient of θ(f ) being zero implies that C = 0 . Further inspection of the x 2 -and y-coefficients of θ(f ) implies that R = S = 0 . As such, θ must be the of the form Ax , Dy and the result follows by inspection.
We have now established an affine classification of cubic curves, specifically one that finishes the work started in [9].
Theorem 9. Every degree-three polynomial in R[x, y] is equivalent with respect to ∼ to some polynomial in Table 13 . Moreover, the polynomials in Table 13 are pairwise inequivalent with respect to ∼ .
Proof. The result follows from the propositions of this section.
2. Automorphic Classification. We will use our recently established affine classification to develop an automorphic classification. This approach follows naturally given that the equivalence relation we define below is coarser than ∼ . Definition 2. If f, g are polynomials in R[x, y] , then we say f ≈ g if there exists some ϕ ∈ Aut R[x, y] and some c ∈ R × such that ϕ(f ) = cg . More generally, if K is a field and f, g are polynomials in K[x, y] , then we say f ≈ K g if there exists some φ ∈ Aut K[x, y] that fixes K and some c ∈ K × such that φ(f ) = cg .
In this section, we will consider the equivalence classes with respect to ≈ that contain at least one polynomial from Table 13 . We will develop a list of those polynomials that contain exactly one representative from each equivalence class. Observing that the canonical forms x 3 + xy 2 , x 3 − xy 2 , x 2 y , and x 3 have distinct factorization structures in R[x, y] and are hence pairwise inequivalent with respect to ≈ , we can proceed by investigating each form individually.
In the two subsequent propositions, the following definition and lemma will prove useful.
Proof. Observe that x 2 − y 2 = 0 defines crossing lines in R 2 and x 2 + y 2 = 0 defines an isolated point in R 2 . Also observe that neither of these curves could be mapped to a line, an empty variety, or all of R 2 by a map in Aut R[x, y] (ie. a bi-polynomial homeomorphism of R 2 ). Hence, AutDeg(x 2 ± y 2 ) could not be less than two. Table 13 . Affine/Automorphic Classification of Cubic Curves Proposition 10. Assume f, g are polynomials listed in Table 13 with canonical form
Proof. Let ϕ ∈ Aut R[x, y] be such that ϕ(f ) = cg for some c ∈ R × , and express ϕ in the form p , q . We will consider three cases. Suppose deg(p) is greater than deg(q) , and observe deg(g) would be determined by deg(p 3 ) . This leads to contradiction since deg(p) must be at least two in this case. Supposing deg(p) is less than deg(q) leads to a similar contradiction when inspecting the value of deg(pq 2 ) . It is left to consider when deg(p) and deg(q) are equal. Suppose that p, q are not linear. From inspection of the polynomials in Table 13 , it follows that p(p 2 + q 2 ) must be of degree three or less. This demands deg(p) = 2 and deg(p 2 + q 2 ) = 1 . But, this is a contradiction since AutDeg(x 2 + y 2 ) equals two via Lemma 1. Hence, p, q must both be linear, and the result follows from Theorem 9.
Proposition 11. Assume f, g are polynomials listed in Table 13 with canonical form
Proof. Let ϕ ∈ Aut R[x, y] be such that ϕ(f ) = cg for some c ∈ R × , and express ϕ in the form p , q . Should f (1, y) have a y 2 -coefficient of −1 , the result follows similarly to Proposition 10 using the fact that AutDeg(x 2 − y 2 ) equals two via Lemma 1. Hence, it remains to consider when f (1, y) has a y 2 -coefficient of −2 . We will proceed in three cases. Suppose deg(p) is greater than deg(q) , and observe that deg(g) would be determined by deg(p 3 ) . This leads to contradictions since deg(p) must be at least two in this case. Supposing deg(p) is less than deg(q) leads to a similar result upon inspecting the degree of deg(pq 2 ) . It remains to consider the case when deg(p) and deg(q) are equal. Suppose p, q are not linear and note that ϕ(f ) is of the form
is not less than two, the restriction on deg(g) forces the relation
Since we are in the case where deg(p) equals deg(q) , it follows that deg(p 2 −q 2 ) is equal to deg(p) . In particular, this implies that deg(p+q) and deg(p − q) could not both be equal to deg(p) . But, observe that should either deg(p + q) or deg(p − q) be less than deg(p) , then the conjugate factor must have degree of exactly deg(p) . This implies that either deg(p + q) or deg(p − q) must be a constant, which violates the algebraic independence of p and q . This contradiction implies that p, q must be linear and the result follows from Theorem 9.
Proposition 12. Assume f, g are polynomials listed in Table 13 with canonical form x 2 y . If f ≈ g , then f = g .
Proof. Let ϕ ∈ Aut R[x, y] be such that ϕ(f ) = cg for some c ∈ R × , and express ϕ in the form p , q . We will consider three cases. First, supposing deg(q) is less than deg(p) implies that deg(g) must be more than three. This is a contradiction. Second, assume deg(q) equal deg(p) . The fact that deg(g) equals three forces p, q to be linear, and hence ϕ is in Γ 2 (R) and our result follows from Theorem 9. Finally, assume deg(q) is greater than deg(p) , and note that ϕ(f ) can be written as q f 1 + f 2 , where f 1 has a degree of two in R[p, q] and f 2 has a degree of one or less in R[p] . Since p, q are algebraically independent, the value of deg(f 1 ) in R[x, y] must be at least one. It follows that deg(q) = 2 , deg(f 1 ) = 1 , and deg(p) = 1 . Supposing that f 1 is of the form p 2 or p 2 ± 1 leads to contradiction, as deg(f 1 ) could not be one. By process of elimination, f 1 must be of the form p 2 + q + I for some I ∈ R . Observing that the curves of R[x, y] associated with x 2 + y + I = 0 and x = 0 have one intersection point, it follows that the curves of R[x, y] associated with f 1 = 0 and p = 0 are crossing lines. Hence, we can apply a θ ∈ Γ 2 (R) such that θ(f 1 ) = −y and θ(p) = x . These facts in tandem imply that q is equal to −x 2 − y − I , and hence θ(g) is equal to f . By Theorem 9, we have that g and f must be equal.
In the subsequent proposition, the following definition and lemma will prove useful. This definition is adapted from [1] . 
A similar statement can be made about sing(f ) . Should K equal R , additional similar statements can be made about cusp(f ) , isol(f ) , and node(f ) .
Proof. Let φ ∈ Aut K[x, y] be such that φ fixes K and φ(f ) = cg . Observe that φ(f − cr) = c(g − r) . Table 14 is straightforward to compute. The contents will be useful when proving the proposition below.
The information in
Proposition 13. Assume f, g are polynomials listed in Table 13 with canonical form
Proof. Let ϕ ∈ Aut R[x, y] be such that ϕ(f ) = cg for some c ∈ R × , and express ϕ in the form p , q . If f is a polynomial only in x , then ϕ(f ) is determined completely by p . Supposing deg(p) is greater than one leads to contradiction since ϕ(f ) would then be of degree at least six. Hence, deg(p) must be one, and the result from Theorem 9 applies. It remains to consider the polynomials that are the subject of Table f ϕ ϕ(f )
x 3 − xy y , y 2 − x xy x 3 − xy + 1 y , y 2 − x xy + 1 Table 15 . Cubic polynomials with AutDeg(f ) < 3
We now have established an automorphic classification of cubic curves, which incidentally coincides with our affine classification. That said, it is worth noting that some polynomials f in our affine classification were such that AutDeg(f ) was less than three. Such polynomials are listed in Table 15 along with a representative of minimal degree.
Theorem 14. Every degree-three polynomial in R[x, y] is equivalent with respect to ≈ to some polynomial in Table 13 . Moreover, the polynomials in Table 13 are pairwise inequivalent with respect to ≈ .
Proof. The result follows from the propositions in this section.
As a concluding result, we will note that the polynomials in Proposition 13 of the form x 3 − y 2 + λ(f ) with λ(f ) being linear could be alternatively handled (more concisely) using the Epimorphism Theorem of Abhyankar and Moh [2] . The subsequent proposition demonstrates this approach.
Proposition 15. Let f, g be polynomials from Table 13 of the form x 3 − y 2 + λ(f ) and x 3 − y 2 + λ(g) where λ(f ), λ(g) are linear. If f ≈ g , then f = g .
Proof. Suppose ϕ is in Aut R[x, y] \ Γ 2 (R) such that ϕ(f ) = cg for some c ∈ R × . Express ϕ in the form p , q and observe that deg(p), deg(q) must equal 2k, 3k (repectively) for some positive integer k . Apply θ a of the form x + ay , y for some a ∈ R so that θ a (p) will have a nonzero y 2k -coefficient and θ a (q) will have a nonzero y 3k -coefficient. Such an a is possible since the y 2k -and y 3k -coefficients of p and q (respectively) will be polynomials in R[a] and hence have only
