Abstract When infinitary rewriting was introduced by Kaplan et al. (Principles of Programming Languages, ACM, New York, pp. 250-259, 1989) at the beginning of the 1990s, its term universe was explained as the metric completion of a metric on finite terms. The motivation for this connection to topology was that it allowed to import other well-studied notions from metric spaces, in particular the notion of convergence as a replacement for normalisation. This paper generalises the approach by parameterising it with a term metric, and applying the process of metric completion not only to terms but also to operations on and relations between terms. The resulting meta-theory is studied, leading to a revised notion of infinitary rewrite system. For these systems a method is devised to prove their convergence.
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S. Kahrs We can view convergence as a generalisation of termination: the only converging sequences over metrics with discrete topologies are the ones that remain fixed after finitely many steps. On finite terms, all term metrics have a discrete topology-we shall see later (Proposition 4) why. In the presence of infinite terms, a convergent sequence may not reach a normal form but it can approximate an infinite one in transfinitely many steps. Of particular interest to a user of infinitary rewriting is then the question: "is my system as a whole convergent?".
Although the original papers by Kaplan et al. defined the concept of a system (an abstract reduction system over a metric space) being converging, their proof methods aimed lower for infinitary rewriting, as they excluded reduction sequences starting with infinite terms. This restriction hints at a fundamental problem with their approach: they permit too many terms or too many rules to achieve convergence proofs that apply generally. More recently, Terese [19] chose not even to define the concept of a converging metric ARS; they focused instead on the notion of strong convergence but only w.r.t. reduction sequences, not systems.
To explain some of the issues, consider the following TRS, designed to compute the less-or-equal relationship on natural numbers:
Leq(S(x), S(y)) → Leq(x, y) Leq(Zero, x) → True Leq(S(x), Zero) → False
As a TRS operating on finite terms, the system is clearly terminating. What happens if the term universe is extended to permit infinite terms, such as the fixpoint S ∞ of the function symbol S? The infinitary term Leq(S ∞ , S ∞ ) gives rise to a non-terminating, but semantically converging reduction: using the first rule, the term reduces to itself. However, this reduction is not strongly converging, because the redex position remains at the root of the term. If all rules l → r of a (finite) rewrite system have the property that the distance between θ(l) and θ(r ) is at least > 0 for any substitution θ then semantic convergence and strong convergence coincide, because converging reduction sequences have eventually to stay within an -ball.
Non-strong convergence is a rather fragile property. If we add to this system the seemingly innocuous rule Add(S(x), y) → S(Add(x, y)) then the convergence property is broken: the term Leq(Add(S ∞ , Zero), S ∞ ) rewrites in two steps to itself, producing a non-converging reduction sequence. To fix problems of this kind we can either modify the term metric such that "problematic terms" are no longer generated by metric completion, or we can exclude certain "problematic rules". In this case, the problematic rule is the first rule for Leq, because (informally) it reduces the size of the context for variables x and y, though whether this is a problem or not depends on how the term metric is defined.
Very early on, papers on infinitary rewriting allowed transfinite reduction sequences beyond ordinal ω. This is not followed here: the ordinal ω is intrinsically tied to the notion of metric completion and the relations studied here are "continuous" w.r.t. the term topology. Of course, one could work instead with topological notions of convergence, based on filters or nets, see e.g. [17] , and use a matching notion of completion. In this paper I stick to the ω-case, at least in part because it allows me to make use of known properties of metric completion.
In summary, this paper provides the following:
-the preliminary Sect. 2 recalls concepts from rewriting and topology; a couple of basic propositions about metric spaces are proved that are used later but which I could not find in standard textbooks;
-Section 4 introduces a general concept of what a term metric actually is, based on the notion of ultra-metric map (Sect. 3); -Section 5 studies fundamental properties of infinitary terms, i.e. the terms that arise through metric completion; -Section 6 re-defines the notions of infinitary rewrite rule and infinitary TRS; -Section 7 shows how (and which) relations can be lifted through metric completionthese results have wider applications than infinitary rewriting and are stated in a more general way; -Section 8 studies under which conditions infinitary TRSs match the requirements of the previous section; -Section 9 reduces convergence proofs for infinitary TRSs to proofs that certain finitary TRS are Cauchy; -Section 10 shows a method to prove finitary TRSs to be Cauchy; -Section 11 shows the method working on an example; -Sections 12 and 13 conclude, with 12 pointing out a number of possible alternative approaches.
Preliminaries
We rely on notations and terminology from both Term Rewriting and Topology which are introduced in this section. For the former to the conventions and notations from [26] are used, experts in the area may therefore want to skip that section.
Rewriting
We write R : A ↔ B to declare a relation R between sets A and B. Given a binary relation R, we write R −1 for the relation x R −1 y ⇐⇒ y R x. We write R ; S for the composition of the relations R and S, i.e. x(R ; S)y ⇐⇒ ∃z. x Rz ∧ zSy. A quasi ordering on A is a reflexive and transitive relation on A.
An Abstract Reduction System is a structure A = (A, →) where A is a set and → a binary relation on A. Given an ordinal α, a sequence of length α in the set S is a function f : α → S, viewing α as a von Neumann ordinal, i.e. identifying it with the set of all smaller ordinals. A reduction sequence of length α in an ARS (A, >) is a sequence f of length α in A such that ∀n ∈ α. (n + 1) ∈ α ⇒ f (n) > f (n + 1). An ARS is terminating, or strongly normalising, if it has no reduction sequences of length ω.
Given an ARS (A, →) and an equivalence relation ≈ on A the ARS A/≈ has as objects the equivalence classes [t] ≈ of A, and the relation →/ ≈ is defined as:
[t] ≈ →/ ≈ [u] ≈ ⇐⇒ t ≈ ; → ; ≈ u One says that t rewrites to u modulo ≈.
A signature is a pair Σ = (F, #) where F is a set (of functions symbols) and # : F → N the function assigning each symbol its arity. As notational convention function symbols are written as upper-case letters. The infinite set of variables is called Var and particular variables are referred to by lower-case letters. The set of (finite) terms over Σ is indicated as Ter(Σ) and is defined inductively: (i) Var ⊂ Ter(Σ), (ii) if F ∈ F and #(F) = n and t 1 , . . . , t n ∈ Ter(Σ) then F(t 1 , . . . , t n ) ∈ Ter(Σ). Parentheses are dropped when n = 0. The set of variables occurring in the term t is called var (t) . The root of a term t is either t, if t ∈ Var, or F, if t = F(t 1 , . . . , t n ).
S. Kahrs
A Σ-algebra is a set A together with functions F A :
Given two Σ-algebras A and B, a Σ-algebra homomorphism from A to B is a function h : A → B such that h (F A (a 1 , . . . , a n )) = F B (h(a 1 ), . . . , h(a n )). 
This concept is typically used to form the substitutive closure of a relation.
Subterm positions are finite sequences of natural numbers. The empty sequence is denoted , otherwise i · p is the prefixing of a sequence p with the number (or sequence of numbers) i. The set of positions of a term t, Pos(t) is inductively defined as follows:
The subterm of t at position p, notation: t| p , is defined as follows:
Updating a term t at position p with term u, notation: t[u] p , is defined as follows:
For positions p and q we write p ≤ q iff ∃r. p · r = q, i.e. if p is a prefix of q. Two positions p and q are independent, p||q, if A term rewriting system (short: TRS) consists of a signature Σ and a set of rewrite rules R over that signature. The associated ARS of a term rewriting system (Σ, R) is (Ter(Σ), → R ) where → R is the compatible and substitutive closure of R.
Topological spaces
Regarding topological and metric spaces we use notation and terminology mostly taken from [24] , and occasionally from [4, 12, 22] . A topological space is a set X together with a function Cl : ℘ (X ) → ℘ (X ) satisfying the following properties for all A, B ⊆ X :
Any set of the form Cl(A) is called closed, and a set B ⊆ X is called open iff X \ B is closed. A function between topological spaces f : A → B is called continuous iff its inverse image of any closed set is closed, i.e. f −1 (Cl(V )) = Cl( f −1 (Cl(V ))); beware that the two occurrences of Cl on the right-hand side of that equation refer to (potentially) different topologies.
A topology on a set A is called discrete iff every subset of A is open (which is the case iff all singleton sets are open). Note that functions between topological spaces are always continuous if their domain is discrete.
A neighbourhood of a point a ∈ A is a set B ⊆ A such that there is an open set C such that a ∈ C ⊆ B. An accumulation point is a point a ∈ A such that every neighbourhood of a is an infinite set. Thus, a topological space is discrete if and only if it has no accumulation points.
A topological space (X, Cl) is called compact if for any family of open sets S i , i ∈ I such that X = i∈I S i then X = i∈J S i for some finite subset J of I .
Metric spaces
A metric space is a set M together with a function d : M × M → R satisfying the following formulae [4] for all x, y, and z:
The open -ball of an element x ∈ M is the set of elements at distance smaller than :
We sometimes view these as binary relations, i.e. x B y ⇐⇒ x ∈ B (y) ⇐⇒ d(x, y) < .
Every metric space induces a topological structure:
The diameter of a subset S of a metric space (M, d) is the supremum of the distances in S. A metric space is called bounded if it has a finite diameter. The metric spaces of interest to this paper all have a diameter of 1.
A function between metric spaces f : A → B is called uniformly continuous iff there is a functionf on the strictly positive real numbers such that
where ";" is relational composition. As we shall see later, this formulation suitably generalises. The functionf witnesses the uniform continuity of f , and we can w.l.o.g. assume that it is weakly monotonic. Moreover, f is called non-expansive ifff ( ) ≤ , for all .
Given a metric space (M, d), a Cauchy sequence in this space is a sequence f of length ω in M such that:
This is equivalent to saying that f is uniformly continuous, with respect to the metric
and f is called converging if an a ∈ M exists to which f converges. A metric space is complete iff every Cauchy sequence converges.
Every metric space has a unique completion, up to isometry, which we will call M • for this metric space 1 . We can characterise the metric completion M • as follows: (i) M • is a complete metric space, (ii) there is an isometric embedding e : M → M • and (iii) the closure of e(M) in M • is M • (M is dense). An isometric embedding is a distance-preserving function between metric spaces (note that this implies injectivity); an isometry is a bijective isometric embedding.
All points in M • \e(M) are accumulation points; moreover, these are the only accumulation points in M • if M is discrete. In the following, M will be regarded as a subset of M • .
Uniformly continuous functions between metric spaces can be uniquely lifted to their metric completions, i.e. metric completion is a functor on the category of metric spaces (as objects) and uniformly continuous functions (as morphisms). Moreover, a witness function for f • can be constructed as
Given a set A and a bounded metric space
) (and is itself bounded).
Proposition 1 Let B be a bounded metric space. Then
Proof Left to right: if f n is a Cauchy sequence in A → B then y n = f n (x) is a Cauchy sequence in B, for any x ∈ A; we can set f (x) = lim n→∞ f n (x). Right to left: if f :
is approximated by a Cauchy sequence y x in B; we can construct
and thus the sequence f n converges to f . This is surely a standard result for metric spaces, but the standard literature [11, 22] only shows the weaker result that the function space is complete if the codomain is-which does not say anything about the completion of a function space whose codomain is not complete. 
(independent of b) which makes it a Cauchy sequence in B • → C • , and as this space is complete the sequence converges to a limit: this limit is f • (a); it is itself continuous, because the sequence f n is continuously convergent [11, 28.9.5] The reason to include this proposition is that for term metrics that permit contexts to arbitrarily increase distance uncurried substitution application would not be uniformly continuous: the distance between (C[x], θ) and (C [x] , θ ) is equal to the distance between θ and θ , regardless of C, but (depending on C) the distance between θ(C [x] ) and θ (C[x] ) could be aritrarily close to 1.
A metric space (M, d) is called an ultra-metric space if it satisfies the stronger inequality
In an ultra-metric space (M, d), each B becomes an equivalence relation, and a sufficient condition for an ω-sequence to be Cauchy is that the distances between adjacent elements converge to 0. If M is an ultra-metric space then so is M • .
The category of ultra-metric spaces and non-expansive functions is Cartesian-closed [24] . The product construction derived from that gives also categorical products in the categories of metric spaces (objects) with either continuous, uniformly continuous, or non-expansive functions as morphisms: the product of metric spaces
For every set there is a metric d α defined as d α (t, u) = 1 ⇐⇒ t = u, the so-called discrete metric or trivial metric; the resulting metric space is always complete with the discrete power-set topology. The converse does not hold, i.e. there are many other metrics with discrete topologies (sometimes, the literature calls them discrete as well), and in particular all our term metrics are discrete w.r.t. finite terms.
Since every subset of an (ultra-) metric space gives rise to an (ultra-) metric space the notion of compactness generalises to arbitrary subsets of an (ultra-) metric space. In this context, compact sets are always closed.
Ultra-metric maps
A function f on the non-negative reals is called metric-preserving [5] if for any metric space
is a metric space as well. All metric-preserving functions are amenable:
for any positive integer n. Notice that if f is a metric-preserving function then the identity function id is a uniformly continuous function
Monotonicity is a sufficient (but not necessary) condition for an amenable and subadditive function to be metric-preserving.
Examples are: the ceiling function _ (defined as r = min{n | n ∈ N , n ≥ r }), and for any 0 < α < 1 both multiplication and exponentiation with α, e.g. halving and square root.
For any function f on The concept of being "subadditive" is extended to n-ary functions as follows: f is subadditive iff ∀a 1 , . . . , a n ,
Of particular interest in this paper are functions that preserve ultra-metrics. An ultrametric map (short: umm) is an n-ary function m :
The components of an n-ary umm f are the functionsf i :
. Ultra-metric maps are determined by their components:
, and moreover f ( f # (x)) ≤ x if f is also continuous, which again gives us a Galois connection.
For n-ary f the unary function ∆f is defined as ∆f (
If f is continuous then so is ∆f and thus ∆f # is amenable. all its F m are continuous (subadditive, non-expansive) ultra-metric maps. The reason for the name "term metric" is that this gives rise to a distance function d m on Ter(Σ) as follows:
The final equation also means that d m is a Σ-algebra homomorphism, from the product algebra Ter(Σ) × Ter(Σ) to m; this implies:
The function d m is indeed a distance in the metric sense, even more:
Proposition 3 For every term metric m, d m is an ultra-metric on Ter(Σ), bounded by 1.
Proof By induction on the term structure. First, that d m is bounded by 1 is trivial by construction.
Second, we need to show that d m (t, u) = 0 ⇐⇒ t = u. The first and second equation clearly comply. For the third, we assume that the property holds on the subterms of t and u. The result follows from F m being amenable.
Finally, the strong triangular property. Consider three terms a, b and c. We have to show 
Ultra-metric Σ-algebras have some applications in domain theory [25, Sect. 4 .3] but these constrain algebra operations to be non-expansive, and this is not always satisfied by the operations and metrics of interest here.
For any term metric m there is another Σ-algebra m, also with carrier set [0, 1], where its operations are defined as follows:
Here,F m,i is the ith component of F m , and the minimum is set to be 1 if n = 0. Although n-ary functions in m are not amenable, it is the case that
Algebra m is useful for propagating distances:
In particular, one can use m to show that all terms are discrete points, for any term metric m.
Proposition 4 Every term metric m gives rise to a discrete topology.
Proof The statement means that for every term t there is a constant c > 0 such that
m , where k1 is the constant-1 function. If t is a variable or a function symbol with of arity 0 then c = 1. Anything closer than that distance has the same root symbol as t and hence is equal to t.
. . , u n ), and we get overall, using Lemma 1 and the induction hypotheses on the subterms: Here are some examples of term metrics that people have used before, albeit not expressed in the framework presented here.
-The term metric ∞ sets F ∞ (a 1 , . . . , a n ) = 
-The trivial term metric id sets F id (a 1 , . . . , a n ) = max 1≤i≤n a i ; distance between any two distinct terms is 1, and hence (Ter(Σ), d id ) is already complete; thus this gives no infinite terms at all. [15, 16] has a predicate Λ ⊂ F ×N such that Λ(F, i) signifies that F is "lazy" in its i-th argument position. Given this, the term metric g is defined through its components: 
Under the term metric c the subterms at a strict position must be finite terms. Under term metric r we can only iterate a context C[ ] to create an infinite term C ∞ = C[C ∞ ] if all argument positions leading to the hole of C are lazy. Under term metric d any infinite path through an infinite term must (eventually) cross arbitrarily more lazy than strict argument positions.
Proposition 5 For term metric m, function symbol F is uniformly continuous on the metric space (Ter
We can simply construct the witness functionF as follows:
To show that this is a uniformity witness:
Continuity of F m is only used in the proof for the step ∆F m (∆F # m ( /2)) ≤ /2-thus continuity of ∆F m suffices as condition; in fact, it even suffices if ∆F m is merely continuous at 0, but for this claim the proof would need a different witness function.
Corollary 1 If m is a continuous term metric for signature Σ then Ter m (Σ) is a Σ-algebra.
Proof Since all term-building functions are uniformly continuous they uniquely lift to the completed metric spaces.
Notice that Proposition 5 views n-ary functions as functions from the n-ary product space. Proposition 2 would suggest to use curried functions instead, for lifting n-ary functions to the metric completion, but this does not make a difference.
Non-continuous term metrics are not necessarily regarded as "evil", and may well be worth serious study-but they are certainly more awkward to work with. If (unary) F m is not continuous at 0 then the function symbol F can indeed not be applied to infinite terms, in the following sense: if Ter m (Σ) contains an accumulation point u and g : N → Ter(Σ) is any Cauchy sequence converging to u then F • g is never a Cauchy sequence. An example for a non-continuous term metric is d c .
Operations on infinitary terms
Given a signature Σ and a term metric m, the infinitary terms are the elements in Ter m (Σ); the infinite terms are the accumulation points in Ter m (Σ). Operations on infinitary terms are mostly defined here as uniformly continuous functions operating on finite terms, which thus have a unique lifting.
In g(x) ). Notice that it can make a difference here whether we regard the domain of substitutions as terms or as variables; in the former case some metrics (such as d r and d c ) would make the substitution space discrete.
Substitution application on finite terms (as an operation in
) is pointwise non-expansive and, provided the metric is continuous, also uniformly continuous. Proposition 2 then allows us to lift substitution application uniquely to infinitary terms and infinitary substitutions. Notice that this is a case in which it would not suffice to consider substitution application as a function in Θ(Σ) × Ter(Σ) → Ter(Σ), because there are continuous term metrics (an example is term metric r ) for which substitution application is not uniformly continuous in this domain.
W.r.t. to non-continuous metrics, substitution application can be undefined, e.g. under metric d c when t = F(x), F is strict in its argument and θ maps x to an infinite term. Nevertheless it is still possible to view it as a partial function-where θ(t) is defined iff a sequence θ n (t) converges, where θ n is a Cauchy sequence of finitary substitutions converging to θ .
A relation R on infinitary terms is called substitutive if t R u implies θ(t) R θ(u) for all θ ∈ Θ(Σ) m for which θ(t) and θ(u) are defined.
For (finite) unary contexts the metric d m is extended as follows:
where the metric on positions is discrete, i.e. different positions are at distance 1. Context application, seen as a function in 
, where the variables x i do not occur in C[ ], ρ(x) = 0 for all x, and the notation ρ[x i → a i ] updates ρ at these variables. Clearly:
If m is a continuous term metric then C m is uniformly continuous. Notice that for unary contexts,
We can express the property that two terms do not differ up to a certain position formally as follows. There is a family of equivalence relations p ∼ (indexed by positions p), defined as follows:
We
Proposition 6 Let C, D be contexts such that C ∼ D.
Proof Straightforward induction on the depth of C. The purpose of the rather awkward looking Lemma 2 is to reason about distances in the situation where we put a redex inside a context and then move away from the result by a specific distance.
Consequently, infinitary contexts also have a unique umm:
A 
Notice that patterns are necessarily finite terms, because infinite terms are arbitrarily close to some finite terms. 
Such a semantic re-interpretation of the condition that the variables of the right occur on the left is not new, see [14] for the situation in higher-order rewriting.
Condition (ii) is a generalisation of the property "depth-preserving" [19] which has been studied for term metric ∞. Term metrics allow to check depth preservation variable by variable: each variable is associated with a unary umm, and these have to be "larger" on the left. In term metric ∞ the condition can be expressed as follows: if u| p ∈ Var then there exists q ∈ Pos(t) such that t| q = u| p and the length of p is not shorter than the length of q. Thus, a collapsing rule like F(x) → x is banned for this term metric, because x occurs on the right-hand side in a higher position than on the left.
Condition (iii) has the following purpose: for non-continuous term metrics it ensures that any context that can be applied to (instances of) the left-hand side of a rule can also be applied to the corresponding instances of its right-hand side.
(θ(u)) is defined as well.
Lemma 3 Let t → u be an infinitary rule w.r.t. term metric m. The finite relation {(t, u)} is substitution-safe, and its substitutive closure is context-safe.
Proof The lemma is trivial for continuous term metrics (because substitution and context application are then total operations), so assume that m is not continuous and that u is therefore finite (by condition (iii)). Assume that θ(t) is defined.
Consider a Cauchy-sequence of finitary substitutions θ n that converges to θ . The sequence θ n (t) converges to θ(t).
For any i, j ∈ N and any term s:
where the ≥ step follows from condition (ii) of being a rule. This means that θ n (u) is itself a Cauchy sequence, and hence θ(u) is defined. Now consider a Cauchy sequence C n [ ] of finite contexts approximating C. The motivation for these definitions has to be delayed for a little while, as some of this rests on a number of technical results, on relations and their interaction with metric completion.
Continuous relations
We would like to lift relations between metric spaces V and W to relations between their metric completions V • and W • . To be able to do this in a systematic and unambiguous way, we need some structural properties for such relations which the lifting needs to preserve, in analogy to (uniform) continuity of functions.
There are different notions of continuity for relations around. In a nutshell, the problem is the following: a function f between topological spaces is continuous iff f −1 maps open sets to open sets, and that is the case iff f −1 maps closed sets to closed sets. Relations also have an associated inverse image function, but for them these two conditions are not the same.
In particular, for any relation R : V ↔ W there is a function R + :
Note that this function coincides with R −1 iff the relation R happens to be a total function: we always have R + (R(A)) ⊇ A and R + (W ) = V . Clearly, R + preserves openness iff R −1 preserves closedness and vice versa.
To lift relations systematically, we view relations as set-valued functions, moving from a relation R : V ↔ W to a function R : V → 2 W . Dually, if f : V → 2 W we write f : V ↔ W for the corresponding relation. Since we are operating with metric spaces, this requires a metric on 2 W . Given a bounded metric space M = (M, d M ) (we assume w.l.o.g. that the bound is 1), the metric space 2 M has as elements the closed subsets of M, and their distance d H is defined as follows:
Aside: this is sometimes defined without the empty set as member of 2 M , because that simplifies the rest of the definition. However, that modification would only permit to model relations that are entire. This is the Hausdorff metric, see [22, p. 214 ], giving us for each bounded metric space M another metric space 2 M ; this construction extends to a functor: given any function
If f is continuous (uniformly continuous, non-expansive, an isometric embedding, an isometry) then so is 2 f .
A fundamental property of the Hausdorff construction is its relation to completeness: 
Proposition 7 Let
With this we can synchronise all Cauchy sequences and form X n = Cl({x (x(2 −n )) | x ∈ X }) which gives us a Cauchy sequence in 2 M the limit of which is X .
Remark: the reason for usingx(2 −n ) rather than simply n in the construction of X n is that the latter could fail to turn X n into a Cauchy sequence if X is an infinite set. The given construction guarantees that
Together with the metric completion functor this gives us a method to lift set-valued continuous functions to metric completions-where we can view them as relations again.
Theorem 1 Let f : V → 2 W be uniformly continuous. There is a unique uniformly continuous function f
Proof We can always lift f to the metric completions:
We then postcompose f • with the isometry from Proposition 7 and get the desired map f . The uniqueness of the metric lifting gives us the uniqueness of f .
The function f and f can easily fail to coincide on values in V , because sets that are closed in W may no longer be closed in W • ; for x ∈ V the value of f (x) is Cl( f (x)) -the closure of the set f (x) in W • . This is the reason for the intersection with W in the theorem.
In order to be able to model a relation R as a set-valued function in this topology we need that it is "pointwise closed", and that its associated function R is continuous. These conditions are vacuously satisfied when we consider relations between metric spaces with discrete topologies. Therefore, a relation on infinitary terms that is defined as the lifting of a relation on finite terms is automatically pointwise closed. One has to be careful though when operating on infinitary terms directly: consider the rewrite rule A → B and the infinite term t = G(A, t): the term t rewrites (in a single step) to G(B, t), or to G(A, G(B, t) ), or to G (A, G(A, G(B, t) )), etc. However, if the rewrite relation is pointwise closed t must also be able to rewrite to itself, because t is also the limit of all the terms it can rewrite to.
A condition that is much better behaved than "pointwise closed" is "pointwise compact"-this uses the same metric on sets. The biggest advantage of this notion is that the relational composition of two relations that are pointwise compact is itself pointwise compact. On discrete topologies a set is compact iff it is finite, and thus a pointwise compact relation (with discrete codomain) is finitely branching.
We would like to express continuity and especially uniform continuity more directly in terms of the relation rather than indirectly through its associated set-valued function. There are a couple of relevant properties of relations. A relation R is called lower semi-continuous (short: lsc) iff R −1 (A) is open for any open set A. It is called upper semi-continuous (short: usc) iff R −1 (A) is closed for any closed A. In [10] , the lsc relations were called continuous, while [6] reserve the term for relations R that are not only lsc, but also usc, and in addition finitely branching. These terminology decisions are tied to various topologies (or metrics) on power-set domains, for example the exponential topology, which has the same carrier set as the exponential metric, but its topology can differ. Note: it is necessary to require that R is uniformly lsc. Otherwise, a might even fail to be in the domain of R at all, because a could for each n stay outside the neighbourhood of a(n) that preserves R-steps.
For the purposes of lifting relations to their metric completion, it will not suffice to merely use semi-continuous relations, because even in the special case of continuous functions is the lifting not always possible (or not unique). In other words, a notion of uniform (semi-) continuity for relations is needed-which should coincide with uniform continuity of the associated set-valued functions. This is achieved by adapting the earlier notion: R is called uniformly lsc iff there is a functionR on the strictly positive real numbers such that
It is easy to see that "uniformly lsc" implies "lsc".
There is a strong correspondence between uniformly continuous set-valued functions and uniformly lsc relations.
Lemma 4 If a function f : V → 2 W is uniformly continuous then f is uniformly lower semi-continuous.
Proof We show that R = f is uniformly lsc with witness R( ) =f ( ).
The step from line 2 to 3 uses the premise that f is uniformly continuous, 3 to 4 one half of the definition of d H ; 4 to 5 is an equivalence if f (x ) is finite (if the relation is finitely branching) but it is always an implication.
An implication in this direction is what we might have expected. Slightly surprisingly, the implication also holds in the other direction:
Lemma 5 If a relation R : V ↔ W is uniformly lower semi-continuous and pointwise closed then R is uniformly continuous.
Proof Because R is pointwise closed, R indeed inhabits our semantic domain, mapping each element to a closed set.
The first step unravels the relation-algebraic statement of uniformly lsc. The introduction of the supremum can lose precision if R is not finitely branching-this is the reason for the ≤ instead of <. From this we can now prove the lemma:
Hence, for f = R , we can setf ( ) =R( 2 ), giving us a witness function for the uniform continuity of f .
Thus both lemmas together give us the following nice characterisation:
Theorem 2 A pointwise closed relation R : V ↔ W (between metric spaces V and W , where W is bounded) is uniformly lsc if and only if its associated set-valued function R :
V → 2 W is uniformly continuous.
Note: it appears unlikely that something as fundamental as that is a new result, but I could not find it anywhere. Kuratowski's results about the exponential topology are ever so slightly different, e.g. in that setting continuous functions are both lsc and usc [22, p. 173 ].
In the following, the notation R • is also used to describe the lifting of a pointwise closed and uniformly lsc relation
This time let T = R ; S, andT ( ) =R(Ŝ( )).

BT ( ) ; T = BR (Ŝ( )) ; (R ; S) = (BR (Ŝ( )) ; R) ; S ⊆ (R ; BŜ ( ) ) ; S = R ; (BŜ ( ) ; S)
⊆ R ; (S ; B ) = T ; B 3. We set p, q ( ) = min(p( ),q( )) and get:
Although uniform lsc is preserved by binary union, it is not (in general) preserved by arbitrary union. The arbitrary union of lsc relations is always lsc [22, p. 179 ], but uniformity can be lost through that process. We would have to set the witness function R i ( ) to be inf( R i ( )) and this infimum could be 0. This can already happen when we form the transitive closure of a uniformly lsc relation, because R * = R n and each R i is uniformly continuous (a consequence of Proposition 9). An example is the function f : R → R with f (x) = 2 · x; this is a uniformly continuous function, relative to the usual distance metric, and hence it clearly is uniformly lsc when viewed as a relation, but the transitive closure of f is not uniformly lsc: for a given we would need to find a δ such that 2 m · δ < , which is possible for a finite number of m's but not if we need a δ that works for all m.
An important special case of uniformly semi-continuous relations is the following: a relation R is called eventually non-expansive below α (short: ene), where α > 0, iff ∀ < α. B ; R ⊆ R ; B . It is strictly ene if this holds with respect to closed -balls: ∀ ≤ α. B ; R ⊆ R ; B . Clearly, if R is ene below α then it is uniformly lsc, with witness function R( ) = min( , α). For bounded metrics one can assume w.l.o.g. that α =R(δ), where δ is the diameter of the metric space; in this case we can leave "below α" implicit. Moreover: if R is ene below α and pointwise closed then R • is also ene below α.
Relations that are (eventually) non-expansive are also closed under union, composition and finite products, but there are further operations under which they are closed. In particular, non-expansive relations are closed under arbitrary union (and infinite products); this is not true for ene relations in general, but the transitive closure of an ene relation is always ene.
Continuity of rewriting
Linking the definitions of the rewrite relations of finite and infinitary term rewriting systems we would expect that two constructions should be strongly related: given a finite TRS, the rules of which also match the constraints for infinitary TRSs (w.r.t. some term metric m) we can either:
-view it as a finite TRS and lift its (finitary) rewrite relation using Theorem 1 -view it as an infinite TRS and construct its (infinitary) rewrite relation directly This is only meaningful if the relation on finite terms is uniformly lsc, because otherwise there is no canonical lifting; it also has to be pointwise compact, but this condition is implied by the constraint to finitely many rewrite rules. 
m and by the pattern property of t this means that s = σ (t) for some σ ; so:
The proof works unchanged to show that similarly the substitutive closure of a finitary rule is strictly ene as a relation on finite terms, w.r.t. any term metric m for which the rule classifies as an infinitary rule.
The question under which conditions the compatible (and reflexive) closure preserves continuity is a bit trickier. In general this closure preserves lower semi-continuity, but not always uniform lower semi-continuity. A sufficient condition for preserving uniform lower semi-continuity is that the term metric is subadditive and non-expansive. The characterisation below gives a different sufficient characterisation which is slightly better suited for the definition of the rewrite relation of an iTRS.
Proposition 11 Let R be any strictly ene and context-safe relation on Ter m (Σ). If m is subadditive then the compatible and reflexive closure of R is uniformly lsc. In particular, if R is strictly ene below α then for all < α:
Proof Let R be strictly ene below α. Let S = id ∪ R . The function witnessing its uniformity is set asŜ
To check that this is indeed a uniformity witness: notice first thatŜ( ) ≤ . ultra-metric property gives d m (a, C[u] ) < . Hence we can pick b = a as a S a by reflexivity.
Now suppose t R u and d m (C[t], a) <Ŝ( ). Since C[t] S C[u], a b needs to be found such that a S b and
In case (ii) ≤ C m (1); we abbreviate k = 1/α and get: 
Ultra-metric maps that are not subadditive (such as x 2 ) can prevent the compatible closure (of the substitutive closure) of a single rewrite rule t → u to be uniformly lsc. The reason is: (i) some terms s are closer than distance 1 from t without being substitution instances
As before, Proposition 11 can be adapted for finite terms and relations, but w.r.t. the same metric.
Theorem 3 Let (Σ, m, R) be an infinitary rewrite system such that m is subadditive. Then the relation → R of its associated ARS is an infinitary rewrite relation.
Proof By construction → R is substitutive and compatible. It remains to be shown that it is lsc and pointwise compact. By Lemma 6 the substitutive closure of a rule is strictly ene and by Lemma 3 it is context-safe, which implies by Proposition 11 that its compatible and reflexive closure is uniformly lsc. Since there are only finitely many rules the union of their rewrite relations is still uniformly lsc (Proposition 9).
To show that → R is pointwise compact it suffices to show that if A ⊆ {u | t → R u} is infinite then A contains a Cauchy sequence, and that t is → R -related to the limit of that sequence. The elements of A are all of the form t[a p,i ] p , for various p ∈ Pos(t) where t| p is related to a p,i by the substitutive closure of R. Since that relation is finitely branching and A is infinite, A must contain t[a p,i ] p for infinitely many different p. Picking one for each p and arranging them by the length of p gives indeed a Cauchy sequence-with limit t, and t → R t by reflexivity.
The reason why the rewrite relation of an infinitary TRS is required to be reflexive should be clear from the proof of Theorem 3: it is useful for showing that the compatible closure is lsc and also that the relation is pointwise compact.
Convergence
A metric abstract reduction system (short: MARS) is a structure (M, d, →) such that (M, d) is a metric space and (M, →) is an abstract reduction system; note that a more specific definition of MARS is in [18] . A MARS is called converging (Cauchy) iff any reduction sequence of length ω is converging (Cauchy). Observation: if (M, d) has a discrete topology then (M, d, R) is converging iff the relation R\id M is terminating.
Proof A reduction sequence f of length ω is Cauchy iff for all there is an n such that the set { f (k) | k ≥ n} has a diameter of at most . In an ultra-metric this is the case iff, for all
If a reduction sequence of → fails to be Cauchy, it fails for one particular , and in an ultra-metric this means that there is a reduction sequence with infinitely many steps of at least -distance. 
In the following, it is assumed (without loss of generality, merely for simplicity of presentation). that signature Σ contains a function symbol ⊥ of arity 0. The variables of an equivalence class are those that occur in every term, i.e 
Explanation: by construction, r ↓ u ensures that u ∈ B (r ); moreover, the only variables left in u occur in all terms of the class. In fact, the relation ↓ is a function, u is unique. (x → x) ), the second follows from the depth-preservation condition.
The rule t → u simulates the behaviour of applying rule t → u at the root of a term: if a = θ(t) and b = θ(u) then there are finite terms a and b and a finitary substitution θ such that:
To simulate the behaviour of the compatible closure one can construct the derived rule 
is strictly ene below : this holds because any term within distance of t is an instance of t , and so Lemma 6 can be applied. 
Proposition 15 Let A = (Σ, m, R) be an iTRS, > 0 and f be an ω-sequence in Ter m
is strictly ene it is uniformly lsc (trivially, it is pointwise closed) and thus can be lifted to infinitary terms-where it remains strictly ene below . Since f (n) [R] σ (u ) and d m ( f (n), g(n)) ≤ there must exist an a n such that g(n) [R] a n and d m (a n , σ (u )) ≤ (bottom-left triangle). We can assume a n ∈ Ter(Σ) as all rules in [R] relate finite terms to finite terms. Overall we can choose g(n + 1) = a n which gives the following picture:
The central idea is the following: If, for a finitary TRS, the substitutive closure of the rules is terminating and no reduction sequence contains infinitely many redex-contractions at position then the rewrite process moves deeper and deeper inside the terms, and is therefore converging-that is: w.r.t. metric d ∞ . For other metrics the argument does not quite suffice, but it can be adapted: typically termination of a relation is proved by showing that it is included in some other terminating relation >. Contexts C[ ] that cannot be repeated infinitely many times need to preserve that strict relation >.
A umm f is called shrinking iff the sequence a 0 = 1, a n+1 = ∆f (a n ) converges to 0. Proof Notice all metric morphisms of concern arise as compositions of the form f 1 • · · · • f k where each f i is either f m or halving. id has no shrinking umms at all, so the pointwise supremum is the constant 0 function (which is shrinking). For the other metrics, all shrinking metric morphisms are multiplications with 2 −k for some k > 0 (obvious for all but r , see below). Thus, their pointwise supremum is "halving"-which is shrinking.
For r (with f r (x) = √ x), we need to show that no shrinking metric morphism involves square root. It suffices to show this for a single occurrence of f r (one eager position), because these metric morphisms are pointwise lower bounds for the others. Let f be such a metric morphism, i.e. it is of the form
for some fixed k and n. This function fails to shrink for x ≤ 2 −2n−k .
The following definition is normally used in the context of termination proofs (see [26, p. 253 (1) . We can recover the distances within f from the subterm projections:
, where q ranges over the maximally stable positions in f (k) and C q is the context function of the context D k+x for which p k+x = q. Notice that for each n, the values C q (d m (g q (n), g q (n + 1))) are non-zero for at most one q, the one for which q is a prefix of p k+n . Because each C q is pointwise bounded by h it follows that
The argument in the proof of Theorem 4 is not fundamentally new (see Proposition 5 in [8] ) except that the presence of non-shrinking contexts under a term metric complicates matters slightly. How does one find a quasi-reduction ordering that is shrink-stable? This is typically similar to the task of showing a TRS to be simply terminating, except that at several stages one can use the weak order where a termination proof would require the strict order . This is best demonstrated at an example.
Application example
The chapter on infinite rewriting in [19] motivates the subject with the following example, an iTRS modelling the sieve of Eratosthenes: 
Primes → Sieve(Nats(S(S(Zero))))
Given that this is such a fundamentally motivating example, one would expect that it is converging, w.r.t. to some term metric. However, it is not, at least not as an iTRS with the definition as in this paper.
Because of the penultimate rule, for it to be converging it is necessary that the component Cons m,2 is shrinking, to allow "infinite lists". This causes a problem with the third rule, because it lifts variable y out of such a shrinking context; for this to be a proper rule the function Sieve m would have to be non-continuous at 0, which in turn would prevent us from applying Sieve to any (eventually) infinite lists, but the rewrite system does, with its last two rules.
The problem seems a technicality, caused by the deph-preservation condition for rewrite rules when the third rule of the system is considered. However, there is indeed a problem with this rule. If the metric allows arbitrary infinite lists then rule 3 would rewrite the term Sieve(Cons(Zero, (Cons(Zero, . . .) ))) to itself. Although this in itself does not contradict convergence (reflexive steps never do), convergence is lost nevertheless, because there are terms that non-trivially converge to Cons(Zero, (Cons(Zero, . . .)) ). In particular, outermost reduction for Sieve(Filter(Nats(Zero), Zero, Zero)) fails to converge.
The iTRS is repairable though-it is generally possible to make rules comply with depthpreservation by padding them with "delay" functions. For term metric ∞ the modified rules look like this: Filter(y, n, m) ) It is very easy to find a reduction ordering for this TRS (being shrink-stable comes for free under term metric ∞) to show that it is Cauchy: the order only compares the root symbols and ignores the rest of the terms. One can view this as an interpretation of terms in the ordinal 4: 
Future work
In [19] , as well as earlier papers on which their chapter is based, the authors largely abandoned the semantic notion of convergence for a stronger variety, called strong convergence, because this shows better behaviour w.r.t. confluence problems. A reduction sequence is strongly convergent if redex positions (this is w.r.t. term metric ∞) move eventually arbitrarily deep. First, note that this is generalisable to other term metrics: the "depth" of a rewrite step
in term metric m can be seen as the value C m (1)-which is also the distance between the two terms if they have different root symbols. Thus an ω-reduction sequence is strongly convergent if its depths converge to 0. An entire iTRS could be regarded as strongly convergent if all its reduction sequences are strongly convergent.
This has still a very syntactic flavour, because the depths are associated with contexts, and ARSs have such numbers not occur in any other way. However, they might: instead of using ARSs with ordinary relations one could use fuzzy ARSs with fuzzy relations (see e.g. [9] )-in a fuzzy set/relation characteristic functions that are {0, 1}-valued are replaced with ones that take values in [0, 1]. With this we can give a rewrite step its depth as its truth value. In this sense, a strongly convergent reduction sequence would in the limit have reduction steps with truth value 0, i.e. no reduction step at all, and this very much captures the idea of strongly convergent reductions.
The decision by some authors to favour strong convergence over Cauchy convergence was influenced by properties of a generalisation of the many-step relation to infinitary rewriting, the relation → ω , where t → ω u iff there is an ω-indexed reduction sequence, starting from t and converging to u. The literature never questions whether this is really the "right" definition for an infinitary many-step rewrite relation. An arguments against it is that → ω could fail to be pointwise closed, and that it is therefore living outside our semantic domain for relations on infinite terms. Suppose → ∞ were a many-step relation that is pointwise closed and lsc. To explain how → ω and → ∞ compare, consider as example the following iTRS (w.r.t. term metric ∞):
A →F(Zero)
A →G(A)
G(F(x)) →F(S(x))
The term A reduces in finitely many steps to any term of the form F(S n (Zero)), and therefore A → ∞ F(S ∞ ) but we do not have A → ω F(S ∞ ), because the only non-trivial Cauchy sequence starting from A is converging to G ∞ . This shows that → ω is not pointwise closed.
There is another closure principle one can consider. The term G ∞ is a normal form for → ω , but because the reductions G n (F(Zero)) → * R F(S n (Zero)) get arbitrarily close to it we might want G ∞ → ∞ F(S ∞ ) as well. How can we construct such a relation → ∞ in the first place? We can first take the single-step rewrite relation and lift it to infinite terms (this would be uniformly lsc and pointwise closed, assuming left-linearity); secondly, we can take the transitive closure (this is lsc, but no longer uniformly lsc); thirdly, we make the relation pointwise closed by adding the missing limits-which preserves lower semi-continuity as well. A further closure principle that would also give us G ∞ → ∞ F(S ∞ ), is to view the relation as a set of pairs, and to form the closure of this set in the product topology. Whether this → ∞ relation is a "better" notion for many-step rewriting is a moot point, but in any case it would be interesting to study its properties.
Another possible area of extending this work is to apply it to the study of the infinitary λ-calculus, as this is an area which normally employs ideal completion rather than metric completion for the creation of a domain of infinite structures [20] . To maintain suitable generality it might be necessary to move from infinitary rewriting to infinitary higher-order rewriting, at least in the second-order flavour of Combinatory Reduction Systems [21] . Perhaps the most delicate issue about such a generalisation is the question what kind of structures would replace our term metrics, e.g. higher-order algebras [23] over [0, 1] with higher-order ultra-metric maps-whatever they might be.
Conclusions
We have studied the meta-theory of infinitary rewriting by largely divorcing concrete rewriting from infinite terms and explaining such operations/relations instead through metric completion. Thus, not only infinite terms arise through metric completions, so do rewrite relations on infinite terms. This latter view is novel and required a thorough study of the lifting of relations from metric spaces to their completions. In essence: uniformly lower semi-continuous relations that are pointwise compact can be lifted. What is also novel is the view of regarding a term metric as a Σ-algebra with the carrier set [0, 1].
The investigation has unveiled a variety of areas in rewriting for which the required uniformity is not always forthcoming:
-infinite set of rewrite rules -non-left-linear rules (except for non-continuous or complete term metrics) -infinitary right-hand sides cause problems with non-continuous term metrics -the completion w.r.t. a term metric that is not continuous (at 0) does not give a term algebra -term metrics that are not subadditive may not give rise to uniformly lsc rewrite relations, and thus may have unliftable rewrite relations Moreover, rewrite rules were restricted beyond non-left-linearity, and an important condition emerged that prevents a certain kind of non-convergent behaviour. For the original term metric ∞ depth-preservation forbids (for example) collapsing rules. It has been known that the presence of two different collapsing rules under this metric makes a system necessarily non-convergent on infinitary terms, e.g. see Fig. 14 in [8] . Collapsing rules are not the sole culprits here, e.g.
the rules F(G(x)) → G(x), G(F(x)) → F(x)
would show a similar pattern of non-convergence for F(G (F(G(. . .))) ). Depth-preservation prevents this particular form of non-convergence.
Moreover, a framework for convergence proofs has been set up that reduces convergence proofs of infinitary systems to Cauchy-ness proofs of certain finite term rewriting systemsprovided the term metric is continuous. The Cauchy-ness proofs for finite systems require certain reduction quasi-orderings, which can be set up in similar ways as simplification orderings, although the exact details depend on the term metric involved. Particularly simple is the case of term metric ∞ for which this method was carried through on an example. The technique used is fundamentally the same as in [8] , but the mentioned extra condition on rewrite rules ensures that the method is sound to show convergence for all reduction sequences, not just those that commence on finite terms.
