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Abstract
A square sign pattern matrix A (whose entries are +,− or 0) is said to be powerful if all the powers A,A2, A3, . . . , are
unambiguously deﬁned. For a powerful pattern A, if Al =Al+p with l and p minimal, then l is called the base of A and p is called
the period of Li et al. [On the period and base of a sign pattern matrix, LinearAlgebraAppl. 212/213 (1994) 101–120] characterized
irreducible powerful sign pattern matrices. In this paper, we characterize reducible, powerful sign pattern matrices and give some
new results on the period and base of a powerful sign pattern matrix.
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1. Introduction
A sign pattern matrix (or sign pattern, or pattern) is a matrix each of whose entries is +,− or 0. The set of
all n × n sign pattern matrices is denoted by Qn. A sign pattern matrix A of order n is called trivial if n = 1
and A = 0. Otherwise A is called nontrivial. Powers of square sign patterns (and more generally, powers of ray
pattern matrices) have been studied heavily, see for example [1–8]. Notice that in the computation of the entries of the
power Ak,A ∈ Qn, an ambiguous sign may arise when we add a positive sign to a negative sign. So a new symbol
“#” has been introduced to denote the ambiguous sign in [3]. We deﬁne the addition and multiplication as follows:
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Now we can consider the powers of a pattern A ∈ Qn.
Deﬁnition 1.0. Let A ∈ Qn for some positive integer n. For any positive integer k, Ak is said to be deﬁned (that is,
deﬁned as a sign pattern), provided Ak contains no ambiguous entry #. We will denote that Ak is deﬁned as a sign
pattern by writing Ak ∈ Qn. Note that some authors write that Ak is unambiguous where we write that Ak is deﬁned.
We now introduce a new concept—uniformly deﬁned sign pattern.
Deﬁnition 1.1. We call A uniformly deﬁned provided that either Ak is deﬁned for all positive integer k, or else there
exists a largest positive integer m such that Ak is deﬁned whenever k is a positive integer with km, and such that Ak
is not deﬁned whenever k >m.
Deﬁnition 1.2. A sign pattern A ∈ Qn is powerful if all powers A,A2, A3, . . . are deﬁned.
From Deﬁnition 1.2 we know that if a sign pattern A is powerful, then A is also uniformly deﬁned.
Let A ∈ Qn be powerful. Since each term in the power sequence belongs to Qn and since Qn consists of 3n2 distinct
patterns, there must be repetitions in the sequence of patterns in the power sequence. Let Al be the ﬁrst one that is
repeated. Write Al = Al+p with p> 0 minimal. Then l is called the base of A and p the period of A. We denote the
base of A by l(A) and the period of A by p(A). Specially for the trivial matrix the base and period are both 1. The
following theorem has been established in [3].
Theorem A (Li et al. [3]). Let A ∈ Qn be powerful with base l and period p. Then for integers m, k > 0, Am =Am+k
iff m l and p|k.
A nonnegative pattern is one that does not have any − entries. For a sign pattern matrix A, we use |A| to denote the
pattern matrix obtained from A by replacing − entries with +.
We now introduce some graph theoretical concepts.
Deﬁnition 1.3. Let A = (aij ) ∈ Qn. The associated digraph D(A) of A is deﬁned to be the digraph with vertex set
V = {1, 2, . . . , n} and arc set E = {(i, j)|aij = 0}, each arc of which is assigned the sign of aij (+ or −). A walk W
in D(A) is a sequence of arcs: e1, e2, . . . , ek such that the terminal vertex of ei is the same as the initial vertex of ei+1
for i = 1, 2, . . . , k − 1. The number k is called the length of the walk W , denoted by l(W). The sign of the walk W ,
denoted by sgn(W), is deﬁned to be
∏k
i=1sgn ei .
The deﬁnitions of closed (directed) walk, (directed) cycle and loop in D(A) follow graph theory. Their length and
signs can be deﬁned analogously.
Deﬁnition 1.4 (Shan and Shao [5]). Two walks W1 and W2 in D(A) are called a pair of SSSD walks, if they have the
same initial vertex, same terminal vertex and the same length, but they have different signs. For a pair of SSSD walks
W1,W2, the length of W1 (or of W2) is called the length of the SSSD walks W1 and W2.
We denote the (i, j) entry ofAk by (Ak)ij . IfAk is deﬁned, (Ak)ij =
∑
sgn(W), whereW runs over the set of walks
of length k from i to j . From this formula we know that (Ak)ij = 0 iff there is no walk of length k from i to j in D(A);
while (Ak)ij = + (or −) iff all walks of length k from i to j have the same sign + (or −).
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We can think of a permutation pattern as a pattern with + replacing the 1 in a real permutation matrix. As usual, we
say that a pattern A ∈ Qn is reducible if there is a permutation pattern P such that
P TAP =
[
B C
0 D
]
where B,D are nonempty and square. A is said to be irreducible if it is not reducible. Any 1× 1 pattern is irreducible.
It is well known that A is irreducible iff D(A) is strongly connected. We deﬁne the index (of imprimitivity)of an
irreducible pattern A, denoted by h(A) or simply h, as h=h(A)= gcd{l()}, where  runs over all cycles of A. In fact,
h(A) = gcd{lengths of closed walks of A}. Speciﬁcally the index for the trivial matrix is 1.
The following theorem was established in [3].
Theorem B (Li et al. [3]). Let A ∈ Qn be nonnegative and irreducible with index h. Then the period of A is h, i.e.,
p(A) = h(A).
For a general pattern A ∈ Qn, the Frobenius normal form of A is
P TAP =
⎛
⎜⎜⎝
A11
A22 ∗
0 . . .
Akk
⎞
⎟⎟⎠ ,
where P is a permutation pattern and the diagonal blocks Aii (1 ik) are irreducible. Aii are called the irreducible
components of A. i is called a trivial vertex in D(A) if Aii is trivial, while D(Aii) is called a nontrivial component in
D(A) if Aii is nontrivial. We have the following theorem.
Theorem C (Li et al. [3]). Let A ∈ Qn be nonnegative with Frobenius normal form as above. Then p(A) =
lcm{h(Aii)|1 ik} = lcm{p(Aii)|1 ik}.
In this paper we introduce some new concepts about D(A) as follows.
Deﬁnition 1.5. Let {W1,W2} be a pair of SSSD walks. If {W ′1,W ′2} is a pair of SSSD walks and satisﬁes:
(1) {W ′1,W ′2} and {W1,W2} have the same initial vertex,
(2) V (W1) ⊂ V (W ′1), V (W2) ⊂ V (W ′2), E(W1) ⊂ E(W ′1), E(W2) ⊂ E(W ′2),
then {W1,W2} is called a pair of subwalks of {W ′1,W ′2}, while {W ′1,W ′2} is called an extension of {W1,W2}.
Deﬁnition 1.6. A pair of SSSD walks {W1,W2} with length k is called extendible if it has an extension {W ′1,W ′2} with
length k′ >k. The SSSD pairs {W1,W2} is called live if for every integer l with l > k, {W1,W2} has an extension with
length l. A pair of SSSD walks that is not live is called a dead pair of SSSD walks.
Deﬁnition 1.7. A pair of SSSD walks is called a shortest pair of SSSD walks in D(A) if its length is minimum among
all SSSD walks in D(A). Clearly a shortest pair of SSSD walks in D(A) need not be unique.
For a pair of SSSD walks, we have the following theorem.
Theorem 1.1. A pair of SSSD walks {W1,W2} from i to j is live if and only if one of the following conditions holds:
(1) There is a walk from j to u, where u is a vertex in some cycle C.
(2) If there exists no such vertex u as Condition (1), we denote lj to be the largest length of directed paths at beginning
vertex j .LetL1 (orL2) be the set of lengths of cycles,whichW1 (orW2)meets. Then there exist c(1)1 , c(2)1 , . . . , c(r1)1 ∈
L1, c
(1)
2 , c
(2)
2 , . . . , c
(r2)
2 ∈ L2, where c(t)i denotes the length of cycle C(t)i , i = 1, 2, t = 1, 2, . . . , r1 (or r2),
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such that
a1c
(1)
1 + a2c(2)1 + · · · + ar1c(r1)1 = lj + 1,
b1c
(1)
2 + b2c(2)2 + · · · + br2c(r2)2 = lj + 1,
where a1, a2, . . . , ar1 and b1, b2, . . . , br2 are positive integers, and
sgn(C(1)1 ) . . . sgn(C
(r1)
1 ) = sgn(C(1)2 ) . . . sgn(C(r2)2 ).
Proof. We prove sufﬁciency as follows. Let the length of {W1,W2} be k.
Case 1: {W1,W2} satisﬁes condition (1). Using the walk from j to u and cycle C we can know that with cycle C,
{W1,W2} has an extension with length l for every integer l with l > k . Thus {W1,W2} is live.
Case 2: {W1,W2} satisﬁes condition (2). For every integer l with l > k, if l − k lj , using the walk of length l − k
from j , {W1,W2} has an extension with length l. If l − k > lj , let l − k = q(lj + 1) + r , where q is positive integer
and 0r lj . Then adding qa1C
(1)
1 + qa2C(2)1 + · · · + qar1C(r1)1 and a path P of length r from j , we obtain a new
walk denoted by W ′1. Similarly, adding qb1C
(1)
2 + qb2C(2)2 + · · · + qbr2C(r2)2 and path P to W2, we have a new walk
denoted by W ′2.
Clearly
l(W ′1) = l(W1) + q(lj + 1) + r = l(W2) + q(lj + 1) + r = l(W ′2) = k + (l − k) = l
and
sgn(W ′1) = sgn(W1)(sgnC(1)1 )q(sgnC(2)1 )q · · · (sgnC(r1)1 )qsgn(P )
= − sgn(W2)(sgnC(1)2 )q(sgnC(2)2 )q · · · (sgnC(r2)2 )qsgn(P )
= − sgn(W ′2).
{W ′1,W ′2} is an extension of {W1,W2} with length l. Thus by Deﬁnition 1.6 {W1,W2} is live.
Now we prove necessity.
If neither Condition (1) nor Condition (2) holds. Then {W1,W2} has no extension with length lj+1. Thus {W1,W2}
is not live. 
Clearly, for an irreducible sign pattern matrix A, if D(A) has SSSD walks, then all SSSD walks are live.
In [3], irreducible powerful sign pattern matrices were characterized. In this paper we characterize some reducible
powerful sign pattern matrices and investigate the period and base of a powerful sign pattern matrix.
2. Characterization of reducible powerful patterns
In [3], Li et al. gave an example to show that there exist patterns A such that A3 is deﬁned but A2 is undeﬁned, i.e.,
some sign pattern matrices are not uniformly deﬁned.
A natural question is: When is a sign pattern uniformly deﬁned?
The next theorem gives a partial answer.
Theorem 2.1 (Li et al. [3]). Irreducible pattern matrices are uniformly deﬁned.
From Theorem 2.1, it is easy to see
Corollary 2.1. If A ∈ Qn is irreducible and Am is undeﬁned, then Al (l >m) is also undeﬁned.
As a generalization of Corollary 2.1, we have:
Corollary 2.2. Let A ∈ Qn. If there exists a live pair of SSSD walk with length k, then Am is undeﬁned for mk.
For a general pattern A ∈ Qn, we have the following answer.
Theorem 2.2. Let A ∈ Qn such that A has no zero rows or A has no zero columns. Then A is uniformly deﬁned.
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Proof. Assume that A is not uniformly deﬁned. Suppose that Am (m3) is deﬁned and there is a positive integer
k <m such that Ak is not deﬁned. Thus there exist i, j ∈ V (D(A)) such that there is an SSSD pair W1,W2 of length
k <m from i to j, sgn(W1) = −sgn(W2).
Without loss of generality, suppose that A has no zero rows. Then for any v ∈ V (D(A)), d(v)> 0. Thus there exists
a walk P of length m− k from j to some vertex t . The walks W1 +P and W2 +P from i to t have opposite signs and
common length m, and hence is an SSSD pair, contradicting the fact that Am is deﬁned. Hence A is uniformly deﬁned.
Note that Ak is deﬁned iff (AT)k is deﬁned. If A has no zero columns, the same conclusion follows. 
For convenience, we call a matrix with no zero row and with no zero column a matrix without zero lines. Clearly
Theorem 2.1 is a corollary of Theorem 2.2. We can obtain the following corollary.
Corollary 2.3. Let A ∈ Qn. If A is in Frobenius normal form
A =
⎛
⎜⎜⎝
A11 A12 · · · A1r
A22 · · · A2r
0 . . .
...
Arr
⎞
⎟⎟⎠ , (1)
where all Aii, i = 1, 2, . . . , r, are irreducible and nontrivial, then A is uniformly deﬁned.
Proof. Since Aii are irreducible and nontrivial, A is a matrix without zero lines. 
A pattern matrix is usually characterized by graphical concepts in qualitative matrix theory (see [1]). We now give a
graphical characterization of when a matrix is uniformly deﬁned.
Theorem 2.3. A square sign pattern A is uniformly deﬁned iff one of the following conditions holds:
(1) there is no SSSD walk pair in D(A);
(2) there is a live shortest pair of SSSD walks in D(A);
(3) all of the shortest SSSD pairs of walks in D(A) are dead. Let l1 be the length of a shortest SSSD walk. Let l be the
minimum of the lengths of all live SSSD walk pairs, with l = +∞ if there are no live SSSD pairs. Then l1 < l, and
for every integer r ∈ [l1, l), there is a pair of SSSD walks of length r .
Proof. 1. Sufﬁciency.
(1) If there are no SSSD walks in D(A), sufﬁciency is clear.
(2) Let W1 and W2 be a pair of the shortest SSSD walks that is live and has length m. Then Am is not deﬁned and
Ak is deﬁned for all positive integer k with k <m. Since W1 and W2 are a live pair, for every positive integer l >m we
can obtain an extension with length l. It follows that for every l >m,Al (l >m) is undeﬁned. By Deﬁnition 1.1 , A is
uniformly deﬁned.
(3) Since l1 is the length of the shortest SSSD pair, Ak is deﬁned for all k < l1. Since there is an SSSD pair for every
r with r ∈ [l1, l) , Ar is undeﬁned for l1r < l. If l = +∞ , we are done. If l <+ ∞, then there is a live pair of SSSD
walks of length l, and hence there is a pair of SSSD walks of length r for all r l. Thus Ar is undeﬁned for all r l1.
2. Necessity. Suppose that A is uniformly deﬁned. Assume that none of (1)–(3) holds. Then there is a pair of the
shortest SSSD walks W1,W2 with length l1, which is dead (not satisfying Conditions (1), (2)). One of the following
two cases will appear.
Case 1: (Not satisfying Condition (3)) There are no live SSSD walks in D(A) and there exists a integer r l1 such
that there are no SSSD walks of length r for some r > l1. Then Ar is deﬁned but Al1 is undeﬁned, contradicting the
assumption that A is uniformly deﬁned.
Case 2: (Not satisfying Condition (3)) There are at least a pair of live SSSD walks and ∃r ∈ (l1, l) such that there are
no SSSD walks of length r , where l = min{lengths of all live SSSD walks}. Thus Ar is deﬁned but Al1 is undeﬁned,
contradicting the assumption that A is uniformly deﬁned. 
From Theorem 2.3 we know that irreducible sign matrices are uniformly deﬁned.
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Theorem 2.4. Let A ∈ Qn be uniformly deﬁned. Then A is powerful if and only if there exist m, k > 0 such that
Am = Am+k ∈ Qn.
Proof. Necessity is clear.
We only prove sufﬁciency. Suppose that m and k are positive integers such that Am = Am+k ∈ Qn. Then
Am = Am · Ak = Am+k · Ak = Am+2k = Am+sk = · · · (2)
For any positive integer lm, we take q = 	(l − m)/k
. Thus m + qk l. By (2), Al is deﬁned.
Since Am ∈ Qn and since A is uniformly deﬁned , Al is also deﬁned for every positive integers lm. By deﬁnition,
A is powerful. 
It might be worth noting that Theorem 2.4 is false if the condition that A be uniformly deﬁned is dropped. For the
8 × 8 matrix A give below, A6 = A12, but A is not powerful.
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 1 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 1 0 0 0 1
0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 1
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Of course, we can also characterize a powerful sign pattern matrix A by graphical language.
Corollary 2.4. Let A ∈ Qn be uniformly deﬁned. Then A is powerful iff D(A) satisﬁes the following condition:
There exist positive integers m and k such that Am is deﬁned and for all i, j ∈ V (D(A)), there is a walk with sign
+ (respectively, −) of length m+ k from i to j iff there is a walk with sign + (respectively, −) of length m from i to j .
From Theorem 2.2, and Corollary 2.3, we obtain the following:
Corollary 2.5. Let A ∈ Qn be a matrix without zero rows or without zero columns. Then A is powerful if and only if
there exist positive integers m and k such that Am = Am+k ∈ Qn.
Corollary 2.5 shows that “uniformly deﬁned” can be replaced with “A have no zero lines”.
Corollary 2.6. LetA ∈ Qn have Frobenius normal form give as inCorollary 2.3with allAii irreducible and nontrivial.
any Then A is powerful if and only if there exist m, k > 0 such that Am = Am+k ∈ Qn.
Theorem 2.5. Let A ∈ Qn. Suppose that A is in Frobenius normal form⎛
⎜⎜⎜⎜⎝
A11 A12 · · · · · · A1r
A22 · · · · · · A2r
. . . · · · ...
0 Ar−1,r−1 Ar−1,r
Arr
⎞
⎟⎟⎟⎟⎠ ,
where Aii is an irreducible submatrix with p(Aii)= hi for i = 1, 2, . . . , r . Let f = gcd(h1, h2, . . . , hr ). Suppose that
Ai,i+1 = 0 for i = 1, 2, . . . , r − 1. If A is powerful, then all cycles of A whose lengths are odd multiples of f have the
same sign and all cycles (if any) of A whose lengths are even multiples of f are positive.
Proof. Let 1 be any cycle of A with length l(1) = kf for some positive integer k. Let 2 be any cycle of A with
length l(2) = mf for some positive integer m. Clearly, each cycle lies within a single strongly connected component
of D(A).
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Since Ak,k+1 = 0 for each k, there is a walk from every vertex in Aq,q whenever pq. Without loss of generality,
1 is in Ap,p and 2 is in Aq,q with pq. Choose a vertex i ∈ V (Ap,p) and a vertex j ∈ V (Aq,q). Let W be a walk
from i to j .
Observe that both m1 W and W
k
2 are walks of A from i to j with length mkf + l(W). Hence they have same sign
because A is powerful . It follows that If k is odd and m is even, then sgn(2) = + and that if k and m are odd, then
sgn(2) = sgn(1). 
3. Periods and bases of powerful patterns
In [3], Li et al. raised the following conjecture.
Conjecture. An irreducible pattern A is powerful iff Al(|A|)+2h(A) is deﬁned.
Although the conjecture remains open, Li et al. were able to obtain a weaker result.
Theorem 3.1 (Li et al. [3]). Let A ∈ Qn be irreducible. Deﬁne q(A)= lcm{l(i)|1 in}, where l(i)=min{l()| is
a cycle of A involving the index i}. Then A is powerful iff Al(|A|)+2q(A) is deﬁned.
We denote
L(i) = {l()| is a cycle of A involving the index i}, i = 1, 2, . . . , n,
g(A) = min lcm{a1, a2, . . . , an|ai ∈ L(i), 1 in}.
Since q(A) = lcm{min a1,min a2, . . . ,min an|ai ∈ L(i), 1 in}, g(A)q(A).
Example. L(1) = {3, 5}, L(2) = {4, 6}, L(3) = {5, 6}, L(4) = {2, 3}, L(5) = {3}, L(6) = {3, 5}:
q(A) = lcm{3, 4, 5, 2, 3, 3} = 60,
g(A) = lcm{3, 6, 6, 3, 3, 3} = 6,
g(A)q(A).
We can improve Theorem 3.1 as follows.
Theorem 3.2. Let A ∈ Qn be irreducible. Then A is powerful iff Al(|A|)+2g(A) is deﬁned.
Proof. Necessity is clear. We prove sufﬁciency.
Suppose Al(|A|)+2g(A) is deﬁned. By the deﬁnition of g(A), h(A)|g(A). Since A is uniformly deﬁned, Al(|A|) is also
deﬁned. By Theorems A and B,
|Al(A)| = |Al(|A|)+2g(A)|. (3)
Take any i, j ∈ V (D(A)). Suppose there is a walk W of D(A) from i to j of length l(|A|). Let  be a cycle of D(A)
with length a′j involving the index j , where
lcm{a′1, a′2, . . . , a′n} = min lcm{a1, a2, . . . , an|ai ∈ L(i), 1 in}.
Then l()|g(A); say g(A) = kl().
Let W()2k be a walk of length l(|A|) + 2g(A) from i to j . Then
sgn(W2k) = sgn(W) · [sgn()]2k = sgn(W).
Noting (3), we conclude that Al(A) = Al(|A|)+2g(A) and that A is powerful. 
Li et al. [3] obtained the following result.
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Theorem 3.3 (Li et al. [3]). Let A be a powerful pattern with Frobenius normal form
⎛
⎜⎜⎝
A11
A22 ∗
0 . . .
Akk
⎞
⎟⎟⎠ . (4)
Then
p(A) = lcm{p(Aii)|1 ik},
l(|A|) l(A) max{l(|A|), k}.
We consider sufﬁcient conditions for l(A)= l(|A|). Of course, if l(|A|)k, then l(A)= l(|A|). IfAii (i=1, 2, . . . , k)
are trivial components, then k = n,An = An+1 = 0, l(A) = l(|A|)k.
We have the following:
Theorem 3.4. Let A be powerful pattern with Frobenius normal form (4). If there are k − 1 nontrivial components
Aii , then l(A) = l(|A|).
Proof. We know that l(|A|) l(A). It sufﬁces to show l(|A|) l(A) i.e.
Al(|A|) = Al(|A|)+p. (5)
For A powerful pattern A, we always have
|A|m = |Am| and p(|A|)|p(A).
By TheoremA, |Al(|A|)| = |A|l(|A|) = |A|l(|A|)+p(A) = |Al(|A|)+p(A)|.
To prove (5), we need only show that if there is a walk W of length l(|A|) from i to j , then any walk W1 of length
l(|A|) + p(A) from i to j has the same sign.
SinceA contains at least k−1 nontrivial componentsAii ,W must contain a walk (or a vertex)W ′ of some nontrivial
irreducible component Ajj . Similarly, W1 contains a walk (or a vertex ) W ′1 of some nontrivial irreducible component
Att .
Let  be a cycle of Ajj involving an index in W ′, and let 1 be a cycle of Att involving an index in W ′1. Since A has
period p(A), for sufﬁciently large m, we have
Al(|A|)+2ml()l(1) = Al(|A|)+2ml()l(1)+p(A).
It follows that
sgn(W2ml(1)) = sgn(W12ml()1 ).
Therefore,
sgn(W) = sgn(W1).
Thus(5) holds, l(|A|) l(A).
Combining l(|A|) l(A), we have l(A) = l(|A|). 
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