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CHARACTERIZATION OF THE HILBERT BALL BY
ITS AUTOMORPHISM GROUP
KANG-TAE KIM AND STEVEN G. KRANTZ
Let Ω be a bounded, convex domain in a separable Hilbert
space. The authors prove a version of the theorem of Bun
Wong, which asserts that if such a domain admits an au-
tomorphism orbit accumulating at a strongly pseudoconvex
boundary point then it is biholomorphic to the ball. Key in-
gredients in the proof are a new localization argument using
holomorphic peaking functions and the use of new “normal
families” arguments in the construction of the limit biholo-
morphism.
1. Introduction
Bun Wong [WON] proved in 1977 that a strongly pseudoconvex do-
main in Cn with non-compact automorphism group must be the ball.
In the intervening 22 years, there has been considerable work on this
circle of ideas. Rosay [ROS] showed that (in order to draw the same
conclusion) the domain can be allowed to be bounded, but arbitrary,
and one need only assume that some boundary orbit accumulation
point of the automorphism group action be strongly pseudoconvex.
Greene and Krantz [GRK1] explored what happens when the or-
bit accumulation point is weakly pseudoconvex. Although the ideas
developed in that paper have now been superseded by more modern
methods that center around the technique of scaling (see [IK1], [Ki4],
[KIKR] for a discursive treatment of the scaling method), certainly
that paper ushered in a new avenue of inquiry. Subsequent work by
Bedford/Pinchuk [BP1–BP4], by Frankel [Fr], by Kim [Ki2–Ki6], by
Fu/Isaev/Krantz ([IK2–IK4], [FIK1–FIK2]), by Berteloot and Coeure´
([Ber1–Ber3], [BeCo]), and by many others has fleshed out this circle
of ideas.
It should be stressed, however, that all work to date has been in
complex spaces of finite dimensions. The most complete results are
available in C2. The work in dimensions 3 and higher continues to
develop. Nevertheless, some questions remain open in all dimensions 2
and higher.
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In the present work we begin to explore a domain in an infinite di-
mensional complex Hilbert space; we assume that the domain possesses
an automorphism group orbit accumulating at a boundary point. [No-
tice that the mere non-compactness of the automorphism group with
respect to the compact-open topology does not give the (rigid) struc-
ture that we require.] In particular, we shall formulate and prove a
version of the Wong/Rosay theorem in that setting.
We are pleased to thank Yun-Sung Choi, Jaesung Lee, John McCarthy,
and Richard Rochberg for helpful discussions. The work of Laszlo Lem-
pert sparked our interest in the holomorphic function theory of infin-
itely many variables, and his helpful advice is also much appreciated.
The first author’s research was funded partly by Grant 981-0104-
018-2 and Interdisciplinary Research Program Grant 1999-2-102-003-5
of the Korean Science and Engineering Foundation. The second au-
thor was supported in part by NSF Grants DMS-9531967 and DMS-
9631359.
2. Preliminaries
Let H be an infinite-dimensional, separable Hilbert space over the
complex numbers.
2.1. Derivatives and Ck smoothness. First we consider the differ-
entiability of functions. Let W ⊆ H be an open subset. Consider
u : W → E , where E is some complex Hilbert space. For q ∈ W and
v1, . . . ,vk ∈ H, we consider the following derivatives:
du(q;v1) = lim
R∋ǫ→0
1
ǫ
(u(q+ ǫv1)− u(q))
d2(q;v1,v2) = lim
R∋ǫ→0
1
ǫ
(du(q+ ǫv2;v1)− du(q;v1))
...
dk(q;v1, . . . ,vk) =
lim
R∋ǫ→0
1
ǫ
(
dk−1u(q+ ǫvk;v1, . . . ,vk−1)− dk−1u(q;v1, . . . ,vk−1)
)
.
We say that the mapping u is Ck smooth (for k ≥ 1) if each dℓu,
ℓ = 1, . . . , k, exists and is a continuous map of W ×H× . . .H︸ ︷︷ ︸
ℓ copies
into E .
In this case, it is known that each dℓu is a symmetric ℓ-linear map
over R.
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We may also consider the following derivatives:
Du(q;v) =
du(q;v)− i du(q; iv)
2
Du(q;v) =
du(q;v) + i du(q; iv)
2
Since a C1 smooth function that is holomorphic in every complex direc-
tion is holomorphic (this is the Gateaux definition of holomorphicity,
for which see [Mu]), we see that every C1 smooth mapping u with Du
identically zero is holomorphic. An alternative, and equivalent, defi-
nition is to demand that u be holomorphic on each finite-dimensional
slice. Both of these are equivalent to specifying that u have a power
series expansion about each point.
2.2. Strong pseudoconvexity. By a domain in H, we mean a con-
nected open subset of H. If Ω is a domain in H, then we denote its
boundary by ∂Ω. We say that a boundary point p ∈ ∂Ω is Ck smooth
(k ≥ 1) if p admits an open neighborhood U in H and a Ck smooth
function ρ : U → R satisfying the following conditions:
(i) Ω ∩ U = {z ∈ U | ρ(z) < 0},
(ii) ∂Ω ∩ U = {z ∈ U | ρ(z) = 0},
(iii) U \ Ω = {z ∈ U | ρ(z) > 0} and
(iv) the differential dρq is a non-zero functional for every q ∈ ∂Ω∩U .
The function ρ is called a local defining function for Ω at p. The local
defining function is not unique in general, but it is in effect unique
since two given defining functions will differ only multiplicatively by a
positive, smooth function.
Now we would like to define strong pseudoconvexity in the sense of
Levi:
DEFINITION 2.1. Consider the case in which the boundary point
p ∈ ∂Ω under consideration admits a C2 local defining function ρ
defined on an open neighborhood U of p. Then we call the Hermitian
form
Λρ(p;v,w) ≡ DDρ(p;v,w)
the Levi form of ρ at p. We say that a point p ∈ ∂Ω is a strongly
pseudoconvex boundary point if there exist a C2 smooth local defining
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function ρ for Ω in a neighborhood of p and a constant C > 0 satisfying
the condition
Λρ(p;v,v) ≥ C‖v‖2, ∀v ∈ H.
Note that this definition of strong pseudoconvexity is equivalent to
requiring that p ∈ ∂Ω admit an open neighborhood inside of which
∂Ω can be biholomorphically transformed to a strongly convex set. We
will specify and use the precise meaning of this remark in what follows.
3. Main Theorem
We now state the principal result of the present paper.
Theorem 3.1. Let Ω be a bounded convex domain in a separable
Hilbert space H. Assume that Ω admits a boundary point p ∈ ∂Ω at
which
(1) ∂Ω is C2 smooth and strongly pseudoconvex in a neighborhood
of p, and
(2) there exist q ∈ Ω and fj ∈ Aut (Ω) (j = 1, 2, . . . ) such that fj(q)
converges to p in norm as j →∞.
Then Ω is biholomorphic to the unit ball B = {z ∈ H | ‖z‖ < 1}.
Theorem 3.1 is strongly analogous to the classical result of Rosay
[ROS]. Its proof, however, is by no means a direct transliteration of
Rosay’s proof. To point out critical differences, we would like to men-
tion first that the issues of localization in infinite dimensions are quite
delicate and require new arguments. In addition, the holomorphic in-
variants based upon the classical volume elements are no longer valid.
The geometry of Hilbert space presents some unfamiliar subtleties, even
in the application of normal families of holomorphic mappings and of
scaling methods.
4. Localization
It is a classical result of Cartan (see [NAR] and references therein)
that if a bounded domain Ω ⊆ Cn has non-compact automorphism
group then there are a point q ∈ Ω and a sequence of automorphisms
fj ∈ Aut(Ω) such that fj(q) → p for some p ∈ ∂Ω. The converse
is true as well. Thus in practice, we think of non-compactness of the
automorphism group, and non-compactness of an orbit, as interchange-
able.
However, in the infinite dimensional case, these two notions are not
equivalent. For instance, the group of rotations (i.e. Hilbert space
isometries) acts on the unit ball B in Hilbert space; it is non-compact,
although it does not generate an orbit accumulating at a boundary
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point of B. Several considerations (in light of the function theory and
the geometric theory of bounded domains) lead us to believe that the
existence of an automorphism orbit accumulating at a boundary point
is a more essential condition than mere non-compactness of the auto-
morphism group.
Thus we pose the following condition (which clearly plays a pivotal
role in our formulation of Theorem 3.1):
(†) Let Ω be a bounded domain in H with a boundary point p
near which ∂Ω is C2 smooth and strongly pseudoconvex.
We assume that there is a point q ∈ Ω and a sequence
of holomorphic automorphisms fj ∈ Aut (Ω) such that
fj(q)→ p as j tends to infinity.
Crucial to the analysis that we have just outlined is, at least in
the finite-dimensional case of the Wong-Rosay theorem, that one be
able to localize the calculation of a certain invariant near p. This
invariant, denoted in the literature by M, is the ratio between the
Carathe´odory and Kobayashi volume elements. More precisely, one
wants to know that if U is a small neighborhood of p in Cn then the
calculation of M(fj(q)) relative to Ω ∩ U is essentially the same as
the calculation of M(fj(q)) relative to Ω. In the infinite dimensional
case, theM invariant has no suitable definition and hence is no longer
relevant. However, the localization argument which relates arbitrarily
large subdomains to a local neighborhood of the orbit accumulation
point is still quite essential.
The localization in the classical setting of finite dimensions involves
delicate normal families arguments (see [KRA1]). In infinite dimensions
it is considerably more subtle. This difficulty is exacerbated in part by
the non-existence of a compact exhaustion of the domain.
We next present an effective version of localization in the infinite
dimensional setting.
We first need a suitable version of Montel’s theorem in infinite di-
mensions. We present one now.
Lemma 4.1. Let U be an open set in H. Let F = {fα}α∈A be a
family of holomorphic (scalar-valued) functions on U . Assume that
there is a constant M > 0 such that |fα(z)| ≤M for all α ∈ A and all
z ∈ U . Then each subsequence {fαj} has itself a subsequence {fαjk }
that converges uniformly on compact subsets of U .
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Proof: Fix a compact set K ⊂ U . There is a positive number δ0 such
that ‖k − u‖ ≥ 2δ0 for all k ∈ K and u 6∈ U . Now for k ∈ K and any
unit vector η ∈ H we consider the disc D = {k + ζη : ζ ∈ C, |ζ | < δ0}.
Applying the standard one-variable Cauchy estimates on D, we find
that the directional derivative of any fα at k in the direction η has a
uniform bound—depending on δ0 and M , but not on α. Therefore the
elements of F satisfy a uniform Lipschitz estimate
‖fα(z)− fα(z + h)‖ ≤ K · ‖h‖,
where K a constant independent of α. As a result, the family F is
equicontinuous. Of course it is equibounded by hypothesis.
As a result of these considerations, the Ascoli-Arzela theorem (which
is valid on a compact metric space) applies and the required conclusion
follows.
Remark: The Montel theorem that we have just formulated and
proved will certainly suffice for our purposes. But it is worth not-
ing that the following (formally) more general statement is now easily
derived:
Let U be an open set in H. Let F = {fα}α∈A be a family
of holomorphic (scalar-valued) functions on U . Assume that
for each compact set K ⊂ U there is a constant MK > 0
such that |fα(z)| ≤MK for all α ∈ A and all z ∈MK . Then
each subsequence {fαj} has itself a subsequence {fαjk} that
converges uniformly on compact subsets of U .
For a proof, we argue as follows (we are indebted to Laszlo Lempert
for this elegant idea). We claim that each P ∈ U has a neighborhood
N (P ; r) ≡ {z ∈ H : ‖z − P‖ < r}
on which the family F is uniformly bounded. If not, then inside each
N (P ; 1/n) there is a point xn and a function fαn ∈ F such that
|fαn(xn)| > n. Then
L = {x1, x2, . . . } ∪ {P}
is a compact set and F is unbounded on K. That is a contradiction.
As a result, if K is any compact set in U then we can find a full
neighborhoodW of K on which F is uniformly bounded. Then Lemma
4.1, as stated, applies on W .
Now we have:
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Lemma 4.2. Let U be an open neighborhood of p ∈ ∂Ω and assume
that x ∈ Ω satisfies lim
j→∞
fj(x) = p. Assume that Ω is strongly pseudo-
convex in a neighborhood of p. Then there exist a real number rx > 0
and an integer νx > 0 such that fν(N (x; rx)) ⊂ U ∩Ω for every ν > νx.
Proof: Seeking a contradiction, we assume the contrary. This hy-
pothesis in particular implies:
(‡) There exists a subsequence fjν of the sequence fj together
with a point sequence xν that converges to x in norm as
ν →∞ such that fjν(xν) /∈ U ∩ Ω.
We shall denote the subsequence by fν for convenience.
Let {e1, e2, . . . } be an orthonormal basis for H. In what follows,
we think of an element h ∈ H as having the form h = ∑j zjej , and
we identify h with its coordinates (z1, z2, . . . ). Now an analog of the
finite-dimensional case allows us to consider a quadratic holomorphic
polynomial mapping G : H → H which maps U (an open neighborhood
of p inH) biholomorphically onto the open neighborhoodG(U) ofG(p)
so that the following properties hold:
(1) ΩU ≡ G(U ∩ Ω) is defined by the inequality
Re z1 > ψ
(
(Im z1)e1 +
∞∑
j=2
zjej
)
;
(2) G(p) = 0;
(3) ΩU is supported by the closed subspace (a hyperplane) of codi-
mension one defined by the equation Re z1 = 0;
(4) the function ψ : G(U)→ R is non-negative and strongly convex in
the sense that it is C2 smooth and there exists a constant C > 0
satisfying
d2ψ(y;v,v) ≥ C‖v‖2 for every y ∈ G(U) and v ∈ H .
Notice that we may choose the neighborhood U and the positive
number ǫ so that the closure of the set
V =
{
z =
∞∑
j=1
zjej ∈ ΩU | Re z1 < ǫ
}
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is contained in G(U). Now let
Σ =
{
z =
∞∑
j=1
zjej ∈ ΩU | Re z1 = ǫ
}
.
Note that Σ separates ΩU into two disjoint subsets. Therefore G
−1(Σ)
also separates U ∩ Ω into two disjoint subsets.
Now consider the straight line segment γν joining x and xν . The
segment γν is contained in Ω for sufficiently large values of ν, since xν
converges to x in norm as ν → ∞. Then the curve fν ◦ γν connects
fν(x) and fν(xν). For sufficiently large values of ν, we have that fν(x) ∈
(G|U)−1(V ) by hypothesis, and that fν(xν) /∈ (G|U)−1(V ) by (‡). In
particular, the set
Image (fν ◦ γν) \ (G|U)−1(Σ)
is disconnected. Therefore we can easily conclude by connectivity that
there exists a point x˜ν ∈ γν such that fν(x˜ν) ∈ (G|U)−1(Σ). Notice
that x˜ν also converges to x in norm.
Consider the sequence G(fν(x˜ν)). This sequence consists of points
in Σ. By the Banach-Alaoglu theorem, it has a subsequence that con-
verges weakly. By an abuse of notation let us say that the sequence
G(fν(x˜ν)) converges to the point y
∗ ∈ H weakly. Since Σ is closed,
bounded, and convex, we have y∗ ∈ Σ.
Now observe that, for an arbitrary v ∈ H, we have
−〈y∗,v〉 = 〈0− y∗,v〉
= lim
ν→∞
〈G ◦ fν(x)−G ◦ fν(x˜ν),v〉
On the other hand, notice that the set Y = {x} ∪ {xν | ν = 1, 2, . . . }
is compact in the strong topology, since xν → x in norm. Let ℓv(z) ≡
〈z,v〉. Then Lemma 4.1 implies that every subsequence of ℓv ◦ G ◦ fν
has itself a subsequence that converges uniformly on the compact set
Y . Consequently we have
〈y∗,v〉 = 0, ∀v ∈ H.
However this is impossible, since y∗ ∈ Σ and since Σ does not contain
the zero vector.
Next, for the strongly pseudoconvex boundary point p and the au-
tomorphisms fj of Ω as in (†), we show:
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Lemma 4.3. Let x1,x2 ∈ Ω be chosen such that there exists r > 0
satisfying
tx1 + (1− t)x2 ∈ Ω, ∀t with − r < t < 1 + r.
If lim
j→∞
fj(x1) = p, then it follows that lim
j→∞
fj(x2) = p.
Proof: First of all, because of the strong pseudoconvexity, we may
choose an open neighborhood V with p ∈ V ⊂ U on which there exists
a continuous local peak function g : V ∩ Ω→ C satisfying
(A) g is continuous on V ∩ Ω,
(B) g is holomorphic on V ∩ Ω,
(C) g(p) = 1, and
(D) |g(w)| < 1 for every w ∈ V ∩ Ω \ {p}.
Indeed, one directly imitates the construction and properties of the Levi
polynomial LP (z) (see [KRA1, p. 212]); then exp(LP (z)) does the job.
We will shrink U so that U = V from here on. In particular, g is
now defined on U .
Let us write Ds = {z ∈ C | |z| < s} for each positive real num-
ber s, and let D = D1 denote the open unit disc. Complexifying the
straight line segment through x1 and x2, and then applying the Rie-
mann mapping theorem if necessary, we have an injective holomorphic
map h : D(1+δ) → Ω such that h(0) = x1 and h(λ) = x2, for some
λ ∈ D and δ > 0.
The preceding lemma gives us an open neighborhood Wx1 of x1 in Ω
such that there exists N1 > 0 satisfying the condition fj(Wx1) ⊂ U ∩Ω
for all j > N1. Note that there exists ǫ > 0 such that
h(Dǫ) ⊂Wx1 .
Now consider the sequence of mappings
g ◦ fj ◦ h|Dǫ : Dǫ → D
for j = 1, 2, . . . . Notice that every subsequence has itself a subsequence
that converges uniformly on compact subsets to a holomorphic mapping
that has value 1 at 0. Thus (by the maximum principle) the limit
mapping is the constant mapping 1, and hence the above sequence itself
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converges to the constant mapping 1, uniformly on compact subsets.
In particular, we obtain that
lim
j→∞
sup
z∈Dr
‖fj ◦ h(z)− p‖ = 0
for every 0 < r < ǫ.
At this point, we will use the quadratic polynomial mapping G :
H → H and the hyperplane Σ used in the proof of the preceding
lemma. Recall that G maps U ∩ Ω to a strongly convex set and Σ
separates G(U ∩ Ω) into two disjoint subsets.
If fj(x2) does not converge to p in norm (as j → ∞), then we
may move Σ closer to p if necessary and then choose a subsequence of
fj(x2) (which, by an abuse of notation, we denote in the same way),
so that fj(x2), for every j, belongs to the connected component of
G(U ∩ Ω) \ Σ which does not contain p. Therefore, considering the
image of the straight line segment joining 0 and λ in D, one obtains
points ξj ∈ D such that G ◦ fj ◦ h(ξj) ∈ Σ ∩ Ω for every j. Applying
the Banach-Alaoglu theorem again, we may assume (choosing a subse-
quence if necessary) that G ◦ fj ◦ h(ξj) converges weakly to y∗. Again,
the convexity implies that y∗ ∈ Σ ∩ Ω.
Let v ∈ H, and write ℓv(z) = 〈z,v〉 for every z ∈ H. Consider the
mappings
ℓv ◦G ◦ fj ◦ h : D(1+δ) → C
for j = 1, 2, . . . . Notice that all their images are contained in the
bounded domain ℓv ◦G(Ω). Therefore Montel’s theorem implies that a
subsequence can be chosen (for which we use the same notation again)
which converges uniformly on the closed disc D. But we already know
that G ◦ fj ◦ h converges to zero uniformly on Dǫ/2. Therefore we see
that ℓv ◦ G ◦ fj ◦ h converges uniformly on D to the zero function. In
particular,
〈y∗,v〉 = lim
j→∞
〈G ◦ fj ◦ h(ξj),v〉 = 0.
Since v ∈ H is arbitrary, we now have that y∗ = 0. However, this is
absurd because Σ does not contain the origin of H.
This contradiction yields the assertion.
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Since Ω is a connected open subset of H, it follows that every point
of Ω can be joined to q in (†) by a polygonal line in Ω with finitely
many break points. Therefore we immediately obtain the following
Corollary 4.4. Assuming (†) for Ω, it follows that
lim
j→∞
fj(z) = p
for every z ∈ Ω.
Now we present the following strengthened form of the localization
lemma.
Lemma 4.5. Let Ω be a bounded domain in H with a boundary point
p ∈ ∂Ω such that
(1) ∂Ω is C2 smooth and strongly pseudoconvex near p, and
(2) there exist q ∈ Ω and fℓ ∈ Aut (Ω) such that fℓ(q)→ p as ℓ→∞
in norm.
Then there exists an increasing sequence of open subsets Ω1 ⊂ Ω2 ⊂ · · ·
of Ω satisfying:
(i)
∞⋃
j=1
Ωj = Ω,
(ii) for every open neighborhood U of p in H, there exists a subse-
quence fℓj of fℓ above such that fℓj (Ωk) ⊂ Ω∩U for every j ≥ k.
Proof: We consider a countable dense subset (in the norm topology)
Z = {xj ∈ Ω | j = 1, 2, . . . }
of Ω. For each j, the preceding lemmata allow us to choose, using the
usual diagonalization process of selecting subsequences, a sequence of
real numbers rj ≡ rxj > 0 and positive integers νj such that
fν(N (xj; rj)) ⊂ U ∩ Ω, ∀ν > νj.
Thus we set
ℓj ≡ max{ν1, . . . , νj}+ j for each j = 1, 2, . . .
so that
ℓ1 < ℓ2 < · · ·
and
fℓj (N (xk; rk)) ⊂ U ∀j ≥ k.
Now it suffices to let
Ωk ≡
k⋃
ℓ=1
N (xℓ; rℓ)
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for each k = 1, 2, . . . . This concludes the proof of the lemma as well as
the construction of the localization process.
5. The Scaling Process
We now discuss the scaling method (originated by S. Pinchuk in Cn—
see [IK1] for the history) and how it should be adjusted so that it is
a useful technique in the study of automorphisms of bounded domains
in infinitely many dimensions.
For this purpose, we continue to work with an orthonormal basis
e1, e2, . . . for the separable Hilbert space H under consideration.
5.1. Normalization at the strongly pseudoconvex point. We
continue our exposition with the notation above; let Ω be a bounded
domain in H with a C2 strongly pseudoconvex boundary point p at
which the automorphism orbit fj(q) accumulates.
Furthermore, throughout the rest of the paper we utilize the following
notation: for each z =
∞∑
j=1
zkek ∈ H, we set
z′ =
∞∑
j=2
zkek.
As before, let U be an open neighborhood of p and let G : U →H be
the quadratic change of coordinates which maps U biholomorphically
onto G(U) in such a way that
• G(p) = 0, where 0 denotes the origin of H, and
• ΩU ≡ G(Ω ∩ U) is represented by
ΩU =
{
z =
∞∑
j=1
zkek ∈ G(U)
∣∣Re z1 > ψ ((Im z1)e1 + z′)
}
where ψ : H → R is a C2 function satisfying
◦ ψ(0) = 0;
◦ dψ(0;v) = 0 for every v ∈ H;
◦ there exists a constant C0 > 0 such that
d2ψ(x;v,v) ≥ C0‖v‖2, ∀x ∈ G(U), ∀v ∈ H.
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We write
ρU (z) = −Re z1 + ψ ((Im z1)e1 + z′) ,
which is the defining function of ΩU in G(U); we are going to use ρU
repeatedly in the arguments below.
5.2. Centering of the automorphism orbit. Let us fix the notation
for the automorphism orbit: put
qν ≡ G ◦ fν(q) for ν = 1, 2, . . . .
(We may need to pass to a subsequence of fν when appropriate.)
Consider the sequence of points qν ∈ ΩU approaching the origin 0
as ν →∞. First of all, we write
qν =
∞∑
j=1
qνjej, qνj ∈ C.
Then, for each ν = 1, 2, . . . , we consider the boundary point
pν ≡ q∗ν1e1 + q′ν .
Here q∗ν1 ∈ C is chosen to satisfy the relations
pν ∈ ∂ΩU and qν1 − q∗ν1 > 0
for each ν = 1, 2, . . . .
Then we apply the complex affine linear isomorphism Ψν : z 7→ w :
H → H defined by
w1 = e
iθν (z1 − q∗ν1) + Tν(z′ − q′ν)
w′ = z′ − q′ν ,
where the number θν ∈ R and the linear functional Tν : H → C are to
be chosen to satisfy the following conditions:
• The transformed domain Ψν(ΩU) is supported by the hyperplane
defined by Rew1 = 0, and
• Ψν(ΩU) ⊂
{
w =
∑
j wjej | Rew1 > 0
}
These conditions are easily satisfied if we choose θν and Tν as specified
below. Recall that ρU = −Rew1+ψ(Imw1,w′) is the defining function
for ΩU . Our choices for θν and Tν are determined by the following
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equations:
θν = tan
−1
(
∂ψ
∂(Rew1)
)
,
Tν
(
∞∑
k=2
vkek
)
= 2eiθν
∞∑
k=2
∂ψ
∂wk
(Im q∗ν1,q
′
ν) vk ,
and
Tν(e1) = 0 .
Notice that Tν is a bounded linear functional on H.
In conclusion, we have achieved that Tν(ΩU) satisfies the following
properties (for every ν = 1, 2, . . . ):
(C1) Ψν(ΩU) is supported by the real hyperplane defined by Rew1 = 0
at the origin 0 in H;
(C2) 0 ∈ ∂(Ψν(ΩU ));
(C3) Ψν(qν) = e
iθν (qν1 − q∗ν1)e1.
Also, notice that eiθν converges to 1 as ν tends to ∞.
5.3. The scaling map for Ω along fν. Now we consider the linear
isomorphism Lν : H → H defined by
Lν(w) =
w1e1
λν
+
w′√
λν
for each ν, where
λν = qν1 − q∗ν1.
The scaling process along qν consists of the sequence of maps defined
by
σν ≡ Lν ◦Ψν ◦G ◦ fν : Ων → H, for ν = 1, 2, . . .
In what follows, we shall develop properties of the scaling process, and
we also shall implement several refinements.
6. Initial Scaling at a Strongly Pseudoconvex Point
The goal of this section is to show that the scaling sequence {σν | ν =
1, 2, . . . } admits a subsequence that converges to a mapping that maps
Ω biholomorphically onto a domain ofH which is in turn biholomorphic
to the unit ball in H.
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6.1. Ellipsoidal envelopes. Let us return to ΩU with the defining
function ρU (z) = −Re z1 + ψ((Im z1)e1 + z′) which is C2 smooth at
every point of G(U); the defining function admits a constant C0 > 0
satisfying the condition
d2ρU(0;v,v) ≥ C0‖v‖2 ∀v ∈ H.
Recall the centering map Ψν from Section 5.2 associated with the
point sequence qν = G ◦ fν(q). Let us put
ρν(z) ≡ ρ ◦Ψ−1ν (z)
Φ−1ν (z) ≡ Ψ−1ν (z)− pν
Notice that dΨ−1ν (x; z) = Φ
−1
ν (z) for all z ∈ H, regardless of the loca-
tion of x in H. See the previously defined notation (Subsection 5.2)
for pν as well as the definition of the centering map Ψν . Now a direct
computation yields
dρν(q;v) = dρ(Ψ
−1
ν (q); Φ
−1
ν (v))
d2ρν(0;v,v) , = d
2ρ(pν ; Φ
−1
ν (v),Φ
−1
ν (v)) .
Then we see that
1
‖z‖2
[
ρν(z)− ρν(0)− dρν(0; z)
]
=
ρU (Ψ
−1
ν (z))− ρU(Ψ−1ν (0))− dρU(Ψ−1ν (0); Φ−1ν (z))
‖Φ−1ν (z)‖2
· ‖Φ
−1
ν (z)‖2
‖z‖2
Recall that the sequence Ψ−1ν converges to the identity map of H
uniformly on every bounded subset of H and that ρU is C2 smooth.
Notice that we may choose N > 0 and r > 0 such that
‖Φ−1ν (z)‖ ≥
1
2
‖z‖, ∀z ∈ H with ‖z‖ ≤ r and ∀ν > N.
Then, shrinking r > 0 if necessary, we see that the C2 smoothness of
ρU implies that
ρU (Ψ
−1
ν (z))− ρU(Ψ−1ν (0))− dρU(Ψ−1ν (0); Φ−1ν (z))
‖Φ−1ν (z)‖2
· ‖Φ
−1
ν (z)‖2
‖z‖2
converges to
d2ρU
(
0;
z
‖z‖ ,
z
‖z‖
)
uniformly on N (0; r) in H as ν tends to infinity. Therefore we are able
to deduce the following:
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Lemma 6.1. There exist positive constants r, N , and c satisfying the
inequality
ρν(z)− ρν(0)− dρν(0; z) > c‖z‖2
for every z ∈ H with ‖z‖ < r and for every ν > N .
6.2. First adjustment of the scaling sequence. Recall that the
domain Lν ◦Ψν(ΩU ) is defined by the inequality
cνRe z1 > d
2ρν(0; z
′, z′) +Rν(z) ,
where:
• cν converges to 1;
• Rν(z) tends to zero uniformly on each bounded set
as ν tends to ∞.
For each sufficiently large ν, we consider the linear transformation
Sν : H → H satisfying
• Sν(e1) = e1/cν ,
• Sν
(
(e1)
⊥
) ⊆ (e1)⊥, and
• d2ρν(0;S−1ν (z′), S−1ν (z′)) = 〈z′, z′〉H.
Notice that we can choose Sν so that both Sν and S
−1
ν are uniformly
bounded linear operators on H.
Notice that there exists r > 0 such that
〈S−1ν (z′), S−1ν (z′)〉 ≥ r〈z′, z′〉, ∀z′ ∈ (e1)⊥ ,
for every ν = 1, 2, . . . .
Therefore we have the following:
(i) Sν ◦ Lν ◦Ψν(Ων) is defined by
Re z1 > 〈z′, z′〉+Rν(z) ,
where Rν converges to zero uniformly on every bounded
subset of H, as ν →∞.
(ii) Sν ◦Lν ◦Ψν(ΩU) ⊂ E(1, r) for some fixed r > 0 indepen-
dent of ν, where
E(1, r) = {z ∈ H | Re z1 > r〈z′, z′〉}.
Then we consider the linear fractional transformation F : H → H
defined by
F (z) =
(
z1 − 1
z1 + 1
)
e1 +
2
z1 + 1
∞∑
k=2
zkek.
This mapping transforms E(1, r) biholomorphically onto Br ≡ {z ∈ H |
|z1|2 + r‖z′‖2 < 1}.
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Finally, we write
ων ≡ F ◦ Sν ◦ σν
= F ◦ Sν ◦ Lν ◦Ψν ◦G ◦ fν
for each ν = 1, 2, . . . . The map ων sends Ων into Br for every r > 1.
6.3. Convergence of the First Adjustment. We first specify the
domains Ων which exhaust Ω.
Let us consider
Σn = Ce1 ⊕ · · · ⊕ Cen n = 1, 2, . . .
Let Zk be a countable dense subset of Σk for each k = 1, 2, . . . , and let
Z =
∞⋃
k=1
Zk.
Let us write Z = {x1,x2, . . . }.
Then, as in the localization process introduced in Section 4, we may
choose the balls N (xj; rj) and define
Ωℓ =
ℓ⋃
j=1
N (xj; rj)
for each ℓ = 1, 2, . . . .
Let r > 0 be chosen arbitrarily. Then notice that the steps (i) and
(ii) of Subsection 6.2 will be valid for E(1, r) if we choose U sufficiently
small. Therefore the localization lemma in Section 4 allows us to choose
a subsequence so that
ων(Ων) ⊂ Br
for every ν = 1, 2, . . . .
Now the Banach-Alaoglu theorem allows us to choose a subsequence
ωνk of ων such that ωνk(x1) converges weakly to ω̂(x1) as ν →∞. Then
we can inductively choose a subsequence {ωνk} of ωνk−1 so that ωνk(xj)
converges weakly to ω̂(xj) as ν →∞ for every j = 1, 2, . . . , k.
Re-naming the sequence ων = ωνν , we see that
ων(x)→ ω̂(x) weakly, as ν →∞ ,
for every x ∈ Z.
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Let ℓ ∈ H∗. Consider the sequence
ℓ ◦ ων |Σn∩Ων : Σn ∩ Ων → C .
Notice that this is a uniformly bounded sequence. By Montel’s theo-
rem, there exists a subsequence ℓ ◦ ωνk that converges to the holomor-
phic function, say φ : Σn ∩ Ω → C, uniformly on compact subsets of
Σn ∩ Ω. Notice that for each x ∈ Zn we have
|φ(x)− ℓ ◦ ω̂(x)|
≤ |φ(x)− ℓ ◦ ωνk(x)|+ |ℓ ◦ ωνk(x)− ℓ ◦ ω̂(x)|
−→ 0
as k → ∞. Therefore ℓ ◦ ω̂ = φ on Zn. In particular, ℓ ◦ ω̂ extends
uniquely to a holomorphic function on Σn ∩ Ω, which we will denote
with the same notation.
Now we prove
Lemma 6.2. The sequence ων(z) converges weakly to an element ω̂(z)
for every z ∈ Σn ∩ Ω.
Proof: Recall that ων forms an equibounded family of holomorphic
mappings. Therefore the Banach-Alaoglu theorem allows us to choose
a subsequence ωνk such that
ωνk(z)→ αz ∈ H weakly
as k →∞.
Let ℓ ∈ H∗. Applying Montel’s theorem to the restriction of these
maps to Σn ∩ Ω, we may again choose a subsequence ωνjk such that
ℓ ◦ ωνjk (z)→ ψ(z)
uniformly on compact subsets of Σn ∩ Ω. Notice that we then obtain
ψ(x) = ℓ ◦ ω̂(x) for every x ∈ Zn
by the argument preceding the statement of this lemma. Therefore
we can easily deduce that ψ(z) is indeed uniquely determined to be
ℓ ◦ ω̂(z), for every ℓ ∈ H∗. Consequently we have
αz =
∞∑
k=1
ℓk ◦ ω̂(z)ek,
where ℓk(w) = 〈w, ek〉 for every w ∈ H.
Hence it suffices to let ω̂(z) = αz for each z ∈ Σn ∩ Ω.
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Note that the lemma defines ω̂ on Σn∩Ω. Since ℓ◦ω̂ is a holomorphic
function on Σn ∩ Ω for every ℓ ∈ H∗, Hartogs’s analyticity theorem
implies:
Lemma 6.3. The restriction ω̂|Σn∩Ω : Σn ∩ Ω → H is a holomorphic
mapping for every finite-dimensional slice Σn ∩ Ω of Ω.
Now we extend ω̂ to a holomorphic mapping of Ω into H. Let
z =
∞∑
k=1
zkek ∈ Ω.
We write
zn =
n∑
k=1
zkek
for every n = 1, 2, . . . . Note that zn ∈ Σn ∩ Ω, and zn → z in norm as
n→∞.
Let Q ≡ {z} ∪ {zn | n = 1, 2, . . . }. Let ℓ ∈ H∗ be arbitrarily given.
Since Q is compact, it follows that a subsequence ωνj of ων can be
chosen so that ℓ ◦ ωνj converges to ℓ ◦ ω̂, uniformly on Q. Therefore it
follows immediately that the sequence ℓ ◦ ω̂(zn) is uniformly Cauchy.
Thus it converges—since H is complete. Let us write
βk ≡ lim
n→∞
〈ω̂(zn), ek〉
for each k = 1, 2, . . . . Then we define
ω̂(z) =
∞∑
k=1
βkek.
This allows us to extend ω̂ to all of Ω.
Now the question we need to resolve is whether the mapping ω̂ so
defined is a holomorphic mapping of Ω into H. To answer this question
we have:
Proposition 6.4. The mapping ω̂ : Ω → H is holomorphic, and
ω̂(Ω) ⊂ B.
Proof. Since
|ℓ ◦ ων(z)− ℓ ◦ ω̂(z)| ≤ |ℓ ◦ ων(z)− ℓ ◦ ων(zn)|
+ |ℓ ◦ ων(zn)− ℓ ◦ ω̂(zn)|+ |ℓ ◦ ω̂(zn)− ℓ ◦ ω̂(z)| ,
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we can deduce immediately that ων converges weakly to ω̂ at every
point of Ω.
Now consider the H-valued mapping
g(λ) ≡ ω̂(p+ λv)
of λ ∈ C, where p ∈ Ω and v ∈ H. The function g is well-defined for
all λ ∈ C with |λ| < r for some sufficiently small r > 0.
Let us consider the projections πn : H → Ce1 ⊕ . . . ⊕ Cen for each
n = 1, 2, . . . and examine the mapping
gn(λ) ≡ ω̂(πn(p) + λπn(v)) ,
which is well-defined for all λ ∈ C with |λ| < r. (Shrink r > 0 if
necessary. But note that one may choose r independent of n.)
Lemma 6.3 implies that gn is holomorphic for every n, and {gn}
forms an equibounded family. Therefore, for each ℓ ∈ H∗, ℓ◦gn admits
a subsequence, say ℓ ◦ gnj , that converges to a holomorphic function,
say h, uniformly on compact subsets. On the other hand, the preceding
arguments yield that ℓ◦gn(λ) = ℓ◦ω̂(πn(p+λv)) converges to ℓ◦ω̂(p+
λv) pointwise, by construction. Therefore we see that
ℓ ◦ ω̂(p+ λv) = h(λ)
for every λ ∈ C with |λ| < r. Since ℓ ∈ H∗ is arbitrary, we obtain that
ω̂(p + λv) is a holomorphic mapping of λ for every fixed p ∈ Ω and
v ∈ H.
Notice that the weak limit of a sequence in H stays in the closed
convex hull of the given sequence. Therefore we note that the set ω̂(Ω)
is bounded. Altogether, the mapping ω̂ : Ω → H is bounded, and
holomorphic on every one-dimensional slice (and hence in every finite-
dimensional slice by Hartogs’s analyticity theorem). Consequently,
we may conclude that ω̂ : Ω → H is holomorphic. (Notice that the
Gateaux definition of holomorphicity formally requires C1 smoothness,
but the local boundedness and analyticity in every finite-dimensional
slice give sufficient grounds for holomorphicity of the function. See for
instance [Mu].)
Now we repeat that one may adjust the subsequence ων (choosing
a subsequence if necessary) so that ων(Ων) ⊂ (1 + 1ν )B. We have
addressed this point in Section 6.3 above, in which the localization
lemma was essential.
Using again the fact that the weak limits stay in the closed convex
hull of the sequence in consideration, we obtain finally that
ω̂(Ω) ⊂ B.
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Recall, by definition, that ων(q) = 0 for every ν = 1, 2, . . . . Thus
ω̂(q) = 0. Then we may apply the Maximum Principle as in the
finite-dimensional case to conclude immediately that ω̂(Ω) ⊂ B. This
completes the proof.
It is also true that the same principle as in the proof of Lemma
6.4 yields a holomorphic weak limit mapping of the inverse maps of
the elements of the above scaling sequence. Just the same, it is not yet
enough to conclude that the scaled limit mapping so constructed above
is a biholomorphism. So we shall adjust the scaling process again in
the next section.
7. Second Adjustment of Scaling
We begin this section with some functional-analytic arguments.
7.1. Base-change with Uniformly Bounded Operators. Consider
a sequence Tν : H → H of invertible C-linear operators admitting a
constant C > 0 such that
1
C
‖v‖ ≤ ‖Tν(v)‖ ≤ C‖v‖ and 1
C
‖v‖ ≤ ‖T−1ν (v)‖ ≤ C‖v‖
for every v ∈ H and ν = 1, 2, . . . . In general, we only have the subse-
quential weak convergence for a sequence of such operators. The mo-
mentary goal is to improve its convergence by composing with Hilbert
space linear isometries.
7.1.1. Gram-Schmidt Process. Consider e1, e2, . . . , a fixed orthonormal
basis system of H. We perform the Gram-Schmidt process as follows:
fν1 := Tν(e1)
...
fνk := Tν(ek)−
k−1∑
j=1
〈Tν(ek), fνj〉
〈fνj , fνj〉 fνj
...
inductively on k = 1, 2, . . . .
7.1.2. Uniform Upper-bound for fνk. By construction, we have that
〈fνj, fνk〉 = 0 whenever j 6= k. Consequently,
‖Tν(ek)‖2 = ‖fνk‖2 +
k−1∑
j=1
|〈Tν(ek), fνj/‖fνj‖〉|2 .
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In particular, we obtain
‖fνk‖ ≤ C(1)
and
k−1∑
j=1
|〈Tν(ek), fνj/‖fνj‖〉|2 ≤ C(2)
for all positive integer values of ν and k.
7.1.3. Uniform lower-bound for fνk. Note that our construction implies
that
Span{fν1, . . . , fνk} = Span{Tν(e1), . . . , Tν(ek)}
for every k = 1, 2, . . . . Hence
fνk = Tν(ek) +
k−1∑
j=1
λjTν(ej)
for some λj ∈ C, j = 1, 2, . . . . As a result,
‖fνk‖2 =
∥∥∥∥∥Tν
(
ek +
k−1∑
j=1
λjej)
)∥∥∥∥∥
2
≥ 1
C2
∥∥∥∥∥ek +
k−1∑
j=1
λjej
∥∥∥∥∥
2
=
1
C2
(
1 +
k−1∑
j=1
|λj|2
)
In conclusion, we have
‖fνk‖ ≥ 1
C
, for every ν, k = 1, 2, . . . .(3)
7.2. A Sequence of Hilbert Space Isometries. Consider the map-
ping Sν : H → H defined by
Sν
(
∞∑
j=1
αj
fνk
‖fνk‖
)
=
∞∑
j=1
αjej
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for every sequence {αj}j=1,2,... of complex numbers satisfying
∞∑
j=1
|αj|2 <∞.
Notice that this defines a Hilbert space isometry for every ν = 1, 2, . . . .
7.3. The sequence Sν ◦ Tν. Recall the notation
Σn = Span {e1, . . . , en}, for n = 1, 2, . . . .
Let us write
Aν ≡ Sν ◦ Tν
for each ν. Then, as its construction shows, the sequence Aν satisfies:
• Aν maps Σn onto itself as a C-linear isomorphism.
• Both ‖Aν |Σn‖ and ‖A−1|Σn‖ are bounded by the positive constant
C, independent of ν and n.
Therefore we may choose a subsequence of Aν which converges in
norm to an operator
A :
∞⋃
n=1
Σn →
∞⋃
n=1
Σn
which is invertible on each Σn for n = 1, 2, . . . .
We now extend A to an operator on all of H. Let ǫ > 0 be given.
For each v ∈ H with ‖v‖ = 1, we choose a positive integer k such that
‖v− πk(v)‖ < ǫ
3C
.
Here πk : H → Σn denotes the orthogonal projection, as before. Notice,
in particular, that ‖πk(v)‖ ≤ ‖v‖ ≤ 1. Then, for this k, we may choose
N > 0 such that
‖Aν(πk(v))− Aµ(πk(v))‖ ≤ ǫ
3
, for all ν, µ > N.
Then we obtain, for every ν, µ > N , that
‖Aν(v)− Aµ(v)‖ ≤ ‖Aν(v− πk(v))‖+ ‖Aν(πk(v))− Aµ(πk(v))‖
+‖Aµ(v − πk(v))‖
< ǫ.
The completeness of H shows that
Â(v) ≡ lim
ν→∞
Aν(v)
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exists for every v ∈ H. It is obvious that Â is linear and is the unique
extension of A. Now we show that Â is bounded. To see this, let v ∈ H
satisfy ‖v‖ = 1. Then choose ν such that ‖Â(v)− Aν(v)‖ ≤ 1. Thus
‖Â(v)‖ ≤ ‖Â(v)−Aν(v)‖+ ‖Aν(v)‖
≤ 1 + C.
Repeating the same process with A−1ν , and choosing subsequences
whenever necessary, we arrive at the following conclusion:
Proposition 7.1. Every subsequence of Aν above has itself a subse-
quence that converges to a bounded operator Â : H → H, uniformly
on each finite slice Σn = Span {e1, . . . , en}, n = 1, 2, . . . . Moreover, Â
is invertible and preserves Σn for each n.
Rephrasing, we have
Proposition 7.2. Let Tν : H → H be invertible C-linear operators
with a constant C > 0 such that
‖Tν‖ ≤ C and ‖T−1ν ‖ ≤ C
for every ν = 1, 2, . . . . Then there exists a sequence Sν : H → H of
Hilbert space isometries such that the sequence Aν ≡ Sν ◦ Tν satisfies
the following:
(i) Each Sν ◦ Tν maps Σn isomorphically onto Σn.
(ii) There exists a subsequence Aνj such that both Aνj and A
−1
νj
con-
verge to invertible bounded operators, respectively, each of which
maps Σn isomorphically onto itself for every n = 1, 2, . . . .
7.4. The Second Adjustment of the Scaling Sequence. We now
apply the above arguments to the scaling sequence. We begin with the
following observation on the derivatives of the scaling mappings.
7.4.1. The Sequence dων(q; · ). We write Tν( · ) = dων(q; ·) for each ν.
Then we prove
Proposition 7.3. There exists a subsequence (which we also denote
by Tν) of Tν which admits a constant C > 0 such that
‖v‖
C
≤ ‖Tν(v)‖ ≤ C‖v‖
and
‖v‖
C
≤ ‖T−1ν (v)‖ ≤ C‖v‖
for every v ∈ H.
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Proof. Recall that, choosing a subsequence, we may arrange that
(1) there exists a constant δ > 0 independent of ν such that B(q; δ) ⊂
Ων for every ν;
(2) there exists a constant r > 1 independent of ν such that ων(Ων) ⊂
B(0; r);
(3) ων(q) = 0.
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We use the notation kG : G × H → R to denote the (infinitesimal)
Kobayashi metric of the domain G ⊂ H. (Notice that the notion
of Kobayashi metric admits a natural generalization from the finite-
dimensional case, at least for our Hilbert space H.) We immediately
obtain
1
r
‖Tν(v)‖H = kB(0;r)(0;Tν(v))
= kB(0;r)(ων(q); dων(q;v))
≤ kΩν (q;v)
≤ kB(q;δ)(q;v)
=
1
δ
‖v‖.
This yields that
‖Tν‖ ≤ r
δ
, for all ν = 1, 2, . . . .
A similar argument on T−1ν yields a uniform bounds for ‖T−1ν ‖. Alto-
gether, we arrive at the desired conclusion.
7.4.2. Adjusted Scaling Sequence αν. Notice first that, for any subse-
quence of a scaling sequence ων , we may now choose a sequence Sν of
C-linear isometries such that a subsequence (again we abuse notation
and let αν also be the subsequence)
αν ≡ Sν ◦ ων : Ων → H
satisfies the following conditions:
(i) For every ν = 1, 2, . . . , the operator
Aν ≡ dαν(q; ·) : H → H
and its inverse A−1ν have their norms bounded by a con-
stant independent of ν;
(ii) Each Aν maps Σn = Span {e1, . . . , en} isomorphically
onto itself, for every n = 1, 2, . . . ;
(iii) The sequence Aν converges to a bounded invertible op-
erator (with a bounded inverse), say Â, on each Σn for
n = 1, 2, . . . .
Notice that, for every r > 1, there exists N > 0 such that ων(Ων) ⊂
B(0; r) for every ν > N . Since the Sν are isometries, we obviously have
the same property for the newly adjusted scaling sequence αν . Hence
we may choose a weak limit in the sense of Section 5, which eventually
yields the limit holomorphic mapping α̂ : Ω→ B.
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Notice that
dα̂(q; ·) = Â.
Choosing a subsequence once again if necessary, we see that there exists
a weak limit mapping β : B→H of the sequence
α−1ν : B(0; s)→ Ω
for s < 1. The preceding arguments then show that
(i) [dα−1ν ](0; ·) maps each Σn isomorphically onto itself, and as a re-
sult it converges to Â−1 on each finite-dimensional slice Σn. Con-
sequently, we have
dβ(0; ·) = Â−1.
(ii) The limit mapping β̂ is well-defined on the unit ball B and satisfies
β̂(B) ⊂ Ω̂, where Ω̂ denotes the (open) convex hull of Ω.
(In general, β̂(B) is contained in the closure of Ω̂. But, since β̂(0) = q,
the Maximum Principle implies the conclusion above.)
Finally, we arrive at
7.5. Proof of the Main Theorem. We are now ready to give the
proof of the Main Theorem (Theorem 3.1), which is
Main Theorem. Every bounded convex domain Ω in a separable
Hilbert space H admitting a C2 strongly pseudoconvex boundary point
at which an automorphism orbit accumulates is biholomorphic to the
open unit ball of H.
Proof. The scaling arguments above yields the holomorphic mappings
α̂ : Ω→ B and β̂ : B→ Ω = Ω̂
satisfying the conditions
(1) α̂(q) = 0,
(2) β̂(0) = q,
(3) d(α̂ ◦ β̂)(0;v) = v and d(β̂ ◦ α̂)(q;v) = v for every v ∈ H.
Now we apply the infinite-dimensional version of Cartan’s Uniqueness
Theorem (essentially identical with the original finite-dimensional ver-
sion, see [BM]). Then both α̂ ◦ β̂ and β̂ ◦ α̂ are equal to the identity
map. Therefore α : Ω → B is in particular a biholomorphic mapping.
This completes the proof.
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8. Concluding Remarks
The main result of this paper—a version of the Wong/Rosay theorem
in a separable Hilbert space—has only been proved here for convex
domains. The role of convexity in several complex variables has been
long established (see [LEM1], [KRA2]). Nevertheless, it is not well
understood. In particular, there is a rather poor understanding of
convexity from the biholomorphically invariant point of view. We have
no examples to indicate whether our result ought to be true for more
general classes of domains.
Of course the exploration of domains of finite type will be an entirely
new world. The situation for such domains in dimension 2 is now fairly
well in hand. In higher dimensions there is much yet to be understood,
and we are still some distance from having any true grasp of the infinite
dimensional situation.
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