In this paper, we consider the asymptotic behaviour of regression estimators that minimize the residual sum of squares plus a penalty proportional to P j j j for some > 0. These estimators include the Lasso (Tibshirani, 1996) as a special case when = 1. Under appropriate conditions, we show that the limiting distributions can have positive probability mass at 0 when the true value of the parameter is 0. We also consider asymptotics for \nearly singular" designs.
for a given n where > 0. Such estimators were called Bridge estimators by Frank and Friedman (1993) who introduced them as a generalization of ridge regression (which occurs for = 2). The special case when = 1 is related to the \Lasso" of Tibshirani (1996) (hence, the term \Lasso-type" in the title); in the case of wavelet regression, this approach to estimation is called basis pursuit (Chen et al , 1999) . Some other proposals for penalties are made in Fan and Li (1999) . For a given n , we will denote the estimator minimizing (2) by b n . Of course, n = 0 corresponds to the ordinary LS estimator; this estimator will be denoted by b (0) n . We will assume the following regularity conditions for the design:
where C is a non-negative de nite matrix and 1 n max 1 i n x T i x i ! 0:
Typically in practice, the covariates are scaled so that the diagonal elements of C n (and hence those of C) are all identically 1.
Lasso-type estimators 3 The parametrization of the linear model (1) is unique if the matrix C n is non-singular or, equivalently, the design matrix has full rank. It is worth noting, however, that a unique minimum to (2) may exist even if C n is singular; indeed, this is one of the bene ts of this type of estimation. De ne the \equivalence class"
B n = f : = + v where C n v = 0g
where satis es (1) . When C n is singular, we could de ne a unique parametrization of (1) However, this will not be pursued further here; we will assume that C n is nonsingular for all n.
An important class of designs is the class of \nearly singular" designs. For such designs, C n is non-singular but may have one or more small eigenvalues (indicating the presence of collinearity among the covariates) such that (asymptotically) C n ! C where C is singular. In practice, nearly singular designs can arise when many covariates are available increasing the possibility of nearly linear dependencies between two or more covariates. These designs are considered in section 5.
Under conditions (3) and (4) In fact, conditions (3) and (4) can be weakened considerably without losing asymptotic normality of the LS estimator (Srivastava, 1971 ); however, we will assume the existence of the limit C in (3) throughout the paper. For the most part, we will assume that C is non-singular.
In section 2, we discuss consistency and limiting distributions of Bridge estimators while in section 3, we try to examine the small sample behaviour by considering \local asymptotics". Asymptotics for bootstrapped Bridge estimation are considered in section 4. In section 5, we consider \nearly singular" designs as de ned above. Finally, in section 6 we try to tie up some other loose ends by considering Bridge estimation for singular designs as well as computation of Bridge estimators when < 1.
2. Limiting distributions. In this section, as well as in section 3, we will assume that the matrix C de ned in (3) is non-singular.
The limiting behaviour of the Bridge estimator b n can be determined by studying the asymptotic behaviour of the objective function (2) . For example, to consider consistency of b n , we will de ne the (random) function
which is minimized at = b n . The following result shows that b n is consistent provided n = o(n). 
Under (6) and (7), we have
For 1, Z n is convex; thus (6) and (7) follow from the pointwise convergence in probability of Z n ( ) to Z( ) + 2 by applying standard results (Anderson and Gill, 1982; Pollard, 1991) . For < 1, Z n is no longer convex but (6) follows easily. To prove (7), note that
Even though n = o(n) is su cient for consistency, we require that n grow more slowly for p n-consistency of the Bridge estimator. However, if n grows too slowly then p n( b n ? ) will have the same limiting distribution as p n( b
n ?
). In fact, the rate of growth of n needed to get an \interesting" limiting distribution depends on whether 1 or < 1. Theorem 2 below indicates that we need n = O( p n) for p n-consistency for Thus V n (u) ! d V (u) (as de ned above) with the nite dimensional convergence holding trivially. Since V n is convex and V has a unique minimum, it follows (Geyer, 1996) To prove that argmin(V n ) ! d argmin(V ), it su ces to show that argmin(V n ) = O p (1) (Kim and Pollard, 1990 ). However, note that
for all u and n su ciently large. Since the quadratic terms in V (`) n grow faster than the ju j j terms, it follows that argmin(V (`) n ) = O p (1); hence, it follows that argmin(V n ) = O p (1). Since argmin(V ) is unique with probability 1, the conclusion follows. 
and s
In this case,
We de ne estimators b n1 , b n2 to minimize
In this example, we will consider the cases = 1 and = 1=2 with n =n =2 ! 0 > 0 and 1 > 0, 2 • • For = 1=2, an exact representation of the distribution of ( b U 1 ; b U 2 ) is more di cult to obtain but this distribution can be easily simulated. Tables 1 and 2 How well do the asymptotic distributions approximate nite sample distributions? There are a number of factors involved including the accuracy of normal approximations; however, the key factor here would seem to be the extent to which the asymptotic penalty in V (u) (de ned in Theorems 2 and 3) approximates the true penalty term. For example, when 1, these approximations may not be particularly good for nite samples as the function jxj is not particularly smooth when x is close to 0. This is addressed to some extent in the next section.
3. Local asymptotics and small parameters. A distinguishing feature of Bridge estimation for 1 is the possibility of obtaining exact 0 parameter estimates. In the previous section, we showed that the limiting distributions have positive mass at 0 when the true parameter value is 0 but are absolutely continuous (with respect to Lebesgue measure) otherwise. In this section, we will try to illustrate how this \exact 0" phenomenon can occur in nite samples when the true parameter is small but non-zero.
To do this, we will assume that we have a triangular array of observations.
That is, de ne Y ni = T n x ni + " ni for i = 1; ; n (11) where for each n, " n1 ; ; " nn are i.i.d. random variables with mean 0 and vari- 
these are the obvious analogues of (3) and (4).
Suppose that n = + t= p n and de ne b n to minimize
This formulation allows us to examine the asymptotic properties of Bridge estimators when one or more of the regression parameters are close to 0 but non-zero.
The idea here is to get a hint of the small sample behaviour of Bridge estimation. 
Bootstrapping. Attaching standard error estimates to Bridge param-
eter estimates is non-trivial especially when 1. For the Lasso ( = 1), Tibshirani (1996) gives an approximation of the covariance matrix of the estimators. However, his approximation leads to standard error estimates of 0 when the estimate is 0, which is clearly unsatisfactory; Osborne et al (1998) give an alternative approximation that leads to apparently more satisfactory standard error estimates. However, these approximations to the covariance matrix implicitly assume that the estimators are approximately linear transformations, which is clearly not the case when 1. An alternative approach to obtaining standard error estimates is to use the bootstrap.
In regression models, there are e ectively two approaches to bootstrapping depending on whether the design is considered xed or random. with " 1 ; ; " n sampled with replacement from \residuals" fe 1 ; ; e n g and e n some estimator of (not necessarily a Bridge estimator).
Using the bootstrap sample, we can then obtain a bootstrap Bridge estimator of (call it b n ) by minimizing an appropriate version of (2) for some and n .
The idea is that the bootstrap distribution of Conditional on e n , the randomness of V n comes from the bootstrap sampling producing the " i 's. The idea here is exactly the same as before: If V n converges to some V then the bootstrap distribution of argmin(V n ) = p n( b n ? e n ) should converge (in some sense) to that of argmin(V ). What complicates matters is the fact that there are two layers of randomness: one due to the original sample (re ected through e n ) and one due to the bootstrap sampling.
We will assume the conditions on n stated in Theorems 2 and 3; that is, where V is as de ned in Theorem 2 or 3.
If one or more of j 's is 0 then the argument given above still works for > 1 but fails for 1; a more sophisticated argument is need for this latter case. Note the parallels between these results and the results of section 3.
In our case, we do not have almost sure convergence of p n( e n ? ) but rather convergence in distribution; however, by the Skorokhod representation theorem (c.f. van der Vaart and Wellner, 1996), given U n ! d U there exists a probability space and random elements fU 0 n g, U 0 having the same distributions as fU n g, U such that U 0 n ! a:s: U 0 . From this fact, we can deduce that P p n( b n ? e n ) 2 A ! d P (argmin(V ) 2 A) where probability in the limit is in fact a random variable if j = 0 for at least one j. On the other hand, if j 6 = 0 for all j then the limiting probability is non-random and is the same as that given in Theorems 2 and 3.
The asymptotic results presented above indicate that the bootstrap may have some problems in estimating the sampling distribution of Bridge estimators for < 1 when some true parameter values are either exactly 0 or close to 0; in such cases, bootstrap sampling introduces a bias (due to e n ) that does not vanish asymptotically. One possible solution is to choose an estimator e n that has P( e nj = 0) 1 when j = 0 but P( e nj = 0) 0 when j 6 = 0; there are a variety of ways to do this, for example, by using a consistent model selection procedure. While this may seem attractive from an asymptotic viewpoint, such an approach may cause more problems in practice than it solves.
5. Asymptotics for nearly singular designs. In this section, we will consider the asymptotic behaviour of Bridge estimators when the design is nearly singular. More precisely, suppose that C n (as de ned in (3)) is non-singular but tends to a singular matrix C. In particular, we will assume that a n (C n ? C) ! D (15) for some sequence fa n g tending to in nity where D is positive de nite on the null space of C (that is, v T Dv > 0 for non-zero v with Cv = 0). (Note that D is necessarily non-negative de nite on the null space of C so that it is not too stringent to require it to be positive de nite on this null space.)
The consistency and limiting distribution arguments given in section 2 require that the functions Z and V (de ned in Theorems 1, 2 and 3) have unique minimizers. When the matrix C is singular this is not generally the case. which has a unique minimizer. Note that this condition on the null space of C implies that the strongest collinearity in the design is restricted to the covariates that have no in uence on the response.
We will now consider the asymptotic behaviour of nearly singular designs under fairly weak conditions. We will assume that C n is non-singular for all n and satis es (15) De ne V n as in (18) . Then in each case, for u in the null space of C, we have V n (u) ! d V (u) while for u outside this null space, V n (u) ! p 1. Computation. To the point, we have not explicitly mentioned computation of the estimators. For > 1, the objective function is a smooth convex function and numerical algorithms such as Newton-Raphson or reweighted least squares work very well. For = 1, the objective function is also convex and so methods such as those discussed in Tibshirani (1996) , Fu (1998) and Osborne et al (1998) can be used. In the context of wavelet regression, algorithms have been proposed by Chen et al (1999) and Sardy et al (1998) .
When < 1, the objective function (2) is no longer convex and so computation of b is non-trivial, particularly if p is large; the objective function can have multiple local minima at which it is non-di erentiable. Here we will brie y describe some simple algorithms for computing Bridge estimates when < 1; a more detailed treatment will be given elsewhere.
Although the objective function is generally non-trivial to minimize, it is interesting to note that the one variable problem is quite easy to solve. The feasibility of the one variable problem suggests that a Gauss-Seidel or ICM (Besag, 1986 ) algorithm (which iteratively minimize one variable at a time) might be appropriate to compute b n . This is true to some extent (as the objective function decreases at each iteration) but with some caveats. Due to the nature of the objective function, it is very easy for a naive Gauss-Seidel algorithm to get \trapped" in a local minimum. However, this can be avoided to some extent by keeping estimates away from 0 until it is absolutely necessary to set them to 0. Alternatively, we can try multiple starting points in di erent parts of the parameter space. Moreover, if < 1 and 6 = 0 then strict inequality implies that argmin(g) = 0. If equality holds then argmin(g) = f0; 2 (1 ? )=(2 ? )g; note that this set contains a single point when = 1.
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