Abstract. We hereby present some lower bounds for regular solutions of Schrödinger equations with bounded and time dependent complex potentials. Assuming that the solution has some positive mass at time zero within a ball of certain radius, we prove that this mass can be observed if one looks at the solution and its gradient in space-time parabolic regions outside of that ball.
Introduction
On this paper we are going to study the behavior of the solution of Schrödinger's initial value problem
where V (x, t) is a bounded complex potential. For the case where the potential is identically zero, V ≡ 0, we can write down the explicit formula (2) u(x, t) = e it∆ u 0 (x) = 1 (2π) n
where e it∆ u 0 (x) denotes the free solution andf (ξ) = R n e −îxξ f (x) dx is the Fourier transform of f . Simple computations give that identity (2) can also be written as (3) u(x, t) = 1 (2π) n e . This identity implies that to give size conditions of u at two different times, say t = 0 and t = T is equivalent to give size conditions to f T andf T . This idea has been largely exploited by L. Escauriaza, C.E. Kenig, G. Ponce, and L. Vega, see for example [5] to revisit some classical Uncertainty Principles (UPs) as those by Hardy, PaleyWiener, and Morgan They give alternative proofs to these classical results using techniques of Partial Differential Equations, more concretely the so-called Carleman type inequalities. These UPs are rigidity results in the sense that the conclusions are that the only function satisfying the desired properties either is the trivial one, or some specific function as for example the Gaussian in the case of Hardy's UP. Unlike this, the use of Carleman inequalities is rather flexible and allows for perturbations by potentials V = 0. Moreover, some lower bounds for general solutions are also proved.
All these results rely in assuming decay at two different times. The main purpose of this paper is to start to explore the way to reduce the hypothesis from two times to just one. Besides the fact that we consider this a very natural question by itself, our main motivation has been to try to adapt the PDE techniques to prove more sophisticated UPs as those proved by F. Nazarov in [7] .
Our starting point is a general lower bound obtained in [4] (cf. Theorem 3.1) for solutions of (1) for bounded potentials. The main assumption in that result is that the solution has some nontrivial mass in a space-time cilindre with height t ∼ 1/2 and the basis given by a ball of radius 1. Then, the conclusion is that there exists a constant c that depends just in the dimension such that the lower bound
holds for all R sufficiently large. In Theorem 2.1 we will obtain lower bounds similar to (5) just assuming conditions at one time. And in Theorem 2.2 we give some uniqueness results about solutions of (1) for x ∈ R n .
The organization of this paper is as follows. In section 2 we gather the main results of the article. In sections 3 and 4 we give some auxilliary results necessary for the proof. In particular, we introduce the so called Appell's or pseudoconformal transformations. They give us the extra parameter we need to avoid to assume conditions at two different types. Here we use similar arguments to those in [6] . Finally the proof of Theorem 2.1 is given in section 5.
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The main results
By H 1 loc (R n )) we mean the set of functions f that together with their gradients are locally in L 2 (R n ) . We have the following result.
where
Let R 0 > 0 be such that for some c 0 > 0, 
sup
Then, there exist t 
Then, by periodicity, an immediate consequence of the above theorem is that there exist t
16A 2 ) 2 and a universal constant c 1 such that for all x 0 ∈ T and all t < t * (8) e c 1 t
4 .
This result can be seen as some kind of one dimensional observability inequality for periodic solutions of (1), as shown by N. Burq and M.Zworski in [3] . Of course the inequalities (7) and (8) involve ∇u, and it is a very natural question up to what extent this term is needed. Also the generalization to higher dimensional tori of (8), as those proved by N. Anantharaman and F. Macià in [1] and J. Bourgain, N. Burq and M.Zworski in [2] , is another relevant question that needs to be explored.
For free solutions (i.e. V ≡ 0) in R n some regularity on u for (7) to hold is necessary. This is a consequence of the so-called Galilean invariance symmetry. The argument goes as follows. Take u 0 = ϕ a nontrivial function in the Schwarz class S so that e it∆ ϕ = u(x, t) belongs to S with uniform bounds for |t| ≤ 1. Now take any N ∈ R and ω a unit vector. Then a simple computation gives that
. Then for any given t * > 0 and any ρ > 0
tends to zero with N.
Our second main result is a uniqueness one and it is an immediate consequence of Theorem 2.1, and therefore the proof will be omitted. As far as we know this type of uniqueness result is completely new.
Theorem 2.2. Assume that for any
is as in (7) and there exist R j , j ∈ N such that for all j
3. Appell's conformal transformation and Carleman's estimate
We use the following result from [4] to generate a new family of solutions for Schrodinger's problem that depends on certain parameters.
Lemma 3.1. If u(y, s) verifies
and α and β are positive, theñ
Although the statement uses two parameter α and β we are going to define γ = α/β and rewrite the dilations in a proper way. We need to be careful on how these functions alter the domains of integration in the proof. It is important to make a sensible use of the parameter γ in relation to these functions. For this reason, we give some estimations on the next section. We will not be considering the function F either, since we will not have outer forces disturbing our system. Next we recall another result from [4] , that plays a fundamental role in the rest of the arguments. Therefore we include its proof for the sake of completeness.
Lemma 3.2 (Carleman estimate). Assume that R > 0 and ϕ
are the symmetric and anti-symmetric operators respectively. Thus,
Hence using the hypothesis on the support of g and the Cauchy-Schwarz inequality, the absolute value of the last two terms can be bounded by a fraction of the first two terms on the right hand side when σ ≥ cR 2 for some large c depending on ϕ ′ ∞ + ϕ ′′ ∞ . Then the result follows.
Some a priori estimates
Before going into the proof of the theorem, we give some estimates of the support functions we are going to be using. On the previous section we have talked about the conformal transformation and mentioned that the parameters α and β will be replaced by γ > 0 defined as the relation between the former ones, say α/β. We will also want this parameter γ to be as big as possible so in principle we see it as γ >> 1. Having this in mind, we define the following functions:
Now observe that for t ∈ [1/4, 3/4] we can make the following estimations:
At some point on the proof there will be a change of variables so it is interesting to see how we can write t in terms of s and see how the measure changes with respect to γ. First we see that
and so
it should also be noticed that when t ∈ [1/4, 3/4] the variable s lives on the interval
which means that when γ is big enough the variable s has the size of γ −1 and so we have the following estimation for the differential (13) dt ∼ γds and also
is a solution to (1). Then, the following identity holds
where V is a complex bounded potential. The proof of this identity is the following:
First observe that
and so we compute the derivative on the second variable of the squared term
which concludes the proof.
We are ready now to discuss the proof of the main theorem on this paper.
Proof of Theorem 2.1
We follow very closely the arguments in [6] . The goal is to use Carleman's estimate (9) in a suitable way so that we can control both u and ∇u by the initial data. For this purpose we want to build a function g with specific functions. First, let γ > 1 and define R = R 0 √ γ. Define also the following cut-off functions,
For future purposes we will be assuming that R ≥ 2. Next we use the conformal transformation (3.1) on the solution u to generate a new family of solutions depending on the parameter γ, say
where the functions α, β and s were introduced on the previous section.
We use all the information gathered above to define the function g as follows:
Observe that due to the nature of the test functions, g is compactly supported and, , s(t) ). With the function we just defined, we are ready to use Carleman's estimate. Recall that for σ ≥ cR
We need to work out both sides of the inequality. The goal is to give an estimation from below to the left hand side using the information we have about the initial data. Once this is done, we will find suitable upper estimates of the right hand side in order to hide the terms we don't need using the parameter σ. Let's thus look at the l.h.s. of the inequality above,
We have made the change of variables y = α(t)x and s = s(t) together with the estimate on the differential and change of measure we mentioned on the previous section. Observe also that if we consider γ big enough the integral on s has size γ −1 but we are not going to use this information yet. Now we want to plug the initial data into the equation. To do so we measure the size of the difference between our function u and the initial data u 0 , say
Next we use (15) to obtain,
Here we study the contribution of both integrals separately and see how to choose γ in a suitable way depending on the parameters c 0 and L so that we have a nice bound from below for the left hand side of Carleman's estimate on this particular case. We thus see that,
and as for B 1 we have, using integration by parts
Now if we put all together and remember that there was a factor γ multiplying the equation, we have
Therefore, if we choose γ ≥ L 2 we have that
On the other hand, since B α(t(s))R ⊂ B α(t(s))(R+1)
we have that
and we want to hide the contribution of B inside c 0 so we impose the following condition
Now we study the right hand side of Carleman's estimate. First compute the operator to see how the supports of the resulting expressions change:
where E 2 and E 3 are supported in Observe that from (16) the first term can be hidden on the left hand side of the inequality if
So we only need to study the contribution of I 1 and I 2 . To see things more clear we split I 1 in the sub-integrals I 11 , I 12 the first one measuring the contribution of v and the second one doing the same for the gradient ∇v. We will not need to make a deep study on I 2 since the computation is almost the same.
Here we have simply made a change of variables and use the information we have about the behavior of the functions α(t) and s(t) when γ is big enough. As for I 12 we only need to use the triangular inequality together with the change of variables y = α(t)x and the estimations with γ, as we see here
Here we make the following estimation:
And if we put both I 11 and I 12 together we have Observe that if we take any ρ ≥ R 0 then the result will still be true since the initial mass is contained in a smaller ball, this is B R0 ⊂ B ρ .
