Deep Learning-Based Generation of Building Stock Data from Remote Sensing for Urban Heat Demand Modeling by Wurm, Michael et al.
 International Journal of
Geo-Information
Article
Deep Learning-Based Generation of Building Stock Data from
Remote Sensing for Urban Heat Demand Modeling
Michael Wurm 1,* , Ariane Droin 1,2, Thomas Stark 3, Christian Geiß 1, Wolfgang Sulzer 2
and Hannes Taubenböck 1


Citation: Wurm, M.; Droin, A.; Stark,
T.; Geiß, C.; Sulzer, W.; Taubenböck,
H. Deep Learning-Based Generation
of Building Stock Data from Remote
Sensing for Urban Heat Demand
Modeling. ISPRS Int. J. Geo-Inf. 2021,
10, 23. https://doi.org/10.3390/
ijgi10010023
Received: 24 November 2020
Accepted: 11 January 2021
Published: 12 January 2021
Publisher’s Note: MDPI stays neu-
tral with regard to jurisdictional clai-
ms in published maps and institutio-
nal affiliations.
Copyright: © 2021 by the authors. Li-
censee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and con-
ditions of the Creative Commons At-
tribution (CC BY) license (https://
creativecommons.org/licenses/by/
4.0/).
1 German Aerospace Center (DLR), German Remote Sensing Data Center (DFD), Oberpfaffenhofen,
82234 Wessling, Germany; ariane.droin@dlr.de (A.D.); christian.geiss@dlr.de (C.G.);
hannes.taubenboeck@dlr.de (H.T.)
2 Institute for Geography and Regional Planning, University of Graz, Heinrichstr. 36, 8010 Graz, Austria;
wolfgang.sulzer@uni-graz.at
3 Signal Processing in Earth Observation, Technical University of Munich (TUM), 80333 Munich, Germany;
thomas.stark@dlr.de
* Correspondence: michael.wurm@dlr.de
Abstract: Cities are responsible for a large share of the global energy consumption. A third of
the total greenhouse gas emissions are related to the buildings sector, making it an important
target for reducing urban energy consumption. Detailed data on the building stock, including the
thermal characteristics of individual buildings, such as the construction type, construction period,
and building geometries, can strongly support decision-making for local authorities to help them
spatially localize buildings with high potential for thermal renovations. In this paper, we present
a workflow for deep learning-based building stock modeling using aerial images at a city scale for
heat demand modeling. The extracted buildings are used for bottom-up modeling of the residential
building heat demand based on construction type and construction period. The results for DL-
building extraction exhibit F1-accuracies of 87%, and construction types yield an overall accuracy
of 96%. The modeled heat demands display a high level of agreement of R2 0.82 compared with
reference data. Finally, we analyze various refurbishment scenarios for construction periods and
construction types, e.g., revealing that the targeted thermal renovation of multi-family houses
constructed between the 1950s and 1970s accounts for about 47% of the total heat demand in a
realistic refurbishment scenario.
Keywords: building stock model; building type; deep learning; heat demand modeling; digital
surface model; aerial image
1. Introduction
With increasing urbanization, cities represent an important component for ensuring
a sustainable future for our planet. A high potential for decreasing greenhouse gas emis-
sions is credited to the building sector as buildings consume vast amounts of energy [1,2].
In Germany, buildings account for about 40% of the final energy use, and they contribute to
almost a third of the country’s greenhouse gas emissions [3]. The efficiency of building stan-
dards has increased significantly over the past decades, making modern constructions very
energy-efficient; however, older buildings constructed before the turn of the millennium do
not meet current thermal standards [4]. The targeted refurbishment of older buildings can
thus help to transform cities into more sustainable environments. For the analysis of cities’
energy use and to quantitatively evaluate the effects of building retrofitting, bottom-up
urban building energy modeling (UBEM) has become a proven tool to support energy
efficiency for buildings at a city scale [5–7]. In addition to simulation tools for modeling
building energy [8], the development of a dataset on the existing building stock model
(BSM) is an important task for UBEM [7]. BSMs have been successfully deployed for
ISPRS Int. J. Geo-Inf. 2021, 10, 23. https://doi.org/10.3390/ijgi10010023 https://www.mdpi.com/journal/ijgi
ISPRS Int. J. Geo-Inf. 2021, 10, 23 2 of 20
modeling urban building energy at various spatial scales: from local neighborhoods [9–11]
to a city scale [12–15] and national scale [16]. Besides the modeling of current energy
demands of buildings at a city scale, BSMs are most helpful for retrofit analyses [10,17].
With the increased awareness of the building sector as a major emitter of greenhouse gas,
the field of UBEM has experienced increased attention in various scientific fields. For an
overview of the past and current methodological developments in UBEM, readers should
refer to related meta-studies in this field [2,6,8,18–20]. As indicated above, building stock
data are crucial for UBEM because they serve as a spatial data base for bottom-up energy
modeling, including relevant parameters on each building [5], as follows:
Building geometry: This is a key parameter in UBEM since the total energy demand
of a building is strongly dependent on a building’s size in terms of the footprint area and
floor area;
Construction type: This impacts the thermal behavior of buildings, e.g., a free-
standing (semi-)detached house is more exposed to energy loss due to the higher por-
tion of exterior walls in relation to building volume than terraced houses or multi-family
houses [14,15,18,21–23];
Use type: Modeling of the energy demand of a building is strongly affected by its use,
in terms of whether it is a residential building or a non-residential building. Non-residential
buildings are much more heterogeneous in terms of thermal behavior and thus more
difficult to model without specific knowledge;
Year of construction: Many thermal regulations have been introduced over the past
decades, making newly constructed or refurbished buildings more efficient in their energy
behavior than buildings in their original state [24].
Nowadays, the situation on data availability for building stock models in many de-
veloped countries has significantly improved over the past years: Until a few decades
ago, city-scale BSMs were scarce, but recent advents in (open)geo-spatial data [25] and
processing methods have increased the number of cities and countries with access to de-
tailed data for urban planning and management, as well as energy modeling. Nevertheless,
access to nation-scale building stock data remains very heterogeneous, even in the EU,
where huge efforts are invested in the harmonization of national data. The discrepancy
of (geo-)data availability in the EU can be evaluated by European (meta)-data platforms,
such as INSPIRE (https://inspire-geoportal.ec.europa.eu/index.html) or the European
Data Portal (https://www.europeandataportal.eu), revealing that few countries provide
detailed BSMs at a national scale, without restrictions to public access (e.g., Belgium and
The Netherlands). In some countries, the data exist, but their use is restricted to payment
licenses (e.g., Germany and Austria), while no building stock data are available for other
countries (e.g., Croatia and Greece). Whilst these data platforms cannot be exhaustive in
terms of the existence of national data sets on building stock, they do show that there is
much space for improvement in terms of data access.
In addition to official data, crowd-generated data from initiatives such as the Open-
StreetMap Project (https://www.openstreetmap.org) (OSM) are constantly increasing in
spatial coverage and data quality. While OSM provides a broad availability of data for
building footprints in larger cities, only a few buildings include data on the building height
or floor area. For Germany, for less than 5% of the buildings, the floor area is available in
OSM. Furthermore, current advents in automated image analysis from remotely sensed
imagery can significantly facilitate and speed-up the task of building detection: The latest
advancements in big data analysis through deep learning techniques [26] have led to a
paradigm shift in terms of accuracy for image analysis [27], semantic segmentation in dense
urban settings [28], and city-scale building extraction [29,30]. The methods deploying con-
volutional neural networks (CNNs) for the semantic segmentation of individual buildings
in very high resolution (VHR) imagery [29,31,32] have proven their superior performance
compared to traditional image classification methods. Moreover, Microsoft®has generated
almost 125 million building footprints from aerial images for the entire U.S. [33], applying
deep neural networks, ResNet34, and RefineNet [34] with high accuracies of 0.85 inter-
ISPRS Int. J. Geo-Inf. 2021, 10, 23 3 of 20
section over union (IoU). In combination with height data from LiDAR or digital surface
models (DSMs), CNNs have been successfully deployed for the generation of building stock
models [35,36]. Therefore, compared to traditional, laborious land surveying or manually
digitized building footprints, a significant increase in speed can be achieved for building
stock modeling at a large scale. This makes the application of deep neural networks a
promising tool for remote sensing-based building data generation in data-scarce regions.
Considering these latest developments in deep learning-based image analysis, in this
paper, we will explore the capabilities of applying current deep neural networks on remote
sensing data for the generation of a building stock model and analyze its applicability for ur-
ban building energy modeling at a city scale. Specifically, we apply a U-net Inceptionresnet
on high resolution aerial imagery and DSM to generate a 3D building model incorporat-
ing the building geometry (footprint area and floor area) at a city scale. In a next step, we
perform semantic labeling of the building construction type (semi-detached/detached houses,
terraced houses, and multi-family houses) based on morphometric parameters such as the area,
shape, compactness, and height etc. using a shallow machine learning approach [37–41].
For use type and building age, we integrate ancillary geo-data at the urban block and
census data. In a final step, we perform bottom-up building energy demand modeling for
each building at a city scale based on characteristic energy demand data for German build-
ings [42,43]. The validity of the proposed approach using remotely sensed data is evaluated
with officially modeled values from the Energy Atlas (https://www.energieatlas.nrw.de).
The entire workflow is described by the city of Münster, in the Federal State of North-
Rhine Westphalia (NRW) in Germany, as a case study, in order to evaluate the usability and
accuracy of the proposed workflow. We selected Münster because we found an excellent
open data base for NRW including aerial image data and reference data for performance
evaluation in terms of a detailed LoD1 building model and modeled energy data from
the Energy Atlas. The workflow, however, is designed to be applicable to other cities and
geographical regions. In this way, we want to add to the existing literature by applying
current deep learning methods for building stock modeling at a city scale for bottom-up
modeling of the building energy demand using freely available geo-data.
The manuscript is organized as follows. Section 2 presents the used data sets and
the methods employed for building stock modeling from aerial images and the modeling
approach for the heat demand; the results and discussions are presented in Sections 3 and 4,
respectively; and Section 5 concludes the paper.
2. Data and Methods
The proposed workflow consists of three parts: (1) Building stock modeling from
aerial images and DSM using deep neural networks (Section 2.2.1); (2) calculation of the
building parameters for energy modeling (Sections 2.2.2–2.2.4); and (3) bottom-up model-
ing of buildings’ energy demand (Section 2.3). The overall workflow, including its three
parts, is visualized in Figure 1. The study site Münster is located in the Federal State
of North Rhine-Westphalia in northwestern Germany. With almost 320,000 inhabitants,
the city has experienced radial urban growth over the past decades. It has a monocen-
tric urban spatial structure with a historic city center, which is radially surrounded by
urban extensions from successive construction periods. Therefore, the city morphology
contains related characteristic building types, e.g., block development in the center, as well
as free-standing (semi-)detached houses in the suburbs or large-area developments of
industrial sites at the city fringe. In total, the study area covers 51 km2, incorporating about
14,800 residential buildings.
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Figure 1. Overview of the workflow of methods and data employed for building stock modeling using deep learning and
orthophotos, and heat demand modeling at a city scale.
2.1. Data
For the generation of the building stock model, we deployed digital orthophotos
at a 10 cm resolution and a normalized digital surface model (nDSM) at a 1 m ground
sampling distance. For training and validation purposes, we relied on publicly avail-
able geodata from the open geodata portal of NRW (https://www.opengeodata.nrw.de)
(Table 1). The differentiation of use type is based on urban land-use data at the level of
urban blocks. For an assessment of the geometric accuracy of the generated BSM, we de-
ployed an official LoD1 building model which was available at a national scale in standard
BSM format City Geographical Markup Language (CityGML). The yearly updated dataset
incorporates data on the building geometry, such as the area and height.
Table 1. Data sets used in this study.
Name Date Granularity Source Use
Digital Orthophoto
(DOP) 2017 0.1 m https://www.opengeodata.nrw.de Building stock model
Digital Elevation Model
(DEM) 2019 1 m https://www.opengeodata.nrw.de Building stock model
Digital Surface Model
(DSM) 2012 1 m https://www.opengeodata.nrw.de Building stock model
3D building model
(LoD1) 2015 Area + height https://www.opengeodata.nrw.de Validation
Urban Land-use
(DLM-DE) 2015 Urban blocks https://www.opengeodata.nrw.de Use type
Census data 2011 100 m grid cells https://www.zensus2011.de Construction period
Reference heat demand 2011 Construction typeandperiod https://www.iwu.de Heat demand modeling
Energy Atlas 2016 100 m grid cells https://www.energieatlas.nrw.de Validation
For data on buildings, we incorporated data from the German Census data base where,
among socio-demographic parameters, data on the building age and construction type are
also stored at the neighborhood level in 100 × 100 m grid cells (Figure 2). Finally, we used
data from the Energy Atlas of NRW as a source for validation of the energy modeling.
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2.2. Building Stock Modeling
2.2.1. Building Extraction from Aerial Images Using Deep Learning
Semantic segmentation is the process of representing each pixel of an image with its
semantic class, e.g., buildings, vegetation, etc. In recent years, the use of convolutional
neural networks (CNNs) has introduced a paradigm shift for scene classification tasks.
First introduced by [44], fully convolutional networks (FCNs) replace the fully connected
layers of a traditional CNN with dilated convolutions for semantic segmentation. In [45],
the fully convolutional approach was extended using a contracting path to capture the
context and a symmetric expanding path was added for upsampling the information back
to the original input image. This mirrored encoder-decoder approach allows for a fine-
grained upsampling procedure and enables more recent CNNs to be applied for the task of
semantic segmentation. While early networks relied on a vgg16 encoder [46], nowadays,
more dvanced models have be n p oposed. In GoogLeNet [47], also referr d to as the first
version of the Inception family, the CNN allows for the depth and width of the network to
b increased by heavily using 1 × 1-convolutions as a ay of reducing the dimensi nality
within the network to remove computational b ttlenecks. The network makes use of
Inc pt modules, in terms of a network-in-networks approach [48]. It combi s 1 × 1,
3 × 3, and 5 × 5 filter sizes which are stacked on t p of each other. This concept is further
expanded in multiple version of the Inception CNN. Through further improvements,
Inception v4 [49], also referred to as Inceptionresnet, which is trained with residual con-
nec ions, was introduced. This p ocess was adapted by he ResNet architecture [50] and
sig ifica tly accelerated the training f the Inceptionresnet network. The Inceptionresnet
etworks could lso out-perform similarly expe sive I c ption networks without resid-
ual co nections.
In this study, we propose a U-net Inceptionresnetv2 approach for building extraction.
The architecture is depicted in Figure 3. The U-net architecture uses an encoder-decoder
approach. During the encoder phase, the network learns feature representations, while the
decoder upsamples a large number of feature channels to propagate information to higher
resolution layers. Inceptionresnetv2 serves as the backbone of the U-net and is mirrored
during the decoder phase. The input data consist of image patches with the dimensions
224 × 224 × 5. During the stem of the CNN, multiple convolutions and pooling operations
transform a tensor of the size 28× 28× 320. In the second block of U-net-Inceptionresnetv2,
five Inception modules of type A are repeated. The Reduction A module forms a tensor
of the size 14 × 14 × 1088. The Inception module B is repeated ten times to learn more
mid-level features, while in the Reduction module B, it produces a tensor of the size 7 × 7
× 2080. The Inception module C is repeated five times and the Bottleneck, representing
the crossover between the encoder and decoder, of the U-net approach is reached. From
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there on, the decoder upsamples the learned feature representations back to the original
input image, including its height and width. During the decoder phase, each block is
concatenated with the upsampled tensor from the previous block. Therefore, the U-net
approach contains learned feature representations not only from the upsampling with
transposed convolutions, but also from skip connections of the decoder, in order to ensure
a fine-grained prediction map.
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2.2.2. Building Geometry  
A key parameter for modeling the energy demand is the building size. It was used in 
the energy model as the total floor area, which is the value of the multiplication of the 
Fi r . ti r r t ti f - t I ce tionresnetv2.
Due to the binary setting of the task, U-net Inceptionresnetv2 was trained using binary
cross entropy loss and the Adam optimizer (Adaptive Moment Estimation) [51] for loss
minimization and featured approximately 62 M trainable parameters. Hyperparameter
tuning resulted in the following settings: (a) For increasing the number of features, seven
image augmentation algorithms were implemented (e.g., horizontal flip or blurring of
image tiles); (b) class weights were set to emphasize the higher importance on buildings
(1 for background and 2 for buildings) and furthermore, based on the available GPU and
amount of computational time, the batch size was set to 8; and (c) for training, we set
100 epochs, but included early stopping to prevent overfitting and a decaying learning rate
on the plateau was used with an initial value of 0.0001, which was dropped by a factor
of 0.2 after a set patience of 2. Therefore, the network stopped learning after 10 epochs.
For training U-net Inceptionresnetv2, the Orthophoto mosaic of the entire study area of the
city of Münster was split into 93,417 image patches with dimensions of 224 × 224 × 5 and
the Red, Green, Blue, Infrared, and nDSM height channels. Furthermore, for validation and
testing, 10,000 image patches were used in spatially disjunctive regions to ensure a robust
learning approach. Image patches were split with a 50% overlap in the x and y direction,
resulting in four overlapping predictions for each pixel. The final output was generated
using a majority operator for achieving a higher robustness. The accuracy of the derived
building footprints was assessed by the intersection over union (IoU). This is defined as
the size of the intersection between the ground truth and the classified map, divided by the
size of the union of the sample sets. In the last step, the mean height value of all pixels from
the nDSM which fall inside a building was calculated for each extracted building footprint,
resulting in a city-wide LoD-1 building stock model. Small artifacts were removed by
a size-based threshold and building footprints were post-processed using mathematical
operators, such as closing and opening [52]. Finally, the use type was extracted based on
the Federal Land-Use data at the urban block level (Table 1).
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2.2.2. Building Geometry
A key parameter for modeling the energy demand is the building size. It was used
in the energy model as the total floor area, which is the value of the multiplication of the
footprint area by the number of floors. The number of floors was derived from the building
height (Section 2.2.1) using generalized, standard floor heights from related studies for
Germany [53,54]. The number of floors was then used to calculate the total floor area FA:
FA = A ∗ n f , (1)
where A is the footprint area and n f is the number of floors.
2.2.3. Semantic Labeling of the Construction Type
The 3D buildings generated from the preceding building extraction step were classified
as one of three main construction types related to the energy demand: (a) (Semi-)detached
houses (S-DH); (b) terraced houses (TH); and c) multi-family houses (MFH) (Figure 4).
Classification was performed by a supervised Random Forest (RF) approach based on
morphometric building features and census data [55]. Random Forest is a widely applied
ensemble classifier with only very little user input and parameter tuning, which makes it
very simple and straightforward to apply, and it generally yields very good accuracies [56].
For each building, 24 morphometric parameters, including simple parameters such as the
area and perimeter or more complex features, were calculated. A detailed description
of the morphometric features and the workflow is presented in Table 2 and in [38,57],
and in [58], respectively.
ISPRS Int. J. Geo-Inf. 2020, 9, x FOR PEER REVIEW 7 of 21 
 
footprint area by the number of floors. The number of floors was derived from the build-
ing height (Section 2.2.1) using generalized, standard floor heights from related studies 
for Germany [53,54]. The number of floors was then used to calculate the total floor area 
FA: 	 = 	 ∗ , (1)
where  is the footprint area and  is the number of floors. 
2.2.3. Semantic Labeling of the Construction Type  
The 3D buildings generated from the preceding building extraction step were classi-
fied as one of three main construction types related to the energy demand: (a) (Semi-)de-
tached houses (S-DH); (b) terraced houses (TH); and c) multi-family houses (MFH) (Figure 
4). Classification was performed by a supervised Random Forest (RF) approach based on 
morphometric building features and census data [55]. Random Forest is a widely applied 
ensemble classifier with only very little user input and parameter tuning, which makes it 
very simple and straightforward to apply, and it generally yields very good accuracies 
[56]. For each building, 24 morphometric parameters, including simple parameters such 
as the area and perimeter or more complex features, were calculated. A detailed descrip-
tion of the morphometric features and the workflow is presented in Table 2 and in [38,57], 
and in [58], respectively. 
 
Figure 4. Representation of building construction types in a 2D ground plan, 3D building 
model, and aerial images of (semi-)detached houses, terraced houses, and multi-family houses. 
For the training and validation of the Random Forest classifier, building type infor-
mation from the census was used: In a first step, homogenous census grid cells with only 
one building type were sought and all spatially enclosed buildings of this grid cell were 
allocated to this building type. The generated training and reference dataset contained 
1179 buildings in total: S-DH: 702; TH: 233, and MFH: 244. The RF model was trained on 
these three classes and the morphometric features with 50% of the reference buildings and 
50% of the reference buildings were kept for validation. In the following step, the trained 
RF model was applied to the entire building stock model for the study site, resulting in 
every residential building being allocated to one of the three classes. The settings for the 
Random Forest algorithm were kept at default settings, with 500 trees and the √  feature 
subset for each tree. 
  
Figure 4. Representation of building construction types in a 2D ground plan, 3D building model,
and aerial images of (semi-)detached houses, terraced houses, and multi-family houses.
For the training and validation of the Random Forest classifier, building type infor-
mation from the census was used: In a first step, homogenous census grid cells with only
one building type were sought and all spatially enclosed buildings of this grid cell were
allocated to this building type. The generated training and reference dataset contained
1179 buildings in total: S-DH: 702; TH: 233, and MFH: 244. The RF model was trained on
these three classes and the morphometric features with 50% of the reference buildings and
50% of the reference buildings were kept for validation. In the following step, the trained
RF model was applied to the entire building stock model for the study site, resulting in
every residential building being allocated to one of the three classes. The settings for the
Random Forest algorithm were kept at default settings, with 500 trees and the
√
n feature
subset for each tree.
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Table 2. Morphometric parameters used for building type classification.
Name Short Description Name Short Description
Perimeter (m) Length of building outline Cohesion Average Euclidean distance between30 randomly selected interior points
Area (m2) Building footprint area Cohesion Index
Normalized cohesion using the equal
area circle radius and a constant
Height (m) Measured height Proximity Average Euclidean distance from allinterior points to the centroid
Shape Index Proportion between perimeter andapproximated square with equal area Proximity Index
Normalized proximity using two thirds
of the equal area radius
Fractal Dimension Proportion between area and perimeter Spin
Average of the square of Euclidean
distances between all interior points
and the centroid
Perimeter Index Proportion of perimeter of shape toperimeter of circle with equal area Spin Index
Normalized spin using 0.5 ∗ squared
radius of the equal area circle
Detour Perimeter of the convex hull Height Area Proportion between height and area
Detour Index Normalized detour using the perimeterof the equal area circle Volume (m
3) The volume of the building
Range Longest distance between two vertexpoints of the building Length (m)
The length of the bounding box of
the building
Range Index Normalized range using two times thediameter of the equal area circle Width (m) Width of the bounding box
Exchange
Shared area of the building footprint
and the equal area circle with the
same centroid
Length Width Ratio between length and width of thebounding box
Exchange Index Normalized exchange dividing theexchange area by the shape area Vertices Number of vertices of the building
2.2.4. Disaggregation of the Construction Period
In addition to the building size and construction type, the construction period is
considered as another piece of crucial information for building energy modeling. Data on
the construction period are reported in the census data base, also at the 100 × 100 m grid
level (Figure 2). In contrast to the building type, the construction period at the aggregated
grid level cannot be directly associated with the individual buildings with a high level of
confidence [59]. Therefore, disaggregation of the construction period was performed based
on a majority vote, where each building within a grid cell was assigned with the most
reported construction year for each census grid cell. In the rare cases of parity, the most
recent construction year was assigned. With 52%, the majority of all 2227 grid cells in the
study area reported only one construction period. Only 32% reported two classes, and for
half of those grid cells, one construction year class strongly outweighed the other (15%).
In 298 grid cells (13%), three construction years were reported, with one predominant class
in 188 cells (8%). In only 76 (3%) of the grid cells, more than three building age classes
were reported.
2.3. Building Heat Demand Modeling
Building heat demand modeling is based on the parameters building geometry
(Sections 2.2.1 and 2.2.2), use type (Section 2.2.1), construction type (Section 2.2.3), and con-
struction period (Section 2.2.4). The method is an established workflow in UBEM which
relates these individual building parameters to characteristic energy demand tables in
Germany from the German Institute for Housing and Environment (IWU) [60,61]. These
studies assume a characteristic building energy demand for each of the construction types
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((semi-)detached houses (S-DH), terraced houses (TH), and multi-family houses (MFH)),
for each construction period, and for three refurbishment scenarios: (1) Existing state; (2) usual
refurbishment; and (3) advanced refurbishment (Table 3). The modeling of the building energy
demand is based on the total heat demand. The specific energy demands, as reported in the
IWU tables with regard to the construction period, generally largely correspond to the con-
struction periods in the German Census. Furthermore, the characteristic energy demand is
reported in the tables for various refurbishment scenarios: Existing state without any ther-
mal renovations; usual refurbishment with partial thermal renovations of, e.g., windows;
and advanced refurbishment, involving a complete thermal renovation including roof and
walls. The total heat demand Ht in kWh/a per building was modeled based on the charac-
teristic heat demand H, the floor area FA, and a constant (https://enev-online.org/enev_20
09_volltext/enev_2009_anlage_01_anforderungen_an_wohngebaeude.pdf) for the number
of floors n f . The heat demand H is a function of construction type ct and construction
period cp (see Table 3).
Ht = H(ct, cp) ∗ FA∗
{
0.76 , i f n f ≤ 3
0.8 , i f n f > 3
(2)
Table 3. Energy demand reported as the heat demand in kWh/(m2 a) for building types, years of construction,
and refurbishment scenarios (modified from [60], p. 113–115).
Existing State Usual Refurbishment Advanced Refurbishment
Construction Year S-DH TH MFH S-DH TH MFH S-DH TH MFH
before 1919 207.4 184.7 200.2 129.2 127.5 124.8 56.5 54.7 55.7
1919–1948 192.0 167.2 200.0 118.0 104.0 117.6 53.8 46.4 59.2
1949–1978 198.4 160 175.8 141.6 106.2 108.2 68.2 48.8 55.7
1979–1986 154.4 158.3 156.8 108.9 120.9 103.0 47.6 55.2 52.7
1987–1995 165.3 132.5 160.1 129.2 105.6 107.3 61.4 44.9 55.5
1996–2000 145.8 112.9 126.5 125.5 96.5 97.1 62.9 43.0 49.3
after 2001 112.8 104.0 91.8 99.0 95.6 81.1 59.2 54.5 46.3
3. Results
In this section, results for building stock modeling (Section 3.1) and energy demand
modeling (Section 3.2) are presented. Furthermore, we perform a detailed assessment of
the geometric and semantic accuracies for the building model, as well as for the modeled
energy demand.
3.1. Building Stock Modeling
3.1.1. Building Extraction from Aerial Images Using U-net Inecptionresnetv2
After the trained U-net Inceptionresnetv2 was applied on all 93,417 patches of the
aerial image, each of the patches with the dimensions of 224 × 224 pixels was segmented
into a binary classification: Buildings were labeled with ‘value 1’ and background was
labeled with ‘value 0’. Examples of visual representations of extracted building foot-
prints, reference building footprints, and aerial images are depicted in Figure 5 for various
building morphologies.
A visual comparison of the extracted building footprints and the reference building
footprints revealed that, on a general level, we can observe a good agreement between the
extracted building geometries and the reference data for all construction types. This obser-
vation is supported by a detailed accuracy assessment of the output, where we compared
the performance of the building extraction method and the reference building footprints
using standard machine learning measures of agreement, such as the precision, recall,
F1-score, and intersection over union (IoU). All values report a very good performance
for the building extraction: Precision of 0.88 and recall of 0.87, with F1-score of 0.87 and
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IoU of 0.77. In general, we found a high reliability and low errors of commission, meaning
that almost 90% of the areas of the reference buildings from the official LoD-1 building
model were detected (precision) and only very few buildings were generated which were
not represented in the reference data (false positives).
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Figure 5. Results of the building extraction using U-net Inceptionresnetv2 for various building
morphologies in the city of Münster. Aerial images as input data are depicted in (a,e,i), reference
building footprints from the official LoD-1 building model are shown in (b,f,j), results of building
footprint extraction are presented in (c,g,k), and the result of labeled construction types is displayed
in (d,h,l).
Additionally, a detailed assessment of false positives and false negatives at the pixel
level revealed that some of the reported errors in the accuracy assessment are not related
to the performance of the applied U-net Inceptionresnetv2 for building extraction, but to
geometric imprecision between the reference LoD-1 building footprints and the digital
orthophoto (Figure 6). Since the orthophotos are not referenced to a perfect nadir, buildings
are not only represented by their roofs (footprints), but also some parts of the façades that
are visible, whereas reference buildings are only represented by their footprints. Therefore,
for each building, a few pixels are detected as false positives and a few pixels are detected
as false negatives, thus impacting the agreement between extracted buildings and reference
buildings. Furthermore, small secondary buildings, e.g., in backyards or garages, are prone
to false negatives because of their small areas and low heights. Figure 6 shows an example
of an extracted building which is not part of the reference data but is present in the aerial
image. In general, however, only very few false positives and false negatives are related
to temporal inconsistencies between the data sets (Table 1) because relatively, only a few
buildings are newly constructed or demolished in the time span of two years.
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Another source of error is also related to the input data: The aerial images were
acquired during the leaf-on season, so tree crowns covering the roofs of lower buildings
impacted the building detection using U-ne Inceptionresnetv2 because pixels with a high
reflectance in the infrared spectrum were int rpreted as veget ion.
3.1.2. Semantic Labeling of Construction Types
Base on the RF classifier a d the 24 mor hometric building parameters, each building
in the building stock model was allocated to one of the ree construction typ s of S-DH, TH,
and MFH (Figure 5d,h,i). Compared to reference data, the accuracies of the RF classifier are
reported with very high accuracies of 0.96 for the overall accuracy and a kappa value of 0.93.
Per-class accuracies are reported as F1-scores of 0.98 (S-DH), 0.91 (TH), and 0.96 (MFH),
indicating a good representation of the morphometric parameters for the construction
types. The confusion matrix for the accuracy assessment with validation data is presented
in Table 4.
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Thes quanti tive p rformance evaluations are als suppor ed by the graphical
representation of the value range for all morphometric parameters pr sented as boxplots
in Figure 7. For most of the arameters, the values of the construction type S-DH are
significantly distinguishable from those of TH and MFH. The feature value ranges for TH
and MFH are more similar; however, the building height serves as a reliable separator of
these two classes. A detailed view on the importance of each morphometric parameter
(Figure 8) underlines this observation, with height and volume being very relevant for the
semantic labeling of construction types.
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3.2. Heat Demand Modeling
3.2.1. Grid Level
The heat demand was modeled for each individual building based on tables with
characteristic energy demands from Table 3 and Equation (2). The tables include character-
istic heat demands for three refurbishment scenarios of existing state, usual refurbishment,
and advanced refurbishment. To analyze the potential of targeted energy savings per, e.g.,
construction type or construction period, we used all three scenarios for retrofit analyses
at a city scale. In this way, the heat demand was obtained in kWh/a for each individual
building and then aggregated to 100 × 100 m grid cells (Figure 9). The figure depicts in
a,b,c the area in and around the city center with large, old buildings in the existing state,
without any thermal renovations. Therefore, very high heat demands are reported for this
area. These are also comparatively high with usual and advanced refurbishment. The other
example in d,e,f focuses on (semi-)detached houses in sub-urban developments with a
significantly lower heat demand for all three refurbishment states.
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Figure 9. Total heat demand of residential buildings per 100 × 100 m grid cell for the center of
Münster (a–c) and the southern outskirts (d–f) for three refurbishment scenarios: existing state, usual
refurbishment, and advanced refurbishment.
3.2.2. City Scale
While the heat demand at the 100 m grid cell level allows for a detailed analysis
of areas in the city with a high energy demand, the analysis at a city scale reveals the
potential for energy savings with respect to the construction types and refurbishment
scenarios. Figure 10 depicts, on the left side, the mean energy demand over all buildings in
the study area for each construction type with respect to the three refurbishing scenarios.
While (semi-)detached houses show the lowest energy demands on average, due to lower
specific energy demands (Table 3) and smaller floor areas, they actually contribute to a
larger portion of the total energy demand for the entire study area because they occur
more frequently than the other two building types. In terms of absolute savings due to
reduced heat demands after advanced refurbishment, however, multi-family houses would
contribute to the largest portion.
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3.2.3. Construction Type and Construction Period
In addition to the characteristic heat demand for each construction type, the construc-
tion period represents a crucial input variable for heat demand modeling. The significant
variations of the specific heat demand for each construction year allow for a diversified
view on the buildings’ energy demand (Figure 11). Relatively, MFH contribute the highest
energy demand for the earliest construction year (before 1919); however, this is mostly
because the majority of MFH have been constructed as block perimeter development
around the historic city center. With a decreasing building age, it is possible to observe a
converging heat demand per construction type, especially for construction periods after
1978. This year marks an important date with respect to the building energy demand
because The German Thermal Insulation Ordinance—the first regulation subject to public law
for energy saving—was enforced at this time [62]. The construction phase between the end
of WWI until the end of the 1970’s is characterized by very high energy demands, especially
for MFH. While the specific energy demand for this construction phase is not significantly
higher than that for the previous construction years, this phase is characterized by a large
number of newly constructed houses, resulting in a high cumulative energy demand for
this period.
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Figure 11. The total heat demand for all buildings in the study area by construction type and
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At a city scale, we calculated a total heat demand of 1700 × 106 kWh/a for all
buildings in the existing state scenario, and a reduction to 1097 × 106 kWh/a for the usual
refurbishment and finally to 544× 106 kWh/a for the advanced refurbishment. The energy
savings between the refurbishment scenarios range between −35% from existing state
to usual refurbishment and −50% from usual to advanced refurbishment, respectively.
When the unrealistic scenario is assumed, where all buildings are still in their existing state
and would undergo advanced refurbishment, 68% of the energy could be saved by the
thermal renovation of all buildings. In terms of the construction type, the highest potential
of total energy savings was found for multi-family houses. Up to 741 × 106 kWh/a could
be saved between existing state and advanced refurbishment and 139 × 106 kWh/a for
usual refurbishment to advanced refurbishment, respectively.
With regards to the construction period, the savings in energy demand were highest
for buildings constructed in the 1950–1970s: A total of 1268 × 106 kWh/a was related
to this construction period in the existing state scenario; 814 × 106 kWh/a in the usual
refurbishment; and 407 × 106 kWh/a in the advanced refurbishment scenario.
3.2.4. Comparison with Energy Atlas NRW
The assessment of the validity of results for urban building energy modeling is
considered a challenging task because real world data on the energy demand are of-
ten not accessible due to data privacy. Furthermore, there exist a great variety of dif-
ferent approaches for energy modeling, which means that interpretations of compar-
isons of two modeled data sets must be considered with caution. As a proof of con-
cept, however, we compared the results of the heat demand modeling with the mod-
eled heat demand for the city of Münster from the Energy Atlas of the Federal State
North-Rhine Westphalia (www.energieatlas.nrw.de). The direct comparison of modeled
heat demands at the 100 × 100 m grid cell level is depicted in Figure 12. The total de-
rived heat demand from the Energy Atlas is reported to be 1268 × 106 kWh/a and for
the deep learning-based building stock model, it is 1080 × 106 kWh/a, which is only
about 15% lower. Furthermore, the R2 of 0.82 indicates a good agreement between the
two data sets, for both very high and very low heat demands. The small number of
grid cells for which our approach reports values close to zero can be mostly related to
the modifiable areal unit problem (MAUP) because of the varying input geometries for
the building stock model which are intersected by the borders of the 100 × 100 m grid
cells. Moreover, they can be related to different spatial domains for the use type: While
the Energy Atlas incorporates a differentiation of residential and non-residential build-
ings at the individual building level, we used land-use at the block level. Other differ-
ences in the methodologies relate to the characteristic heat demands used: In our model,
we used the latest published heat demand for construction types and construction periods
from the year 2011 (https://www.iwu.de/fileadmin/publikationen/gebaeudebestand/
episcope/2015_IWU_LogaEtAl_Deutsche-Wohngeb%C3%A4udetypologie.pdf page 113-
115). While the Energy Atlas used data from 2003 (https://www.iwu.de/fileadmin/
publikationen/gebaeudebestand/2003_IWU_BornEtAl_Energieeinsparung-f%C3%BCr-31
-Musterh%C3%A4user-der-Geb%C3%A4udetypologie.pdf page 7). Despite these varia-
tions between input data and methods, the good overall agreement between the two data
sets is considered a proof of concept for the proposed approach using deep learning-based
building stock models from orthophotos.
To account for the impact of the data source of the building stock model for heat
demand modeling, Figure 13 depicts the modeled heat demand based on the deep learning-
based building stock model and the official LoD-1 building model using the same method
and characteristic heat demand for all three construction types. The comparison of both
building stock data sets reports very small variations of +2.3% for S-DH, +6.6% for TH, and
+0.4% for MFH, respectively.
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4. Discussion
With more than half of the global population living in urban areas, cities are key to
sustainable dev lopment. Large parts of the fin l e ergy use and greenhouse ga emissions
are c dited to the buildings s ctor, thus putting th red ctio of CO2 emissio s and
greener c ties on the agen a of the UN Sus ainable Development G al . In particular, older
buildings ar prone to high energy demands for heating because of the low standards fo
energy efficiency at the time of construction. Therefore, a large pot ntial is seen in buildi g
refurbishment, since the majority of the building st ck in the EU was constructed before
1970 and thus before thermal r gulations [4]. The ecological and economical benefit of
thermal renovation is obvious—the targeted refurbishment of buil ings with low ther al
standards would be amortized within 15 years [3]. City-scale building stock models
can help to localize areas with high retrofitting potential through urban building energy
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modeling. The availability of building stock models has increased over the past years for
many regions of the world; however, we are still facing (geo-)data scarcity in many areas,
especially in developing countries. While the manual data generation of building stock
models at a city scale is an extremely laborious and time-intensive task, remote sensing
data offer large-area, cost-efficient, and timely data acquisition. With the latest advent of
image analysis techniques through deep learning [26], the task for information extraction
from images has significantly increased in speed and accuracy. In this study, we explored
the applicability of deep learning-based building stock modeling from aerial images in the
context of building heat demand modeling using the example of the city of Münster in
North-Rhine Westphalia.
The modeled heat demand was compared with official modeled heat demand data
from the Energy Atlas NRW at the scale of a regular spatial grid of 100× 100 m, demonstrat-
ing a very high level of agreement between both data sets, despite some minor methodolog-
ical differences in the two approaches. These insights can be considered as very promising
for the use of aerial images in the context of energy modeling. Nevertheless, we identified
some potential for improvements of the proposed workflow. The first aspect relates to
the process of building stock modeling, where the geometric resolution of the input data
plays a significant role in obtaining high accuracies in building extraction. Especially for
regions with a poor coverage of high resolution orthophotos, the recent advent of satellite
technology offering geometric image resolutions of 15 cm will facilitate the task of appro-
priate data acquisition for data-scarce regions. The outcomes of the proposed approach
using U-net Inceptionresnetv2 for building extraction demonstrated very high accuracies
in comparison with detailed reference data, with an F1-score of 0.87. While the building
extraction method generates very good results, some deviations from the reference data
can be assigned to off-nadir images. Additionally, the geometric generalization of building
footprints, as proposed by [33], can help to increase the quality of the extracted buildings.
While the proposed workflow has been demonstrated for the city of Münster to
analyze its general feasibility, it is designed to be generally applicable to other regions
with regards to ancillary data. For German regions, all incorporated data for building
stock modeling are available at a national scale: High resolution orthophotos and DSM;
census data; and land-use data. Used reference data from IWU for heat demand modeling
is fully transferable at a national scale and thus directly applicable to other German cities.
The possibilities for transferability of the workflow to other countries are directly related to
available input data: High resolution remote sensing data in the form of orthophotos or
aerial images are widely available for almost all areas of the world. Data on land-use for
the identification of residential buildings can be substituted for other European countries
with data from the European Urban Atlas (https://land.copernicus.eu/local/urban-atlas).
For other countries, land-use data from the OpenStreetMap project have been successfully
incorporated to assign land-use to buildings [63]. Another crucial data set for modeling of
the energy demand, however, is the construction period of the building. While the German
Census provides this information on the grid-level at 100 × 100 m, related studies have
modeled this information from historic map data [64] geometric and spatial features [59].
Urban building energy modeling is an interdisciplinary and important field of research.
In this study, we applied current deep learning methods for building stock modeling as
input data for heat demand modeling with the aim of applying remote sensing data
facilitating the generation of crucial data on buildings at a city scale. For future research on
urban heat demand modeling, precise data on real energy consumption at the building level
would significantly increase the accuracy of related models, e.g., in the form of smart meter
data [65]. Such kinds of data could also foster the applicability of current approaches in
cross-border analyses, which are currently limited to reference energy demand values [66].
5. Conclusions
Considering climate change and the important role of urban areas for future devel-
opment, humankind is seeking new opportunities to reduce CO2 and greenhouse gas
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emissions. New data sources such as very high-resolution remote sensing imagery and
cutting-edge technologies such as deep neural networks can help cities and urban planners
to reduce their energy consumption and thus contribute to making urban areas ‘greener’.
In this current era of big data, we need fast and accurate data analysis methods to trans-
form the ever-increasing data into relevant information to support urban planning and
management. We can also observe that huge gaps still exist between data requirements of
local or national decision-makers and the information needed to implement sustainable
development targets. The study presented in this paper can contribute to narrowing this
gap using Earth observation data for generating detailed input data for urban building
energy modeling.
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