This paper aims to analyze the relationship between exports and economic growth in Côte d'Ivoire. In order to achieve this objective, annual data for the period 1960-2017 were tested by using the cointegration approach of Pesaran, Shin and Smith, including the causality test of Breitung and Schreiber. According to our analysis it is only exports that drive economic growth and not the opposite. Exports act positively and significantly on economic growth in the short term as well as in the long term. The causality test of Breitung and schreiber indicates a one-way long-run causal relationship ranging from exports to gross domestic product (GDP). All those results show that exports are a source of Ivorian economic growth.
Introduction
The analysis of the impacts of exports on economic growth, and vice versa, that of the effects of economic growth on exports has been debated by many studies in both theoretical and empirical economic literature. The debate that has been going on for more than thirty years concerns both developed and developing countries. One the main stakes of that debate is to allow the evaluation of the effects that an export-based strategy, and thus the openness policy can have on growth. Exports result from economic policy, which itself can influence the way exports affect economic growth (Balassa, 1985) . Exports help a country to be more or less open to the outside world through many activities and a wide variety of economic policy decisions. Thus, any judgment based on economic measures likely to affect exports and therefore foreign trade (protection, exchange rate, taxation, direct control…) defines only the character of a country turned outward or inward; and this affects both the external and the internal balance of the country.
From the late 1970s to the late 1990s, many of the empirical studies conclude that there is a positive causal link between exports and economic growth. Since the late 1990s, these exports-based policies have been questioned by anti-globalization advocates because of their social impacts in developing countries. In fact, an increase in exports requires the creation of large markets and the diversification of products. It also calls for knowledge that is constantly renewed, including the possibility of exploiting increasing returns to scale and increasing human capital. Thus, exports are a real engine of economic growth, especially as productivity gains in exports sectors are spread to the entire national economy through the system of low relative prices of products. While for some authors, trade policy affects the evolution of exports, for others, the size of the country, the composition of its comparative advantages and its changes over time have a direct impact on exports growth. authorities' goal is to make Côte d'Ivoire an emerging country by 2020, and exports are a central pillar in achieving this goal. From 34.24% in 1960, the share of exports in GDP reached the value of 53.82% in 2011 before falling gradually to 34.01% in 2017. Despite all these development policies implementation and with its laudable goals, the country ranks among lower-middle-income countries and its growth remain focused on exports of low value-added primary agricultural products.
This paper aims to determine the nature of the links between economic growth and exports of Côte d'Ivoire. Do exports cause economic growth? Or it is rather economic growth that causes exports. Or is it a circular causality? What is the influence impact in the short and long-run? To do this, we use the Breitung and Schreiber (2016) causality test and the cointegration test of Pesaran, Shin and Smith (2001) to analyze the nature of the relationship between exports and Ivorian economic growth.
The rest of the article is structured as follows. Section2 presents a brief review of the literature. In Section3 we put forward the methodology. The results of the estimates are discussed in Section4 and we end with the conclusion.
Literature Review
The degree, nature and sense of the relationship between exports and economic growth have been greatly examined in the economic literature. The results depend both on the nature of the data and the estimation methods used. In a cross-sectional analysis, Michaely (1977) uses spearman's correlation coefficient to study the link between exports and economic growth for a number of countries over the period . For a group of non-developed countries, he finds a correlation coefficient of the order of 0.38 and significant at 1%; this coefficient is slightly higher (0.523) for countries with income over 300$. As for the less developed countries, he obtains a correlation coefficient that is practically zero. Heller and Porter (1978) confirm Michaely's results by testing the correlation between the growth rate of exports and the growth rate of non-exported component of production. Indeed they obtain a spearman's correlation coefficient of 0.57 for the richest countries and 0.09 for the others. With a sample of 55 developing countries, Tyler (1981) confirms, over the period 1960-1977, the positive role of exports on economic growth. Wei (1993) in his study of Chinese cities observes that the growth of these cities was driven by exports over the period 1980-1990 and by foreign investment during the period 1988-1990. As for Colombatto (1990) , he rejects the export-led growth assumption in a sample of 70 less developed countries using the Ordinary Least Squares method.
Using quarterly data from 1976 to 2003, Al Mamun and Nath (2005) found a positive and significant long-run relationship between exports and industrial production in Bangladesh. Kpemoua (2016) also finds a positive and significant correlation at 1% level in long-run between exports and economic growth in Togo over the period 1960-2014. Similar results were obtained by Saminirina and Adamson (2013) , Mohsen (2015) , Fatemah and Qayyum (2018) . Indeed, Saminirina and Adamson show that a 10% increase in exports leads to an economic growth of 0.95% in Madagascar. Mohsen notes that in Syria over the period 1975-2010, exports as a whole (oil exports and non-oil exports) have a positive and significant impact on long-run economic growth with a larger effect of non-oil exports. Fatemah and Qayyum conclude that exports are an important and significant determinant of economic growth in Pakistan using the cointegration test of Johansen (1988 Johansen ( , 1991 and the estimation of an Error Correction Model. Ee (2016) uses a cointegrated panel data to test the validity of the export-led growth hypothesis in three African countries over the period 1985-2014. The estimation made according to the methods Fully Modified Ordinary Least Squares (FMOLS) and Dynamic Ordinary Least Squares (DOLS) reveals that exports act positively and significantly on economic growth. Kalaitzi and Cleeve (2018) show that the exports of manufactured goods and primary products have a positive and significant impact on long-run economic growth with a greater impact of manufacturing exports. However, in the case of five Asian countries, Vohra (2001) specifies that the positive and significant impact of exports on economic growth depends on the level of economic development achieved by the country. Subasat (2002) demonstrates that exports promotion has no significant impact on economic growth in low-income and high-income countries. He also shows that countries which are more open to exports and middle-income countries are growing faster than countries relatively less open to exports.
The existence of a correlation relationship between the gross domestic product and exports does not give any precision as to the meaning of the causality. Several studies support the hypothesis of export-led economic growth, that is to say a causality that goes from exports to economic growth. This is the case, for example, of Lee and Huang (2002) , Shirazi and Manap (2004) , Al Mamun and Nath (2005) , Kpemoua (2016) , and Bakari and Mabrouki (2017) . Contrary to the assumption of export-led economic growth, growth can be a source of increased exports. Causality ranges from economic growth to exports. This assertion is supported by many works such as those of Oxley (1993) , Mishra (2011) , Abbas (2012) , Shihab and Abdul-Khaliq (2014) , Mehta (2015) , Gokmenoglua and Taspinara (2015) , and Kalaitzi and Cleeve (2018) . However, instead of a single causal relationship, other writers have rather found a circular relationship between exports and economic growth. Thus, when analyzing the relationship between the expansion of exports and economic growth in Côte d'Ivoire, N'Zué (2003) results in a lack of cointegration; but he finds a double causality in the sense of Granger between exports and economic growth. Bhat (1995) , Johnson (2006) , Elbeydi, Hamuda and Gazda (2010) , Hye (2012) , Mohsen (2015) , and Ajmi, Aye, Balcilar and Gupta (2015) find similar results.
Method

The Approach of Pesaran, Shin and Smith
In this study we use the estimation and test method of Pesaran et al. (2001) and Pesaran and Shin (1999) to study the relationship between economic growth and exports. This method called Autoregressive Distributed Lag (ARDL) has several advantages over traditional cointegration methods. First, the ARDL approach can be applied with I (1) and/or I (0) variables and that approach make it possible to avoid the classification of the variables into I (1) or I (0). The use of this method therefore does not necessarily require testing the order of integration of the series. Testing the order of series integration may result in an additional degree of uncertainty in the analysis as unit root tests are typically low power (Pesaran, 2015, p526) . Secondly, the ARDL approach is more flexible in determining the optimal lag in that the latter may vary from variable to variable; which is not the case in the Johansen (1988 Johansen ( , 1991 procedure. Third, in the case of small samples, the ARDL method of determining cointegration is relatively more efficient (Acaravci & Ozturk, 2008) . Fourth, the ARDL estimation technique results in unbiased long-run estimators (Harris & Sollis, 2003) . The disadvantage of this test is that it assumes the existence of a single cointegrating relation.
The Pesaran et al. (2001) approach, which assumes a single cointegrating relation, consists in estimating an Error Correction form of an autoregressive model with distributed lags, that is to say
(1) with Δ the first difference operator, u t the error term and p the maximum number of lags. The choice of the appropriate number of lags can be made according to the Akaike Information Criterion or Schwarz Bayesian Criterion. Testing the existence of the long-run relationship between the variables Y and X is to test the joint hypothesis H 0 : δ 1 = δ 2 = 0 against the alternative hypothesis H 1 : δ 1 ≠ 0, δ 2 ≠ 0. The critical values of this test are tabulated by Pesaran et al. (2001) . The decision rule consists in comparing the Wald statistic denoted W with the upper (W U ) and lower (W L ) critical values. The upper critical value corresponds to the I (1) series and the lower critical value refers to the I (0) variables. Thus, if W > W U , we reject the null hypothesis at the indicated significance level and conclude that there is a long-run relationship between the variables under consideration. If W < W L , we cannot reject the null hypothesis of no cointegration. Finally, if W L < W < W U , we are in a zone of indecision.
If we assume that there is only one cointegrating vector, the long-run and short-run equations can be estimated respectively as follows:
(2)
where λ is the coefficient of the error correction mechanism (ECM).
The causality test of Breitung and Schreiber
The analysis of the causality is made thanks to the test of Breitung and Schreiber (2016) denominated BS. This test is an extension of the Breitung and Candelon (2006) test called BC. Based on the works of Geweke (1982) and Hosoya (1991) , Breitung and Candelon construct a frequency band causality test both in the short-run and the long-run. Assuming that the variable y t is caused in the Granger sense by the variable x t under the alternative hypothesis:
(4) Breitung and Candelon (2006) show that the null hypothesis of no causality at the frequency ω, or → ( ) = 0, is equivalent to the following linear restriction:
with = [ 1 , … , ] ′ and ( ) = [ cos( ) cos(2 ) … cos ( ) sin( ) sin(2 ) … sin ( ) ], ∈ (0, ).
The F statistic of equation (5) roughly follows the distribution F (2, T -2p) for ∈ (0, ). Breitung and Candelon (2006) recommend using p ≥ 3 as the test brings us back to the conventional Granger non-causality test for p = 1 or p = 2. The BC test provides better results compared to conventional causality tests (Mermod & Dudzevičiūtė, 2011; Krätschell & Schmidt, 2012 and Serfraz, 2017) . However, as Breitung and Schreiber (2016) have pointed out, the BC test has a disadvantage in that it is formulated in terms of a single frequency point ( 0 ) that should be specified a priori. Breitung and Schreiber have generalized the null hypothesis of non-causality of the BC test. Instead of testing the null hypothesis of non-causality at frequency 0 as in the case of the BC test, Breitung and Schreiber test it in a frequency range ( , ). According to Serfraz (2017) the BS test has three advantages. First, it results in no loss of information. Second, it gives a better overview of the short and long-run relationships. Finally the BS test treats in detail what the BC test ignored because it uses frequency intervals instead of a single frequency point.
Results and Discussion
Data Source
The data come from the World Bank (2019): World Development Indicators (WDI) database 1 . Lpib and Lexp represent the log of GDP and exports of goods and services respectively. These two variables expressed in current dollars cover the period 1960-2017. Figure 1 shows the evolution of variables in level and in first difference. The observation of this Figure shows series with a trend in level. In first difference, the series become stationary with the elimination of the trend. Graphical analysis is completed with unit root tests.
Figure 1. Evolution of variables in level and in first difference
Unit Root Tests
The order of integration of the variables is determined by the ADF and KPSS tests. The maximum lag for the ADF test is set to 10 according to the formula 12 (T/100) 0.25 , then we chose the optimal lag according to the Schwarz Bayesian criterion. For the KPSS test the truncation is set to 3 according to the formula 4 (T/100) 0.25 . The null hypothesis is different in the two tests: the ADF test postulates that the series have a unit root whereas the KPSS test postulates that the series are stationary. The results presented in Table 1 confirm the conclusions of the graphical analysis. Indeed, the series all have a unit root in level regardless of the test and specification chosen. On the other hand, as a first difference, the two variables become stationary at the 1% significance level. We can conclude that the variables under study are integrated of order 1, that is to say I (1). Since the two variables are I (1), this requires testing the existence of a possible long term relationship between them, that is to say perform a cointegration test. 
Analysis of Cointegration
Cointegration is performed using the Pesaran et al. (2001) test. The ARDL (1, 1) conditional model chosen according to the Schwarz Bayesian criterion for a maximum of 4 lags was estimated with the Microfit 5.0 software. This model validated diagnostic tests that indicate a lack of serial correlation of residuals and heteroscedasticity, a correct functional form and the normality of residuals. The calculated W statistics are reported in Table 2 where each variable is considered dependent variable. When GDP is considered dependent variable the statistic W is, W (Lpib | Lexp) = 13.0584. In the case where the exports represent the dependent variable the statistic W is, W (Lexp | Lpib) = 4.8636. From these results, for a 5% level the null hypothesis of no cointegration is rejected only in the equation where GDP is the dependent variable because the statistic W (Lpib | Lexp) = 13.0584 is greater than 11.8048 the upper critical value; this validates the use of the Pesaran et al. (2001) cointegration test. This result suggests that there exists a long-run relationship between GDP and exports in Côte d'Ivoire and exports can be treated as "long-run forcing" variable for the explanation of GDP, which implies that there is a long term unidirectional causality that goes from exports to GDP. This result is contrary to that of N'Zué (2003), but it goes in the same direction as that of Al Mamun and Nath (2005) . 
Estimation of Short Term and Long Term Relationships
Once the cointegrating relation was established, we estimated short and long-run elasticities, all obtained from the ARDL model (1, 1). We tried to take into account the effect of the 2011 political crisis by introducing a dummy variable but this coefficient proved no statistically significant; so we simply removed this dummy variable from the analysis. The results are presented in Tables 3 and 4 . The diagnostic tests of the Error Correction Model in Table 4 indicate a good model specification at the 1% level. The CUSUM (a) and CUSUMSQ (b) tests are shown in Figure 2 in the Appendix. The two statistics are within the corridor defined by the critical values at the 5% level. This implies that the estimated parameters are stable over the entire period under study.
Both long-run and short-run elasticities are positive and significant at the 1% level. The long-run elasticity is close to 1 (0.9229), which shows that a 1% increase in exports causes a 0.92% increase in GDP. The adjustment coefficient has the correct sign (-0.2915) and is statistically significant at the 1% level; it reflects a moderate speed of convergence towards the long-run equilibrium. Note. ***, means that the parameter is significant at the 1% level. Note. ***, means that the parameter is significant at the 1% level.
Analysis of Causality
The existence of a correlation relationship between the gross domestic product and exports does not clarify the meaning of the causality. Knowledge of the causal relationship is necessary for a correct formulation of economic policy. Indeed, knowing the meaning of causality is as important as highlighting a link between economic variables (Bourbonnais, 2003) .
The causality analysis can be done through the usual causality tests, for example the standard Granger non-causality test. The cointegration test presented above showed that there was only one long-run causal relationship ranging from exports to GDP. The Granger causality test (see Table 5 ) also indicates the presence of a one-way short-run causality that ranges from exports to economic growth. However, as Giles and Williams (1999) note, export-led growth results based on standard causality techniques are not typically robust to specification or method. 3 .14], a maximum of 3 lags and 50 frequency points within the frequency range. In fact, a short band corresponds to a long period of time and a long band is a short period of time. Therefore, the first band covers approximately a period of 13 years and more, the second band is 10 to 12 years old, the third band is 5 to 10 years old and the last two cover periods of 3 to 5 years and 2 to 3 years respectively. The horizontal axis of the graphs represents the frequencies. The null hypothesis of no causality is rejected each time the line of the test statistic ("teststat") is above the critical value line ("crit.val.").
First, we present the results of the first version of this test, which is the Breitung and Candelon test (2006) . The results presented in Figure 3 indicate a single causal relationship, which ranges from exports to GDP. Indeed, the null hypothesis of absence of causality is rejected for [0.01, 0.49] which corresponds to a cycle with a length of 13 periods (years) and more. The results of the Breitung and Schreiber (2016) test in Figure 4 1, 3.14] which represent medium-term and short-term periods. A single causal relationship ranging from exports to GDP in the frequency band [0.01, 0.49], which represents a long period of time, is observed. Overall, the results show that it is exports that drive economic growth and not the opposite in Côte d'Ivoire. The export-led growth hypothesis is verified in Côte d'Ivoire in the long term. In sum, we can say that exports are an important and significant determinant of Ivorian economic growth. The policy of trade openness adopted by the country and the export promotion actions carried out by structures such as APEX-CI since its creation in 1960, can justify this result. The country would certainly gain more by improving the degree of processing of products. 
Conclusion
In this paper we examined the relationship between exports and economic growth in Côte d'Ivoire from 1960 to 2017. The results indicated the existence of a cointegrating relation between economic growth and exports. The analysis of cointegration showed that there was only one long-run causal relationship ranging from exports to GDP. The estimation of an ARDL model (1, 1) reveals that exports act positively and significantly on economic growth in the short-run as well as in the long-run. The frequency band causality test of Breitung and Schreiber (2016) confirmed the existence of a long-run unidirectional causal relationship ranging from exports to GDP. It is therefore exports that drive economic growth in Côte d'Ivoire and not the opposite. The results suggest that exports are a major determinant of Ivorian economic growth. To enhance the impact of exports on economic growth, the country should increase the share of manufactured goods in exports and strengthen export promotion policies.
