Following our paper "Two Groups in a Curie-Weiss Model" [7] , where we showed bivariate laws of large numbers and central limit theorems for two groups of spins with a homogeneous coupling matrix, we now show similar results when the coupling matrix is heterogeneous and positive definite, under the assumption that the coupling both within groups and between groups is weak.
Introduction
The Curie-Weiss model is probably the easiest model of magnetism which shows a phase transition between a diamagnetic and a ferromagnetic phase. In this model the spins can take values in {−1, 1} (or up/down), each spin interacts with all the others in the same way. More precisely, for finitely many spins (X 1 , X 2 , . . . , X N ) ∈ {−1, 1} the energy of the spins is given by
where J is a positive real number.
Consequently, in the 'canonical ensemble' with inverse temperature β ≥ 0 the probability of a spin configuration is given by P X 1 = x 1 , . . . , X N = x N := Z −1 e −βH(x1,...,xN )
where x i ∈ {−1, 1} and Z is a normalisation constant which depends on N , J and β. Since only the product of β and J occurs in (2) we may set J = 1 without loss of generality.
The quantity
is called the (total) magnetisation. It is well known (see e. g. Ellis [2] or [5] ) that the Curie-Weiss model has a phase transition at β = 1 in the following sense
where ⇒ denotes convergence in distribution, δ x the Dirac measure in x.
For β ≤ 1 we have m(β) = 0 which is the unique solution of tan(βx) = x
for this case.
If β > 1 equation (5) has exactly three solutions and m(β) is the unique positive one.
Equation (4) is a substitute for the law of large numbers for i.i.d. random variables.
Moreover, for β < 1 there is a central limit theorem, i. e.
In this paper we form out of N Curie-Weiss spins two disjoint groups X 1 , . . . , XÑ 1 and Y 1 , . . . , YÑ 2 withÑ 1 +Ñ 2 = N . We letÑ 1 andÑ 2 depend on N in such a way that bothÑ 1 andÑ 2 go to infinity as N does. We may want to study situations in which one or both groups of spins become very small in relation to the entire set of N spin. Therefore, we define {1, 2, . . . , N ν } ⊂ {1, 2, . . . ,Ñ ν } for ν = 1, 2. We set
We shall refer to these conditions as the 'high temperature regime'. Note that if we use the symbol α for the diagonal 2 × 2 matrix with entries α 1 and α 2 , we can formulate these conditions equivalently in matrix form: the matrix
is positive definite if and only if we are in the high temperature regime.
Let throughout this article ∆ = det J = J 1 J 2 −J 2 > 0.
Consequently, the energy of the spins is given by H := H(X, Y ) :=
We consider the asymptotic behaviour of the two-dimensional random variables
as N goes to infinity.
We prove Theorem 1. Under the above assumptions, we have
Above '=⇒' denotes convergence in distribution of the 2-dimensional random variable on the left hand side.
We also have a central limit theorem.
Theorem 2. Under the above assumptions, we have
where the covariance matrix C is given by
We prove the two theorems in section 3. Thereafter, we take a look at what these results imply when there is no interaction between the two groups (J = 0) in section 4, and when there is sublinear population growth (α 1 = 0) in section 5.
Finally, in section 6, we discuss a special case with low temperature. There is spontaneous magnetisation and hence the central limit theorem does not hold, similarly to the one-dimensional model when β > 1.
where m * is the positive solution to the equation in m
We mention that the Curie-Weiss model is also used to model the behaviour of voters who have the choice to vote 'Yea' (spin=1, say) or 'Nay' (spin=-1) (see [6] ).
In the proof of the results we employ the moment method (see e. g. [1] or [5] ). Thus, to show the convergence in distribution of a sequence (X n , Y n ) of two-dimensional random variables to a measure µ on R 2 we prove that
for all K, L ∈ N. Equation (15) implies convergence in distribution if the moments of µ grow only moderately, namely if for some constant A and C and all
holds.
While writing up this article, we learned that Löwe and Schubert have obtained closely related results by rather different methods [9] . After uploading the first version of this article, we became aware that this kind of question had already been considered by Micaela Fedele and Pierluigi Contucci in [3, 4] . These papers deal with an arbitrary number of groups and the methods used there are quite different from ours. We are grateful to Francesca Collet for bringing the articles to our attention.
Preparation
To use the method of moments we have to evaluate sums of the form
To do the book-keeping for these huge sums we introduce a few combinatorial concepts taken from [5] .
1. For j ∈ {1, 2, . . . , N } we set
where |M | denotes the number of elements in the set M .
For
The numbers ν j (i) represent the multiplicity of each index j ∈ {1, 2, . . . , N } in the multiindex i, and ρ l (i) represents the number of indices in i that occur exactly l times. We shall call such ρ(i) profile vectors.
to represent the number of multiindices i that have a given profile vector r.
We now define the set of all profile vectors for a given L ∈ N.
Proofs of the High Temperature Results
As a reminder, we are studying a Curie-Weiss model with two disjoint groups of sizes N 1 and N 2 and a positive definite heterogeneous coupling matrix J = J 1J J J 2 , which has all positive entries.
We define the inverse matrix
We are interested in estimating correlations E(
and we use Laplace's Method. For any voter configuration X, we define the function h(S 1 , S 2 )
Y j , and want to calculate the expression e h(S1,S2) . We are using a lower case h to distinguish this function of (S 1 , S 2 ) from the Hamiltonian H that is a function of the entire voter configuration X.
For a 2 × 2 matrix L and a point x 0 ∈ R 2 we can use the following equality to express a value of the exponential function as an integral:
The above equality holds because of
According to this equality,
We switch variables: y = 
where c is a term that depends on the matrix L and N .
The expectation E(
where the third equality follows from
and similarly for E y2 (Y 1 ).
Note that summing over all values of (X 1 , . . . , X N1 , Y 1 , . . . , Y N2 ), we obtain e s·y = (e
Including the factor 2 N in the constant c we then have = c
Extrema of the function F
In order to apply Laplace's Method, we need to determine the minima of the function
Proposition 9. If
then the above function F has a unique minimum at (0, 0).
Proof. We take derivatives with respect to both variables
The Hessian matrix of F is
One solution to the first order conditions (20) and (21) is y 1 = y 2 = 0.
The matrix H is positive definite at the origin if and only if (18) and (19) hold. Hence there is a local minimum at the origin. If the Hessian matrix at the origin is positive definite, it is also positive definite at any other point due to cosh |s| > cosh |t| for all |s| > |t|. Thus F is strictly convex and it follows that the minimum is unique and global.
We now show that the conditions given in the above proposition are equivalent to our definition of the high temperature regime.
Proposition 10. The conditions on the Hessian matrix H given in proposition 9 are equivalent to the following conditions on the coupling matrix J:
Similarly, we haveJ
. Remember that the smaller sides of these two inequalities are assumed non negative. Therefore, multiplying these two inequalities yieldsJ
Due to ∆ > 0, the left hand side of this inequality is smaller thanJ 2 . Hence we haveJ
a contradiction. It must be that
We have therefore proved that the conditions on H imply the conditions on J.
Now we show the other direction: suppose the conditions on J hold and also
Note that J 1 − 1 α1 < 0 and we have a contradiction becauseJ
, we need to estimate the integral
We switch variables and define t k = tanh y k for k = 1, 2. Then the same results as in [5] hold: the Jacobian matrix for (t 1 , t 2 ) = (tanh y 1 , tanh y 1 ) is
hence we need to multiply by
where (25) and l(x) = ln 1+x 1−x for all x ∈ (−1, 1). Therefore, the integral to estimate is:
As we have established, under certain assumptions, the function F has a unique minimum at (0, 0), where its first partial derivatives are both equal to 0 and its Hessian is positive definite. Additionally, its second partial derivatives are positive everywhere. Unfortunately, the function F is not separable additively into functions G 1 and G 2 which depend only on t 1 and t 2 , respectively. If it were, we could apply the one-dimensional Laplace's Method to estimate this integral as the product of two one-dimensional integrals. Instead, we can apply a multivariate version of Taylor's theorem to F :
where we used the notation F k to indicate a partial derivative of F with respect to t k , F kl , to indicate a second partial derivative, and r is a remainder function that satisfies
for some M > 0.
As we know F (0, 0) = F 1 (0, 0) = F 2 (0, 0) = 0. Hence,
Let's choose a small δ > 0 and divide the integral
into two parts:
We shall refer to the first integral as I 1 and the second as I 2 . Since F has a unique minimum at (0, 0), we have inf |t1|,|t2|≥δ F (t 1 , t 2 ) ≥ B > F (0, 0) for some B > 0. Then we have the following upper bound for I 2 :
The right hand side goes to 0 and therefore so does I 2 as N → ∞. As for I 1 , we substitute the expression for F (t 1 , t 2 ) from (27). Then I 1 can be written as
Now we use the symbol H again to refer to the Hessian matrix
Now we change variables
The remainder function r satisfies
The limiting function has the value 1 at the origin. Therefore, the integral asymptotically behaves like
As N → ∞, the limits of integration in the above integral extend to −∞ and ∞. If we define
and
, then we see that the integral converges asymptotically to
In order to calculate correlations E(
, we take the above expression and divide by its value when K = L = 0:
Since m K,L > 0 if and only if K + L is even and 0 otherwise, we have shown
odd and otherwise given by the expression
where H is the Hessian matrix H at the origin of the function
and l(x) = ln 1+x 1−x for all x ∈ (−1, 1).
Moments
We calculate the moments E(
which we shall use to prove the law of large numbers and the central limit theorem.
Law of Large Numbers
We start with E(
By theorem 11, the correlation E(X i Y j ) depends on the number of different indices that occur in i and j. Since for any n ∈ N and any X i and Y j X Each summand has thus the form
where b is a combinatorial constant that also includes all powers of two from E(X i Y j ). We disregard the constant, and, since N ν ≈ α ν N , what remains are only powers of N :
Hence the exponent of N in each summand is given by
Lemma 12. For all i ∈ Π (K) and all j ∈ Π (L) , we have the inequality
Proof. By lemma 3.8 in [5] , we have
By summing both inequalities, the result follows.
Since there are only finitely many summands in (30), each of which converges to 0, the above lemma proves the law of large numbers (theorem 1).
Central Limit Theorem
Now we turn to M K,L . These moments M K,L can be calculated as the sum
We separate the above sum into four summands:
We claim that only those multiindices i, j contribute to this sum that only contain each index at most twice: and let r and s be their respective profile vectors. Then
The constant c in the fourth line above represents the product of all those factors that do not depend on N 2 and N . In the inequality above we used that
Since each summand goes to zero, and there are only finitely many summands, A 2 goes to zero as N 2 goes to infinity.
It follows from the last proposition that M K,L is asymptotically equal to A 1 . We note that for K + L odd, we have M K,L = 0 due to E(X i Y j ) = 0 in that case. For K + L even, we have to distinguish the case where K, L are even and the case where they are both odd. We proceed with the case where they are
We now turn to the normal moment m 2k,2l . We shall use Isserlis's theorem to express this moment as the sum of products of covariances.
Let (Z 1 , Z 2 ) be a bivariate normal random vector with zero mean and covariance matrix Σ defined previously.
Isserlis's Theorem states that higher moments of the bivariate normal distribution can be calculated
where P 2 is the set of all pair partitions on the set {1, 2, . . . , K + L} and ξ i1 ξ i2 are two of the K + L variables grouped together by a particular pair partition π.
We start by using Isserlis's Theorem to express higher moments of the bivariate normal distribution recursively.
) satisfy the following equalities:
If K = 0 or L = 0, then the formulas still hold, setting any moments with negative indices equal to 0. Note that these two formulas suffice to calculate any higher moment as a function of K, L and m 2,0 , m 1,1 , m 0,2 . For a proof of the above lemma see [7] .
when K,L are even, and as
Proof. We shall only prove the expression for even K, L. The odd case is very similar. When we group the K + L variables into pairs, there are three types of pairs: both variables are Z 1 , both are Z 2 and one of each variable. Depending on this, E(ξ i1 ξ i2 ) is σ 11 , σ 22 and σ 12 , respectively. For even K, L the number of mixed pairs must be even. Let 2r stand for this number. From the K copies of Z 1 , we pick K − 2r to be paired up among themselves: there are K K − 2r ways to achieve this. Similarly, we pick from the L copies of Z 2 L − 2r to be paired up among themselves:
. Then we proceed to pair the K − 2r
Lastly, we pair the 2r Z 1 and the 2r Z 2 : (2r)!. Multiplying all these factors and summing over all possible values of mixed pairs, we obtain
and the result follows after some simplification.
Now we return to the problem of calculating M K,L :
We have thus shown the first part of the following Proposition 16. Asymptotically, the moments E( The second part is shown in a very similar fashion. We shall need both formulas for the proof of the central limit theorem, which we shall prove using lemma 14.
Using the above proposition, we calculate all moments M K,L of order 2:
Now let (Z 1 , Z 2 ) be a bivariate normal random vector with zero mean and covariance matrix
If we can show that the moments M K,L are asymptotically equal to the moments
2 ), then the central limit theorem is proved. Since (Z 1 , Z 2 ) is bivariate normal, we can do this by showing that the M K,L satisfy the following recursive relations:
Since the formulas for M K,L are completely symmetric with respect to the two variables, we shall limit ourselves to the second of these equations.
The left hand side (LHS) is given by
σ 11 σ 22 r , whereas the right hand side (RHS) is composed of the sum
Hence, RHS can be separated into three sums:
We can simplify the equation by dividing both sides by the constant
Note that the powers a 1 , a 2 , s 11 , s 22 , s 12 of the parameters α 1 , α 2 , σ 11 , σ 22 , σ 12 , respectively in each summand are as follows:
LHS:
A:
B:
C:
In order to investigate systematically whether LHS = RHS, we propose the following scheme:
1. Pick a 1 ∈ {0, 1, . . . , Following this, we distinguish six main cases, as well as some subcases if applicable:
1. If a 1 = a 2 = 0, then we obtain s 11 = s 22 = s 12 = 0. In the cases 5 and 6, we further have to distinguish whether s 12 < 2 min{a 1 , a 2 } or s 12 = 2 min{a 1 , a 2 } and in the second of these cases whether a 1 ≤ a 2 or a 1 > a 2 . This makes cases 5 and 6 the most extensive to prove. Since the technique is the same in each case, we shall limit ourselves to case 5 with s 12 < 2 min{a 1 , a 2 } which incidentally covers the majority of all possible values of a 1 , a 2 , s 11 , s 22 , s 12 .
Proof. Due to the chosen values of a 1 , a 2 , s 11 , s 22 , s 12 , we have LHS:
Hence the summand reads
σ 11 σ 22 s 12 2
.
Hence the summand reads B:
Hence the summand reads Now we divide all four terms by After this simplification, we have LHS:
To see that indeed LHS = RHS = A + B + C, we multiply all four of these expressions by
Then we obtain LHS:
2(a 1 − s 12 2 ).
Adding up the expressions obtained from A, B, C, we see that what remains of RHS is K + 2, same as of LHS.
This concludes the proof of the central limit theorem (theorem 2).
Independent Case
In this section we shall analyse a particular type of coupling matrix:
where J 1 , J 2 > 0 and, additionally, J ν < 1 αν . In this case, there is no interaction between spins in different groups, hence we expect stochastic independence of the random variables
is given by
The conditions on the coupling matrix reduce to
Under these assumptions, we calculate the correlations E(
and the moments M K,L .
Correlations
We show the following theorem:
is asymptotically given by the expression
if both K and L are even and zero otherwise.
Note that this result is consistent with the correlations given for a single group of spins, hence α = 1, in a Curie-Weiss model in Method moments, with J 1 and J 2 taking the place of the inverse temperature β. As expected, we have
Proof. We calculate the second derivatives of function F defined in (25)
which we will need in this proof.
According to theorem 11, the expected value
where m K,L is the moment of a bivariate normal distribution with zero mean and covariance matrix
yields the desired result.
Moments M K,L and the Central Limit Theorem
We use the correlations given by theorem 17 to calculate the moments
and show
Theorem 18. The moments for K and L even are given asymptotically by
Therefore, the random vectors
converge in distribution to a bivariate normal random vector with zero mean and covariance matrix
The second equality above is due to the definition of Σ in equation (29):
det H = 0. All summands with r > 0 are zero.
Since the independent case is essentially the product of two one-dimensional Curie-Weiss models, all the other results from that model hold as well:
Theorem 19. IfJ = 0, we have
where m(α ν J ν ) is the largest solution to the equation in m tanh(α ν J ν m) = m.
Note that contrary to the model with homogeneous coupling matrices, there is the possibility of the normalized sums converging to up to four different points with probability 1/4 each, depending on the magnitude of α ν J ν (cf. theorem 1 in [7] ). This is a consequence of theorem 5.26 in [5] .
Sublinear Population Growth
In this section we shall analyse the limiting distribution of the sums
Y j ) N if one or both groups grow at lower rates than the overall population N . As in the previous sections, we allow for the presence of a remainder population, i.e. N 1 + N 2 ≤ N , where equality need not hold.
Assume again that α 1 = lim N1 N and α 2 = lim N2 N . Now we allow one or both of these limits to be 0: let α 1 = 0 and 0 ≤ α 2 ≤ 1.
We shall show the following results: S 1 is asymptotically standard normal, even though for finite N the variance is of course strictly greater than 1. In the large N limit, S 1 and S 2 become independent. Note that it suffices for this that one of the two groups grow more slowly than at linear speed. Hence, contrary to the last section, where we had positive moments for K, L odd (such as the covariance, e.g.), here only moments for K, L even are positive.
The marginal moments E(S σ 11 σ 22
The third equality is due to α 1 = 0; only the summand with k = 0 contributes asymptotically to the value of the moment E(S σ 11 σ 22
which implies a limiting bivariate normal distribution with zero mean and covariance matrix 1 0 0 1 + 2α 2 σ 22 = 1 0 0
As mentioned previously, it is enough if one of the two groups grows more slowly for asymptotic independence to occur. , the proposition follows.
