Modélisation structurelle des réseaux sociaux : application à un système d’aide à la décision en cas de crise sanitaire by Basileu, Cynthia
Mode´lisation structurelle des re´seaux sociaux :
application a` un syste`me d’aide a` la de´cision en cas de
crise sanitaire
Cynthia Basileu
To cite this version:
Cynthia Basileu. Mode´lisation structurelle des re´seaux sociaux : application a` un syste`me
d’aide a` la de´cision en cas de crise sanitaire. Me´decine humaine et pathologie. Universite´
Claude Bernard - Lyon I, 2011. Franc¸ais. <NNT : 2011LYO10240>. <tel-00755031>
HAL Id: tel-00755031
https://tel.archives-ouvertes.fr/tel-00755031
Submitted on 20 Nov 2012
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
UNIVERSITÉ CLAUDE BERNARD LYON 1
Thèse
présentée par Cynthia BASILEU
pour l’obtention du grade de
Docteur de l’université de Lyon 1
Spécialité : Mathématiques - Épidémiologie, Santé publique, Recherche sur les
services de santé
Modélisation structurelle des réseaux sociaux : Application à
un système d’aide à la décision en cas de crise sanitaire.
soutenue publiquement le 02 Décembre 2011 devant le jury composé de :
Président : Mr Marc BUI Professeur à l’EPHE
Rapporteur : Mr Bernard DOUSSET Professeur à l’université Paul sabatier Toulouse
Rapporteur : Mme Gabriella SALZANO MCF -HDR à l’université Paris-EST Marne-la-Vallée
Examinatrice : Mme Carole SIANI MCF -HDR à l’université Lyon 1
Directeur : Mr Michel LAMURE Professeur à l’université Lyon 1
Co-directeur : Mr Ahmed BOUNEKKAR MCF à l’université Lyon 1
Membre invité : Mr Jean-Marie COHEN MG Épidémiologiste OPEN ROME - GROG
Membre invité : Mme Nadia KABACHI MCF à l’université Lyon 1
Laboratoire Sciences de la décision complexe et politiques de santé
UCBL
REMERCIEMENTS
Ce travail, ma thèse, est l’aboutissement du rêve d’une jeune ﬁlle qui souhaitait « aller le
plus loin possible » dans ses études. Mais une aventure humaine ne peut se réaliser dans toute
son intégrité sans le concours de personnes extérieures qui à chaque instant du parcours nous
apporte le plus, nécessaire à la poursuite du chemin. Qu’il me soit permis de dire ici toute ma
gratitude à tous ceux et à toutes celles qui, de près ou de loin m’ont apporté leur aide. Je ne
pourrai pas tous les citer, j’en oublierai certainement. D’avance, à ceux-là, je présente toutes
mes excuses.
A monsieur Michel LAMURE, mon directeur de thèse, mon inﬁnie gratitude. Attentif et
précieux dans ses conseils, il m’a accordé sa conﬁance, permis de travailler sur ce sujet très
passionnant.
Je remercie également Ahmed BOUNEKKAR, co-directeur, pour son attention.
Merci à Marc BUI d’avoir accepter de présider le jury.
Merci aux membres du jury d’avoir accepter de juger ce travail.
Merci au Pr Bernard DOUSSET et Mme Gabriella SALZANO pour avoir accepté d’être
rapporteur de ce travail.
Merci à Hala BAYOUMI et à toute son équipe pour m’avoir encadré lors du stage sur les
SIG. Merci à tous pour tous les conseils.
Merci à Jean-Marie COHEN et à toute l’équipe du GROG pour l’intérêt porté à ce travail.
Merci à Nadia KABACHI pour ses conseils.
Je remercie également Mohamed BIBIMOUNE, Murat AHAT et Jacques pour leur précieux
conseil en matière de programmation informatique.
Je tiens à remercier particulièrement Guillaume OPELY qui m’a conduit à cette thèse. Merci
pour tous les conseils et pour toutes les corrections effectuées.
Je remercie Ludmila BASILEU et toute ma famille pour leur soutien au quotidien.
C. Basileu 2
UCBL
RESUME
Face à une situation de crise sanitaire liée à l’apparition d’une pandémie de grande enver-
gure, des mesures adéquates doivent rapidement être prises pour la contenir tout en préservant
la capacité de production de l’économie. D’autre part, beaucoup de travaux sont réalisés dans
le domaine de la diffusion de la propagation d’une épidémie. C’est pourquoi, nous accentuons
notre apport à un décideur aﬁn de lui permettre de maintenir les fonctions minimums de survie
de la société dans le cadre d’une crise sanitaire. Ainsi, nous proposons un modèle d’aide à la
décision de gestion de crise sanitaire.
Par ailleurs, la société est située au cœur de notre modèle. Nous sommes donc amenés
à considérer un certain nombre d’interactions directes et indirectes entre divers individus. La
théorie des graphes, et principalement les graphes aléatoires, permettent de gérer une à une ces
relations. Or, dans notre cas, la gestion des relations une à une n’est pas appropriée d’autant
plus que les relations peuvent varier sous l’inﬂuence de facteurs incontrôlables. Cela nous a
conduit à proposer un modèle mathématique de réseaux stochastiques basé sur une extension
de la théorie des graphes aléatoires. Il s’agit de la prétopologie stochastique qui est issue du
couplage de deux théories mathématiques fondamentales, la prétopologie classique et les en-
sembles aléatoires.
La simulation de notre modèle est effectuée selon une approche multi-agents. Nous avons
opté pour cette approche car nous souhaitons mettre en place un modèle d’aide à la décision.
Cette méthode va donc nous permettre de faire des simulations et des analyses de sensibilités.
Nous avons une représentation explicite des comportements des individus qui ne sont pas ﬁgés.
Située entre la théorie et l’ensemble des données de l’expérience, l’approche multi-agents per-
met de prendre en compte de manière simultanée les comportements individuels, les interactions
entre les individus et les hypothèses dynamiques formulées dans le modèle. Cette approche sera
couplée au système d’information géographique aﬁn de considérer l’aspect spatial. Considéré
comme un « oignon », le système d’information géographique permet d’exploiter différentes
données et de les superposer sous forme de couches. Disposant de données épidémiologiques
provenant des Groupes Régionaux d’Observation de la Grippe (GROG) et des données so-
ciodémographiques issues de l’Institut National de la Statistique et des Etudes Economiques
(INSEE), nous pourrons tester la robustesse de notre modèle.
Mots clés : modélisation, pandémie, systèmes dynamiques, gestion de crise, prétopologie,
simulation, système multi-agents.
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ABSTRACT
To manage a public health crisis resulting from an outbreak of a large-scale pandemic, it
is necessary to be capable of taking adequate measures very quickly. These measures must be
taken to protect the productive capacity of the economy. Consequently, I have focused on the
development of a « decision-making support » model with hybrid agents simulating the sprea-
ding of a pandemic, which is established on the medical characteristics of the virus as well as
the socioeconomic structure of the concerned geographical zone. This socioeconomic structure
being at the centre of the model, a pretopological modelling of the concept of social network is
therefore proposed and integrated into the approach agent.
Keywords : Modelling, pandemic, dynamic systems, crisis management, pretopology, si-
mulation, multi-agent system.
C. Basileu 4
UCBL
Table des matières
REMERCIEMENTS 2
RESUME 3
ABSTRACT 4
TABLE DES FIGURES 9
LISTE DES TABLEAUX 10
INTRODUCTION 11
1 ETAT DE L’ART 13
1.1 La modélisation d’une épidémie . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2 La gestion de crise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1.3 Les réseaux complexes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
1.3.1 Déﬁnitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
1.3.2 La modélisation des réseaux complexes . . . . . . . . . . . . . . . . . 49
1.4 Le système multi-agents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
1.5 Le système d’information géographique . . . . . . . . . . . . . . . . . . . . . 70
1.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
2 MODELE DES RESEAUX STOCHASTIQUES 77
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
2.2 Rappels de prétopologie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
2.2.1 Espaces prétopologiques . . . . . . . . . . . . . . . . . . . . . . . . . 79
2.2.2 Ouverture et fermeture dans les espaces prétopologiques . . . . . . . . 82
2.2.3 Les fonctions de la prétopologie . . . . . . . . . . . . . . . . . . . . . 84
2.3 Éléments sur les ensembles aléatoires . . . . . . . . . . . . . . . . . . . . . . 91
2.3.1 Les ensembles aléatoires : déﬁnitions de mesurabilité . . . . . . . . . . 91
2.3.2 L’intégrabilité des ensembles aléatoires . . . . . . . . . . . . . . . . . 92
2.4 Le modèle de la prétopologie stochastique . . . . . . . . . . . . . . . . . . . . 93
2.4.1 Déﬁnition de la prétopologie stochastique . . . . . . . . . . . . . . . . 94
2.4.2 Analyse prétopologique d’un réseau complexe stochastique . . . . . . 100
2.4.3 Compléments : connexité . . . . . . . . . . . . . . . . . . . . . . . . . 111
2.4.4 Analyse statistique des réseaux complexes . . . . . . . . . . . . . . . . 121
C. Basileu 5
Table des matières UCBL
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
3 MODELE DE SIMULATION 135
3.1 Présentation du modèle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
3.1.1 Objectifs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
3.1.2 Description du modèle . . . . . . . . . . . . . . . . . . . . . . . . . . 137
3.1.3 Hypothèses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
3.1.4 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
3.1.5 Structure et paramètres du modèle . . . . . . . . . . . . . . . . . . . . 144
3.1.6 Processus de comptabilisation des agents . . . . . . . . . . . . . . . . 148
3.2 Le modèle de simulation informatique . . . . . . . . . . . . . . . . . . . . . . 150
3.2.1 Les logiciels de simulation . . . . . . . . . . . . . . . . . . . . . . . . 150
3.2.2 Le modèle de simulation . . . . . . . . . . . . . . . . . . . . . . . . . 154
3.3 Présentation des résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
3.3.1 Expérience 1 : Calcul des indicateurs « prétopologiques » . . . . . . . . 158
3.3.2 Expérience 2 : Analyse de l’impact de mesures prise pour la gestion de
crise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
3.3.3 Expérience 3 : Analyse de l’évolution d’une pandémie par type d’agents 173
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
CONCLUSION GENERALE 186
LISTE DES PUBLICATIONS 190
BIBLIOGRAPHIE 239
C. Basileu 6
UCBL
Table des ﬁgures
1.1 Carte illustrant la pandémie de la grippe A/H1N1 en Europe, 12 mai 2009. ECDC. 15
1.2 Voisinage au sens de Von Neumann. . . . . . . . . . . . . . . . . . . . . . . . 17
1.3 Voisinage au sens de Moore. . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.4 Le modèle SI. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.5 Le modèle SIS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.6 Le modèle SIR. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.7 Le modèle SIRS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.8 Le modèle SEIR. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.9 Le modèle SEIRS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.10 Acquisition de l’agent pathogène dans la zone A. . . . . . . . . . . . . . . . . 23
1.11 Acquisition de l’agent pathogène dans la zone B. . . . . . . . . . . . . . . . . 23
1.12 Acquisition de l’agent pathogène au cours du transport. . . . . . . . . . . . . . 24
1.13 Les trois de types de mobilité d’après M. Smallman-Raynor et A.D. Cliff [203]. 26
1.14 Présentation de deux cas différents d’évolution d’une épidémie. . . . . . . . . 36
1.15 Exemple d’un réseau (graphe non orienté). . . . . . . . . . . . . . . . . . . . . 40
1.16 Exemple de différents types de réseaux. . . . . . . . . . . . . . . . . . . . . . 41
1.17 Exemple d’un réseau social. . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
1.18 Exemple d’un réseau d’informations : réseau de citations. . . . . . . . . . . . . 42
1.19 Exemple d’un réseau technologique : réseau Internet. . . . . . . . . . . . . . . 43
1.20 Exemple d’un réseau biologique : réseau d’interactions entre protéines [134]. . 43
1.21 Exemple du calcul du degré de corrélation du sommet i. . . . . . . . . . . . . . 47
1.22 Distribution des degrés de réseaux réels. . . . . . . . . . . . . . . . . . . . . . 48
1.23 Courbe des distributions des degrés. . . . . . . . . . . . . . . . . . . . . . . . 49
1.24 Photographie de Stanley Milgram. . . . . . . . . . . . . . . . . . . . . . . . . 49
1.25 Exemple d’une composante géante. . . . . . . . . . . . . . . . . . . . . . . . 51
1.26 Procédure de reconnexion entre réseau régulier et réseau aléatoire.Watts et Stro-
gatz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
1.27 Déﬁnition du verbe écorcer Dictionnaire Robert. [115] . . . . . . . . . . . . . 57
1.28 Extrait du graphe autour du verbe écorcer. Dictionnaire Robert.[115] . . . . . . 58
1.29 Extrait du graphe des verbes autour du verbe écorcer. Dictionnaire Robert.[115] 58
1.30 Topologie de réseau social de type « Petit-Monde ». D’après S. Eubank, 2004. . 60
1.31 Exemples d’activités virtuelles de quelques habitants de la ville. . . . . . . . . 60
1.32 Photographie du Dr John Snow. . . . . . . . . . . . . . . . . . . . . . . . . . 70
2.1 Suivi d’un processus de diffusion. . . . . . . . . . . . . . . . . . . . . . . . . 80
C. Basileu 7
Table des ﬁgures UCBL
2.2 A fermée : pas de relation entrante. . . . . . . . . . . . . . . . . . . . . . . . . 83
2.3 A ouverte : pas de relation sortante. . . . . . . . . . . . . . . . . . . . . . . . 83
2.4 Exemple avec un type de relation. . . . . . . . . . . . . . . . . . . . . . . . . 85
2.5 sous ensemble A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
2.6 Adhérence de A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
2.7 Dérive de A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
2.8 Intérieur de A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
2.9 Orle de A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
2.10 Bord de A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
2.11 Frontière de A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
2.12 Cohérence de A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
2.13 Extérieur de A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
2.14 Graphe schématisant la relationR(ω1). . . . . . . . . . . . . . . . . . . . . . 94
2.15 Graphe schématisant la relationR(ω2). . . . . . . . . . . . . . . . . . . . . . 95
2.16 Graphe schématisant la relationR(ω3). . . . . . . . . . . . . . . . . . . . . . 95
2.17 Graphe schématisant la relationR(ω4). . . . . . . . . . . . . . . . . . . . . . 96
2.18 Espace des rapports d’intérieur et d’adhérence. . . . . . . . . . . . . . . . . . 102
2.19 Espace des rapports d’adhérence et d’intérieur pour la relationR. . . . . . . . 103
2.20 relationR1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
2.21 relationR2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
2.22 relationR3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
2.23 relationR4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
2.24 RelationR(ω1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
2.25 RelationR(ω2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
2.26 RelationR(ω3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
2.27 Graphe pour ω = ω1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
2.28 Graphe pour ω = ω2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
2.29 Graphe pour ω = ω3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
2.30 Adhérence - scénario 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
2.31 Adhérence - scénario 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
2.32 Adhérence - scénario 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
2.33 Adhérence de A pour la relationR1(ω1). . . . . . . . . . . . . . . . . . . . . . 129
2.34 Adhérence de A pour la relationR1(ω2). . . . . . . . . . . . . . . . . . . . . . 129
2.35 Adhérence de A pour la relationR1(ω3). . . . . . . . . . . . . . . . . . . . . . 130
2.36 Adhérence de A pour la relationR1(ω4). . . . . . . . . . . . . . . . . . . . . . 130
2.37 Adhérence de A pour la relationR2(ω1). . . . . . . . . . . . . . . . . . . . . . 131
2.38 Adhérence de A pour la relationR2(ω2). . . . . . . . . . . . . . . . . . . . . . 131
2.39 Adhérence de A pour la relationR2(ω3). . . . . . . . . . . . . . . . . . . . . . 132
2.40 Adhérence de A pour la relationR2(ω4). . . . . . . . . . . . . . . . . . . . . . 132
3.1 Représentation du modèle monde. . . . . . . . . . . . . . . . . . . . . . . . . 139
3.2 Présentation du modèle SEIR. . . . . . . . . . . . . . . . . . . . . . . . . . . 139
3.3 Représentation des caractéristiques d’un agent. . . . . . . . . . . . . . . . . . 140
3.4 Exemples de déplacements inter et intra-départementaux en intégrant le type de
transport. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
C. Basileu 8
Table des ﬁgures UCBL
3.5 Présentation de la plateforme ArcMap. . . . . . . . . . . . . . . . . . . . . . . 151
3.6 Présentation de la plateforme ArcCatalog contenant l’outil ArcToolbox. . . . . 151
3.7 Présentation de la plateforme Repast Simphony. . . . . . . . . . . . . . . . . . 152
3.8 Présentation de la plateforme Repast Simphony. . . . . . . . . . . . . . . . . . 153
3.9 Carte des départements français géoréférencées avec ArcGIS. . . . . . . . . . . 154
3.10 Représentation des agents dans des zones géographiques. . . . . . . . . . . . . 155
3.11 Répartition des agents par département au début de la simulation. . . . . . . . . 159
3.12 État des agents au cinquième jour. . . . . . . . . . . . . . . . . . . . . . . . . 160
3.13 Évolution du nombre d’infectieux par département. . . . . . . . . . . . . . . . 160
3.14 Espace des rapports d’adhérence et d’intérieur. . . . . . . . . . . . . . . . . . 168
3.15 Évolution de l’épidémie de grippe. . . . . . . . . . . . . . . . . . . . . . . . . 172
3.16 Évolution de la mortalité. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
3.17 Caractéristiques de l’agent infectieux. . . . . . . . . . . . . . . . . . . . . . . 175
3.18 Répartition des agents dans les 4 départements. . . . . . . . . . . . . . . . . . 175
3.19 Extraction de la relation de ménage. . . . . . . . . . . . . . . . . . . . . . . . 176
3.20 Présentation des paramètres retenus. . . . . . . . . . . . . . . . . . . . . . . . 177
3.21 Initialisation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
3.22 État de l’évolution de l’épidémie à la ﬁn de la 1ère journée. . . . . . . . . . . . 178
3.23 État de l’évolution de l’épidémie à la ﬁn de la 2eme journée. . . . . . . . . . . . 178
3.24 État de l’évolution de l’épidémie à la ﬁn de la 5eme journée. . . . . . . . . . . . 179
3.25 État de l’évolution de l’épidémie à la ﬁn de la 10eme journée. . . . . . . . . . . 179
3.26 État de l’évolution de l’épidémie à la ﬁn de la 25eme journée. . . . . . . . . . . 180
3.27 État de l’évolution de l’épidémie à la ﬁn de la 50eme journée. . . . . . . . . . . 180
3.28 État de l’évolution de l’épidémie à la ﬁn de la 75eme journée. . . . . . . . . . . 181
3.29 État de l’évolution de l’épidémie à la ﬁn de la 100eme journée. . . . . . . . . . 181
3.30 Évolution des Habitants infectieux par département. . . . . . . . . . . . . . . . 182
3.31 Évolution du personnel médical infectieux par département. . . . . . . . . . . . 182
3.32 Évolution des Emplois sensibles infectieux par département. . . . . . . . . . . 183
3.33 État de l’évolution de l’évolution de la mortalité. . . . . . . . . . . . . . . . . 183
C. Basileu 9
UCBL
Liste des tableaux
1.1 Caractérisation des nœuds et des arêtes (arcs). . . . . . . . . . . . . . . . . . . 40
1.2 Comparaison des coefﬁcients de clustering entre réseaux réels et graphes aléa-
toires. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.1 Calcul de an(ω, .) pour ω = ω1 . . . . . . . . . . . . . . . . . . . . . . . . . . 116
2.2 Calcul de an(ω, .) pour ω = ω2 . . . . . . . . . . . . . . . . . . . . . . . . . . 117
2.3 Calcul de an(ω, .) pour ω = ω3 . . . . . . . . . . . . . . . . . . . . . . . . . . 118
2.4 Calcul de 1a(ωi,A), i = 1,..., 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
3.1 Règle du changement d’état de santé d’un agent . . . . . . . . . . . . . . . . . 156
3.2 Répartition des agents au sein des quatre départements à t = 0 . . . . . . . . . . 158
3.3 Adhérence de chacun des agents le 1er jour. . . . . . . . . . . . . . . . . . . . 162
3.6 Adhérence de chacun des agents du 2eme et 3eme jour. . . . . . . . . . . . . . . 165
3.9 Adhérence de chacun des agents du 4eme et 5eme jour. . . . . . . . . . . . . . . 167
3.10 Répartition globale des agents en fonction de leur état de santé . . . . . . . . . 170
3.11 Valeurs retenues pour chacun des paramètres en fonction du scénario considéré. 171
3.12 Répartition des agents pour le département de l’Ain. . . . . . . . . . . . . . . . 173
3.13 Répartition des agents pour le département de l’Isère. . . . . . . . . . . . . . . 174
3.14 Répartition des agents pour le département de Loire. . . . . . . . . . . . . . . 174
3.15 Répartition des agents pour le département du Rhône. . . . . . . . . . . . . . . 174
C. Basileu 10
UCBL
INTRODUCTION
Depuis de nombreuses années, notre société est perpétuellement confrontée à divers types
d’épidémies. Nous avons l’exemple récent du cas de la pandémie de la grippe A/H1N1.
Au delà de cet aspect de diffusion de la grippe A/H1N1, nous avons également pu suivre,
grâce aux informations relatées dans les médias, les différentes décisions prises au sein de la
cellule de crise de manière à gérer au mieux la propagation de la grippe A/H1N1. Prenons
l’exemple de la gestion des vaccins que ce soit au niveau de leurs acquisitions ou encore au ni-
veau de la vaccination, on a pu constater en France que les décisions prises ont pu être contras-
tées.
D’autre part, beaucoup de travaux sont réalisés dans le domaine de la diffusion de la pro-
pagation d’une épidémie. C’est pourquoi, nous souhaitons accentuer notre apport à un décideur
aﬁn de lui permettre de maintenir les fonctions minimums de survie de la société dans le cadre
de la gestion d’une crise sanitaire. Ainsi, dans ce rapport, nous proposons un modèle d’aide à la
décision de gestion de crise sanitaire.
Par ailleurs, la société est située au cœur de notre modèle. Nous sommes donc amenés à
considérer un certain nombres d’interactions directes et indirectes entre divers individus. La
théorie des graphes, et principalement les graphes aléatoires, permettent de gérer une à une ces
relations. Or, dans notre cas, la gestion des relations une à une n’est pas appropriée d’autant
plus que les relations peuvent varier sous l’inﬂuence de facteurs incontrôlables. Cela nous a
conduit à proposer un modèle mathématique de réseaux stochastiques basé sur une extension
de la théorie des graphes aléatoires. Il s’agit de la prétopologie stochastique qui est issue du
couplage de deux théories mathématiques fondamentales à savoir la prétopologie classique et
les ensembles aléatoires.
La simulation de notre modèle est effectuée selon une approche multi-agents. Nous avons
opté pour cette approche car nous souhaitons mettre en place un modèle d’aide à la décision.
Cette méthode va donc nous permettre de faire des simulations et des analyses de sensibilités.
De plus, nous avons une représentation explicite des comportements des individus qui ne sont
pas ﬁgés. Située entre la théorie et l’ensemble des données de l’expérience, l’approche multi-
agents permet de prendre en compte de manière simultanée les comportements individuels, les
interactions entre les individus et les hypothèses dynamiques formulées dans le modèle. Cette
approche sera couplée au système d’information géographique aﬁn de considérer l’aspect spa-
tial. De plus, considéré comme un « oignon », le système d’information géographique permet
d’exploiter différentes données et de les superposer sous forme de couches. Disposant de don-
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nées épidémiologiques provenant des Groupes Régionaux d’Observation de la Grippe (GROG)
et socio-démographiques issues de l’Institut National de la Statistique et des Études Écono-
miques (INSEE), nous avons pu tester la robustesse de notre modèle.
Ce rapport est constitué de trois chapitres. Dans le premier chapitre, nous synthétisons l’en-
semble des travaux réalisés dans notre domaine de recherche. Ensuite, nous présentons le mo-
dèle des réseaux stochastiques. Puis, nous terminons par la présentation de notre modèle de
simulation avant de conclure.
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Chapitre 1
ETAT DE L’ART
Dans ce chapitre, nous allons faire un bilan des divers travaux qui englobent les thèmes liés
à notre sujet de recherche.
La première partie sera consacrée aux travaux réalisés sur la modélisation des épidémies et
la deuxième partie sera dédiée à la gestion de crise. La troisième partie concernera les réseaux
complexes. Dans la quatrième partie, nous expliciterons les travaux réalisés dans le domaine des
systèmes multi-agents. La ﬁn du chapitre traitera des systèmes d’information géographique.
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1.1 La modélisation d’une épidémie
Depuis quelques années, les problèmes d’infection sont de plus en plus présents dans notre
quotidien. Ces ﬂéaux épidémiques entraînent une augmentation de la mortalité ce qui peut être
parfois catastrophique. Cela peut s’illustrer par l’apparition de la peste, qui au moyen âge, a fait
des ravages. Au cours du 14ème siècle, la peste noire dite « la grande peste » ﬁt son apparition
et engendra de nombreuses pertes humaines à tel point que des villes importantes devinrent des
déserts. Au 15ème siècle, la suette anglaise dévasta l’Angleterre. En 1742-1743, la grippe rem-
plaça « l’épidémie catarrhale ». Vers la ﬁn de la première guerre mondiale, on a pu constater le
désastre causé par la grippe issue d’une souche H1N1 appelée « grippe espagnole » en France.
Puis, plus récemment, nous avons les épidémies et les pandémies telles que le syndrome de
l’immunodéﬁcience acquise (SIDA), le syndrome respiratoire aigu sévère (SRAS), le cancer du
poumon, la vache folle, la tremblante du mouton, le paludisme, la grippe aviaire souche H5N1,
la pandémie intestinale c’est-à-dire la gastro-entérite, la grippe saisonnière que nous observons
chaque année, la grippe A/H1N1. . . Toutes ces épidémies voire pandémies autant dévastatrices
les unes que les autres ont conduit à de nombreuses recherches dans le but de comprendre le
phénomène, réduire la mortalité ou éradiquer la maladie.
Dans un premier temps, il devient nécessaire de distinguer les trois termes suivants : endé-
mie, épidémie et pandémie. La distinction de ces termes se fait essentiellement au niveau de la
proportion de personnes atteintes par l’agent infectieux.
On parle d’ « endémie » lorsque la maladie infectieuse est présente habituellement dans une
zone géographique. L’Amérique centrale est une zone endémique de la dengue. De même, la
Thaïlande est une zone endémique pour la ﬁèvre jaune. De manière générale, en considérant
une zone géographique, une endémie se développe en fonction des conditions géographiques et
climatiques, des facteurs socio-économiques et de l’alimentation des individus.
Le terme « épidémie » est plus approprié lors d’une forte croissance du nombre de cas d’une
même maladie contagieuse ou non en un lieu donné et à un moment précis. Nous pouvons citer
l’exemple de l’épidémie de la grippe espagnole mais aussi l’épidémie du SIDA, de l’obésité, du
cancer du poumon. . . qui sont des maladies non contagieuses.
Une « pandémie » est une épidémie dont la diffusion géographique est très étendue [132].
Nous avons l’exemple récent du cas de la grippe A/H1N1 qui causa de nombreux décès à
l’échelle mondiale. (se référer à la ﬁgure 1.1. En jaune pâle, les pays où aucun cas n’est si-
gnalé. En jaune-orangé ceux où des cas probables ou conﬁrmés sont observés. En gris, les pays
non membres du centre européen de prévention et de contrôle des maladies (ECDC). Les ronds
rouges donnent une indication du nombre de cas conﬁrmés, avec trois seuils, 1, 10 et 100.)
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FIGURE 1.1 – Carte illustrant la pandémie de la grippe A/H1N1 en Europe, 12 mai 2009. ECDC.
Face à ces diverses épidémies destructrices, de nombreux chercheurs se sont penchés sur
les problèmes de leur diffusion. N.M. Ferguson et al. [102], par exemple, traitent des risques de
santé public lors d’une épidémie de grippe aviaire H5N1. Sachant que toute détection de cas de
transmission humaine engendre une augmentation du niveau d’alerte pandémique, les auteurs
proposent un modèle permettant de détecter l’augmentation de la contagiosité virale basé sur
l’étude de groupes de cas humains. Dans [10], J.J. Angulo et al. font une brève description de
divers thèmes liés à l’épidémie (théorie de la diffusion, données épidémiques, approches géo-
graphiques. . .). Leur modèle spatio-temporel décrit comment l’épidémie de la variole mineure
s’est propagée dans la ville de Bragança Paulista du Brésil.
La diffusion ou la propagation de l’épidémie est déﬁnie comme étant la croissance du
nombre d’individus infectés en considérant les aspects temporel et spatial. Il faut noter qu’une
épidémie a tendance à se propager d’autant plus rapidement que chaque individu est amené
à rencontrer un certain nombre d’individus au cours d’une journée que ce soit sur le lieu du
travail, dans les établissements scolaires ou lors de sorties diverses telles que les voyages, le ci-
néma, les concerts, les centres commerciaux, les transports en commun. . . La transmission de la
grippe d’un individu à un autre s’effectue surtout par les aérosols à grosses particules émis lors
des éternuements ou la toux [51]. Cette transmission sous-entend une proximité des individus
mais les particules posées sur une surface restent vivantes durant un à deux jours et constituent
une source de diffusion. Les réseaux de contacts sont probablement différents selon la culture,
la taille de communauté et l’appartenance à un milieu rural ou urbain [118]. Les transports mo-
dernes ont tendance à aggraver les risques de contracter une épidémie.
On distingue trois types de diffusion de l’épidémie :
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1. La diffusion par contagion : c’est la transmission directe inter-humaine c’est-à-dire de
l’agent pathogène d’un individu contaminé à un individu susceptible. L’individu est donc
le seul réservoir et le seul transmetteur du virus.
2. La diffusion hiérarchique ascendante (propagation s’effectuant d’une petite ville à une
grande ville) ou inversement c’est-à-dire de manière descendante : la contamination s’ef-
fectue de manière ordonnée. Par exemple, d’un centre métropolitain à un village distant.
Elle est engendrée par l’utilisation des transports aériens, ferroviaires, maritimes. . .
3. La combinaison de la diffusion par contagion et la diffusion hiérarchique.
Les travaux de [55, 91, 92, 117, 120, 131, 155] traitent de divers types d’épidémie (la grippe,
la peste aviaire, le SIDA et la coqueluche) où l’interaction est modélisée à l’aide des notions de
distance et de masse.
Suite à l’apparition d’une grippe en Chine en 1957 qui se propagea à l’échelle mondiale,
les géographes Hunter et Young [131] proposent de cartographier la diffusion de l’épidémie. Ils
étudient l’évolution de l’épidémie en Angleterre et au Pays de Galles. Ils constatent que le virus
est peu virulent et que les personnes à risque restent les personnes âgées, les femmes enceintes
et les personnes présentant des complications pulmonaires. Ce type de modèle vise à évaluer la
variation de la quantité d’opportunités de relation en fonction de la position [236]. Il est en de
même dans [155] où M. Loytonen et S.I. Arbona souhaitent modéliser et prédire la diffusion
de l’épidémie du SIDA à Porto Rico. Ils utilisent la méthode de régression linéaire multivariée
pour analyser l’épidémie.
Dans [55], une première étude sur la coqueluche dans un pays en voie de développement
est effectuée à une échelle spatiale. Dans ce travail, Broutin et al. déterminent l’impact de l’hé-
térogénéité locale de la diffusion de l’épidémie de la coqueluche et sa persistance dans un
environnement spatio-temporel. Ensuite, ils mettent en évidence l’impact de la taille et de la
densité de population sur la diffusion ainsi que la persistance de la coqueluche en réalisant une
analyse des séries temporelles.
D’autres travaux [56, 65, 66, 202, 196, 14] utilisant la notion de voisinage tirée de la théorie
des graphes ont été réalisés dans le but d’étudier la propagation d’une épidémie. Dans [14], J.
Arino et al. décrivent un modèle où la propagation spatiale d’une épidémie peut être transmise
entre divers espèces. Chacun des nœuds du graphe correspond à une espèce. Les arcs du graphe
représentent les interactions entre les espèces.
En se positionnant sur la notion de voisinage, les auteurs considèrent indirectement un mo-
dèle de diffusion par contagion. Ainsi, la notion de proximité est un facteur très important car
le risque qu’un individu soit contaminé est d’autant plus élevé qu’il est en interaction avec un
individu infectieux. Dans [56, 202], les auteurs utilisent la notion d’automates cellulaires basée
sur les approches de Von Neumann et Moore. En fonction de la structure de voisinage choisie,
le nombre de voisins peut être de quatre selon la méthode de Von Neumann (se référer à la
ﬁgure 1.2) ou de huit d’après Moore (se référer à la ﬁgure1.3).
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FIGURE 1.2 – Voisinage au sens de Von Neumann.
FIGURE 1.3 – Voisinage au sens de Moore.
D’autres travaux ont couplé les notions de densité, de masse et de voisinage [85, 37]. Dans
[37], les auteurs O.N. Bjornstad et al. traitent de la dynamique de l’épidémie de la rougeole.
Ils ont établi un modèle statistique TSIR (Time-series Susceptible Infected Recovered) qui peut
être mesuré par la taille de la population aﬁn de produire des dynamiques endémiques et épi-
sodiques. Ce modèle fait la transition entre les modèles théoriques et les données empiriques.
Il permet de comprendre la dynamique endémique où le processus de transmission est dominant.
Par ailleurs, en épidémiologie, il faut noter que la densité de la population rapprochant les
contacts entre humains inﬂue sur la persistance et la propagation de l’épidémie [7, 122, 123,
192]. Plusieurs études ont été réalisées dans le but de démontrer cette inﬂuence [7, 122, 27]. La
combinaison de l’épidémiologie et de l’écologie a permis de mieux comprendre la dynamique
des maladies, leurs persistances et leurs transmissions.
Dans [7], R.M. Anderson et R.M. May émettent que la taille de la population peut rester
constante si la propagation de la maladie au sein de la population est lente, c’est-à-dire moins
d’un an. De même, lorsque le nombre de naissances est sensiblement équivalent au nombre de
décès naturels, la taille de la population reste constante dans le cadre d’un modèle prenant en
compte plusieurs années.
Dans [122], B. Grenfell et J. Harwood s’intéressent à la dynamique de la métapopulation
en cas de maladies infectieuses et précisément dans le cas de la rougeole. De manière générale,
l’analyse de la métapopulation (une population au sein d’une population) requiert des données
spatio-temporelles mais ces dernières étant difﬁciles à obtenir, la plupart des développements
sont théoriques. Les métapopulations et les théories épidémiques sont fortement liées. Si la den-
sité des personnes susceptibles est forte alors le nombre d’infectés croît fortement de manière
exponentielle. Les modèles homogènes simples prédisent trop de mortalité [121] d’où l’intro-
duction d’hétérogénéité réaliste tels que le groupe d’âge, la disposition spatiale des groupes. . .
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dans les transmissions du virus pour remédier à ce problème.
Dans [27], M.S. Barlett montre l’effet comparatif de l’immunisation sur la dynamique de
transmission et la persistance stochastique.
Outre les travaux visant à analyser la diffusion de l’épidémie, la modélisation dans le do-
maine de l’épidémiologie est en plein essor.
Des récents travaux de F. Varenne, il ressort qu’en 1979, Pritsker fait un inventaire et dé-
nombre 21 déﬁnitions différentes de simulations qui dépendent essentiellement du contexte
associé [209]. C’est pourquoi il est important de déﬁnir le terme de « modélisation » qui dé-
signe la création d’un modèle représentant au mieux un aspect du monde réel. Le monde réel
est un système particulièrement complexe à représenter de par les variables qui le composent
(variables temporelles, spatiales. . .).
Nous pouvons citer comme référence les trois déﬁnitions suivantes qui correspondent au
mieux à notre approche :
1. A. Pavé [178] : « Un modèle est une représentation symbolique de certains aspects d’un
objet ou d’un phénomène du monde réel. »
2. J. Ferber [99] : « Un modèle, en science, est une image stylisée et abstraite d’une portion
de la réalité. »
3. Minsky [164] : « Pour un observateur B, un objet A* est un modèle d’un objet A dans la
mesure où B peut utiliser A* pour répondre aux questions qu’il se pose sur A ».
Des deux premières déﬁnitions, il ressort que chaque individu a sa propre représentation du
monde réel. La dernière déﬁnition est très utilisée tant dans des mémoires de thèses que dans
des habilitations à diriger des recherches en modélisation. Pour Minsky le modèle doit être en
mesure de nous apprendre de nouvelles choses sur le système modélisé. Selon P. Coquillard et
D. Hill [73], « un modèle doit être d’une part maniable et d’autre part juste ou pertinent ».
Un modèle est le point d’arrivée d’un processus de modélisation qui se décompose en deux
phases :
– Une phase de mise au point d’un système formel qui a pour objectif de décrire une réa-
lité observée en fonction des objectifs que se ﬁxe la modélisation. Il s’agit donc d’une
étape dirigée par les objectifs poursuivis qui permet d’arriver à la description formelle
du système à modéliser, au sens de la théorie des systèmes. Le modélisateur a aussi par-
faitement déﬁni les frontières du système, ses interactions avec son environnement, sa
structure interne, les variables qui le caractérisent (variables d’état) ainsi que les para-
mètres qui déﬁnissent les relations entre ses composants.
– Une phase de sélection de modèle parmi la famille de tous les modèles utilisables qui est
dirigée exclusivement par des critères d’opérationalité. En d’autres termes, on choisit le
modèle que l’on considère le mieux adapté pour rendre compte du système formel décrit
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à l’étape précédente et pour le confronter à des données issues du monde réel.
Notons qu’il existe deux différents types de modèles : les modèles ayant pour objectifs de
prédire un évènement futur appelés « modèles prédictifs » et ceux qui, au contraire représentent
des données historiques appelés «modèles descriptifs » comme par exemple celui de D. Puzin et
A.J. Valleron [185]. La modélisation est utilisée dans divers domaines tels que la chimie [50], la
physique [47], les mathématiques appliquées et les sciences de la vie. . . Les modèles physiques
sont les premiers à être utilisés dans le domaine scientiﬁque.
A la suite de la conception du modèle, ce sont les simulations qui vont permettre de répondre
aux questions posées sur le système modélisé. La modélisation est devenue de nos jours un outil
incontournable pour évaluer un problème de santé public que ce soit dans le cas d’une maladie
contagieuse ou non contagieuse.
Dans notre cas, nous souhaitons modéliser une épidémie. Les épidémies existent depuis
longtemps mais c’est en 1760 que D. Bernoulli a introduit remarquablement la modélisation en
épidémiologie de manière à prévenir la variole qui était à l’époque une maladie meurtrière [35].
En 1927, W.O Kermack, médecin en santé publique et A.G McKendrick, biochimiste, ont mis
au point un modèle simple de propagation des épidémies [52]. En 1979, les modèles épidémio-
logiques ont été développés par Anderson et May [6, 159].
La modélisation épidémiologique doit permettre de comprendre des phénomènes sociaux en
se basant sur la régularité de certains phénomènes collectifs malgré la diversité et la complexité
individuelle.
Divers modèles ont été créés dans le but de modéliser des situations épidémiques. Prenons
l’exemple de la modélisation du SIDA en Guyane française où M. Sobesky et al. se sont basés
sur deux types de scénarios relatifs à l’hétérogénéité de la population (haïtienne ou non), l’un
pessimiste et l’autre optimiste [205] ou encore une approche où un modèle explicatif est utilisé
par DoE [147].
Dans le cadre de la modélisation d’une épidémie, il existe différents types de modèle. Par
ordre croissant de complexité, nous avons les modèles suivants :
1. SI
2. SIS
3. SIR
4. SIRS
5. SEIR
6. SEIRS
Le modèle SI est donc le modèle le plus simple. Il est considéré qu’un individu traverse
deux phases durant la période épidémique. Il est susceptible (S) puis il est infectieux (I). En
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épidémiologie, un individu susceptible est une personne saine apte à contracter la maladie.
Un individu est dit infectieux lorsqu’il peut propager autour de lui l’agent pathogène. Dans le
cas d’un modèle de type SI, les chercheurs émettent une hypothèse forte : dès qu’un individu
susceptible entre en contact avec un individu infectieux, il devient de suite infectieux.
FIGURE 1.4 – Le modèle SI.
Le modèle SIS est tel que : l’individu est susceptible (S) puis il est infectieux (I) et ensuite
il redevient susceptible (S) et il peut, durant la période épidémique, redevenir infectieux.
FIGURE 1.5 – Le modèle SIS.
Dans [130], W.H. Hethcote et P. Van Den Driessche proposent un modèle SIS englobant les
naissances, les mortalités naturelles, celles liées à la maladie et une structure démographique
exponentielle. Dans ce modèle, les auteurs prennent en compte un délai pour la période infec-
tieuse et considèrent que la taille de la population est variable. Ils émettent l’hypothèse que
la période infectieuse est constante pour tous les individus. Le choix de faire varier la taille
de la population se justiﬁe du fait que les processus épidémiologiques et démographiques in-
teragissent et entraînent de nouveaux comportements qui n’apparaissent pas lorsque la taille
de la population est constante. Dans le cas du modèle SIS, un délai et la variation simultanée
de la taille de la population conduisent à des solutions périodiques où le rétablissement est pro-
portionnel au nombre d’infectieux. Toutefois, les modèles considérant un délai sont plus stables.
Dans le cas du modèle SIR, l’individu est susceptible (S) puis il est infectieux (I) et ensuite
il dispose d’une immunisation (R) permanente c’est-à-dire l’immunisation est valable durant
toute la période épidémique.
FIGURE 1.6 – Le modèle SIR.
Dans [212], les auteurs S. Towers et Z. Feng souhaitent prédire la trajectoire de la pandémie
de la grippe H1N1 et déterminer l’efﬁcacité de la campagne de vaccination aux Etats-Unis. Ils
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utilisent un modèle de type SIR basé sur des données réelles provenant de l’Organisation Mon-
diale de la Santé (OMS) et du Centre de prévention et de contrôle des maladies des Etats-Unis
(CDS US). Ils prennent en compte les effets de la campagne de vaccination et une immunité
est acquise deux semaines après la prise d’une dose de vaccin ce qui entraine une diminution
du nombre d’individus susceptibles. Ils supposent que 100 % de la population vaccinée obtient
une immunité suite à la prise du vaccin. Leur modèle compare l’évolution de l’épidémie d’une
part sans la prise de vaccins puis avec la prise du vaccin. En tenant compte de la campagne de
vaccination, le modèle prédit une réduction de 6 % du nombre total de personnes infectées à
la ﬁn de l’année 2009. Une des failles de ce modèle est que la force du virus de la grippe n’a
pas été étudiée et de plus, les auteurs émettent une hypothèse forte où 100 % de la population
vaccinée obtient une immunité.
Le modèle SIRS est tel que l’individu est susceptible (S) puis il est infectieux (I) et dispose
ensuite d’une immunisation (R) temporaire puis il redevient susceptible. Dans ce cas, l’immu-
nisation est valable pour une courte durée durant la période épidémique.
FIGURE 1.7 – Le modèle SIRS.
Le modèle SEIR est tel que l’individu est susceptible (S) puis il est infecté (E) mais pas
infectieux. Par la suite, il devient infectieux (I) et dispose d’une immunisation permanente (R).
La période latente est donc considérée comme une variable non négligeable.
FIGURE 1.8 – Le modèle SEIR.
Dans le cadre de la modélisation dans l’article [14], les auteurs J. Arino et al. utilisent un
modèle de type SEIR qui caractérise l’évolution de l’état de l’infection qu’un membre d’une
espèce peut être amené à traverser durant la période épidémique.
La période latente ou la période d’incubation est la période en unité de temps durant laquelle
un individu susceptible contracte le virus et devient infectieux. L’individu est infecté mais il ne
transmet pas encore l’agent pathogène. Cette période varie en fonction de l’âge de l’individu.
Pour un adulte, on observe une moyenne de deux jours environ. L’individu est infectieux 24
heures avant l’apparition des symptômes jusqu’à 5 voire 10 jours après le début de la maladie
[148]. S’il s’agit d’un enfant, il est infectieux très tôt et la durée de celle-ci est longue [127].
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Les enfants peuvent être contagieux durant plus de 10 jours.
Dans [224], Z. Zhao et al. utilisent un modèle de type SEIR ayant un délai qui est la période
latente et un taux d’incidence non linéaire. Ils concluent que la période latente et la vaccination
massive ont un effet sur l’éradication de l’épidémie.
Flahaut et al., dans [106], utilisent un modèle stochastique de type SEIR dans le but d’ana-
lyser la diffusion de la pandémie A (H1N1) dans 52 villes.
A la différence du précédent, le modèle SEIRS permet à l’individu de disposer d’une im-
munisation temporaire et de traverser ces diverses phases durant la période épidémique.
FIGURE 1.9 – Le modèle SEIRS.
C’est le modèle le plus complexe de tous ceux présentés ci-dessus. Dans ce type de modèle,
deux délais sont considérés : l’un concernant la période latente, l’autre concerne la durée où un
individu est immunisé. Nous pouvons citer quelques exemples de modèles épidémiologiques de
type SEIRS [135, 165, 153, 72, 225]. Dans[135], les auteurs J. Jiao et al. concluent qu’une vac-
cination massive ou encore une courte période de vaccination effectuée de manière périodique
peut permettre d’éradiquer la maladie.
Les auteurs B.K. Mishra et D.K. Saini dans [165] ont cherché à étudier et comprendre dif-
férentes maladies infectieuses puis ils ont développé un modèle mathématique, basé sur un
système d’équations différentielles, permettant de représenter le comportement de ces maladies
infectieuses. Ce modèle était principalement dédié aux virus liés au réseau Internet.
Dans [153], M.Y. Li et al. se sont penchés sur les problèmes de stabilités globales pour les
modèles épidémiologiques de type SEIRS.
Dans [72], K.L. Cooke et P. Van Den Driessche procèdent à l’analyse d’un modèle épidé-
miologique de type SEIRS où la structure démographique suit une loi exponentielle, la période
latente et la période où on conserve l’immunité sont des constantes. Les temps d’attente au sein
de chacune des classes S, E, I, R suivent aussi une loi exponentielle. C’est pourquoi ils utilisent
des systèmes d’équations différentielles.
Au sein de sa thèse [225], P. Zongo a cherché à modéliser la dynamique de la transmission
du paludisme. Pour cela, il a considéré un modèle de type SEIRS pour les humains et un modèle
de type SEI pour les moustiques, principaux vecteurs de la transmission.
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Le choix d’un modèle dépend essentiellement de la maladie épidémiologique que l’on sou-
haite étudier. Par exemple, dans le cas de la varicelle, un modèle de type SEIRS ne serait pas
adapté puisqu’un même individu ne peut avoir à deux reprises la varicelle.
De plus, introduire des délais tels que la période latente et\ou la période où on conserve l’im-
munité dans des modèles dynamiques de population peut déstabiliser l’équilibre et conduire à
des solutions périodiques par la bifurcation de Hopf [130].
Les modèles précédemment cités peuvent être soit statiques (orienté objet) soit dynamiques
(orienté agent). Unmodèle dynamique prend en considération les divers changements qui peuvent
avoir lieu dans le système.
Par ailleurs, l’arrivée de la mondialisation au cours des années 70 a conduit certains cher-
cheurs à tenter une approche plus ﬁne dans leurs modèles. Il s’agit de l’intégration d’un facteur
non négligeable à prendre en considération lors de la modélisation d’une épidémie : la « mo-
bilité ». Sauf mention contraire, le terme « mobilité » est considéré au sens large. C’est donc
la capacité pour un individu de se déplacer d’une zone géographique à une autre quelque soit
le type de transport utilisé à savoir : avions, motocyclettes, trains, vélos, bateaux de croisière,
tricycles, autocars, voitures. . .
Effectivement, il existe un risque non négligeable pour les voyageurs, de contracter de nou-
velles pathologies pendant la durée du transport et de les propager dans des régions à leur arrivée
[210]. Cela s’illustre assez bien par l’épidémie voire la pandémie de la grippe.
Soient deux zones géographiques A et B. Lors d’une épidémie, les conséquences de l’em-
prunt des moyens de transport peuvent être les suivant :
– L’agent pathogène peut être contracté dans la zone A puis, par l’intermédiaire de l’utili-
sation d’un moyen de transport, l’agent est introduit dans la zone B.
FIGURE 1.10 – Acquisition de l’agent pathogène dans la zone A.
– L’agent pathogène peut être contracté dans la zone B.
FIGURE 1.11 – Acquisition de l’agent pathogène dans la zone B.
– L’agent pathogène peut être contracté au cours du transport et donc, il peut être transmis
lors de l’arrivée dans la zone B. Ce cas sous-entend que l’individu n’utilise pas un moyen
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de transport où il est isolé. Autrement dit, lors de l’utilisation du moyen de transport, il
est en contact avec d’autres individus.
FIGURE 1.12 – Acquisition de l’agent pathogène au cours du transport.
Beaucoup d’épidémies de grippe ont été observées dans des groupes de voyageurs tels que
les voyages en groupes, les pèlerinages, les transports aériens et maritimes . . . Toutefois, l’in-
cidence de la grippe parmi les affections respiratoires du voyageur reste assez mal connue
[59, 57]. Dans la littérature actuelle, il n’existe pas d’étude estimant de manière précise l’in-
cidence de la grippe chez le voyageur soulignent S. Ansart et E. Caumes [11]. Cependant, la
grippe constitue un risque mieux évalué parmi les infections respiratoires aiguës observées au
retour du voyage [11]. Mais, les voyageurs ont tendance à sous-estimer l’incidence de la grippe
car la période d’incubation c’est-à-dire la période latente est assez courte et sa contagiosité est
forte [190]. J.M. Miller, T.W.S. Tam et al., dans [163], afﬁrment que la grippe est responsable
d’épidémies chez les personnes à risque déﬁnies comme étant les personnes âgées, les patients
porteurs d’affections cardio-vasculaires, les patients atteint d’insufﬁsances respiratoires chro-
niques. Dans cet article [163], J.M. Miller, T.W.S. Tam et al. soulignent que l’équipage d’un
bateau est un réservoir épidémique et une source de transmission non négligeable chez les per-
sonnes âgées à risque en milieu clos. C’est pourquoi, le troisième âge, groupe particulièrement à
risque, augmente d’autant plus sa possibilité de contracter un agent pathogène en effectuant un
voyage sur un bateau de croisière. Le résultat est identique dans le cas d’un voyageur potentiel-
lement à risque élevé ou d’un individu à risque se déplaçant dans une zone où l’offre sanitaire
est déﬁcitaire.
Selon P. Lepine, la rapidité des transports aériens a multiplié dans des proportions considé-
rables les risques de diffusion à distance des sujets contagieux ou en incubation de la maladie
contagieuse [150].
Dans [70], V. Colizza et al. étudient le rôle du réseau des transports aériens dans le mo-
dèle de diffusion globale des maladies émergentes ainsi que la ﬁabilité des prévisions et des
scénarios où la maladie débute en tenant compte de la transmission de la maladie de façon aléa-
toire et des ﬂux de mobilité. Ils utilisent un modèle épidémique stochastique incluant les bases
de données de l’association des transports aériens internationaux. Ce modèle vise à étudier les
connexions du réseau aérien et les caractéristiques stochastiques des dynamiques d’infection.
Dans [71], V. Colizza et al. utilisent un modèle épidémique stochastique de métapopula-
tion considérant les données de ﬂux de transport aérien sur des zones urbaines. Ce modèle leur
permet de fournir l’évolution spatio-temporelle de la pandémie avec une analyse de sensibilité
de niveau d’infectiosité du virus différent. L’utilisation thérapeutique à l’échelle mondiale de
médicaments d’anti-viraux pourrait atténuer l’effet de la pandémie avec un taux reproducteur
pouvant atteindre 1.9 la première année. Dans ce cas, ils démontrent que plus la stratégie est
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coopérative, mieux on parviendra à contenir la maladie infectieuse dans toutes les régions du
monde.
J.M. Epstein et al, dans [95], utilisent un modèle stochastique aﬁn d’étudier la propagation
de la pandémie de grippe, les effets de restrictions de voyage et la vaccination. Ils prennent
en compte les coûts économiques qui peuvent survenir suite à une intervention. De plus, de ce
modèle il ressort que réduire uniquement les voyages aériens internationaux engendrerait un
petit retard au niveau de la propagation. En ajoutant à la restriction de transport aérien d’autres
mesures, le retard pourrait être beaucoup plus long. Si de plus, divers pays se coordonnent pour
l’établissement de mesures de contrôle, il peut y avoir une réduction signiﬁcative du nombre de
cas. Cependant, si les restrictions de voyage ne sont pas combinées avec d’autres mesures, cela
peut induire une épidémie locale sévère.
A la suite de l’apparition du syndrome respiratoire aigu sévère (SRAS) en 2003, D.M. Goe-
decke et al., dans [119], utilisent un modèle de type SEIR pour mettre en évidence l’impact
du transport aérien sur la diffusion de l’épidémie. Ils parviennent aux mêmes conclusions. En
effet, d’après leur modèle, la réduction du transport aérien engendre uniquement un léger retard
au niveau de la propagation de l’épidémie. Toutefois, ce modèle fait ressortir que les mesures
de restriction de voyage seules peuvent mener à une épidémie plus sévère. Ils précisent que
le choix des villes a une importance capitale au niveau de la modélisation car il a une grande
inﬂuence sur les résultats du modèle.
De même, Ferguson et al. [104] démontrent que réduire les vols aériens de plus de 90%
ralentit la diffusion de l’épidémie mais ne réduit pas sa morbidité. D’autre part, cela génèrera
un retard de six semaines au niveau du pic de l’épidémie sauf dans le cas où 99,9% du transport
aérien est arrêté. Selon les travaux de M. Barthelemy [26], la réduction du traﬁc aérien même
de 60% engendrerait une faible diminution du nombre de cas d’infection.
Les travaux de A.D. Cliff et P. Haggett [66], indiquent une pertinence de l’intégration des
transports quotidiens (déplacements vers le lieu de travail, les écoles, les loisirs. . .) au sein d’une
étude épidémiologique par rapport à une recherche mêlant l’utilisation des transports aériens ou
des réseaux régionaux terrestres.
Une étude réalisée par Beaujouan et al. [29] suite à une épidémie de bronchiolite en Ile De
France fait ressortir que durant les vacances scolaires, l’épidémie régressa. Puis, à la reprise
des cours, on observe une augmentation du nombre de cas. En 2007, à la ﬁn des vacances sco-
laires, une grève des transports débuta. Cela a eu pour conséquence d’accentuer la diminution
du nombre de cas. Il semble qu’il y ait une corrélation entre le transport en commun et l’évolu-
tion de la grippe.
E. Daudé et E. Eliot [75] attestent que la mobilité reste un des facteurs clés de la trans-
mission d’un agent pathogène dans le cas des maladies épidémiologiques contagieuses. Dans
cet article, ils ont souhaité connaître le rôle de la mobilité dans la diffusion d’une épidémie.
En effet, d’après les travaux de M. Smallman-Raynor et A.D. Cliff [203] portant sur l’étude
C. Basileu 25
1.1. La modélisation d’une épidémie UCBL
de la diffusion de l’épidémie de la ﬁèvre typhoïde dans un camp militaire lors de la guerre
hispano-américaine en 1898, il ressort qu’il existe bien une relation entre l’aspect de mobilité
et la diffusion d’une épidémie transmissible.
Dans l’article de E. Eliot et E. Daudé [93], il s’agit d’étudier la propagation des épidémies
au sein d’une ville. Pour cela, ils considèrent trois types de mobilités (se référer à la ﬁgure
1.13) :
– La mobilité circulaire. Il peut s’agir d’un déplacement de type domicile-lieu de travail.
– La mobilité avec arrêt.
– La mobilité itinérante.
FIGURE 1.13 – Les trois de types de mobilité d’après M. Smallman-Raynor et A.D. Cliff [203].
La simulation de ce modèle est basée sur un système multi-agent. Elle fait ressortir qu’une
épidémie se propage beaucoup plus rapidement dans une ville faiblement connectée. Cela est
conﬁrmé également par E. Daudé et E. Eliot dans l’article [76] où ils soulignent que les agents
(individus) se déplaçant le plus sont ceux qui contaminent le plus et qui sont potentiellement les
plus contaminés.
Par ailleurs, dans les zones tropicales, les voyages en groupe, les pèlerinages, les transports
aériens et maritimes favorisent le fait de contracter une pathologie infectieuse.
Suite à une étude faite par N.A. Habib et R.H. Behrens [126], il ressort que les épidémies
virales dans les tropiques varient considérablement avec des pics de fréquence lors de périodes
peu humides et très chaudes avant la saison des pluies.
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On constate donc la nécessité de tenir compte des facteurs environnementaux qui peuvent
subsister lors d’une épidémie. En effet, des travaux de J.C. Desenclos [82], il ressort que la com-
préhension de la dynamique des infections et leur capacité à évoluer et « émerger » sous une
forme nouvelle ou inhabituelle nécessite de prendre en compte le problème dans sa dimension
globale : l’agent infectieux, son environnement, l’hôte humain ou animal et surtout les interac-
tions existantes entre ces trois éléments fondamentaux.
D’après les travaux de J.C. Desenclos [83], la transmission d’un agent pathogène par voie
aérienne est l’un des modes de transmission des agents infectieux. Dans le cas de la grippe, la
transmission d’un agent infectieux peut être à la fois directe (d’un individu infectieux à un in-
dividu susceptible), indirecte (d’un objet infecté à un individu susceptible) et par voie aérienne
(généralement par voie respiratoire).
Ainsi, on peut constater que l’environnement joue un rôle important dans l’étude d’une épi-
démie. C’est pourquoi, des chercheurs se sont intéressés à prendre en compte cette variable, et
notamment le climat, au sein de leur modèle [166, 62, 36, 150, 116].
Dans [36], selon J.P. Besancenot, beaucoup de maladies infectieuses dépendent des condi-
tions météorologiques et du climat. De plus, l’étude réalisée par P.T. Nastos et A. Matzarakis
[171] fait ressortir que plus la température et la masse de vapeur d’eau contenu dans l’air aug-
mentent, plus le nombre de consultations liées aux infections respiratoires aiguës diminue.
Il semble que les variations climatiques dues aux changements des saisons jouent un rôle
dans l’éclosion des foyers endémo-épidémiques [150]. Effectivement, le froid a tendance à fa-
voriser le développement de la grippe.
La formation d’une épidémie nécessite simultanément une population sensible et des condi-
tions météorologiques telles que l’humidité, le printemps précoce, la température . . . [150]. En
effet, les épidémies de grippe débutent dans les collectivités d’enfants [1]. De plus, la formation
de l’épidémie requiert une probabilité supérieure à une chance sur deux que le vecteur soit en
contact avec un individu susceptible.
L’introduction d’un nouveau agent pathogène dans une population n’ayant jamais rencon-
tré cet agent produit des effets dévastateurs. A l’inverse, l’apparition d’un même virus au sein
d’une zone géographique engendre une diminution de la force du virus ce qui réduit l’impact
au niveau de la population. De manière générale, les grandes épidémies de grippe proviennent
de l’extrême orient [150].
M. Gilbert et al. [116] analysent l’impact du changement climatique sur l’écologie des vi-
rus de la grippe aviaire. Ils spéciﬁent que l’inﬂuence directe que les facteurs environnementaux
exercent sur la transmission et la persistance du virus de la grippe aviaire présente de nom-
breuses inconnues d’où l’incapacité d’en émettre des hypothèses.
Au regard de la multiplicité des souches virales existantes dans le cas de la grippe (Hémag-
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glutinine : H1 à H16, Neuraminidase : N1 à N9, . . .), la grippe reste un des ﬂéaux épidémiques
les plus difﬁciles à contrôler. En effet, des travaux récents de A. Vabret et al. [213] portant sur
l’analyse de la grippe saisonnière, il ressort que les problèmes les plus complexes de l’épidé-
miologie de la grippe sont liés à la variabilité des virus grippaux. L’obtention d’une immunité
vis-à-vis de la grippe est donc quasiment impossible. La variété de ses couches implique des
difﬁcultés de mise en œuvre de la vaccination. Les vaccins existants ne sont pas toujours adaptés
aux différentes souches virales d’où la possibilité d’avoir de nouveaux vaccins chaque année.
De plus, la vaccination anti-grippale n’est pas toujours sufﬁsante pour éviter une épidémie lo-
cale.
D’après une étude réalisée par l’institut de veille sanitaire (InVS) [88], la vaccination dès
le début de la pandémie est la mesure la plus efﬁcace. Mais, étant donné que ce modèle est
statique, l’impact des interventions effectuées au cours de la pandémie n’est pas considéré.
Comme nous pouvons le constater à travers l’ensemble des travaux épidémiologiques citées
précédemment, certaines études portent sur la diffusion, incluant parfois l’aspect environne-
mental voire climatologique, la mobilité, la spatialité et d’autres cherchent à tirer proﬁt des
épidémies survenues dans le passé aﬁn de pouvoir anticiper les mesures à prendre lors des
prochaines épidémies (détection du virus grippal, efﬁcacité des mesures prises. . .) comme par
exemple [192, 58, 191, 67, 68, 109].
Effectivement, la détection d’un virus grippal n’est pas toujours très évidente. Cela l’est
encore moins chez les enfants en bas âge. Or, cela est particulièrement ennuyeux puisque c’est
principalement les enfants qui ont tendance à propager le plus l’agent pathogène. Cependant, il
existe des tests de diagnostic rapide de la grippe qui peuvent être utilisés à partir de l’âge d’un
an. Ces tests doivent être administrés avant les 48 heures suivant l’apparition des symptômes.
Dans l’article [67], R. Cohen et al. traitent de l’impact de ces tests en ville au niveau de la prise
en charge des enfants en période de grippe. Ces tests ne sont pas utilisés par l’ensemble du
service médical et de plus, leur utilisation massive entraînerait un coût substantiel.
Dans [39], P.Y. Boëlle analyse la récurrence des maladies épidémiques transmissibles d’un
individu à un autre. Il est établi, qu’à ce jour, il n’existe pas de théorie expliquant la multitude
des apparitions des épidémies.
Dans [68], S. Cohuet et al. font une analyse des enseignements à tirer suite aux six pre-
miers mois de la pandémie de grippe A(H1N1) en 2009. Il en ressort que le pic épidémique a
été atteint en quatre à six semaines. Ce pic a été plus étroit et deux à trois fois plus élevé que
celui observé lors des dernières épidémies saisonnières de grippe. Cela a pour conséquence de
saturer les services de soins intensifs. Ainsi, on a pu constater en Australie et en Argentine une
saturation temporaire de leur système de soins.
En juin 2009, C. Fraser et al. [109] analysent les débuts de la grippe A (H1N1). Ils disposent
des premières données sur la diffusion internationale provenant du Mexique et d’autres pays.
Ils souhaitent déterminer l’évolution de la transmission de l’épidémie et sa virulence. Ces don-
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nées épidémiologiques ont permis de répondre à certaines inquiétudes concernant l’origine, la
mesure, la contagiosité et la virulence de la pandémie. Ils précisent qu’il est difﬁcile de pré-
dire l’évolution de l’épidémie ainsi que sa virulence. Toutefois, les organismes de santé public
doivent poursuivre les collectes de données épidémiologiques car cela permettrait de tester les
divers modèles sur de réelles données ce qui aura pour impact de juger de la qualité du modèle
d’une part et d’autre part, cela permettra de répondre à de multiples questions laissées inertes.
J.C. Rhodes et R.M. Anderson, dans [191], font une étude spatio-temporelle de la propaga-
tion d’une épidémie au sein d’une population hôte. Ils utilisent pour cela un modèle épidémiolo-
gique stochastique de type SIR basé sur une approche de « treillis ». Le choix de cette approche
est justiﬁé du fait de la simplicité du modèle de propagation de la maladie puisqu’il s’agit de
la modélisation d’une simple maladie infectieuse non mortelle. Dans ce modèle, ils considèrent
un taux de contact par rapport à l’âge, des sous-groupes avec des mobilités différentes et une
population hôte distribuée de manière aléatoire. Le but de leur travail est d’étudier la prévalence
et la propagation de l’épidémie à partir d’un individu infectieux. Ils considèrent deux densités
de population minimum : l’une permettant l’émergence d’une épidémie, l’autre permettant la
perpétuation de l’épidémie. Ils s’intéressent au développement de l’épidémie et à l’impact de
la vaccination. Ils démontrent comment la vaccination d’une quantité importante de personnes
susceptibles peut permettre d’éradiquer la maladie.
Suite à une étude faite par B.J Coburn et al. [39], il ressort que la pandémie de la grippe A
(H1N1) peut être contrôlée s’il y a une collaboration entre les pays riches disposant de vaccins
et les pays pauvres n’en disposant pas. En modélisant la transmission à travers plusieurs espèces
différentes, il peut être possible de prévoir l’apparition de souches pandémiques de la grippe.
Plus récemment, Fabrice Carrat et al. [58] se sont intéressés à mettre en évidence l’impact
des actions menées, telles que les vaccinations, les fermetures des écoles ou des lieux de travail,
les mises en quarantaine. . . durant une période épidémique. Nous nous focalisons de plus près
sur ce modèle dans la mesure où il correspond le mieux à notre problématique.
L’auteur établit deux modèles : l’un individuel qui présente les caractéristiques propres à un
individu, l’autre un modèle commun qui détaille les caractéristiques d’un ensemble d’individus.
Le modèle individuel est de type SEIR.
L’auteur considère trois paramètres élémentaires pour décrire les transitions entre les diffé-
rentes étapes précédemment citées :
– Le taux de transmission d’une personne à une autre. Il varie en fonction de l’âge de l’indi-
vidu susceptibles et de l’individu infectieux. Le taux de transmissibilité dépend également
de la date de l’infection. F. Carrat et al., utilisent des fonctions de densité suivant une loi
gamma pour générer la transmission inter-humaine.
– La longueur de la période de latence ﬁxée à une demi-journée.
– La longueur de la période infectieuse.
La capacité d’infection varie en fonction du moment où on est infecté et est proportionnelle
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au degré du virus répandu par l’individu infecté. Dans ce modèle, l’âge est un paramètre impor-
tant dans la mesure où les enfants ont tendance à propager beaucoup plus rapidement le virus
que les adultes et les personnes âgées.
En ce qui concerne le modèle commun, l’auteur forme son « petit monde ». Il génère un
ensemble d’individus en fonction de leur âge, leur sexe et la taille de leur foyer. Chaque individu
dispose d’une maison et d’un lieu de travail (école s’il s’agit d’enfants, travail. . .). De manière
générale, il considère que les enfants sont formés à l’école de leur ville et 80% des adultes
travaillent dans leur ville de résidence. Il modélise les rencontres entre les individus dans les
divers établissements (école, lieux de travail. . .) par les graphes de Barabási – Albert. Le modèle
de graphes de Barabási – Albert est un algorithme générant des graphes aléatoires de réseaux
complexes ; il est fondé sur deux principes :
– La croissance du système : Plus la période de temps augmente, plus le nombre de nœuds
dans le réseau, peu nombreux au départ, augmente.
– Le système préférentiel : Un nœud est connecté à un autre en fonction du degré du 2e
nœud. Ainsi, plus ce dernier sera élevé, plus un nouveau nœud préférera s’y connecter.
L’avantage de ce travail a été de montrer l’impact d’une vaccination massive. Cela étant,
l’efﬁcacité d’une campagne de vaccination dépend essentiellement de la durée de la période
entre l’identiﬁcation du premier cas et la date à laquelle la vaccination est faite. En effet, plus
cette durée est courte, plus la vaccination est efﬁcace. Plusieurs simulations ont démontré l’efﬁ-
cacité de la prévention par des traitements thérapeutiques. En combinant ce traitement avec un
système de prévention, l’impact de la grippe est réduit au début. Néanmoins, ce modèle montre
un certain nombre de limites.
Dans ce modèle, on peut noter qu’une répartition des individus est faite en fonction de leur
âge. Seulement, l’auteur ne considère que trois tranches d’âges à savoir 0-18 ans, 19-65 ans et
les plus de 65 ans. Or, il paraît judicieux de sectionner la tranche 0-18 ans. On a pu constater,
dans le cas de la grippe A (H1N1) cette année, que diverses écoles avaient pu être fermées mais
la répercussion fût moindre pour les lycées.
En second lieu, l’auteur ne prend pas en compte les différents modes de transport utilisés
lors des déplacements de la population. Or, ce facteur nous semble pertinent dans le cas présent.
Enﬁn, l’auteur utilise comme outil de simulation les graphes de Barabási – Albert ce qui
reste contestable dans la mesure où il s’agit de graphes purement aléatoires. Ce type de graphes
reste assez contesté dans le cas de réseaux sociaux car ils ont tendance à omettre certains aspects
du monde réel. D’autre part, travailler avec un graphe ne permet de prendre en compte qu’un
type de relation entre individus. Les relations sociales sont beaucoup plus complexes que cela.
A travers ces articles analysant la diffusion de l’épidémie, on a pu constater que diverses mé-
thodes statiques sont utilisées mais la notion de « mobilité » reste peu présente dans ces études.
Discussion globale des articles :
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Aﬁn de clore cette partie, nous allons mener une discussion globale concernant l’ensemble
des travaux cités précédemment. La littérature développée dans cette partie concerne essentiel-
lement des articles traitant des maladies infectieuses telles que la grippe, le SARS, la rougeole
. . . Ce thème, les maladies infectieuses, englobe une grande quantité de travaux réalisés par di-
vers chercheurs. Nous avons choisi de nous concentrer sur des travaux portant sur la grippe.
Au cours de ces dernières années, les épidémies de grippe ont pris une place importante au
sein de notre société. D’une part, on assiste chaque année à l’apparition d’une grippe saison-
nière mais parfois, celle-ci peut se transformer assez rapidement en épidémie voire pandémie
grippale. Notons tout de même que le virus n’apparaît pas de manière inopinée mais il existe
dans la nature. Une fois que les facteurs le conditionnant sont réunis, le virus « se réveille » puis
il « s’endort ».
Comme nous l’avons explicité ci-dessus, il existe de nombreuses souches de grippe (Hé-
magglutinine : H1 à H16, Neuraminidase : N1 à N9, . . .). Les combinaisons peuvent donc être
multiples. C’est pour cette raison qu’il est difﬁcile d’être immunisé d’une part, et qu’un vaccin
anti-grippal n’est pas forcément adapté à une souche virale présente.
Au cours d’une même période, un même individu ne peut être infecté deux fois de la grippe
à moins qu’il s’agisse de deux souches virales différentes. Un modèle de type SEIRS ne serait
donc pas adapté pour traiter un virus grippal [245].
Grâce à la plupart de ces travaux, au sein de divers pays, il existe une multitude de mesures
pour faire face à une épidémie ou pandémie. Toutefois, les effets de ces mesures sur la dyna-
mique de l’épidémie sont moins bien connus. Ainsi, cette ignorance engendre des difﬁcultés
tant au niveau des priorités que des stratégies à adopter en cas de crise épidémique.
De plus, de la présentation des modèles faite ci-dessus, on peut constater que très peu de
travaux s’intéressent à résoudre ces problèmes. Or, il ne sufﬁt pas de connaître les mesures qui
peuvent être efﬁcaces mais surtout quand et comment les mettre en place. Autrement dit, la
gestion de crise n’est pas un critère à négliger.
D’après les chercheurs Ferguson et al. [103] et Longini et al. [154], un foyer épidémique
naissant peut être contrôlé si des mesures sont mises en œuvre rapidement en combinant la pro-
phylaxie (processus de prévention de l’apparition ou de propagation de la maladie) avec une
couverture élevée et la réduction des déplacements et des regroupements.
Par ailleurs, les travaux utilisant des modèles statiques sont peu ﬁables puisqu’ils sont par
défaut ﬁgés et ne tiennent donc pas compte des évolutions pouvant intervenir au cours de la
phase épidémique.
Dans la plupart des modèles, l’aspect de la mobilité n’est pas toujours pris en compte. Pour-
tant, il semble non négligeable surtout quand il s’agit d’utilisation de transport en commun pour
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effectuer les trajets quotidiens (domicile - travail, loisir - travail, . . .).
Aussi, il ressort d’après les études citées, que la diminution du transport aérien au cours
d’une période épidémique entraîne un ralentissement de l’évolution de l’épidémie. Cela peut
donc laisser du temps à la cellule de crise pour prendre les décisions nécessaires aﬁn d’éra-
diquer au plus tôt la maladie. Cependant, cette mesure ne doit pas être prise seule puisqu’elle
risque d’empirer le processus de propagation de l’épidémie.
Dans la partie suivante, nous allons nous concentrer sur les travaux concernant la gestion de
crise.
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1.2 La gestion de crise
Dans un premier temps, il est primordial de déﬁnir le terme de « crise ». Le mot « crise »
est issu du mot grec « krisis » qui signiﬁe « décision, jugement ». Selon le contexte présent, une
crise est assimilée à une période difﬁcile et inattendue qui peut engendrer d’énormes pertes hu-
maines et\ou ﬁnancières. Nous pouvons citer également les déﬁnitions suivantes puisqu’elles
correspondent à notre approche :
1. Selon F. Le Pont et al., « une crise, tout comme un accident, est une perturbation qui af-
fecte physiquement un système dans son ensemble, menace aussi les objectifs prioritaires
d’une organisation et déﬁe les comportements traditionnels et les valeurs partagées dans
une organisation » [147].
2. D’après P. Mallet et P. Lions, « une situation de crise se caractérise par le dépassement
d’un seuil de désorganisation des acteurs de la gestion de la crise » [156].
3. H. Boukachour et al. déﬁnissent la crise comme étant une « situation limite caractérisée
par une rupture organisationnelle » [46].
4. « En concentrant son attention sur les manifestations visibles, C. Roux-Dufort déﬁnit une
crise comme un accident, un évènement contingent et singulier qui fait irruption dans
l’organisation et le fonctionnement de l’entreprise et induit une perturbation, une tension
et\ou du stress et ﬁnalement une rupture » [194].
Toute crise doit être traitée d’urgence aﬁn de limiter les catastrophes sanitaires et écono-
miques. Selon le coordinateur de l’Organisation des Nations Unies (ONU), la gestion d’une
crise sanitaire nécessite au moins 990 millions d’euros. Ainsi, face à une telle apparition inopi-
née de l’agent pathogène où les conséquences peuvent être fatales, il est nécessaire de mettre en
place une cellule de crise ayant pour objectif d’agir rapidement et le plus efﬁcacement possible.
Il s’agit d’organiser et de coordonner les efforts de plusieurs spécialistes provenant de disci-
plines différentes. Cette cellule de crise va être amené à décider des mesures adéquates à mettre
en place pour gérer au mieux la crise.
Il existe une cellule de veille sanitaire permanente à Genève qui est chargée de se renseigner
sur le domaine dans la presse mondiale. L’Organisation Mondiale de la Santé (OMS) recom-
mande à chaque pays la mise en place d’un plan de lutte sanitaire comprenant des mesures
barrières et une stratégie vaccinale et médicamenteuse. Dans ce cadre, l’OMS a mis en place un
modèle dont ces différents pays doivent s’inspirer pour établir les mesures appropriées de lutte
contre la pandémie grippale.
Il faut noter que la notion de « gestion de crise » a fait son apparition tardivement dans les
mœurs et, plus précisément en 1970. C’est à compter de 1980 que ce terme fut intégré en France
par Patrick Lagadec, spécialiste de la gestion du risque et de la gestion de crise [129].
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La gestion d’une crise peut être déﬁni comme étant l’ensemble des dispositions prises par
un organisme permettant de faire face à celle-ci. Cette gestion s’effectue en trois étapes :
1. Avant la crise : Durant cette période, il faut être vigilant et surtout être en mesure de faire
des simulations de manière à identiﬁer le risque et anticiper les faits. Comme le stipule
P. Lagadec : « les crises de demain sont souvent le refus des questions d’aujourd’hui »
[143]. Sachant que nul n’est à l’abri d’une contamination et ce, quelque soit son milieu
social (artisans, ingénieurs, inﬁrmiers, politiciens. . .), il est important de faire une bonne
campagne de communication. Il est clair que plus la population sera bien informée et
mieux sera gérée la crise. Il peut être nécessaire de se référencer à la loi du 13 août 2004
et\ou aux décrets sur les préparations des crises.
2. Pendant la crise : C’est une étape importante où il faut :
– Évaluer le risque.
– Connaître en temps réel les ﬂux du danger. C’est un très bon indicateur.
– Limiter les impacts car les conséquences peuvent être funestes si les décisions ne sont
pas prises au bon moment.
3. Après la crise : C’est l’étape d’apprentissage qui nécessite la traçabilité de l’ensemble
des actions entreprises durant la période de crise. Elle permettra de juger de l’efﬁcacité
des mesures prises aﬁn de mieux préparer les situations de crises pouvant subvenir dans
le futur.
Certains chercheurs ont souhaité développer des modèles ciblant cette approche de gestion
de crise [143, 78, 128, 194, 46, 129]. Dans [128], G. Hechmati a proposé un système d’informa-
tion établie sur Excel qui a pour but d’aider le décideur en santé publique. L’auteur s’est limité
au canton de Genève et se base sur des données existantes. Bien qu’il tienne compte de la taille
du personnel soignant, le système proposé nécessite une mise à jour permanente et n’intègre
pas les ﬂux de déplacement.
Quelques outils de simulations ont également été créés dans le but d’améliorer la gestion
de crise comme par exemple [197] et [198]. En général, ces outils de simulations utilisent soit
un système multi-agent, soit un système d’information géographique ou encore le couplage des
deux.
Cependant, la validation d’un modèle n’est pas systématique dans la mesure où le recueil de
données épidémiologiques n’était pas toujours réalisé et les données existantes ne sont pas tou-
jours accessibles. Pour remédier à cela, depuis 2006, les chercheurs disposent principalement
de deux bases de données mondiales.
Des simulations de pandémies grippales sont parfois faites au sein de divers pays mais l’in-
convénient majeur c’est qu’elles n’intègrent pas la population alors que celle-ci est au centre du
phénomène de contagion.
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Aux Etats-Unis, grâce aux centres de contrôle et de prévention des maladies (CDC US), il
existe une liste des mesures accessible à tous visant à aider à la gestion d’une crise. Plusieurs
scientiﬁques américains utilisent les systèmes d’informations géographiques pour suivre l’évo-
lution spatiale du virus grippal.
Toutefois, peu de chercheurs s’intéressent réellement à l’impact des mesures prises et sur-
tout des combinaisons de ces mesures qui peuvent être les plus efﬁcaces et les moins couteuses.
C’est pourquoi aujourd’hui encore on peut constater des failles au niveau des décisions prises.
Prenons l’exemple de l’épidémie de Pseudomonas aeruginosa. A la suite de sa découverte,
des mesures ont été prises rapidement pour éradiquer l’épidémie. Mais, après analyse, il a été
constaté que la souche présente de Pseudomonas aeruginosa pour laquelle les mesures draco-
niennes et couteuses ont été prises étaient différentes de la souche épidémique. Ainsi, la gestion
d’une crise nécessite une analyse importante pour la détecter rapidement et mettre en place des
mesures de prévention immédiatement [174]. Considérons le cas de la pandémie de grippe A
(H1N1), on a pu constater en France que la gestion de la vaccination aurait pu être améliorée
du point de vue de l’organisation de la vaccination massive mais aussi concernant le nombre de
doses de vaccins achetées.
Le plus souvent, les auteurs s’intéressent à l’impact d’une mesure sur la crise [167, 114,
183, 173]. Dans l’article [167], A. Mongeat et al. s’intéressent au rôle d’une inﬁrmière en santé
publique. Ils spéciﬁent que les résultats ont été concluants.
Aussi, les pouvoirs publics se doivent de réagir, c’est-à-dire de prendre instantanément les
décisions adéquates permettant la réduction de la propagation de l’épidémie. Ces mesures prises
dépendent entre autre de l’offre de soins fournie par le service médical au regard de l’ampleur
de l’épidémie. La ﬁgure 1.14 ci-dessous est la représentation de l’offre de soin en fonction du
temps. La saturation de l’offre de soin est représentée par la droite horizontale en caractère gras.
Cette ﬁgure illustre deux situations différentes de propagation d’une épidémie. Dans les deux
cas, le seuil de saturation du système de santé est atteint. Cependant, la durée des périodes est
très différente, ce qui engendre ainsi des situations qui doivent être gérées différemment.
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←→ : Période de saturation de l’offre de soin.
FIGURE 1.14 – Présentation de deux cas différents d’évolution d’une épidémie.
D’après la ﬁgure 1.14, on peut constater que la situation de droite est préférée à celle de
gauche. La période où l’offre de soin est saturée y est la plus courte. La situation idéale serait
de gérer au mieux l’épidémie aﬁn ne pas franchir le seuil de saturation de l’offre de soin.
Ainsi, une épidémie peut être propagée très rapidement si les mesures nécessaires ne sont
pas prises au sein de la cellule de crise au moment opportun.
Actuellement, les mesures existantes pour gérer une situation de crise sanitaire sont nom-
breuses :
– Fermeture des frontières.
– Arrêt des transports à usage public.
– Restrictions des déplacements.
– Annulation des soirées et animations nécessitant un rassemblement public.
– Fermeture des établissements scolaires.
– Une ou plusieurs campagne(s) de vaccination.
– Vaccination prioritaire des personnes dites à risque.
– Vaccination de toute la population.
– Port des masques (bien que leur efﬁcacité ne soit pas encore certiﬁée).
– Fermetures des crèches.
– Fonctionnement des entreprises en mode dégradé.
– Isolement de certains patients.
– Utilisation des mouchoirs en papier.
– Lavages réguliers des mains.
– . . .
D’après D. Pittet et al. dans l’article [181], l’hygiène des mains reste une des mesures les
plus efﬁcaces pour lutter contre la dissémination des bactéries à transmission manuportée.
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Dans le cas d’une épidémie de grippe, il est recommandé aux personnels de santé de se faire
vacciner aﬁn de limiter la diffusion de l’épidémie [183, 173].
Suite à la comparaison des caractéristiques de patients atteints de grippe nosocomiale ou
non dans un service de gériatrie, FB. Coles et al. conﬁrment que la grippe peut se propager et
atteindre une proportion importante de patients malgré une couverture vaccinale supérieure à
70% des patients [69].
La mise en œuvre de mesures visant à limiter la diffusion du virus en incluant l’utilisation
d’oseltamivir chez les patients en contact avec d’autres patients atteints a permis de contrôler
l’épidémie selon l’article [9] de A-G. Andrieu et al.
Dans l’article [206], la Société Française de Gériatrie et de Gérontologie signale l’impor-
tance pour les institutions regroupant des personnes âgées de disposer de matériels nécessaires
pour mettre en place les premières mesures en cas d’épidémie (matériel pour le diagnostic ra-
pide de la grippe, masque de protection, stock de tamiﬂu. . .).
La date de mise en action de ces mesures, le choix pertinent de celles qu’il convient de pri-
vilégier, et la durée de leur exécution sont les questions qui s’imposent avec la possibilité de les
associer entre elles pour une meilleure gestion de la crise sanitaire.
A notre connaissance, il n’existe pas actuellement de modèle de gestion de crise permettant
de répondre à l’ensemble de ces questions.
Par ailleurs, l’application de chacune de ces mesures n’est pas sans conséquence. Elle en-
traîne un dysfonctionnement dans la vie quotidienne de chaque individu (écoles fermées, trans-
ports en commun désorganisés, donc entreprises fonctionnant au ralenti. . .) et met à mal l’éco-
nomie de la zone géographique considérée.
Notons qu’il existe deux types de mesures :
1. Mesures à caractère individuel
– Le lavage fréquent des mains.
– La vaccination.
– Le port du masque de protection.
– . . .
2. Mesures à caractère collectif
– La limitation des rassemblements collectifs.
– La vaccination (être vacciné réduit la possibilité de contaminer autrui).
– La désinfection des locaux.
– . . .
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Pourtant certaines entreprises ne peuvent cesser leur activité (centrales nucléaires, person-
nels médicaux. . .). Ainsi, au sein des entreprises, la mise en place d’une cellule de crise peut
être obligatoire [146]. C’est pourquoi en fonction du secteur d’activité, une entreprise peut être
conduit à gérer une crise sanitaire s’il est question d’un agent infectieux transmissible d’humain
à humain. Dans ce cas, les entreprises peuvent opter pour un fonctionnement en mode dégradé.
Le plan de continuité des activités (PCA) a été mis en place de manière à aider les insti-
tutions à fonctionner en mode dégradé. Il permet le maintien des activités dites sensibles et la
protection de la santé du personnel.
Depuis Octobre 2004, le gouvernement français s’est muni d’un plan national de prévention
et d’un plan de lutte contre une épidémie grippale de grande envergure. Les objectifs à atteindre
étant de limiter la diffusion de l’épidémie, de ne pas saturer le système de soins, de sensibi-
liser le personnel médical, « d’organiser la continuité de l’action de l’État et de la vie sociale
et économique dans un contexte dégradé ». Mais, ils présentent l’inconvénient d’être généraux,
difﬁcilement accessibles et peu compréhensibles pour la population. Des questions subsistent :
Comment ces plans ont-ils été construits ? Sur quoi reposent-ils ? Comment ont-ils été validés ?
Ont-ils fait l’objet de tests ?
De plus, lors de l’émergence d’une épidémie, les autorités font souvent appel aux étudiants
du service médical. Ces derniers suivent-ils une formation adaptée ? Leur cursus a t-il été mo-
diﬁé en conséquence ?
Discussion :
Actuellement, il subsiste de nombreuses incertitudes tant sur la gestion d’une crise que sur
son origine mais il est tout de même nécessaire de mettre en place des actions qui puissent être
efﬁcaces dans le but de réduire au maximum la période de la crise.
Dans la partie précédente, nous avons mis en évidence certaines mesures pouvant être prises
lors d’une épidémie : la mise en place d’une campagne de vaccination, la fermeture des établis-
sements scolaires ou encore la diminution du traﬁc aérien en situation de crise épidémique, etc.
Chacune d’elles peut permettre de réduire l’impact d’une épidémie voire d’éradiquer totalement
la maladie. La mise en place de telles mesures, onéreuses par ailleurs, ne garantit pas l’efﬁcacité
des résultats qui sont tributaires des nombreux paramètres évoqués plus haut.
De plus, les chercheurs dans le domaine restent peu nombreux du fait de l’entrée tardive de
cette notion de gestion de crise dans les mœurs et du manque de données. Or, l’élaboration d’un
plan de gestion de crise fondé sur ce type de caractéristique et validé sur des données réelles
permettrait de limiter les failles auxquelles les autorités sont confrontées.
Tout plan de lutte contre une propagation d’épidémie doit permettre la mise en place de
mesures de contrôle :
– simples à appliquer
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– rapides
– peu coûteuses
– souples (tenant compte de l’incertitude)
– ﬁables
Une pandémie est particulièrement complexe à gérer dans la mesure où elle comprend de
nombreuses incertitudes : la date de l’émergence du virus, le lieu géographique où le virus
va émerger, sa virulence, sa durée, sa mutation, l’apparition de la résistance aux anti-viraux. . .
Aussi, les virus évoluent constamment ce qui a tendance à ampliﬁer la tâche des décideurs.
La gestion de crise doit être améliorée de manière individuelle mais aussi collective. L’indi-
vidu étant au cœur du système, il ne doit pas être mis à l’écart lors des exercices de simulation
réalisés. De plus, il s’agit pour le décideur de prendre les décisions visant à maximiser au mieux
les besoins vitaux de la population. Il est donc nécessaire de privilégier l’interdisciplinarité et
de coordonner les actions.
Après avoir mis en lumière les difﬁcultés rencontrés au sein de ce système, nous allons dans
la partie qui suit, traiter des réseaux complexes.
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1.3 Les réseaux complexes
D’après les parties précédentes, nous avons pu constater que plusieurs facteurs, dont cer-
tains sont incontrôlables, interviennent dans la gestion d’une pandémie. Ainsi, nous pouvons
caractériser une pandémie comme étant un phénomène complexe. C’est pourquoi, pour com-
prendre son métabolisme, nous procédons à la modélisation de ce « réseau complexe » [23, 172,
38, 208, 149]. Ce dernier peut être déﬁni comme un graphe de terrain où de nombreux individus
sont en interaction. Les réseaux complexes permettent de mieux comprendre des phénomènes
de propagation d’épidémies sur des réseaux hétérogènes. Ils peuvent également permettre de
répondre à un certain nombre de questions non anodins : quels sont les nœuds importants du
point de vue de la connexité ? Quel est le niveau de diffusion d’un nœud ? Quelle est la résis-
tance d’un réseau c’est-à-dire lors de la suppression d’un certain nombre de nœuds, comment
réagit le réseau ? Quel pourcentage de nœuds du réseau est requis pour observer un changement
signiﬁcatif dans la connexité du réseau ? Quels sont les nœuds les plus liés aux autres ? Quels
sont les nœuds indispensables au bon fonctionnement du réseau ?. . .
Un « réseau » est un ensemble de points, appelés nœuds, en interaction avec d’autres points.
Cette interaction est caractérisée par des arcs (respectivement des arêtes) si le graphe est orienté
(non orienté). Dans la littérature mathématique, les réseaux sont aussi appelés « graphes ».
FIGURE 1.15 – Exemple d’un réseau (graphe non orienté).
Un réseau peut être illustré de la manière suivante où les nœuds et les arêtes peuvent repré-
senter (se référer au tableau 1.1) :
Nœuds Arêtes (arcs)
Aéroports Existence ou non d’une connexion entre les aéroports.
Individus Représentation des interactions sociales.
Molécules Représentation des réactions chimiques.
Ordinateurs Représentation des câbles du montage en réseau.
TABLE 1.1 – Caractérisation des nœuds et des arêtes (arcs).
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En ce qui concerne une pandémie, on peut considérer un réseau de contacts où les nœuds
peuvent représenter des sites et les arcs représentent la probabilité d’être contaminé. De manière
générale, c’est le modélisateur qui, en fonction de ses besoins, déﬁnit les caractéristiques des
nœuds et des arcs. La topologie c’est-à-dire la manière de concevoir le graphe (homogène ou
hétérogène) est importante dans les réseaux. En épidémiologie, par exemple, les topologies des
transports et des déplacements ont un impact direct sur la propagation de l’épidémie.
L’étude des réseaux est un des piliers des mathématiques discrètes. Il existe plusieurs types
de réseaux :
– Les digraphes (ﬁgure 1.16 (a)) : graphes dont les arêtes sont orientées. On utilise aussi le
terme de graphes orientés.
– Les hypergraphes (ﬁgure 1.16 (b)) : graphes où un ou plusieurs arêtes sont connectées à
plus de deux nœuds.
– les graphes bipartis ou réseaux d’afﬁliation (ﬁgure 1.16 (c)) : graphes ayant deux types
de nœuds et dont chaque arête a une extrémité dans chacun des types de nœuds. Ainsi,
aucune arête n’est connectée à un même type de nœud.
FIGURE 1.16 – Exemple de différents types de réseaux.
Les réseaux complexes englobent divers types de réseaux : P2P, les réseaux sociaux, de Pe-
tri, de télécommunication, routiers, électriques, de neurones, aériens. . .
Toutefois, dans le monde réel, on distingue quatre catégories de réseaux complexes :
– Les réseaux sociaux : ensemble de personnes ou de groupes de personnes ayant des sché-
mas de contacts ou d’interactions entre eux [199, 216]. La ﬁgure 1.17 schématise un
exemple de réseau social.
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FIGURE 1.17 – Exemple d’un réseau social.
– Les réseaux d’informations (ou réseaux de connaissance) : L’exemple classique pouvant
être cité est le réseau de citations entre papiers scientiﬁques (se référer à la ﬁgure 1.18).
Chaque nœud caractérise un article et l’arête reliant l’article A vers l’article B spéciﬁe
que l’article A mentionne dans sa référence l’article B. On peut noter que dans ce cas, il
n’y aura pas de circuit dans le graphe.
FIGURE 1.18 – Exemple d’un réseau d’informations : réseau de citations.
– Les réseaux technologiques : Ce type de réseau émane de l’homme. Il a été créé princi-
palement pour la distribution de matières premières et de ressources. Nous pouvons citer
des travaux traitant des réseaux technologiques tels que D.J. Watts et S.H. Strogatz [217],
D.J. Watts [218]. . . D’autres travaux y ont intégrés les réseaux de transport à l’instar de
L.A.N. Amaral et al. [4] pour le réseau aérien, G. Chowell [63] et al. pour le réseau pé-
destre, V.K. Kalapala et al. [137] concernant le réseau routier, P. Sen et al. [200] pour le
réseau ferroviaire, . . .
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FIGURE 1.19 – Exemple d’un réseau technologique : réseau Internet.
– Les réseaux biologiques : Ce sont des réseaux d’éléments touchant au vivant. Nous pou-
vons citer les exemples de réseaux d’interactions entre protéines, de réseaux de régulation
génétique ainsi que les travaux de H. Jeong et al. [133], J. Podani et al. [182], D.A. Fell et
A. Wagner [98] qui portent sur l’étude des propriétés statistiques des réseaux biologiques.
FIGURE 1.20 – Exemple d’un réseau biologique : réseau d’interactions entre protéines [134].
D’après notre sujet de recherche, l’étude des réseaux sociaux [160, 5, 79, 22] est le plus
approprié dans notre cas. En effet, une épidémie se constitue à la suite de la transmission d’un
virus pathogène entre plusieurs individus. De cela, il se dégage clairement que le réseau de
contacts humains est au cœur du modèle. Ainsi, il est nécessaire de savoir comment modéliser
les liens entre les individus d’où l’utilisation des réseaux sociaux. C’est pourquoi, la plupart des
travaux qui suivent porteront principalement sur ce thème.
Dans un premier temps, nous allons donner successivement un certain nombre de déﬁnitions
qui sont utilisées en théorie des graphes et qui sont nécessaires à la compréhension de notre
modèle des réseaux stochastiques.
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1.3.1 Déﬁnitions
Algorithme de routage : Un algorithme de routage a pour objectif de calculer le chemin
d’un nœud source à un nœud destinataire. Le chemin spéciﬁé par l’algorithme est dit chemin de
routage.
On dit que le routage est centralisé lorsqu’un nœud dispose de toutes les informations sur l’état
du réseau. A tout moment, il est capable de calculer le chemin optimal entre deux nœuds. Tou-
tefois, ce type de réseau comprend des limites car en cas de dysfonctionnement de ce nœud
central ou lors de l’interruption d’une connexion entre ce nœud central et le reste du réseau,
cela entraîne des répercussions sur la ﬁabilité et le bon fonctionnement du réseau.
Algorithme de routage décentralisé : un algorithme de routage est dit décentralisé si en
chacun des nœuds du réseau il dispose des informations concernant :
– le graphe sous-jacent,
– la position de la cible,
– la position de ses voisins locaux et longue distance.
C’est la latence et la longueur du chemin calculée qui permettent de juger de l’efﬁcacité de cet
algorithme. Les long contacts des nœuds non visités ne sont pas connus.
Arc : Un arc est une connexion entre deux nœuds dans un graphe orienté.
Arête : Une arête est un lien entre deux nœuds ou sommets.
Assortativité : L’assortativité ou l’attachement préférentiel se caractérise par la préférence
de connections entre des nœuds de fort degré. Ainsi, les nouveaux sommets sont connectés
aléatoirement aux sommets existants mais ils choisissent de se relier à un sommet existant
ayant une probabilité p qui croit avec le degré du sommet. C’est pourquoi, plus un sommet à
des voisins, plus il sera choisi préférentiellement. Pour calculer l’assortativité d’un graphe, on
utilise la formule suivante :
knn(k) =
∑
i δ(ki − k)knn,i∑
i δ(ki − k)
où ki désigne le degré du sommet i et knn,i désigne le degré de corrélation d’un sommet i.
Si knn(k) est croissant, on dit que le réseau a un comportement assortatif. Dans ce cas, on
constate que les nœuds fortement connectés sont reliés à d’autres nœuds fortement connectés.
Cela peut s’illustrer par les réseaux sociaux (popularité) ou encore les gros sites reliés à d’autres
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gros sites.
Si knn(k) est décroissant, on dit que le réseau a un comportement non assortatif. Les nœuds
fortement connectés sont reliés à des nœuds faiblement connectés. C’est le cas d’internet ou
encore des gros sites reliés à des petits sites.
Boucle : Une boucle est un arc ou une arête sortant et arrivant sur le même nœud.
Chaîne : Une chaîne est une succession ﬁnie de nœuds connectés par des arêtes.
Chemin :Un chemin est une succession de nœuds reliés par des arcs dans un graphe orienté.
Chemin simple : Un chemin est dit simple quand chaque arc apparaît au plus une fois.
Chemin élémentaire : Un chemin est dit élémentaire quand chaque nœud apparaît au plus
une fois.
Circuit : Un circuit est un chemin simple dont le nœud de départ est identique à celui de
l’arrivée.
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Coefﬁcient de clustering : Dans ce rapport, nous conservons les termes d’origine anglaise
« cluster », « clustering » et « coefﬁcient de clustering » car leur traduction en français n’est pas
très adaptée. Le coefﬁcient de clustering mesure la densité locale d’un nœud. C’est la probabi-
lité que deux voisins d’un même nœud soient voisins entre eux. Pour le calculer, on utilise la
formule suivante :
C(u) = 2×
| V(u) |
d(u)× (d(u)− 1)
où V(u) est le nombre d’arêtes (ou arcs) entre les voisins de u et d(u) est le degré du nœud u.
Degré d’un graphe : Le degré d’un graphe est le plus grand degré de tous ses nœuds.
Degré d’un nœud : Le degré d’un nœud c’est le nombre de voisins que possède ce nœud.
Degré de corrélation : Le degré de corrélation d’un nœud est le degré moyen du nombre
de voisins de ce nœud. Pour le calculer, on utilise la formule suivante :
knn,i =
∑
j aijkj
ki
où kj désigne le degré du nœud j et aij =
{
1 si j est un voisin de i
0 sinon
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ki = 4
knn,i = (3 + 4 + 4 + 7)/4 = 4, 5.
FIGURE 1.21 – Exemple du calcul du degré de corrélation du sommet i.
Degré entrant d’un nœud : Le degré entrant d’un nœud est le nombre de voisin arrivant au
nœud.
Degré sortant d’un nœud : Le degré sortant d’un nœud est le nombre de voisin issu d’un
nœud.
Diamètre : Le diamètre d’un graphe est la plus grande distance entre deux nœuds.
Digraphe fortement connexe : Chaque nœud du graphe peut atteindre tous les autres en au
moins un chemin.
Distance : La distance est la longueur de la plus courte chaîne ou du plus court chemin entre
deux nœuds.
Graphe aléatoire : Un graphe aléatoire est un graphe engendré par un processus aléatoire.
Graphe augmenté : Un graphe est dit augmenté lorsque à un graphe initial on rajoute des
arêtes.
Graphe non orienté :Un graphe non orienté est un graphe dont les arêtes ne sont pas orien-
tés.
Graphe orienté ou digraphe :Un graphe orienté est un graphe dont les arêtes sont orientés.
Graphe régulier : Un graphe est dit régulier lorsque tous ses sommets sont de degré iden-
tique. Si ce degré est k, on dit qu’il est k-régulier.
K-cores : Le k-cores est le plus grand sous-graphe pour lequel chaque nœud est au moins
de degré k.
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Latence : La latence d’un algorithme de routage est le nombre maximum de nœuds visités
ou interrogés durant le routage.
Nœud : Un nœud est un sommet d’un graphe.
Nœuds isolés : Les nœuds isolés sont des nœuds peu connectés.
Ordre d’un graphe : L’ordre d’un graphe est le nombre de nœuds constituant ce graphe.
Réseau :Un réseau est un ensemble de nœuds connectés entre eux par des arêtes ou des arcs.
Réseau complexe : Un réseau est dit complexe lorsque le comportement global des entités
est différent de la somme des comportements de ses entités individuelles.
Réseau d’interactions : Un réseau d’interactions est un ensemble d’entité interagissant de
façon individuelle.
Réseau hétérogène : Un réseau est dit hétérogène quand on observe des ﬂuctuations au
niveau des nombres de voisins des nœuds. La distribution des degrés suit une loi de Puissance.
Les graphes hétérogènes sont la modélisation de la plupart des réseaux réels.
FIGURE 1.22 – Distribution des degrés de réseaux réels.
Réseau homogène :Un réseau homogène est un réseau dont le nombre de voisins de chaque
nœud varie très peu autour d’une valeur moyenne. La distribution des degrés suit une loi de
Poisson.
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FIGURE 1.23 – Courbe des distributions des degrés.
Réseau ouvert : Un réseau ayant plusieurs connections faibles.
Supernœud : Un supernœud est un nœud très connecté. Autrement dit, son degré est très
élevé.
Voisin : Le voisin d’un nœud x est le nœud connecté au nœud x.
Suite à l’établissement de ces diverses déﬁnitions, nous allons nous intéresser aux travaux
réalisés dans le cas de la modélisation des réseaux complexes.
1.3.2 La modélisation des réseaux complexes
Origine
L’étude des réseaux complexes débuta à la suite de l’expérience du psychologue Stanley
Milgram en 1967 [162].
FIGURE 1.24 – Photographie de Stanley Milgram.
Cette expérience consiste en l’envoi de courriers postaux d’une personne située au Nebraska
à une personne cible résidant à Boston dont elle possède un minimum d’informations (nom,
prénom, métier, ville) mais pas son adresse. L’expéditeur, se basant sur des directives, doit
transmettre ce courrier à une personne intermédiaire de son choix. Celle-ci sera chargée de
transmettre le courrier reçu à l’une de ses connaissances qui pourrait connaître le destinataire
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souhaité.
S. Milgram s’aperçoit que la longueur moyenne de la chaîne est faible par rapport au nombre
de personnes vivant sur la planète. Cette longueur moyenne est évaluée à six « degrés de sépara-
tion ». Autrement dit, cette expérience met en évidence qu’à travers un réseau de connaissances
professionnelles ou amicales, deux personnes qui ont une connaissance commune ont beaucoup
de chance de se connaître.
La plupart des grands graphes ont un petit diamètre. Ainsi, le dicton « le monde est petit »
semble s’appliquer d’où l’appellation de « graphes petit-monde ».
Cependant, cette expérience fut très critiquée car :
– Les moyens disposés à l’époque n’étaient pas sufﬁsants pour vériﬁer une telle expérience.
– L’échantillon n’était pas restreint à un sous-groupe de population (acteurs. . .).
– Seule une faible quantité de lettres arriva à destination (5%).
– En fonction des caractéristiques sociales (richesse, ethnies. . .), les résultats diffèrent.
Mais, c’est suite à l’arrivée d’Internet que l’expérience de Milgram fut revalorisée. De nom-
breuses expériences du même type ont pu être effectuées mais, en somme, il résulte que la
longueur moyenne de chaîne fut inchangée.
Les graphes aléatoires
1 : Le modèle de Erdös-Rényi
De manière générale, en faisant allusion aux graphes aléatoires, on fait référence au mo-
dèle de Paul Erdös et Alfred Rényi [96] qui est l’un des premiers modèles théoriques de
réseau. Ils ont mis en place un modèle simple de réseau appelé Gn,p ayant n nœuds avec la
probabilité p d’être connectés l’un à l’autre et donc, une probabilité 1 - p de ne pas y être
connectés. Il est déﬁni de la manière suivante : « étant donné deux entiers n et m, le graphe
à n sommets obtenu en tirant aléatoirement m paires de sommets qui formeront les arêtes »
[124]. Plusieurs versions de ce modèle ont été formulées mais le modèle Gn,p est le plus
courant.
Le graphe obtenu par ce processus est choisi parmi Cpn(n−1)/2 graphes. Autrement dit,
C
p
n(n−1)/2 est le nombre de graphes avec n nœuds et p arêtes formant une probabilité équi-
probable d’être réalisé. Le nombre d’arêtes maximum est n(n−1)
2
. Ainsi, le nombre moyen
d’arêtes équivaut à n(n−1)
2
× p.
Une arête étant issue à la suite de deux connexions à deux nœuds donc le nombre moyen de
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connexions est le double du nombre moyen d’arêtes soit np(n − 1). Ainsi, le degré moyen
des nœuds est : z = np(n−1)
n
= p(n− 1) ≃ np quand n est grand. A partir de ce résultat, on
peut exprimer toute propriété en fonction de n, z ou p.
De plus, beaucoup de propriétés intéressantes des graphes aléatoires émanent de ce mo-
dèle. L’une d’elles est la formation d’une composante géante (se référer à la ﬁgure 1.25)
suite à une étape transitionnelle en fonction du degré moyen de nœuds z. Une composante
géante est déﬁni comme étant un ensemble maximal de nœuds fortement connectés. Géné-
ralement, ce sous-graphe contient la plupart des nœuds du graphe. Notons qu’il existe tout
de même dans le graphe des petites composantes en dépit de la composante géante. Par
ailleurs, lorsque le nombre de nœuds n est petit, le degré moyen des nœuds z est également
petit ce qui a pour incidence que la plupart des nœuds du graphe ne sont pas connectés entre
eux.
FIGURE 1.25 – Exemple d’une composante géante.
La formation d’une composante géante au sein d’un graphe aléatoire rappelle le compor-
tement de nombreux réseaux réels tels que les réseaux sociaux où les connexions entre les
individus sont très denses et, il n’est pas exclut la possibilité qu’il y ait une composante
géante.
Cependant, ce modèle utilise un réseau homogène où chaque nœud dispose du même nombre
de voisins et, de plus, il est statique du fait de l’impossibilité d’effectuer des modiﬁcations
au cours du temps.
D’autre part, les réseaux réels se différencient nettement des réseaux aléatoires. Nous pou-
vons citer les travaux de Réda Albert et Albert-Laszlo Barabási [3] et ceux de Steven H.
Strogatz [208] qui dénotent deux différences incontournables. La première étant qu’au sein
des réseaux réels, il existe des forts coefﬁcients de clustering [217] ce qui n’est pas le cas
dans les réseaux aléatoires. Cela s’illustre bien dans le tableau suivant :
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network n z clustering coefﬁcient C
measured random graph
Internet (autonomous systems) 6 374 3.8 0.24 0.00060
World-Wide Web (sites) 153 127 35.2 0.11 0.00023
Power grid 4 941 2.7 0.080 0.00054
Biology collaborations 1 520 251 15.5 0.081 0.000010
Mathematics collaborations 253 339 3.9 0.15 0.000015
Film actor collaborations 449 913 113.4 0.20 0.00025
Company directors 7 673 14.4 0.59 0.0019
Word co-occurence 460 902 70.1 0.44 0.00015
Neural network 282 14.0 0.28 0.049
Metabolic network 315 28.3 0.59 0.090
Food web 134 8.7 0.22 0.065
TABLE 1.2 – Comparaison des coefﬁcients de clustering entre réseaux réels et graphes aléa-
toires.
L’autre différence concerne la distribution des degrés des graphes [3] . Dans un graphe
aléatoire, la probabilité qu’un nœud dispose d’un degré k, noté pk suit une distribution
binomiale où :
pk =
(
n− 1
k
)
pk(1− p)
n−1−k
Puis, quand le nombre de nœuds n≫ kz, on obtient une distribution de Poisson :
pk =
zke−z
k!
puisque les graphes sont homogènes.
Or, dans les réseaux réels, les graphes suivent une distribution en puissance ce qui est loin
d’être une distribution de Poisson.
En conclusion, bien que le modèle de P. Erdös et A. Rényi [96] a permis des avancés dans
le domaine aléatoire, il ne permet toutefois pas de représenter des réseaux réels.
2 : Les graphes aléatoires généralisés
Comme nous venons de le souligner, les graphes aléatoires au sens de Erdös-Rényi suivent
une loi de Poisson ce qui n’est pas approprié dans le cas du réseau réel. C’est pourquoi,
Molloy et Reed [189] ont étendu le précédent modèle pour le rendre plus réaliste. L’objectif
de leurs travaux a été de maintenir les propriétés des graphes aléatoires à l’exception du
degré de distribution qui suit une loi de puissance.
La conﬁguration du modèle est la suivante : soit une séquence de degré ki des nœuds où
i = 1, . . . , n qui suit, par exemple, une loi de puissance. A chaque nœud i, on attribue un
degré ki appartenant à la séquence des degrés. Puis, on connecte des paires de nœuds uni-
formément et aléatoirement de manière à conserver le degré des nœuds.
C. Basileu 52
1.3. Les réseaux complexes UCBL
Le graphe aléatoire obtenu n’est pas l’unique graphe suivant une distribution de puissance
que l’on aurait pu obtenir. C’est un graphe choisi de manière aléatoire parmi un ensemble
de graphes possédant la séquence du degré souhaité.
L’inconvénient de cette méthode est qu’elle ne permet pas de résoudre le problème des forts
coefﬁcients de clustering.
Le modèle de Albert-Barabási
En 1965, D.J.S. Price [184] fut le premier à introduire les réseaux « scale-free » appelés
réseaux « sans échelles » ou « invariants d’échelle ». Son modèle analyse les nœuds entrants et
sortants dans les citations d’articles scientiﬁques et il découvrit une loi de puissance. Il constata
que plus le degré d’un nœud est élevé, plus ce degré augmente. Price qualiﬁa ce processus d’
« avantage cumulatif ». De nos jours, de part R. Albert et A.L. Barabási [3], cette appellation
est plutôt connue sous le terme d’ « attachement préférentiel ». Plus communément, ce terme
rappelle la citation « les riches deviennent toujours plus riches ».
R. Albert et A.L. Barabási [3] mettent en place le même type de modèle sauf qu’ils consi-
dèrent un graphe non orienté. Le degré initial d’un nœud estm donc chacun des nœuds dispose
initialement d’une probabilité non nulle d’être connecté à un autre nœud. La probabilité qu’une
connexion entre deux nœuds se fasse est :
kpk∑
k kpk
=
kpk
2m
A chaque nœud ajouté dans le réseau, on ajoutem arêtes (condition initiale) donc
∑
k kpk =
2m où 2m est le degré moyen du réseau. Les arêtes étant non orientées, les degrés des nœuds
connectés augmentent. Ils supposent que la probabilité que deux nœuds soient reliés est aléa-
toire et uniforme.
Le nombre moyen de nœuds gagnant une connexion d’arête lors de l’ajout d’un nouveau
nœud est :m× kpk
2m
= kpk
2
.
Le nombre npk de nœuds de degré k diminue suivant ce résultat et le degré des nœuds ga-
gnant de nouvelles arêtes est k + 1. Le nombre de nœuds de degré k augmente également car,
les nœuds précédemment de degré k − 1 acquièrent une nouvelle arête en dépit des nœuds de
degré m.
Notons pk,n la valeur de la probabilité de pk avec un graphe ayant n nœuds. On peut donc
déduire le comportement du réseau pour chaque nœud ajouté en fonction de npk :
– Si k < m : aucun nœud n’est rajouté car la condition initiale n’est pas réunie.
– Si k = m : (n+ 1)pm,n+1 − npm,n = 1− 12mpm,n
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– Si k > m : (n+ 1)pk,n+1 − npk,n = 12(k − 1)pk−1,n −
1
2
kpk,n
Au regard des solutions stationnaires pk,n+1 = pk,n = pk, on a :
pk =
{
1− 1
2
mpm si k = m
1
2
(k − 1)pk−1 −
1
2
kpk si k > m
R. Albert et A.L. Barabási obtiennent :
pm =
2
m+ 2
et
pk = pk−1
k − 1
k + 2
soit [142, 87] :
pm =
2m(m+ 1)
(k + 2)(k + 1)k
et
pk =
(k − 1)(k − 2)...m
(k + 2)(k + 1)...(m+ 3)
Quand k est grand, nous avons une distribution qui suit une loi de puissance pk ∼ k−3 avec
un exposant α = 3.
L’un des avantages de ce modèle est que l’attachement préférentiel est linéaire. Cela peut
se constater de manière empirique mais aucune preuve formelle n’a été élaborée. Toutefois, le
graphe constitué par cette méthode de R. Albert et A-L Barabási est un arbre ce qui n’est pas
réaliste pour des réseaux réels. Beaucoup d’auteurs se sont intéressés à ce modèle en suggé-
rant des modiﬁcations voire des extensions transformant son comportement ou le rendant plus
réaliste vis-à-vis des réseaux réels.
Les graphes petit-monde
Il n’existe pas de déﬁnition précise de graphe petit-monde. On retiendra qu’un graphe petit-
monde dispose de peu d’arêtes et d’un diamètre polylogarithmique (n), où n est le nombre
de nœuds [233]. On parle aussi de petit-monde navigable qui détient les caractéristiques d’un
graphe petit-monde auquel on y ajoute un algorithme qui permet de trouver une route de lon-
gueur O(polygon(n)) entre toute paire de nœuds.
C. Basileu 54
1.3. Les réseaux complexes UCBL
Les graphes petit-monde ont les caractéristiques suivantes :
– Une faible densité : le nombre d’arcs est minime par rapport au nombre de sommets du
graphe.
– Une structure robuste : la distance moyenne entre deux sommets est petite.
– De nombreux courts chemins.
– Une densité locale forte.
Les graphes petit-monde ont la caractéristique de fournir une bonne modélisation des ré-
seaux sociaux. Il en décline donc de l’intérêt pour la modélisation de propagation d’épidémie.
En 1998, Watts et Strogatz [217], travaillant sur la modélisation de grands graphes ayant
des petits diamètres, mettent en évidence que les graphes petit-monde ne sont ni aléatoires, ni
réguliers. Cet aspect est assez important car en général, pour modéliser des interactions entre
les composants de systèmes complexes, il était possible d’utiliser soient des graphes aléatoires
soient des graphes réguliers mais ils étaient peu appropriés. Les graphes petit-monde sont adap-
tés à la modélisation car ils ont tendance à donner une bonne représentation du monde réel.
La ﬁgure 1.26 ci-dessous illustre le recablage aléatoire du réseau : au départ, l’on dispose
d’un réseau régulier c’est-à-dire que p = 0, p est la probabilité qu’un nœud soit lié à un autre
choisi aléatoirement. Quand p = 1, on obtient un graphe aléatoire. On obtient un graphe petit-
monde quand p ∈]0; 1[.
FIGURE 1.26 – Procédure de reconnexion entre réseau régulier et réseau aléatoire.Watts et Stro-
gatz.
D’après les travaux récents de A.L. Barabási en 2000 [19], il ressort que la plupart des
graphes petit-monde ont une structure hiérarchique. Plus précisément, dans un graphe petit-
monde il existe peu de nœuds ayant beaucoup de voisins, ceux-ci ont un nombre moindre de
voisins. . .
En 2002, N. Zekri et J-P. Clerc [223], ont mis en place un modèle qui tient compte des varia-
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tions du nombre de voisins proches et des courts circuits. Ces variations affectent le seuil pour
passer d’un état à un autre soit le seuil de percolation. Le seuil de percolation est déﬁni comme
étant la concentration p à laquelle un amas de taille inﬁnie apparait dans un réseau de taille
inﬁnie [64]. Le réseau social qu’ils considèrent n’est ni réseau régulier ni un graphe aléatoire
car il contient des amas [41] ; il s’agit d’un réseau ﬁgé car les contacts se font à un moment
précis.
Dans [141], B. Kogut et G. Walker font une application des réseaux au monde des en-
treprises. Ils s’intéressent aux relations d’actionnariat, plus précisément à la possession et au
contrôle des entreprises.
D.J. Watts, dans [219], montre que la normalisation des paramètres de réseaux permette de
comprendre les propriétés des dynamiques des réseaux sociaux.
Les graphes petit-monde permettent de normaliser le clustering et les longueurs de chemin
[141]. Les champs d’application des graphes petit-monde sont multiples : informatiques (ré-
seaux WEB, réseaux P2P), industriels (réseaux d’entreprises), sciences humaines (réseaux de
relations professionnelles, réseaux économiques), sciences de la vie (réseau de protéines), lin-
guistiques, épidémiologiques. . .
J. Kleinberg, dans [139], propose divers algorithmes pour construire des graphes petit-
monde. J. Kleinberg a proposé un modèle permettant d’étudier le caractère décentralisé de la
trajectoire de la lettre issue de l’expérience de Milgram à l’aide d’un algorithme décentralisé. Il
utilise un graphe orienté, une grille n× n, chaque nœud du graphe est relié à un autre avec une
probabilité proportionnelle à d(u, v)−r où u et v sont deux voisins, r une constante universelle.
Théorèmes
Dans cette partie, nous citerons quelques théorèmes qui peuvent être utilisés pour les graphes
petit-monde.
Théorème 1.3.1 En testant en moyenne O(logn) liens, on en trouve un qui divise la distance
par deux.
Ce théorème permet de trouver la borne inférieure du chemin.
Théorème 1.3.2 [108] Chaque nœud connaît la liste des voisins de ses O(logn) plus proches
voisins sur la grille.
Le glouton calcule des chemins de longueur moyenne O(log1+1/dn/k1/d). Dans un réseau
social, il y a une certaine dépendance à la dimension.
Théorème 1.3.3 Selon Watts, dans [219], la longueur moyenne du plus court chemin tend vers
log(n)
log(k)
pour tout graphe aléatoire c’est à dire pour presque toutes les topologies et le coefﬁcient
de clustering attendu est k
n
avec n : un ensemble des nœuds et k : un ensemble des liens.
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Théorème 1.3.4 Deux nœuds connectés à un même nœud ont une forte probabilité d’être connec-
tés.
Exemple : Laurie connait Thibault et Laurie connait Aurélie donc Aurélie et Thibault ont de
forte chance de se connaître (lors d’une sortie entre amis par exemple).
Théorème 1.3.5 [40] Soit une constante k ≥ 3. Si nous choisissons au hasard un ensemble de
graphes ayant n nœuds pour lesquels chaque nœud a exactement k degrés, alors il y a une forte
probabilité que chaque paire de nœud soit joint par un chemin de longueur O(log n).
Les longueurs du chemin sont logarithmiques en n, voire plus généralement polylogarith-
mique en n. Un graphe sera dit « petit-monde » lorsque toute paire de nœud sera connecté à une
longueur de chemin polylogarithmique en n. Dans ce cas, la longueur du chemin sera exponen-
tiellement plus petit que le nombre de nœud.
Théorème 1.3.6 [140]
1. Soit un modèle hiérarchique avec un exposant β = 1 et k un degré tel que k = c log2n,
pour une constante c sufﬁsamment grande, on a un algorithme décentralisé à une vitesse
polylogarithmique.
2. Si β 	= 1 et k(n) est une fonction polylogarithmique alors il n’y a pas d’algorithme
décentralisé dans un modèle hiérarchique avec un exposant β et k(n) degré qui donne
une vitesse polylogarithmique.
Demanière générale, on peut imaginer plusieurs façons de construire un réseau. Par exemple,
on place les nœuds à la fois sur une hiérarchie et un treillis (graphe très simple et très régulier)
simultanément. Aussi, cela devient naturel de considérer des structures plus générales dans les-
quelles une partie de ces limites donnent simultanément un résultat simple.
Exemples de champs d’application
Dans cette partie, nous tacherons de présenter deux exemples pour lesquels les graphes petit-
monde sont assez utilisés. Il s’agit des graphes petit-monde lexicaux et des graphes petit-monde
appliqués au domaine de l’épidémiologie.
1 : Petits-monde lexicaux
A partir d’une déﬁnition relevée dans un dictionnaire quelconque, il est possible d’en éta-
blir un graphe petit-monde. Les nœuds du graphe seront les mots ou verbes contenus dans
la déﬁnition du mot. Un lien représente une relation sémantique. Par exemple, prenons la
déﬁnition suivante du verbe écorcer (se référer aux ﬁgures 1.27, 1.28 et 1.29) :
FIGURE 1.27 – Déﬁnition du verbe écorcer Dictionnaire Robert. [115]
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On peut donc déduire le graphe suivant :
FIGURE 1.28 – Extrait du graphe autour du verbe écorcer. Dictionnaire Robert.[115]
A partir de ce graphe composé de mots et de verbes, on peut obtenir le graphe des verbes
suivant :
FIGURE 1.29 – Extrait du graphe des verbes autour du verbe écorcer. Dictionnaire Robert.[115]
Cette application des graphes petit-monde est très utilisée car l’exploration du graphe per-
met de mettre en évidence la structure qu’il modélise tout en rendant l’information acces-
sible à un système automatique.
2 : Petit-monde épidémiologique
Dans le domaine de l’épidémiologie, les grands réseaux d’interactions ont un impact sur
le mécanisme de diffusion de l’épidémie. Le début d’une épidémie est caractérisé par une
évolution du nombre de cas au moins en puissance sinon exponentielle. En effet, « tout virus
dont le degré de contagiosité est inférieur à un seuil critique ﬁnit par disparaître. Au delà du
seuil critique, le virus se développe exponentiellement, infectant toute la population » [21].
Un réseau d’amis ou de contacts professionnels caractérise un graphe petit-monde. Celui-ci
peut-être considéré de telle sorte que :
– Un nœud du graphe représenterait un individu.
– Un lien du graphe schématiserait une rencontre.
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– Les voisins d’un nœud pourraient être des parents proches (frères et sœurs, père et mère,
des voisins. . .).
– Les courts circuits caractériseraient les rencontres sur les lieux professionnels (écoles,
travails. . .).
Barret et al., dans [24], ont mis en place un modèle pour simuler les déplacements des indi-
vidus devant emprunter les moyens de transport. Ce modèle a également été utilisé à des ﬁns
épidémiologiques pour la simulation de la propagation d’épidémies. La mise en place d’un
tel modèle a nécessité un certain nombre d’informations concernant les individus à savoir
leur point de départ, leur localisation, leur activité actuel, le(s) types de transport utilisé et
les personnes les accompagnant ; données en la possession des auteurs.
L’utilisation des réseaux « petit-mondes » au sein d’un modèle épidémiologique permet de
spéciﬁer que l’épidémie peut atteindre très rapidement un grand nombre de personnes. De
plus, la modélisation sous forme de réseau reste très appréciée dans la mesure où elle facilite
la mise à jour des données. L’insertion de données est très pratique. Aussi, l’exploration du
graphe peut être faite sans difﬁculté particulière. Le début d’une épidémie peut être repéré
en fonction de la distribution des tailles d’amas autour du seuil de percolation.
On distingue deux types de diffusion spatiale des épidémies :
– Celle basée sur l’étude de conﬁguration des réseaux dans une perspective de modélisation
à l’instar des modèles de D.J. Watts [220], de A.L. Barabási [20]. . .
– Celle basée sur les synergies d’interactions.
Le modèle épidémiologique constitué doit tenir compte de la répartition spatiale des villes.
De plus, la proximité de deux villes engendre une répartition de l’activité salariale d’autant
plus si ces villes sont de petites tailles. Les habitants sont amenés à se déplacer quelques
fois d’une ville à l’autre en fonction de leur lieu de domicile et de leur lieu de travail.
Dans [97], S. Eubank et al. mettent en place un modèle pour analyser la diffusion de la
variole à Portland aux Etat-Unis tenant compte des comportements des individus, des inter-
actions entre eux, des réseaux relationnels et des effets de la structure spatiale. Ce travail
utilise l’application de C. Barret et al. [24] qui simule les déplacements des individus dans
une ville contrainte des infrastructures de transport.
S. Eubank et al. incluent l’hypothèse forte qu’un individu n’a que 15 contacts au sein de la
journée et que ce nombre est ﬁxe pour chaque individu. Après la simulation de ce modèle
pour lequel S. Eubank et al. considèrent 180000 lieux et 1,6 million d’agents, ils testent
l’impact de diverses actions menées (vaccinations. . .). Il constate que plus l’intervention est
rapide, plus les actions menées peuvent être efﬁcaces.
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FIGURE 1.30 – Topologie de réseau social de type « Petit-Monde ». D’après S. Eubank, 2004.
Le modèle de B. Daull [77] donne une nouvelle approche de la modélisation de propagation
d’épidémie. Il se base essentiellement sur le modèle précédemment cité. B. Daull considère
deux cités distinguées par leur connectivité : l’une forte, l’autre faible. Il introduit une to-
pologie dans la simulation. Son modèle, considérant 3000 agents, est décrit de la manière
suivante (se référer à la ﬁgure 1.31) :
FIGURE 1.31 – Exemples d’activités virtuelles de quelques habitants de la ville.
Il en ressort, dans ce modèle, que l’épidémie se propage plus rapidement dans la cité ayant
une faible connectivité.
D’après A.L. Barabási et E. Bonabeau, dans [21], « Tout virus dont le degré de contagiosité
est inférieur à un seuil critique ﬁnit par disparaître. Au-dessus du seuil critique, le virus se
développe exponentiellement, infectant toute la population ». Les réseaux pour lesquels la
distribution des degrés des nœuds suit une loi de puissance ont un seuil critique nul.
En somme, un des moyens pour éradiquer les épidémies est l’isolement des supernœuds.
Toutefois, supprimer 5 à 15% de la totalité des supernœuds peut entraîner la perte du sys-
tème [21]. Donc il vaut mieux protéger les supernœuds pour engendrer le moins de pertur-
bation possible dans le système.
Discussion
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Comme nous avons pu le voir dans les parties précédentes, l’individu est au cœur du proces-
sus de contamination d’une épidémie. Le virus se propageant lors de contacts entre les individus,
donc il est important de pouvoir modéliser le réseau que constitue ces contacts. D’où l’intérêt
de l’étude des travaux sur les réseaux complexes, incluant les réseaux sociaux.
Ainsi, à la suite de la présentation des divers travaux effectués dans le domaine des réseaux
complexes, nous avons pu constater que l’étude des réseaux complexes débuta avec l’expérience
de Milgram. Ne disposant pas de moyens pour vériﬁer les qualités du modèle, ce dernier eut
peu d’intérêt à l’époque. L’arrivée d’Internet a permis de revaloriser puis de relancer les travaux
dans le domaine.
En premier lieu, les travaux d’Erdös et Rényi sont à la base des graphes aléatoires. Bien que
leur modèle présente des propriétés intéressantes, il dispose d’handicaps majeurs du fait que
le réseau constitué ne soit pas adapté aux réseaux réels. Outre l’homogénéité de leur modèle,
le coefﬁcient de clustering reste trop peu élevé. Nous donc pouvons afﬁrmer que les graphes
aléatoires ne sont pas des réseaux réels.
Dans le but d’approcher les réseaux réels, Molloy et Reed se sont inspirés du modèle d’Erdös
et Rényi et ont proposé un modèle hétérogène suivant une distribution de puissance. Ce modèle,
caractérisé de graphes aléatoires généralisés, ne permet pas résoudre le problème du fort coefﬁ-
cient de clustering ce qui est assez contraignant.
Pour remédier à cette contrainte, Albert-Barabási propose un modèle considérant des graphes
non orientés basé sur la notion d’ « attachement préférentiel ». Cela est en harmonie avec le dic-
ton « les riches deviennent encore plus riches » mais le réseau obtenu est un arbre ce qui s’écarte
des caractéristiques des réseaux réels.
Puis naissent les graphes intermédiaires aux graphes réguliers et aux graphes aléatoires : les
graphes « petit-monde » combinant un fort coefﬁcient de clustering et une distance moyenne
faible. Cette dénomination de « petit-monde » surgit car il s’agit d’un réseau dont la densité est
faible, la longueur du chemin est peu élevée et dont la structure est robuste. Les deux particula-
rité du réseau petit-monde sont :
– La distance moyenne entre deux nœuds est proportionnelle au logarithme des nœuds.
– Un grand nombre de structure sont proches de cliques (souvent les voisins d’un nœud
sont connectés entre eux).
Le phénomène petit-monde, parfois caractérisé de paradoxe de Milgram, fournit une bonne
modélisation des réseaux sociaux. Dans ce type de réseau se rapprochant le plus des réseaux
réels, les graphes sont non orientés car on admet que les relations sont symétriques. Autrement
dit, si deux nœuds A et B sont reliés alors cela correspond au fait que A est amis avec B et B est
amis avec A.
Mais, dans les réseaux réels, les choses ne sont pas aussi simples. Il existe plusieurs familles
de relations entre des individus qui peuvent être professionnelles, amicales. . . Et, les liens entre
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eux ne sont pas créés puis détruits mais sont plutôt actifs ou inactifs.
Par ailleurs, les grandes bases de données permettent d’étudier la topologie des grands ré-
seaux complexes. C’est pourquoi, disposant de données démographiques et épidémiologiques
d’une part, et ayant un phénomène centré individu, nous avons opté pour une simulation multi-
agent. Cette dernière est présentée dans la partie suivante.
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1.4 Le système multi-agents
Un système multi-agents (SMA) est un outil informatique qui permet de combiner des
agents, un environnement, des interactions et une organisation. Apparu dans les années 1990,
le système multi-agents fait suite à la programmation orientée objet puisque celle-ci est difﬁ-
cilement maniable. En effet, lors de la conception d’un objet, on lui associe une identité qui
le distingue des autres agents, un ensemble de variables le caractérisant et un ensemble d’ac-
tions qui constitue son comportement. Ainsi, par défaut, les comportements de l’objet sont ﬁgés.
Actuellement en plein essor, le SMA permet donc de transformer les objets en des entités
informatiques autonomes. Le concept de base de la simulation multi-agents est de représenter
le comportement des individus, soit de constituer une abstraction du monde réel. Nous pouvons
citer diverses applications du système multi-agents que ce soit dans le domaine des transports,
de la télécommunication, de la simulation, de la théorie des jeux, des systèmes d’informations,
de la robotique, des systèmes coopératifs, des jeux interactifs, de la modélisation de réseaux
complexes. . . [48, 221, 180, 186, 80, 84, 94, 18, 193].
Dans [222], M. Wooldridge spéciﬁe que le SMA peut être déﬁni comme étant un ensemble
d’agents qui agissent et interagissent dans le même environnement.
Pour J. Odell [176], le SMA peut être considéré comme un ensemble d’agents interdépen-
dant qui agissent individuellement tout en coopérant pour atteindre un objectif commun.
Selon Y. Demazeau [80], le SMA est constitué de quatre composants dénommés voyelles :
A (agent), E (environnement), I (interactions), O (organisation).
Ainsi, SMA = Agents + Environnement + Interactions + Organisation.
Détaillons chacun de ces composants :
1. L’Agent.
Le terme « agent » est préféré au terme « objet » puisque dans la conception des logiciels,
l’agent est doté d’aptitudes humaines. Un agent est une entité qui se développe dans un
environnement et qui dispose de certaines facultés :
– Autonomie : l’agent a un comportement qui est lié à sa propre expérience. Dans la litté-
rature multi-agents, la notion d’« autonomie » est associée à au moins quatre concepts :
(a) Sa conception dans le SMA.
(b) L’environnement dans lequel il évolue.
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(c) Ses objectifs.
(d) Ses motivations.
– Communication : les agents interagissent entre eux en utilisant un protocole. Ils peuvent
partager des informations (premier mode de communication) ou s’envoyer des mes-
sages.
– Les agents évoluent avec leur environnement bien qu’ils aient une représentation par-
tielle de celui-ci. Ainsi, l’agent effectuera des actions en fonction de la représentation
qu’il se fait de l’environnement.
– Les agents ont des connaissances sur eux-mêmes et sur les autres agents.
– Les agents ont la capacité d’apprendre. Ils peuvent modiﬁer leur comportement en
fonction de ce qu’ils perçoivent.
– Les agents ont des objectifs à atteindre.
– Les agents sont mobiles.
On peut noter la déﬁnition suivante de Y. Demazeau et J. Ferber dans [81] : « une entité
réelle ou virtuelle autonome qui évolue dans un environnement, peut percevoir cet envi-
ronnement, peut agir dans cet environnement, peut communiquer avec les autres agents,
et exhibe un comportement autonome qui est la conséquence de sa connaissance, de ses
interactions avec les autres agents et du but qu’elle poursuit ».
Selon J. Ferber, dans [99], un agent est déﬁni comme étant une entité logicielle ou phy-
sique, autonome, évoluant dans un environnement, qu’elle peut concevoir et sur lequel
elle peut agir.
Il existe différents types d’agents. La distinction est principalement faite entre les agents
réactifs et les agents cognitifs. Dans [100], J. Ferber précise qu’il ne faut pas considérer
cette opposition comme « une opposition d’essence mais un repère dans l’analyse des
SMA ».
– Les agents réactifs sont déﬁnis comme des agents n’ayant pas de représentation de
leur environnement. Ils sont dotés de peu d’intelligence ce qui induit que les actions
réalisées antérieurement par ce type d’agents sont oubliées. Ils fonctionnent par des
réactions de « stimulus-réponses ». L’exemple phare qui peut être cité dans ce cas est
celui de la fourmi. L’un des avantages d’utiliser des agents réactifs au cours d’une si-
mulation est qu’ils peuvent être nombreux.
– Les agents cognitifs sont dits intelligents. Ils ont une très bonne représentation de leur
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environnement, disposent d’une mémoire et ont un but à atteindre de manière collective
ou seul. L’être humain est un bon exemple d’agent cognitif. Ce type d’agent permet de
résoudre des problèmes plus complexes.
Nous pouvons constater que la conception d’un agent est plus ou moins complexe se-
lon sa nature.
L’utilisation d’un système composé uniquement d’agents réactifs ou d’agents cognitifs
ne conduit pas spécialement à un état d’équilibre.
– Les agents hybrides regroupent des caractéristiques des agents réactifs et des agents
cognitifs.
On peut donc remarquer qu’il est capital de bien déﬁnir le comportement de l’agent. En
général, les SMA sont constitués à partir de trois modèles :
– L’éco-agent, déﬁnit par Ferber, est un agent réactif qui a pour but d’atteindre un état
de satisfaction. Lorsqu’il est impossible d’atteindre cet état à cause d’un autre agent,
celui-ci est agressé par l’éco-agent.
– L’agent BDI (Belief Desire Intention) dans [188], vise à représenter le comportement
d’un agent de type cognitif. Il a des croyances et en fonction de celles-ci dispose de
désirs. Il tentera de les satisfaire.
– L’agent POA, Programmation Orientée Agent, est basé sur des postures intentionnelles
selon Y. Shoham dans [201].
On peut constater que l’agent a une place capitale dans la conception d’un SMA.
2. L’Environnement.
L’environnement est déﬁni comme étant le lieu où les agents évoluent et interagissent. Il
est modélisé comme un agent réactif. Le plus souvent, dans le SMA, l’environnement est
spatial. Dans le cas où l’environnement évolue au cours de la simulation, on dira que le
système est dynamique sinon il est statique.
3. Les Interactions.
Dans le SMA, les interactions jouent un rôle important. Elles regroupent l’ensemble des
actions pouvant subvenir entre les différents agents et l’environnement. Comme le stipule
J. Ferber dans [99], « un agent sans interaction avec d’autres agents n’est plus qu’un corps
isolé, qu’un système de traitement d’information, dépourvu de caractéristiques adapta-
tives ». Il existe deux types d’interactions directes dans un SMA :
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– Celles générées par la communication d’un agent à un autre.
– Celles concernant l’action d’un agent sur l’environnement. En effet, toute action d’un
agent a un impact sur l’environnement donc modiﬁe celui-ci.
Il existe également des interactions indirectes entre les agents appelées « interactions por-
tées par l’environnement ». En effet, la perception des modiﬁcations engendrées par les
autres agents sur l’environnement constitue bien une interaction indirecte.
4. L’Organisation.
L’organisation englobe la totalité des actions de toutes les composantes. Elle permet de
structurer les comportements des agents et leurs interactions. Dans [105], N. Ferrand dé-
montre l’intérêt d’une structure d’interaction dynamique dans un SMA. Un agent dispose
de libertés en fonction de la déﬁnition de l’ensemble de ses actions et de celle des entités
vers qui les actions sont dirigées. Selon J-P. Müller, dans [168], les agents disposent d’une
capacité à s’adapter à de nouvelles situations et d’exhiber des comportements collectifs
émergents.
Dans [99], selon J. Ferber, les deux objectifs du SMA sont :
– « La réalisation d’artefacts distribués capables d’accomplir des tâches complexes par
coopération et interaction ».
– «L’analyse théorique et expérimentale des mécanismes d’auto-organisation qui ont lieu
lorsque plusieurs entités autonomes interagissent ».
Le SMA est l’un des axes fondamentaux de recherche de l’intelligence artiﬁcielle distri-
buée. Il a été créé dans le but de ﬁxer des objectifs aux agents qui peuvent les traiter seuls ou en
commun.
Le SMA est le fondement d’une méthode où souvent on réalise une modélisation de la so-
ciété en représentant au mieux le monde réel et où on ﬁxe les tâches des agents. Il tente donc de
représenter le monde réel ; il ne cherche pas à réduire sa complexité. Il y a plusieurs domaines
d’application tels que l’industrie, l’énergie, la communication (gestion de réseaux. . .), la santé
(gestion des épidémies. . .), etc.
Dans [169], G. Muller et al. ont tenté de modéliser la maladie du sommeil au Sud-Cameroun.
Pour cela, ils ont mis en place un modèle basé sur les SMA tenant compte de la spatialité, des
déplacements liés aux activités professionnelles des habitants, de la densité, de la mobilité des
vecteurs, du rôle des hôtes non humains. La simulation de ce travail a été effectuée à partir de
la plateforme MADKIT [240, 125] du métamodèle (représentation d’un point de vue particulier
sur des modèles) Aalaadin [101]. Les interactions, au sein de ce modèle, sont statiques donc non
modiﬁables au cours de la simulation. L’unité de temps considérée dans ce travail est 12 heures
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ce qui permet de mieux gérer le comportement des individus ainsi que l’activité des mouches
tsé-tsé qui est plutôt diurne.
Dans [2], H. Abouaïssa et al. présentent la modélisation d’un système de transport dyna-
mique et complexe combinant le réseau ferroviaire et routier. Cette approche est basée sur les
SMA et les réseaux de Pétri.
Y. Charif et N. Sabouret, dans [61], proposent un modèle où les agents sont amenés à se
coordonner pour réaliser des tâches complexes déﬁnies par un utilisateur. Dans ce modèle, les
agents sont introspectifs c’est-à-dire qu’ils sont capables de raisonner sur leurs actions.
Dans [179], D. Payet et al. ont développé un modèle multi-agent nommé Biomas basé sur
la plateforme Geamas dans le but d’aider les acteurs agricoles de la Réunion à améliorer leurs
pratiques, leurs gestions. Ce modèle permet de simuler les ﬂux de transfert des matières orga-
niques. Cette simulation a nécessité différents types d’agents hybrides (éleveurs, élevages. . .)
pour concevoir un modèle d’aide à la décision concernant le traitement des efﬂuents, le type
de traitement, le coût et le dimensionnement du traitement, l’approvisionnement de l’unité de
travail.
F. Andriamasinoro et R. Courdier, dans [8], montrent les avantages de connaître les besoins
des agents d’une part pour pouvoir mieux les contrôler et d’autre part pour résoudre les conﬂits
inter-niveaux. Ce travail, orienté besoin, donne à l’agent le plus d’autonomie possible ; il peut
donc décider de son action. L’ajout d’un besoin au sein de ce modèle ne perturbe pas les rela-
tions déjà existantes.
Y. Ouzrout et al. [177] étudient les comportements des organisations productives. Ils montrent
l’intérêt des dimensions cognitives au sein des modèles de simulation de manière à considérer
la réalité « technologique » vis-à-vis des prises de décision. Chaque intervenant au niveau des
prises de décision est considéré comme un agent ayant son propre point de vue (individuel) et
des objectifs productifs (collectifs). La simulation est considérée comme une étape entre l’ins-
tant où l’entreprise a besoin de changement et l’instant où il effectue ce changement. Elle permet
de mettre en place « un nouveau cahier de charge » au niveau de la prise de décision essentiel-
lement de l’entreprise. Elle permet également d’avoir une vision de la décision individuelle des
agents sur les performances globales de l’entreprise.
Un SMA est dit « ouvert » si :
– on peut y intégrer ou y enlever des agents après la conception du SMA.
– on peut modiﬁer les tâches des agents présents dans le SMA.
Effectuer de telles modiﬁcations au sein d’un SMA n’est pas toujours très aisé. Dans [215],
L. Vercouter tente de mettre en amont les failles d’un SMA ouvert à cause de la centralisation
de la gestion de l’ouverture et du fait que dans certains cas, un tel SMA n’est pas adapté. Ainsi,
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dans ce travail, il propose une approche distribuée de la gestion de l’ouverture d’un SMA. Cette
méthode possède deux avantages :
– Chaque agent a une représentation locale et personnalisée de tous les autres agents.
– Il n’y a pas d’agent consacré à la gestion de l’ouverture d’un SMA.
Les plateformes de SMA sont également multiples : REPAST, MADKIT, SWARM [246],
JADE [238], CORMAS [231], MIMOSA [242]. . . et, il n’y a malheureusement pas de lien
entre ces logiciels [209]. La plupart de ces plateformes sont conformes FIPA [232] c’est-à-dire
que : « elles assurent l’interopérabilité grâce aux protocoles et standards, gèrent le parallélisme
de réalisation des tâches, permettent la réutilisabilité et toutes les bibliothèques sont free soft-
ware » [30].
Au vue de la multiplicité des logiciels multi-agents existants, le choix de ce dernier ne doit
pas être anodin mais être fondé sur un certain nombre de caractéristiques telles que :
– Le nombre d’agents interagissant dans le système.
– Adaptabilité au système d’information géographique.
– L’ontologie des agents.
– Leurs proactivités.
– Le logiciel permet-il de modiﬁer l’environnement au cours de la simulation ?
– Réagit-il en temps réel ?
– . . .
Le SMA permet de simuler des situations de crise. Ainsi, les utilisateurs peuvent acqué-
rir plus d’expériences. La gestion de crise nécessite la coordination de différents intervenants
ayant :
– Un objectif global commun : minimiser la diffusion de l’épidémie.
– Des objectifs individuels différents (personnel de santé : soigner les malades, . . .)
Chacune de ces actions inﬂue sur l’environnement global. La simulation multi-agents nécessi-
tera dans ce cas deux types d’agents : l’agent cognitif qui représentera l’agent de type humain
et l’agent réactif pour les autres types d’agents.
Discussion :
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La simulation multi-agents dispose de nombreux atouts majeurs : les agents sont communi-
cants, mobiles et peuvent être dotés d’une certaine intelligence. On peut donc représenter, sur
une plateforme informatique, un aspect du monde réel.
Les modèles basés agent sont généralement utilisés pour modéliser et implémenter des
phénomènes complexes distribués, notamment des simulations individus-centrés dits modèles
micro-analytiques.
De plus, le SMA est particulièrement approprié lorsqu’il s’agit de transmission dépendant
d’évènements aléatoires. D’où la possibilité de modéliser des phénomènes sociaux. Ainsi, le
SMA peut être considéré comme un graphe d’accointances où un nœud représenterait un agent
et un arc schématiserait une relation entre les agents.
Par ailleurs, la notion de spatialité peut directement être prise en considération car le SMA
peut être couplé au système d’information géographique ce qui est non négligeable. Ainsi, nous
pourrons obtenir une meilleure représentation géographique.
La modélisation SMA est ﬂexible.
Le SMA n’est pas toujours facile à mettre en place notamment en ce qui concerne les tâches
des agents et leurs interactions. Dans la conception d’un SMA, il est nécessaire de se demander
si le simulateur reproduit effectivement ce que l’on veut car il peut introduire des biais dûs gé-
néralement à l’ordonnancement des tâches de l’agent.
Bien que les SMA permettent de simuler différents problèmes, la difﬁculté persiste tout de
même au niveau de la convergence de l’ensemble des agents vers une solution unique et com-
mune.
Après avoir mis en exergue l’intérêt de coupler le SMA au système d’information géogra-
phique (SIG), nous allons dans la partie suivante, détailler le SIG.
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1.5 Le système d’information géographique
Un système d’information géographique (SIG) est un logiciel qui permet d’obtenir une re-
présentation spatiale d’un territoire à partir de données référencées géographiquement. D’après
la source française de photogrammétrie et de télédétection [207], le SIG est aussi déﬁni comme
étant « un système informatique permettant, à partir de diverses sources, de rassembler et d’or-
ganiser, de gérer, d’analyser et de combiner, d’élaborer et de présenter des informations locali-
sées géographiquement, contribuant notamment à la gestion de l’espace ». Selon DoE [86], le
SIG est « un système pour collecter, stocker, vériﬁer, manipuler, analyser et restituer des don-
nées spatialement référencées à la surface de la Terre ».
C’est le Dr John Snow qui ﬁt naître cette méthode car lors de l’épidémie du choléra, en
1854, il a utilisé le SIG pour démontrer que l’eau d’un puits était à l’origine des contaminations
[204].
FIGURE 1.32 – Photographie du Dr John Snow.
Dans les années 1960, le problème de la création de nouvelles implantations forestières se
posa en Afrique de l’Est car les cartes géographiques existantes étaient trop nombreuses. Cela
engendra des difﬁcultés au niveau de l’optimisation de la localisation de meilleurs sites. Pour
palier à ce problème, la nécessité d’utiliser des outils informatiques se ﬁt ressentir.
Et depuis, le SIG fait partie intégrante des recherches et cela, dans tous les domaines tels
que le transport pour la réalisation de cartes, le tourisme, le marketing, la santé, la biologie et
bien d’autres [34, 195, 136, 158, 161, 170, 187, 25, 138, 175].
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Dans [34], R. Benamirouche utilise le SIG pour mettre en place un tableau de bord gra-
phique, outil permettant de faire face aux décisions urgentes à l’hôpital, qui géolocalise les
établissements et les acteurs de santé de différents territoires.
P. Sabatier et al., dans [195], proposent un modèle permettant de détecter rapidement des
syndromes fébriles et la dengue. Ce travail consiste au recueil de données épidémiologiques, au
traitement des données et à l’aide à la décision sanitaire. Les données proviennent de l’Inserm,
ils sont mis en temps réel sur leur site [228]. En somme, l’informatisation de ce système a per-
mis de détecter des périodes inter-épidémiques, de suivre le début de l’épidémie (la détection
de nouveaux cas), le suivie spatial de l’épidémie.
Les travaux de P. Ramanantsizehena et B. Ramiranirina [187] portent sur l’étude de l’en-
démie de la bilharziose. Le modèle propose divers scénarios de l’évolution de ce dernier et
optimise les moyens de lutte utilisés.
Bien que le SIG soit utilisé pour représenter l’environnement spatial de manière plutôt réa-
liste, il l’est aussi pour recueillir et analyser des données référencées géographiquement. L’évo-
lution du SIG se caractérise en trois étapes :
– Fin 1950 - milieu 1970 : suite à l’apparition de l’informatique, les cartographies automa-
tiques ﬁrent leur apparition.
– Milieu 1970 - début 1980 : propagation des outils permettant les cartographies automa-
tiques dans divers établissements.
– Depuis 1980 : développement de ces types d’outils cartographiques [157].
Le développement du SIG s’est effectué en parallèle avec celui de l’informatique. Et, selon
B. Daull [77], « l’enjeu pour la décennie à venir est de permettre à des villes moyennes et petites
d’accéder en grand nombre à des SIG répondant à leurs besoins pour un prix abordable (et de
passer ainsi) de l’expérimentation et de l’innovation à la gestion industrialisée des informations
géographiques ».
Les avantages d’un tel outil sont nombreux. Le principal objectif du SIG n’est pas de conce-
voir des plans de cartes. En effet, comme l’énonce J-M Fournillier [107], « le besoin prioritaire
n’est pas plus la production de plans précis pour réaliser des travaux, mais la mise en place
d’outils de gestion des données urbaines ».
Un SIG dispose de cinq composants indispensables :
– Les êtres humains : Ils peuvent être de tout ordre. C’est un composant essentiel.
– Données : elles doivent être géoréférencées c’est-à-dire référencées géographiquement.
Le géoréférencement des données s’effectue par la mise en relation des objets géogra-
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phiques et des données attributaires. Les données géoréférencées peuvent être de quatre
types : géométriques, descriptives, graphiques ou métadonnées. Une base de données géo-
graphiques est un ensemble de couches superposables. Pour gérer les données, dans le cas
d’utilisateurs multiples et de gros ﬁchiers, on utilise de préférence le système de gestion
de base de données (SGBD) qui superpose une ou plusieurs couches géographiques. Le
plus utilisé par le SIG est le système de gestion de base de données relationnel (SGBDR).
La ﬁabilité des données et leur disponibilité affectent les résultats.
– Matériels : On utilise des matériels informatiques (ordinateurs. . .) pour faciliter le traite-
ment des données. Dans le cas où les données ne sont pas informatisées, il faut recourir
à la digitalisation. La digitalisation ou numérisation est une méthode permettant de trans-
former des données sur papier en données informatiques. Le plus souvent, on utilise le
scanner pour palier à cette étape. Un minimum de performance est requis sur l’ordinateur.
– Méthodes : on utilise des méthodes variées (modélisation, analyse de données, proces-
sus. . .).
– Logiciels : Le logiciel utilisé est l’outil clé car il doit permettre le recueil des données,
l’analyse des données, la mise en forme et une bonne représentativité du monde réel. On
peut avoir recours à des logiciels de base de données, de traitement d’image. . .
A la suite de l’assemblage de ces éléments, un SIG possède les fonctions suivantes :
– La capture des données : C’est la manière de recueillir les données. Le recueil de données
peut s’effectuer par :
1. Carte papier
2. Données déjà numérisées
3. Global Positioning System (GPS)
4. Coordonnées géographiques
– Le stockage de données. Pour cela, on dispose de deux méthodes :
1. vectorielle (format vecteur) : on doit posséder les coordonnées géographiques. Ainsi,
on peut représenter trois types d’objets :
a) Point : Les points peuvent représenter un habitant, un arbre, un agent, etc. Ils
représentent des objets qui n’ont pas de surface réelle.
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b) Ligne : Les lignes peuvent être la représentation d’une route, d’une rue, d’un
câble téléphonique, d’une ligne de voies ferrées, etc. Elles représentent des éléments
de forme géographique étroite ou des objets sans surface.
c) Polygone : Les polygones peuvent être des régions, des départements, des fo-
rêts, etc. Ils ont tendance à économiser la place mémoire. Ils représentent des objets
homogènes.
En fonction de l’échelle considérée, une ville peut être schématisée comme un point
ou un polygone.
2. matricielle (format raster) : représentation sous forme d’image. Ce format comporte
plusieurs inconvénients : les ﬁchiers nécessitent beaucoup d’espace mémoire, il est
peu précis, les objets ne sont pas représentés seuls et l’impression des documents
est de mauvaise qualité.
Il est possible de passer du format raster au format vecteur et inversement.
De manière générale, le format de la carte fabriquée avec les points, les lignes et les po-
lygones est dit vectoriel car les objets sont liés à des données. Le modèle vectoriel est
utilisé quand les données sont discrètes.
Si la carte ne contient que des points, on dira qu’il s’agit d’une carte de format raster.
– La requête localisée : requête effectuée sur un point spéciﬁque.
– L’analyse des données. Elle peut s’effectuer par :
1. Proximité : Combien de centres de beauté se trouvent dans un périmètre de 1000
mètres autour d’une mairie ?
2. Superposition de couches.
3. Réseaux : Quel est le plus court chemin pour aller d’un point à un autre ?
– La visualisation des données.
– La sortie des données : elle peut se faire sur une carte papier. . .
Un SIG peut être vu comme « un oignon » du fait de la superposition des couches.
Le SIG peut permettre :
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– Une bonne visualisation de l’environnement spatial.
– La disposition d’objets dans un système géoréférencé.
– De trouver le plus court chemin pour se rendre à une destination ce qui peut être très utile
pour les services d’urgences par exemple. Intégré au SIG, le buffering, un algorithme de
calcul, détermine les relations de proximités.
– Le rajout ou la soustraction d’objets référencés géographiquement. Prenons l’exemple du
village de Shiaolin, situé en Taïwan, qui a été détruit en Août 2009 suite au passage du
typhon Morakot. En cartographiant l’île de Taïwan, il sera plus aisé, de par le SIG, de
supprimer les éléments qui n’existent plus et de faire des analyses pour voir quels sont les
conséquences que peuvent engendrer ce désastre.
– La réalisation de simulations spatio-temporelles pour comprendre des phénomènes et en
anticiper d’autres. Dans [28], H. Bayoumi met en place un outil d’aide à la décision ana-
lysant les dynamiques socio-spatiales dans le cas de l’Egypte.
– Le stockage d’un grand nombre de données et leurs superpositions.
– L’étude de l’impact d’une construction.
– La superposition de cartes.
– La conversion d’objets géographiques d’un système à un autre.
– La mise en évidence de l’évolution d’une zone géographique.
– L’analyse d’un territoire.
– Le géocodage c’est-à-dire la transcription de coordonnées spatiales en adresses postales
et inversement.
– De résoudre un certain nombre de problèmes tels que :
1. La détection de zones sensibles lors d’avalanches, de glissement de terrains, de trem-
blement de terre. . .
2. La détermination de l’état des routes dans un département.
3. L’impact de l’introduction d’un produit toxique dans une zone donnée.
4. . . .
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L’un des avantages incontournables du SIG est qu’il permet le calcul des points d’intersec-
tions c’est-à-dire des relations entre les objets. Ce qui est appelé « topologie ». Ainsi, on évite
les répétitions. En considérant une route située à proximité d’une école, on attribuera les mêmes
sommets aux deux structures. Cependant, tous les logiciels SIG ne prennent pas en considéra-
tion la topologie.
Il existe plusieurs logiciels de simulation SIG : Géotools [235], ArcGis [229], GMT, GRASS
GIS [226], Mapﬁsh [241], GEOSIG [234], 3DEM, Géoclip. . .
Le choix d’un logiciel SIG est basé sur l’information que l’on souhaite produire, sur les
données dont on dispose et les analyses que l’on souhaite effectuer.
Discussion
Le SIG est un outil utilisé par de nombreux chercheurs pour considérer l’aspect spatial au
niveau des recherches. C’est un outil puissant d’aide à la décision qui permet de gérer des in-
formations de différents types (cartes, bases de données, photos aériennes. . .) et de les mettre à
jour. Il met en relation des données graphiques et des données alphanumériques.
Toutefois, ce système rencontre quelques limites. Comme nous l’avons déjà mentionné, les
données ne sont pas toujours disponibles et parfois inaccessibles. Elles peuvent également être
protégées par les droits d’auteurs. De plus, pour des raisons politiques ou autres, il peut être
interdit de publier des résultats, de diffuser des cartes. . .
De plus, l’une des difﬁcultés majeures du SIG est l’incapacité de disposer plus de trois voire
quatre variables sur une même carte à moins de recourir à l’iconographie des corrélations (trans-
formation d’une matrice de corrélation en un graphe où les corrélations sont explicitées par un
trait plein ou en pointillé en fonction de la nature de la corrélation respectivement positive ou
négative). Le problème de lisibilité est constant aﬁn de ne pas surcharger la carte. La représen-
tation d’objets volumiques est quasiment impossible. Actuellement, peu de logiciels proposent
d’associer à un point (x,y) une et une seule côte z.
On constate que l’utilisation d’un logiciel SIG au sein d’une analyse est pertinente mais des
progrès restent encore à faire pour améliorer ce logiciel.
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1.6 Conclusion
Dans ce chapitre, nous avons présenté les divers travaux existants dans les domaines ciblant
notre thème de recherche. Nous avons pu constater le manque d’études dans le domaine de
l’aide à la décision. C’est la raison pour laquelle nous avons ciblé notre recherche sur l’aboutis-
sement d’un modèle d’aide à la décision dédié aux décideurs politiques.
D’autres part, les modèles de F. Carrat, utilisés par les autorités françaises lors de l’épidémie
de grippe A/H1N1, qui sont fondés sur le modèle petit-monde n’a pas transmis des résultats
satisfaisants.
Ainsi, nous proposons un nouveau concept mathématique, la prétopologie stochastique, que
nous présentons dans le chapitre suivant.
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Chapitre 2
MODELE DES RESEAUX
STOCHASTIQUES
La particularité du modèle que nous proposons est de mettre la société, et les individus qui
la composent, au centre du système. En effet, la société souffre des conséquences de la pro-
pagation d’une pandémie, mais en même temps, par ses pratiques sociales et culturelles, elle
participe à cette propagation. C’est pourquoi, le concept de réseau social se révèle indispen-
sable dans la modélisation de tout système visant à gérer une situation de crise engendrée par
une pandémie.
Le concept de réseau social est souvent modélisé comme une famille de relations binaires
réﬂexives déﬁnit sur un ensemble E ﬁni [74]. Cependant, il faut noter que cette modélisation
possède le défaut de ne pas prendre en compte les aspects parfois, voire souvent, aléatoires
des relations humaines. Nous proposons donc le concept de réseaux stochastiques fondé sur le
couplage de deux théories mathématiques : la prétopologie et les ensembles aléatoires. Avant
de développer notre modèle, nous allons faire quelques rappels de chacune de ces théories.
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2.1 Introduction
L’objectif principal de notre travail est de proposer un modèle mathématique pour modéliser
de manière efﬁcace les réseaux sociaux. Cela nous semble en effet indispensable si l’on veut
pouvoir simuler de manière pertinente des phénomènes de diffusion dans lesquels les comporte-
ments individuels des individus de la société interviennent fortement dans le phénomène étudié.
Ceci est le cas dans les situations d’épidémie ou de pandémie.
La seule virulence du virus ne sufﬁsant pas à expliquer le phénomène de diffusion, les
contacts entre individus restent un élément primordial de cette diffusion. Ces contacts se font à
travers diverses relations entre les individus et selon des modalités difﬁciles à prévoir.
Les graphes aléatoires [96, 41, 189] se sont révélés un outil intéressant pour modéliser les ré-
seaux sociaux complexes. Ils souffrent cependant d’une insufﬁsance importante : ils ne prennent
en compte, de fait, qu’une relation entre les individus et, de surcroit, la supposent la plupart du
temps non orientée. Nous postulons que, dans la réalité, les individus d’une société sont reliés
par plusieurs relations et que celles-ci ne sont pas nécessairement symétriques. En revanche,
nous pouvons faire l’hypothèse qu’elles sont réﬂexives.
Ce chapitre propose donc de développer notre modèle de la prétopologie stochastique qui
généralise les graphes aléatoires en prenant en compte une famille de relations binaires ré-
ﬂexives entre individus et en les plongeant dans un contexte stochastique. Ce modèle s’appuie
sur deux théories mathématiques : la prétopologie d’une part, la théorie des ensembles aléatoires
d’autre part. Aussi, dans un premier paragraphe, nous rappellerons les concepts de prétopolo-
gie essentiels à la compréhension du modèle, et dans un second paragraphe les déﬁnitions de
base sur les ensembles aléatoires. Dans le troisième paragraphe, nous présenterons le modèle,
les premiers résultats obtenus ainsi que les indicateurs utiles qui peuvent en être dérivés pour
l’analyse « topologique » du réseau. Ces résultats seront ensuite, dans le chapitre 3 associés au
modèle de simulation que nous proposons.
2.2 Rappels de prétopologie
La prétopologie a été déﬁnie dès la ﬁn des années 20 [110, 111, 112] puis elle a connu
un nouvel essor dans les années 60 à la suite de questionnements en provenance des sciences
humaines et sociales [60, 17, 15, 16, 53, 54, 89]. Elle a été obtenue par affaiblissement de
l’axiomatique de la topologie mathématique pour fournir un outil mathématique mieux adapté
à l’analyse des phénomènes rencontrés dans des espaces discrets. De fait, elle généralise égale-
ment la théorie des graphes, c’est sur ce dernier point que nous avons basé notre raisonnement
pour construire notre modèle.
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2.2.1 Espaces prétopologiques
Étant donné un ensemble E non vide, on déﬁnit deux applications a(.) et i(.) de P(E) dans
lui même de la manière suivante :
Déﬁnition 2.2.1 La fonction a(.) est telle que :
P1 :a(∅) = ∅
P2 : ∀A,A ⊂ E,A ⊂ a(A).
Déﬁnition 2.2.2 La fonction i(.) est telle que :
i(E) = E
∀A,A ⊂ E, i(A) ⊂ A.
L’application a(.) est appelée adhérence, l’application i(.) est appelée intérieur. Un espace pré-
topologique est alors déﬁni de la manière suivante.
Déﬁnition 2.2.3 On appelle espace prétopologique le triplet (E, i(.), a(.)).
Remarque 2.2.1 En général, les deux applications a(.) et i(.) sont déﬁnies en dualité :
∀A ⊂ E, i(A) = (a(Ac))c où Ac désigne le complémentaire de A dans E. Nous nous placerons
dans ce cas à partir de maintenant.
De fait, on peut munir a(.), et i(.), de propriétés supplémentaires qui conduisent à déﬁnir des
espaces prétopologiques plus spéciﬁques ; ces propriétés sont, en ce qui concerne a(.) :
– P3 : ∀A,A ⊂ E,∀B,B ⊂ E,A ⊂ B =⇒ a(A) ⊂ a(B)
– P4 : ∀A,A ⊂ E,∀B,B ⊂ E, a(A ∪B) = a(A) ∪ a(B)
– P5 : ∀A,A ⊂ E, a(A) =
⋃
x∈A a({x})
– P6 : ∀A ⊂ E, a(a(A)) = a(A)
Ces propriétés se déﬁnissent de la même façon pour i(.) par dualité. Selon les propriétés possé-
dées par a(.) (ou i(.)), on obtient des espaces prétopologiques de nature différente.
Déﬁnition 2.2.4 (E, i(.), a(.)) est dit un espace de type V si et seulement si a(.) possède les
propriétés P1, P2 et P3.
Déﬁnition 2.2.5 (E, i(.), a(.)) est dit un espace de type VD si et seulement si a(.) possède les
propriétés P1, P2 et P4.
Déﬁnition 2.2.6 (E, i(.), a(.)) est dit un espace de type Vs si et seulement si a(.) possède les
propriétés P1, P2 et P5.
Et enﬁn :
Déﬁnition 2.2.7 (E, i(.), a(.)) est un espace topologique si et seulement si a(.) possède les
propriétés P1, P2, P4 et P6.
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Remarque 2.2.2 Il est essentiel de bien comprendre qu’en prétopologie, les applications a(.)
et i(.) ne sont pas supposées idempotentes, à l’inverse de ce qui se passe en topologie mathé-
matique. En effet, l’application a(.) permet de modéliser tout phénomène d’extension ou de
diffusion : a(A) peut s’interpréter comme la zone inﬂuencée par A ou comme la zone atteinte à
partir de A dans un phénomène de diffusion. La non idempotence de a(.) permet donc de suivre
pas à pas le phénomène de diffusion qu’elle modélise : a(A) représente la première étape du
processus, a2(A) = a(a(A)), le seconde étape du processus,etc.
La ﬁgure 2.1 illustre cette remarque.
FIGURE 2.1 – Suivi d’un processus de diffusion.
Compte tenu, de leur importance dans les applications, nous allons nous intéresser plus par-
ticulièrement aux espaces de type V . En effet, ceux-ci sont sufﬁsamment généraux pour pouvoir
être utilisés dans une multitude d’applications et la propriété P3 qu’ils possèdent permet de dé-
ﬁnir de manière utile le concept de voisinage.
Déﬁnition 2.2.8 Pour tout x de E, on dit que V, V ⊂ E est un voisinage de x si et seulement si
x ∈ i(V ). L’ensemble des voisinages de x est alors noté V(x).
Il est immédiat de noter que ∀x ∈ E,∀V ∈ V(x),∀W ∈ V(x), V ∩W 	= ∅ puisque x ∈ V
et x ∈ W .
V est donc un préﬁltre de parties de E.
Réciproquement, étant donné, pour tout point x de E un préﬁltre W(x) de parties de E,
peut-on construire un espace prétopologique de type V et, si oui, comment se situe la famille
V(x) des voisinages de x par rapport au préﬁltre W(x) initial ? Le résultat suivant répond à
cette question.
Propriété 2.2.1 Soit, pour tout élément x deE, un préﬁltreW(x) de parties deE qui contiennent
x. Si on déﬁnit les applications a(.) et i(.) de P(E) dans lui même de la manière suivante :
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∀A ⊂ E, i(A) = {x ∈ E/∃V ∈ W(x), V ⊂ A}
∀A ⊂ E, a(A) = {x ∈ E/∀V ∈ W(x), V ∩ A 	= ∅}
alors (E, i(.), a(.)) est un espace prétopologique de type V et ∀x ∈ E la famille des voisinages
de x estW(x).
La preuve de cette proposition peut être trouvée dans Belmandt [31].
Exemple 2.2.1 Exemples d’espace de type V
1 - Considérons un ensemble E de cardinal ﬁni et une familleRi, i = 1, .., p de relations binaires
réﬂexives déﬁnies sur E. Posons :
∀A ⊂ E, a(A) = {x ∈ E/∀i = 1, .., p,Γi(x) ∩ A 	= ∅}
∀A ⊂ E, i(A) = {x ∈ E/∃i = 1, .., p,Γi(x) ⊂ A}
où Γi(x) = {y ∈ E/xRiy}
L’espace (E, i(.), a(.)) ainsi déﬁni est bien un espace de type V .
2 - Considérons un ensemble E de cardinal ﬁni et une famille Ri, i = 1, .., p de relations
binaires réﬂexives déﬁnies sur E. Posons :
∀A ⊂ E, a(A) = {x ∈ E/∃i = 1, .., p,Γi(x) ∩ A 	= ∅}
∀A ⊂ E, i(A) = {x ∈ E/∀i = 1, .., p,Γi(x) ⊂ A}
où Γi(x) = {y ∈ E/xRiy}
L’espace (E, i(.), a(.)) ainsi déﬁni est bien un espace de type V .
Remarque 2.2.3 Cet exemple met en évidence deux points intéressants :
– Les diverses possibilités qu’il y a pour associer une structure prétopologique à une fa-
mille de relations binaires réﬂexives déﬁnies sur un ensemble ﬁni E. Nous y reviendrons
par la suite.
– L’intérêt pratique qu’il y a d’utiliser le concept de bases de voisinages pour déﬁnir les
familles de voisinages des éléments de l’ensemble.
Comme en topologie, une base de voisinages est déﬁnie de la manière suivante :
Déﬁnition 2.2.9 Étant donné un espace prétopologique (E, i(.), a(.)) de type V dont les élé-
ments x ont pour famille de voisinages le préﬁltre V(x), on appelle base de voisinages de x,
toute famille B(x) telle que :
∀x ∈ E,∀V ∈ V,∃B ∈ B(x) tel que B ⊂ V .
On obtient alors le résultat suivant :
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Propriété 2.2.2 Étant donné un espace prétopologique (E, i(.), a(.)) de type V dont les élé-
ments x ont pour base de voisinages B(x), alors :
∀A ⊂ E, i(A) = {x ∈ E/∃B ∈ B(x), B ⊂ A}
∀A ⊂ E, a(A) = {x ∈ E/∀B ∈ B(x), B ∩ A 	= ∅}
La preuve de cette proposition peut être trouvée dans Belmandt [31].
Remarque 2.2.4 L’exemple précédent a utilisé ces deux concepts pour construire le premier
espace prétopologique associé à la famille de relations binaires réﬂexives Ri, i = 1, .., p. La
base B(x) est B(x) = {Γi(x), i = 1, .., p}.
2.2.2 Ouverture et fermeture dans les espaces prétopologiques
Comme en topologie mathématique, on peut déﬁnir les notions de sous-ensemble ouvert et
de sous-ensemble fermé d’un espace prétopologique.
Déﬁnition 2.2.10 Étant donné un espace prétopologique (E, i(.), a(.)), on dit que :
– A est un sous ensemble fermé si et seulement si A = a(A)
– A est un sous ensemble ouvert si et seulement si A = i(A)
On voit tout l’intérêt de ces deux notions dans l’application à l’analyse des phénomènes
de diffusion. Si E est une zone spatiale sur laquelle un phénomène de diffusion est modélisé
par l’application a(.), dire qu’un sous-ensemble A de E est fermé revient à dire que ce sous-
ensemble ne diffuse pas. De la même manière dire que ce sous ensemble est ouvert signiﬁe
qu’il ne reçoit pas d’inﬂuence due à la diffusion de l’extérieur.
Exemple 2.2.2 Reprenons l’exemple précédent avec le deuxième espace prétopologique construit
à partir de la famille de relations binaires réﬂexivesRi, i = 1, .., p. Supposons que A ⊂ E soit
un sous ensemble fermé de E.
A = a(A)
⇔
a(A) ⊂ A
⇔
∀x ∈ E, (∃i, i = 1, .., p,Γi(x) ∩ A 	= ∅) =⇒ x ∈ A
⇔
∀x ∈ Ac,∀y ∈ A,∀i, i = 1, .., p,¬(xRiy)
On voit donc que dans ce cas, pour tout point du complémentaire de A, il est impossible de
trouver un point dans A qui soit en relation avec lui, quelque soit la relation. Si la famille de
relations traduit un tissu de relations sociales entre les individus, dire que A est fermé revient à
dire qu’il s’agit d’un groupe d’individus socialement isolés au sens où aucun individu hors deA
n’a de relations avec un individu de A. Cependant, comme les relations ne sont pas supposées
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symétriques, cela n’empêche pas que des individus de A aient des relations avec des individus
hors de A. Il peut exister des relations sortantes de A, mais il ne peut pas exister de relations
entrantes dans A (se référer à la ﬁgure 2.2).
FIGURE 2.2 – A fermée : pas de relation entrante.
De la même manière, supposons A ouvert. Cela signiﬁe :
A = i(A)
⇔
A ⊂ i(A)
⇔
∀x, (x ∈ A) =⇒ x ∈ i(A)
⇔
∀x, (x ∈ A) =⇒ ∀i, i = 1..p,Γi(x) ⊂ A
Ce qui signiﬁe que lorsque A est une partie ouverte de E, aucun individu de A n’a de
relations avec un individu hors de A. Cependant, comme les relations ne sont pas supposées
symétriques, cela n’empêche pas que des individus hors de A aient des relations avec des in-
dividus dans A. Il peut exister des relations entrantes dans A, mis il ne peut pas exister de
relations sortantes de A (se référer à la ﬁgure 2.3).
FIGURE 2.3 – A ouverte : pas de relation sortante.
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Nous pouvons à présent poser :
Déﬁnition 2.2.11 Étant donné un espace prétopologique (E, i(.), a(.)), on appelle :
– fermeture de A, le plus petit fermé, noté F (A), contenant A, soit l’intersection de tous les
fermés contenant A.
– ouverture de A, le plus grand ouvert, noté O(A), contenu dans A, soit la réunion de tous
les ouverts inclus dans A.
Dans les espaces de type V , les parties ouvertes ainsi que les parties fermées peuvent être
caractérisées par le résultat suivant :
Propriété 2.2.3 Étant donné un espace prétopologique (E, i(.), a(.)),
– A est ouvert si et seulement si A est voisinage de chacun de ses points.
– Soit x ∈ E et V ⊂ E, s’il existe un ouvert A tel que {x} ⊂ A ⊂ V , alors V est un
voisinage de x. En général, la réciproque est fausse.
– Toute réunion d’ouverts est un ouvert.
– Toute intersection de fermés est un fermé.
Preuve dans Belmandt [31].
De manière générale, dans un espace prétopologique quelconque, l’ouverture et la fermeture
d’une partie peuvent ne pas exister. Cependant, le résultat suivant donne un élément supplémen-
taire en faveur des espaces de type V . La proposition précédente permet d’afﬁrmer :
Propriété 2.2.4 Dans un espace prétopologique de type V , l’ouverture et la fermeture de tout
sous ensemble existent toujours.
La démonstration de ce résultat peut être trouvée dans Belmandt [31].
2.2.3 Les fonctions de la prétopologie
Les fonctions d’adhérence et d’intérieur sont les deux fonctions de base des espaces pré-
topologiques. Cependant, comme en topologie, d’autres fonctions peuvent être déﬁnies et se
révèlent très utiles dans l’analyse de la structure d’un ensemble E. Nous présentons ces diffé-
rentes fonctions que nous utiliserons dans le cas des espaces de type V .
Déﬁnition 2.2.12 Étant donné un espace prétopologique (E, i(.), a(.)),
– On appelle dérivé de A l’ensemble déﬁni par :
∀A,A ∈ P(E), d(A) = {x ∈ E/(B(x)− {x}) ∩ A 	= ∅}
– On appelle cohérence de A l’ensemble déﬁni par : ∀A,A ∈ P(E), c(A) = A ∩ d(A)
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– On appelle bord de A (ou semi-frontière intérieure) l’ensemble déﬁni par :
∀A,A ∈ P(E), b(A) = A− i(A)
– On appelle orle de A (ou semi-frontière extérieure) l’ensemble déﬁni par :
∀A,A ∈ P(E), o(A) = a(A)− A
– On appelle frontière de A l’ensemble déﬁni par : ∀A,A ∈ P(E), fr(A) = b(A) ∪ o(A)
– On appelle extérieur de A l’ensemble déﬁni par : ∀A,A ∈ P(E), e(A) = [a(A)]c.
Remarque 2.2.5 L’adhérence d’une partie A de E peut être redéﬁnie par
∀A,A ∈ P(E), a(A) = A ∪ d(A).
Ces fonctions présentent un intérêt tout particulier dans le cas d’espaces de type V déﬁnis à
partir d’une famille de relations. L’exemple suivant illustre cela.
Exemple 2.2.3 Considérons l’ensemble E = {s, t, u, v, w, x, y, z}, sur lequel est déﬁnie une
relation binaireR telle que (se référer à la ﬁgure 2.4) :
Γ (s) = {s, t}
Γ (t) = {t}
Γ (u) = {u, v, x, z}
Γ (v) = {v}
Γ (w) = {s, v, w, x, z}
Γ (x) = {t, v, x}
Γ (y) = {v, y, z}
Γ (z) = {z}
FIGURE 2.4 – Exemple avec un type de relation.
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Considérons A = {x, y, z} (se référer à la ﬁgure 2.5).
FIGURE 2.5 – sous ensemble A.
Alors :
a(A) = {u,w, x, y, z} (se référer à la ﬁgure 2.6).
FIGURE 2.6 – Adhérence de A.
d(A) = {u,w, y} (se référer à la ﬁgure 2.7).
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FIGURE 2.7 – Dérive de A.
i(A) = {z} (se référer à la ﬁgure 2.8).
FIGURE 2.8 – Intérieur de A.
o(A) = {u,w} (se référer à la ﬁgure 2.9).
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FIGURE 2.9 – Orle de A.
b(A) = {x, y} (se référer à la ﬁgure 2.10).
FIGURE 2.10 – Bord de A.
fr(A) = {u,w, x, y} (se référer à la ﬁgure 2.11).
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FIGURE 2.11 – Frontière de A.
c(A) = {y} (se référer à la ﬁgure 2.12).
FIGURE 2.12 – Cohérence de A.
e(A) = {s, t, v} (se référer à la ﬁgure 2.13).
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FIGURE 2.13 – Extérieur de A.
De la même manière que pour l’adhérence et l’intérieur, les résultats fournis par ces diffé-
rentes fonctions sont interprétables en termes des relations qui sont à la base de la déﬁnition
de l’espace prétopologique, donc en termes de réseau social.
Ainsi donc, la prétopologie se révèle ainsi un outil tout à fait adapté à l’analyse « topolo-
gique » des réseaux. Cependant, nous avons constaté qu’elle ne sufﬁt pas pour prendre plei-
nement en compte des phénomènes liés à la diffusion d’une épidémie au sein d’un réseau. En
effet, de multiples facteurs peuvent inﬂuencer la structure même du réseau, facteurs qui ne sont
pas nécessairement contrôlables. C’est le cas notamment des comportements des membres du
réseau qui sont souvent non prédictibles et peuvent obéir à des logiques diverses et non connues
de l’observateur. Ces logiques peuvent amener les membres du réseau à modiﬁer leurs connec-
tions avec d’autres membres, donc à modiﬁer aléatoirement, pour l’observateur, la structure du
réseau.
Face à cette interrogation, nous avons jugé nécessaire d’introduire un modèle stochastique
au sein de la prétopologie, de manière à prendre en compte cette incertitude sur la structure
du réseau pour proposer un modèle de réseau stochastique, généralisant le concept de graphes
aléatoires.
Pour cela, nous proposons la prétopologie stochastique qui est fondée sur la prétopologie
d’une part et sur des résultats connus relatifs aux ensembles aléatoires. Nous rappelons les élé-
ments nécessaires sur les ensembles aléatoires dans le paragraphe suivant avant de développer
notre modèle de prétopologie stochastique.
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2.3 Éléments sur les ensembles aléatoires
Les ensembles aléatoires ont trouvé des applications très variées, tant dans le domaine des
sciences dures avec la géomorphologie que dans le domaine des sciences humaines et sociales
avec l’économie par exemple. En particulier, dans ce dernier domaine, les ensembles aléatoires
ont été à la base des travaux de Gérard Debreu, prix Nobel d’économie en 1983.
2.3.1 Les ensembles aléatoires : déﬁnitions de mesurabilité
Leur déﬁnition, généralisation de la déﬁnition d’une variable aléatoire, utilise le concept de
mesurabilité puisqu’un ensemble aléatoire est une correspondance mesurable. Sous certaines
conditions, trois déﬁnitions de mesurabilité existent :
Déﬁnition 2.3.1 Considérons (Ω,A) un espace probabilisable et (E, T ) un espace topolo-
gique, Γ : Ω−−րց E est mesurable au sens I si et seulement si
∀F ∈ F(E), {ω ∈ Ω/Γ(ω) ∩ F 	= ∅} ∈ A
où F(E) désigne la famille des fermés de (E, T ).
Déﬁnition 2.3.2 Considérons (Ω,A) un espace probabilisable et (E, T ) un espace topolo-
gique, Γ : Ω−−րց E est mesurable au sens II si et seulement si
G(Γ) ∈ A
⊗
B(E)
où G(Γ) désigne le graphe de la correspondance Γ, c’est à dire
G(Γ) = {(ω, x) ∈ Ω× E/x ∈ Γ(ω)},
et où B(E) désigne la famille des boréliens de (E, T ).
Déﬁnition 2.3.3 Considérons (Ω,A) un espace probabilisable et (E, T ) un espace topolo-
gique, Γ : Ω−−րց E est mesurable au sens III si et seulement si
∀A ∈ B(E),Γ−1(A) ∈ A
où Γ−1(A) = {ω ∈ Ω/Γ(ω) ∈ A}
On peut établir un lien entre ces trois déﬁnitions dans le cas où l’espace probabilisé est com-
plet et localement compact et E = Rn.
Propriété 2.3.1 Considérons (Ω,A, p) un espace probabilisé complet,Ω étant localement com-
pact, Γ : Ω−−րց R
n, les trois notions de mesurabilité déﬁnies précédemment sont équivalentes.
La preuve peut être trouvé dans Lamure [144].
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2.3.2 L’intégrabilité des ensembles aléatoires
Avec le résultat précédent, nous ne préciserons pas en quel sens une correspondance est
mesurable et nous parlerons simplement d’ensembles aléatoires. Trois notions d’intégrabilité
peuvent être proposées.
Intégrabilité au sens de Aumann
La première notion d’intégrabilité d’un ensemble aléatoire a été proposé par Robert J. Au-
mann. Elle se fonde sur le concept de sélection intégrable.
Déﬁnition 2.3.4 Considérons (Ω,A, p) un espace probabilisé, Γ : Ω−−րց E. On dit qu’une ap-
plication f : Ω → E est une sélection de Γ si et seulement si :
∀ω ∈ Ω, f(ω) ∈ Γ(ω)
Cette déﬁnition conduit à la suivante :
Déﬁnition 2.3.5 Considérons (Ω,A, p) un espace probabilisé, Γ : Ω−−րց E. On dit que Γ est
intégrable au sens de Aumann si et seulement si Γ admet une sélection intégrable. Si S(Γ) dé-
signe l’ensemble des sélections intégrables de Γ, alors l’intégrale de Γ au sens de Aumann est
déﬁnie par
∫
Γ = {
∫
f/∀f ∈ S(Γ)}.
Intégrabilité au sens classique
Une deuxième déﬁnition s’appuie sur la notion d’ensemble aléatoireA simple pour construire
un concept d’intégrale de manière analogue à ce qui se fait pour les fonctions ordinaires.
Déﬁnition 2.3.6 Considérons (Ω,A, p) un espace probabilisé, Γ est un ensemble aléatoire A
simple si et seulement si
Γ =
n⋃
i=1
(Ki ∩ IAi)
où ∀i, i = 1, .., n Ki ∈ P(E) et où IAi désigne l’ensemble indicateur de Ai, c’est à dire :
IAi(ω) = E si ω ∈ Ai et IAi(ω) = ∅ si ω /∈ Ai.
L’intégrale d’un ensemble aléatoire A simple se déﬁnit alors comme suit en utilisant les
opérations de Minkovski : ∫
Γ =
n∑
i=1
Kip(Ai)
On déﬁnit ensuite ce qu’est une suite ∆-Cauchy d’ensemble aléatoires.
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Déﬁnition 2.3.7 Une suite d’ensembles aléatoires (Γn)n A simple est dite ∆-Cauchy si et
seulement si
∀ǫ > 0,∀η > 0,∃n0,∀p, ∀q(p > n0, q > n0 =⇒ ∆(Γp,Γp) < ǫ)
où ∆(Γp,Γp) =
∫
Ω δ(Γp(ω),Γp(ω))p(dω)
et δ désigne la distance de Hausdorff.
Il est alors possible de déﬁnir l’intégrale d’un ensemble aléatoire Γ de la manière suivante :
Déﬁnition 2.3.8 Considérons (Ω,A, p) un espace probabilisé, Γ : Ω−−րց E est intégrable au
sens classique si et seulement si il existe une suite (Γn)n A simple ∆-Cauchy qui converge en
probabilité vers Γ. On pose alors ∫
Γ = limn→∞
∫
Γn
Intégrabilité au sens de Debreu
Enﬁn, un cas particulier important a été étudié par Gérard Debreu. Il s’agit du cas où un
ensemble aléatoire est à valeurs compactes convexes non vides de Rn.
Déﬁnition 2.3.9 Considérons (Ω,A, p) un espace probabilisé, Γ : Ω−−րց R
n, à valeurs com-
pactes convexes non vides. On dit que Γ est intégrable au sens de Debreu si et seulement si il
existe une suite (Γn)n A simple∆-Cauchy à valeurs compactes convexes non vides qui converge
en probabilité vers Γ. On pose alors ∫
Γ = limn→∞
∫
Γn
2.4 Le modèle de la prétopologie stochastique
Le modèle de la prétopologie stochastique se fonde simultanément sur les concepts de la
prétopologie et ceux relatifs aux ensembles aléatoires. Il sera développé dans le cadre de la
donnée initiale d’une famille de relations binaires réﬂexives déﬁnie sur un ensemble ﬁni E. Il
peut être déﬁni dans d’autres cadres [32, 33, 43, 152], mais nous nous limiterons à la présenta-
tion proposée compte tenu du domaine d’application.
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2.4.1 Déﬁnition de la prétopologie stochastique
Dans toute la suite, nous considérons un espace probabilisé (Ω,A, p), un ensemble E non
vide de cardinal ﬁni n. Pour tout i = 1, ..., p, pour tout ω ∈ Ω, Ri(ω) désigne une relation bi-
naire réﬂexive déﬁnie sur E. R(E) désigne l’ensemble de toutes les relations binaires déﬁnies
sur E.
Tout élémentRi(ω) deR(E) est caractérisé par la correspondance suivante :
Γi(ω, x) = {y ∈ E/xRi(ω)y}
E est muni de la topologie discrète Td.
Par conséquent, ∀x,Γ(., x) est un ensemble aléatoire si et seulement si :
∀F ∈ F(E), {ω ∈ Ω/Γ(ω) ∩ F 	= ∅} ∈ A
Dans notre cas, E étant de cardinal ﬁni, cette condition se réduit à :
∀F ∈ P(E), {ω ∈ Ω/Γ(ω) ∩ F 	= ∅} ∈ A
Dans la suite de cette partie, nous supposons que Γ(., x) est un ensemble aléatoire pour tout
x ∈ E.
Exemple 2.4.1 Considérons les relations binaires dont les graphes sont illustrés par les ﬁgures
2.14, 2.15, 2.16 et 2.17. Chacune de ces relations correspond à un évènement aléatoire ωi de
probabilité pi.
FIGURE 2.14 – Graphe schématisant la relationR(ω1).
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FIGURE 2.15 – Graphe schématisant la relationR(ω2).
FIGURE 2.16 – Graphe schématisant la relationR(ω3).
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FIGURE 2.17 – Graphe schématisant la relationR(ω4).
Pour tout x de E, pour tout y de E, on se donne Pr({ω/y ∈ Γ(ω, x)}) et on suppose, en
général, que :
∀x ∈ E,∀x′ ∈ E,∀y ∈ E,∀y′ ∈ E, les évènements {ω/y ∈ Γ(ω, x)} et {ω/y′ ∈ Γ(ω, x′)}
sont indépendants.
Il est alors évident, par construction, que :
∀x ∈ E,Γ(., x) : Ω−−րց E est mesurable. De plus, on peut aisément calculer
∀A ⊂ E,Pr({ω ∈ Ω/Γ(ω, x) = A})
.
En effet, Γ(w, x) = A signiﬁe que ∀y ∈ A, xR(ω)y et ∀y ∈ Ac,¬(xR(ω)y).
Donc :
Pr({ω ∈ Ω/Γ(ω, x) = A}) = Πy∈APr({ω ∈ Ω/xR(ω)y})Πy∈Ac(1−Pr({ω ∈ Ω/xR(ω)y}))
Nous allons à présent construire la structure prétopologique associée à une relation binaire
réﬂexive aléatoire. Considérons l’application :
∀ω ∈ Ω, a(., .) : (Ω,A, p)× P(E)−−րց E déﬁnie par :
∀A ∈ P(E),∀ω ∈ Ω, a(ω,A) = {x ∈ E/Γ(ω, x) ∩ A 	= ∅}
C. Basileu 96
2.4. Le modèle de la prétopologie stochastique UCBL
Alors :
Propriété 2.4.1 Étant donné un espace probabilisé (Ω,A, p) et une relation binaire réﬂexive
aléatoireR(.) déﬁnie sur (Ω,A, p), l’application déﬁnie par
∀A ∈ P(E),∀ω ∈ Ω, a(ω,A) = {x ∈ E/Γ(ω, x) ∩ A 	= ∅}
est une fonction d’adhérence et également un ensemble aléatoire.
Preuve Considérons la correspondance Φx,A,∀x ∈ E,∀A ⊂ E déﬁnie comme suit :
Φx,A(ω)
{
= {x} si ω ∈ {ω/Γ(ω, x) ∩ A 	= ∅} ∈ A
= ∅ si ω ∈ {ω/Γ(ω, x) ∩ A 	= ∅}c ∈ A
Donc Φx,A(.) est une multiapplication mesurable A simple à valeurs étagées et on note que⋃
x∈E
Φx,A =
⋃
x∈E
{x} = a(ω,A)
donc ω −→ a(ω,A) est une réunion ﬁnie d’ensembles aléatoires et en tant que tel un ensemble
aléatoire lui même.
CQFD.
Déﬁnition 2.4.1 On appelle réseau stochastique complexe déﬁni sur un ensemble E ﬁni, la
donnée d’une famille de relations binaires aléatoires (Ri(.))i=1,..,p déﬁnies sur (Ω,A, p) et à
valeurs dans l’ensemble des relations binaires réﬂexives déﬁnies sur E.
Supposons maintenant que nous avons une famille ﬁnie de relations binaires réﬂexives
(Ri(.))i=1,..,p déﬁnies sur (Ω,A, p). Nous disposons ainsi de la famille Γi(x, .)∀x ∈ E déﬁnie
sur (Ri(.))i=1,..,p pour laquelle nous supposons qu’il s’agit d’une famille d’ensembles aléatoires.
Si on pose :
∀A ∈ P(E),∀ω ∈ Ω, a(ω,A) = {x ∈ E/∃i = 1, .., p,Γi(ω, x) ∩ A 	= ∅}
On peut écrire :
∀A ∈ P(E),∀ω ∈ Ω, a(ω,A) =
p⋃
i=1
ai(ω,A)
où ai(ω,A) = {x ∈ E/Γi(ω, x) ∩ A 	= ∅}.
Par conséquent :
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Propriété 2.4.2 Étant donné un espace probabilisé (Ω,A, p), l’application déﬁnie par :
∀A ∈ P(E),∀ω ∈ Ω, a(ω,A) = {x ∈ E/∃i = 1, .., p,Γi(ω, x) ∩ A 	= ∅}
est un ensemble aléatoire.
Preuve Il sufﬁt d’utiliser le résultat précédent et de remarquer que l’application
∀A ⊂ E, a(., A) est une réunion d’ensembles aléatoires, donc un ensemble aléatoire.
CQFD.
De plus :
Propriété 2.4.3 La fonction d’adhérence ainsi déﬁnie vériﬁe toutes les propriétés d’espace de
type V .
Preuve En effet, les relations étant réﬂexives :
∀ω ∈ Ω, a(ω, ∅) = {y ∈ E/∃i = 1, .., p,Γi(y, ω) ∩ ∅ 	= ∅} = ∅
∀ω ∈ Ω,∀A ⊂ E,A ⊂ a(ω,A).
Enﬁn, supposons que nous avons deux sous ensembles A et B de E tels que A ⊂ B. Alors :
∃i = 1, .., pΓi(ω, x) ∩ A 	= ∅ =⇒ Γi(ω, x) ∩B 	= ∅
ce qui assure que ∀ω ∈ Ω,∀A ⊂ E,∀B ⊂ E, (A ⊂ B =⇒ a(ω,A) ⊂ a(ω,B)).
CQFD.
La fonction intérieur i(., .) est déﬁnie par dualité, c’est à dire que
∀ω ∈ Ω,∀A ⊂ E, i(ω,A) = {y ∈ E/∀i = 1, .., p,Γi(ω, y) ⊂ A}.
Nous pouvons à présent poser :
Déﬁnition 2.4.2 Le triplet (E, i(., .), a(., .)) est tel que :
∀ω ∈ Ω, (E, i(ω, .), a(ω, .)) est un espace prétopologique de type V .
∀A ⊂ E, a(., A) et i(., A) sont des ensembles aléatoires.
Le couple (i(., .), a(., .)) est appelé prétopologie stochastique et le triplet (E, i(., .), a(., .)) est
un espace prétopologique stochastique.
Remarque 2.4.1 – Si la famille de relations binaires réﬂexives est réduite à une seule re-
lation, on se trouve dans le cas d’un graphe aléatoire et la prétopologie stochastique
associée en permet une analyse « topologique ».
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– Nous avons construit la fonction d’adhérence en utilisant la propriété :
∃i = 1, .., p,Γi(y, ω) ∩ A 	= ∅. Nous aurions pu utiliser la propriété :
∀i = 1, .., p,Γi(y, ω) ∩ A 	= ∅.
Les résultats annoncés ci-dessus resteraient vrais et cela donnerait une nouvelle manière
d’associer à une famille de relations binaires une prétopologie stochastique. Notre choix
a été guidé par l’application à l’analyse de la diffusion de pandémie. En effet, si les re-
lations binaires traduisent des occasions de contact entre individus, il sufﬁt d’un contact
pour qu’une infection se propage, d’où le choix qui a été fait.
Exemple 2.4.2 En reprenant l’exemple précédent (ﬁgures 2.14, 2.15, 2.16 et 2.17), nous avons :
E = {1, 2, 3, 4, 5}
∀ω ∈ {ω1, ω2, ω3, ω4}, a(ω,A) = {x ∈ E/Γ(ω, x) ∩ A 	= ∅}
Donc pour A = {1, 2}, nous pouvons calculer l’adhérence :
a(ω1, A) = {1, 2, 4, 5}
a(ω2, A) = {1, 2, 4}
a(ω3, A) = {1, 2, 5}
a(ω4, A) = {1, 2, 3, 4, 5} = E
Pour chacun des scénarios ω1 à ω4, nous calculons Γ(ω, x) :
Pour ω = ω1 :
Γ(ω, 1) = {1}
Γ(ω, 2) = {1, 2, 4, 5}
Γ(ω, 3) = {3, 4, 5}
Γ(ω, 4) = {4, 2}
Γ(ω, 5) = {5, 1, 4}
Pour ω = ω2 :
Γ(ω, 1) = {1}
Γ(ω, 2) = {1, 2, 3, 4, 5}
Γ(ω, 3) = {3, 5}
Γ(ω, 4) = {4, 2, 3}
Γ(ω, 5) = {5, 4}
Pour ω = ω3 :
Γ(ω, 1) = {1, 4, 5}
Γ(ω, 2) = {2, 4, 5}
Γ(ω, 3) = {3}
Γ(ω, 4) = {4}
Γ(ω, 5) = {5, 1, 4}
Pour ω = ω4 :
Γ(ω, 1) = {1, 3}
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Γ(ω, 2) = {2, 4, 5}
Γ(ω, 3) = {3, 2}
Γ(ω, 4) = {4, 2}
Γ(ω, 5) = {5, 2, 3, 4}
A partir de ces calculs, on peut en déduire l’intérieur :
i(ω1, A) = {1}
i(ω2, A) = {1}
i(ω3, A) = ∅
i(ω4, A) = ∅
2.4.2 Analyse prétopologique d’un réseau complexe stochastique
Dans l’optique de pouvoir analyser topologiquement un réseau complexe, il est intéressant
de considérer les notions usuelles d’ouvert et de fermé, telles qu’elles sont déﬁnies en préto-
pologie. Supposons qu’une partie A de E soit fermée pour la prétopologie stochastique déﬁnie
précédemment sur le réseau.
Cela signiﬁe donc, comme nous l’avons déjà vu, que :
∀x ∈ Ac,∀y ∈ A,∀i, i = 1, .., p,¬(xRi(ω)y) que ce soit pour un ω donné ou pour tout ω.
On voit donc que si A est fermée, il est impossible de trouver un élément x de E, situé dans
le complémentaire de A, qui admette au moins un élément y de A en tant que successeur pour
toutes les relations Ri(ω). En d’autres termes, si la famille de relations traduit le réseau de
relations des éléments de E, x n’est pas inséré dans ce réseau. Dire que A est fermée revient
donc à dire qu’elle est constituée d’éléments de E qui ne font pas de relations sociales avec des
éléments hors de A. On peut aussi dire que A est constitué d’éléments de E qui ne reçoivent
pas d’inﬂuence, via le réseau, de l’extérieur de A si xRi(ω)y traduit une inﬂuence, via la même
relation, de y sur x dans le scénario ω.
Supposons à présent que A est ouverte. Cela signiﬁe que :
∀x, x ∈ A =⇒ ∀i, i = 1, ..., p,Γi(ω, x) ⊂ A.
On ne peut donc pas trouver d’éléments x dans A qui, pour toutes les relations Ri(ω) ad-
mettent un successeur hors de A. On peut dire d’une autre manière que A est constitué d’élé-
ments de E qui ne subissent pas d’inﬂuence, via le réseau, provenant des éléments extérieurs
de A.
Il est donc extrêmement intéressant de pouvoir caractériser, non seulement ces deux cas
particuliers, mais également toutes les situations intermédiaires. Pour cela, nous utilisons deux
paramètres : le rapport d’intérieur et le rapport d’adhérence.
Déﬁnition 2.4.3 Étant donné un espace prétopologique stochastique (E, i(., .), a(., .)), on ap-
pelle rapport d’adhérence, noté Ra le ratio suivant :
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∀ω ∈ Ω,∀A ∈ P(E), Ra(ω,A) =
‖a(ω,A)‖
‖A‖
De même, on appelle rapport d’intérieur, noté Ri, le ratio suivant :
∀ω ∈ Ω,∀A ∈ P(E), Ri(ω,A) =
‖i(ω,A)‖
‖A‖
De façon immédiate, nous pouvons afﬁrmer :
Propriété 2.4.4 1. ∀ω ∈ Ω,∀A ∈ P(E), Ra(ω,A)  0 et Ra(ω,A) 
‖E‖
‖A‖
2. ∀ω ∈ Ω,∀A ∈ P(E), A fermé⇔ Ra(ω,A) = 1
3. ∀ω ∈ Ω,∀A ∈ P(E), 0  Ri(ω,A)  1
4. ∀ω ∈ Ω,∀A ∈ P(E), A ouvert⇔ Ri(ω,A) = 1
Considérons donc les deux applications suivantes :
∀A ⊂ E,ω → Ra(ω,A) et ∀A ⊂ E,ω → Ri(ω,A).
Alors :
Propriété 2.4.5 Les deux applications ∀A ⊂ E,ω → Ra(ω,A) et ∀A ⊂ E,ω → Ri(ω,A)
sont deux variables aléatoires déﬁnies sur (Ω,A, p).
Preuve Puisque ω −→ a(ω,A) et ω −→ i(ω,A) sont deux ensembles aléatoires, les fonc-
tions indicatrices ω −→ 1(x)a(ω,A) et ω −→ 1(x)i(ω,A) sont des variables aléatoires ∀x, x ∈ E.
Or
‖a(ω,A)‖ =
∑
x∈E
1(x)a(ω,A)
et
‖i(ω,A)‖ =
∑
x∈E
1(x)i(ω,A)
Donc ω −→ ‖a(ω,A)‖ et ω −→ ‖i(ω,A)‖ sont des variables aléatoires comme sommes
ﬁnies de variables aléatoires. Ce qui démontre la proposition.
CQFD.
Pour une partie A donnée, il est donc intéressant de déterminer les propriétés probabilistes
des deux variables aléatoires Ra(., A) et Ri(., A) . En particulier, on peut s’intéresser à leur
espérance mathématique, leur variance, et de manière plus générale, à leur loi de probabilité.
Leur analyse statistique, à partir de données de terrain, apporte beaucoup d’informations sur la
structure du réseau.
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En effet, le diagramme ci-dessous illustre les situations possibles que l’on peut rencontrer
en ce qui concerne Ra(., A) et Ri(., A).
FIGURE 2.18 – Espace des rapports d’intérieur et d’adhérence.
Les quatre zones en coin de ce diagramme sont intéressantes :
1. Ri(ω,A) est proche de 1, Ra(ω,A) est proche de 1. A est une partie qui subit peu d’in-
ﬂuence de son complémentaire et qui en exerce peu également. Cela caractérise un sous-
ensemble du réseau « isolé ».
2. Ri(ω,A) est proche de 0, Ra(ω,A) est proche de 1. A est une partie qui subit peu d’in-
ﬂuence de son complémentaire, mais qui, en revanche, exerce beaucoup. A exerce donc
beaucoup d’inﬂuence, mais en subit peu.
3. Ri(ω,A) est proche de 0, Ra(ω,A) est proche de son maximum. A est une partie qui est
une bonne exportatrice d’inﬂuence en même temps qu’elle subit beaucoup d’inﬂuence de
son complémentaire.
4. Ri(ω,A) est proche de 1, Ra(ω,A) est proche de son maximum. Il s’agit du cas où A
exerce peu d’inﬂuence et en subit beaucoup à l’inverse.
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Exemple 2.4.3 Nous pouvons repartir de l’exemple 2.4.1 illustrant les quatre scénarios de la
relationR. Nous considérons l’ensemble A tel que : A = {1, 2}.
Dans l’exemple 2.4.2, nous nous sommes consacré au calcul de l’adhérence et de l’intérieur
pour ce même ensemble A. On peut donc en déduire les rapport d’adhérence suivants :
Ra(ω1, A) =
4
2
= 2
Ra(ω2, A) =
3
2
Ra(ω3, A) =
3
2
Ra(ω4, A) =
5
2
ainsi que les rapports d’intérieur suivants :
Ri(ω1, A) =
1
2
Ri(ω2, A) =
1
2
Ri(ω3, A) = 0
Ri(ω4, A) = 0
Par la suite, nous obtenons la représentation graphique suivante :
FIGURE 2.19 – Espace des rapports d’adhérence et d’intérieur pour la relationR.
Il en ressort que pour le scénario ω4, l’ensemble A exerce beaucoup d’inﬂuence et en su-
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bit beaucoup provenant des autres éléments de E. Dans le cas d’une analyse pandémique, on
pourrait s’interroger sur l’impact du conﬁnement d’un ensemble d’individus ?
Nous avons démontré que la prétopologie stochastique déﬁnie conduit à un espace de type
V . Or, on sait que dans tout espace de type V [31], la fermeture F (.) et l’ouverture O(.) d’une
partie de E existent toujours. De plus, nous sommes dans le cas où E est un ensemble de cardi-
nal ﬁni.
Par conséquent :
∃k0 ∈ N/F (A) = a
k0(A)
et
∃k1 ∈ N/O(A) = i
k1(A)
La recherche de la fermeture d’une partie A de E se fait donc, sur le plan calculatoire,
par l’application répétée de la fonction d’adhérence, éventuellement jusqu’à obtenir E, (cas où
F(A)=E). Il en va de même pour l’ouverture de A obtenue en répétant l’application intérieur.
Dans le cas de la prétopologie stochastique, nous sommes amenés à considérer les fonctions
multivoques suivantes :
ω −→ Ri(ω,A) et ω −→ Ra(ω,A)
Propriété 2.4.6 Dans le cas d’un espace prétopologique stochastique (E, i(., .), a(., .)) les
deux fonctions ω −→ F (ω,A) et ω −→ O(ω,A) sont des variables aléatoires, ∀A ∈ P(E).
Preuve Puisque E est de cardinal ﬁni
∃k/F (ω,A) = ak(ω,A) =
k fois︷ ︸︸ ︷
(a ◦ a ◦ ...a)(ω,A)
et comme (ω,A) −→ a(ω,A) est mesurable, il est évident que ω −→ F (ω,A) est mesurable.
De la même manière, ω −→ O(ω,A) est également mesurable ∀A ∈ P(E).
Ce qui prouve le résultat.
CQFD.
L’utilisation des autres fonctions de la prétopologie s’avère également très utile pour l’ana-
lyse d’un réseau complexe modélisé par une structure prétopologique stochastique. Dans le cas
de l’espace prétoplogique stochastique proposé, elles se réécrivent :
1. ∀A ⊂ E,∀ω ∈ Ω, d(ω,A) = {x ∈ E/∃i = 1, .., p, (Γi(ω, x)− {x}) ∩ A 	= ∅}
2. ∀A ⊂ E,∀ω ∈ Ω, b(ω,A) = A− i(ω,A)
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3. ∀A ⊂ E,∀ω ∈ Ω, o(ω,A) = a(ω,A)− A
4. ∀A ⊂ E,∀ω ∈ Ω, fr(ω,A) = o(ω,A) ∪ b(ω,A)
5. ∀A ⊂ E,∀ω ∈ Ω, c(ω,A) = A ∩ d(ω,A)
6. ∀A ⊂ E,∀ω ∈ Ω, e(ω,A) = (a(ω,A))c
Posons :
∀ω ∈ Ω,∀A ⊂ E, ds(ω,A) = card(A− c(ω,A)). Cela nous conduit à la propriété suivante.
Propriété 2.4.7 L’application ω → ds(ω,A) est une variable aléatoire ∀A ⊂ E.
Preuve Bien évidemment : ω → d(ω,A) est un ensemble aléatoire puisque ω → Γi(ω, .)
est mesurable pour tout i. Il s’en suit que ω → Γ(ω, .) est également mesurable. Dans ce cas,
ω → c(ω,A) est également un ensemble aléatoire (c(ω,A) = A ∩ d(ω,A), ∀ω ).
Si on considère ds :
(Ω,A, p)× P(E) → N
(ω,A) →‖ A− c(ω,A) ‖= ds(ω,A)
CQFD.
De façon évidente ds(ω,A) = 0 ⇔ c(ω,A) ⊂ A. Par déﬁnition de la fonction cohérence,
ceci est équivalent à A ⊂ d(ω,A). En d’autres termes, il n’existe pas de points isolés dans A,
c’est à dire de points x tels que ∀i = 1, .., p, (Γi(ω, x)− {x}) ∩ A = ∅.
Inversement, ds(ω,A) =‖ A ‖⇔ c(ω,A) = ∅, ce qui caractérise une situation où A n’est
constitué que de points isolés.
L’exemple suivant illustre ces deux situations possibles, dans le cas d’une seule relation bi-
naire.
Exemple 2.4.4 Nous reprenons l’exemple 2.4.1 et nous considérons l’ensemble A tel que A =
{1, 5}.
D’après le calcul de Γ(ω,A) à l’exemple 2.4.2, il ressort que le dérivé d(ω,A) est tel que :
d(ω1, A) = {2, 3, 5}
d(ω2, A) = {2, 3}
d(ω3, A) = {1, 2, 5}
d(ω4, A) = {2}
A partir de cela, nous pouvons déduire la cohérence c(ω,A) :
c(ω1, A) = {5}
c(ω2, A) = ∅
c(ω3, A) = {1, 5}
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c(ω4, A) = ∅
L’application ds(ω,A) vaut :
ds(ω1, A) = 1
ds(ω2, A) = 2
ds(ω3, A) = 0
ds(ω4, A) = 2
En somme, nous pouvons afﬁrmer que l’ensemble A = {1, 5} ne dispose pas de points
isolés pour le scénario ω3 alors que pour les scénarios ω2 et ω4, l’ensemble A ne contient que
des points isolés.
Dans le cas des graphes aléatoires, on mesure la densité autour d’un sommet via le coefﬁ-
cient de regroupement C, rappelé ci-dessous.
Déﬁnition 2.4.4 Pour tout sommet u d’un graphe, le coefﬁcient de regroupement C(u) de ce
sommet est déﬁni par
C(u) = 2
nl(u)
d(u)(d(u)− 1)
où nl(u) est le nombre de liens entre les voisins de u et d(u) le degré de u.
Ce coefﬁcient exprime la manière dont les voisins du sommet étudié sont reliés par le
graphe. Il s’interprète comme une probabilité. Par déﬁnition, il ne s’applique qu’à des graphes
non orientés. Si on veut généraliser ce coefﬁcient à une famille de relations réﬂexives et aléa-
toires, on est confronté à un double problème :
– les relations sont à priori orientées, situation dans laquelle le coefﬁcient précédent n’est
pas applicable,
– on dispose de plus d’une relation.
La prétopologie permet d’envisager une démarche différente.
Considérons un sous-ensemble A de E et a(ω,A) − A. Ce sous ensemble constitue l’en-
semble des « voisins » de A, au sens utilisé dans la théorie des graphes aléatoires. Pour la
prétopologie, il s’agit de l’orle de A.
Remarque 2.4.2 On constate ici l’ambiguïté du mot « voisin » qui peut conduire à des contre
sens. Il s’agit en fait des points « adhérents ». Notons également que « voisin » est un concept
non déﬁni en topologie.
Considérons donc ∀ω, a(ω,A)− A = o(ω,A) et calculons Ri(o(ω,A)).
Si le résultat obtenu est proche de 1, cela signiﬁe que o(ω,A) diffuse peu à son complémentaire.
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Par conséquent, s’il y a diffusion des points de o(ω,A), elle se fait en interne et on a une bonne
densité relationnelle de o(ω,A). Cependant, nous ne sommes pas renseignés pour autant sur le
degré de diffusion de ses points.
Calculons donc : ds(c(o(ω,A))).
Si ce coefﬁcient prend une valeur proche de 0, on a donc peu de points isolés dans o(ω,A).
Par conséquent, si simultanément
ds(c(o(ω,A))) est proche de 0 et,
Ri(o(ω,A)) est proche de 1,
alors nous sommes face à une situation où la diffusion de o(ω,A) est importante et se fait en
interne puisqu’il n’y a pas ou peu de points isolés. Cela traduit une forte densité relationnelle
entre « voisins » de A (pour conserver cette terminologie). Le couple (ds(.), Ri) permet donc
de caractériser la densité relationnelle.
Concernant les graphes non orientés, deux autres paramètres sont utilisés pour les caracté-
riser : ce sont le degré de corrélation d’un sommet et la fonction d’assortativité.
Le degré de corrélation d’un sommet i est déﬁni par :
knn,i =
1
kli
∑
j∈V (i)
kj
où ki désigne le degré du sommet i et V (i) désigne l’ensemble des voisins du sommet i, c’est à
dire l’ensemble des j tels que {(i, j)} est une arête du graphe.
la fonction d’assortativité est déﬁnie par :
knn(k) =
1
Nk
∑
i/ki=k
knn,i
où Nk désigne le nombre de sommets du graphe de degré k.
La prétopologie stochastique nous permet de généraliser ces deux paramètres dans le cas
d’une famille de relations binaires aléatoires réﬂexives. Pour cela, nous posons :
Déﬁnition 2.4.5 on appelle coefﬁcient de corrélation d’un sommet x, le coefﬁcient déﬁni par
dc(ω, x) =
1
card(a(ω, {x}))
∑
y∈a(ω,x)
card(a(ω, y))
La fonction d’assortativité peut alors s’écrire :
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Déﬁnition 2.4.6
ca(ω, k) =
1
Nk
∑
x/card(a(ω,x))=k
dc(ω, x)
où Nk désigne le nombre de points x de E tels que card(a(ω, x)) = k
L’exemple ci-dessous illustre le calcul de ces coefﬁcients.
Exemple 2.4.5 On considère un réseau formé de quatre relations déﬁnies sur un ensemble
E = {1, 2, 3, 4} illustrées par les ﬁgures 2.20, 2.21, 2.22 et 2.23.
Pour simpliﬁer la présentation, nous omettons l’aspect aléatoire, ce qui ne change rien au cal-
cul.
FIGURE 2.20 – relationR1
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FIGURE 2.21 – relationR2
FIGURE 2.22 – relationR3
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FIGURE 2.23 – relationR4
De ces quatre relations, on en déduit que :
– a({1}) = {1, 2, 4}
– a({2}) = {1, 2, 3}
– a({3}) = {1, 2, 3, 4}
– a({4}) = {1, 2, 3, 4}
Ce qui donne, compte tenu de la déﬁnition du coefﬁcient dc(.)
– dc(1) = 10
3
– dc(2) = 10
3
– dc(3) = 7
2
– dc(4) = 7
2
d’où la fonction d’assortativité :
ca(3) = 1
3
× (10
3
+ 10
3
) = 20
9
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ca(4) = 1
4
× (7
2
+ 7
2
) = 7
4
2.4.3 Compléments : connexité
Étant donné un espace prétopologique stochastique (E, i(., .), a(., .)) déﬁnie sur (Ω, a, p)
construite à partir d’une famille de relations binaires {Ri(ω)}ω∈(Ω,a,p) déﬁnie sur E avec
‖ E ‖= n.
On peut déﬁnir les concepts suivants :
Déﬁnition 2.4.7 x ∈ E, y ∈ E, on dit qu’il existe un arc de x à y si et seulement si
{y} ⊂ a(ω, {x}).
De la même manière, on dit qu’il existe un arc de A, A ⊂ E, vers B, B ⊂ E si et seulement
si : B ⊂ a(ω,A).
L’exemple 2.4.6 illustre la construction de graphes que l’on peut en déduire.
Exemple 2.4.6 Considérons les trois scénarii suivants :
FIGURE 2.24 – RelationR(ω1).
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FIGURE 2.25 – RelationR(ω2).
FIGURE 2.26 – RelationR(ω3).
Nous pouvons en déduire Γ(ω,A) :
Pour ω = ω1, on a :
Γ(ω, 1) = {1, 3, 4}
Γ(ω, 2) = {2}
C. Basileu 112
2.4. Le modèle de la prétopologie stochastique UCBL
Γ(ω, 3) = {2, 3}
Γ(ω, 4) = {4}
Γ(ω, 5) = {1, 5}
Pour ω = ω2, on a :
Γ(ω, 1) = {1, 5}
Γ(ω, 2) = {1, 2, 3}
Γ(ω, 3) = {3, 5}
Γ(ω, 4) = {4, 5}
Γ(ω, 5) = {2, 5}
Pour ω = ω3, on a :
Γ(ω, 1) = {1, 4, 5}
Γ(ω, 2) = {2, 4}
Γ(ω, 3) = {3}
Γ(ω, 4) = {4}
Γ(ω, 5) = {3, 5}
On peut donc en déduire l’adhérence :
Pour la prétopologie faible, nous savons que :
∀A ∈ P(E),∀ω ∈ Ω, a(A) = {x ∈ E/∃i,Γi(ω, x) ∩ A 	= ∅}.
Dans notre cas, nous avons seulement une relation donc, cela donne :
∀A ∈ P(E),∀ω ∈ Ω, a(A) = {x ∈ E/Γ(ω, x) ∩ A 	= ∅}.
Pour ω = ω1, on a :
a(ω,{1}) = {1, 5}
a(ω,{2}) = {2, 3}
a(ω,{3}) = {1, 3}
a(ω,{4}) = {1, 4}
a(ω,{5}) = {5}
Pour ω = ω2, on a :
a(ω,{1}) = {1, 2}
a(ω,{2}) = {2, 5}
a(ω,{3}) = {2, 3}
a(ω,{4}) = {4}
a(ω,{5}) = {1, 3, 4, 5}
Pour ω = ω3, on a :
a(ω,{1}) = {1}
a(ω,{2}) = {2}
a(ω,{3}) = {3, 5}
a(ω,{4}) = {1, 2, 4}
a(ω,{5}) = {1, 5}
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D’où l’obtention des graphes suivants 2.27, 2.28, 2.29 :
FIGURE 2.27 – Graphe pour ω = ω1.
FIGURE 2.28 – Graphe pour ω = ω2.
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FIGURE 2.29 – Graphe pour ω = ω3.
Remarque 2.4.3 La déﬁnition précédente montre, qu’en sens inverse de ce que nous avons fait
jusqu’à présent, nous sommes capables de construire un graphe à partir d’une structure préto-
pologique.
Il faut noter que la construction d’un graphe, comme faite précédemment, nous permet d’ob-
tenir tout un parcours intéressant puisque partant d’une famille de graphes aléatoires, nous
construisons une prétopologie stochastique à partir de laquelle nous pouvons construire, de
multiples manières, un graphe aléatoire.
Déﬁnition 2.4.8 x ∈ E, y ∈ E, on dit qu’il existe un chemin de x à y si et seulement si
{y} ⊂ F (ω, {x}) où F (ω, {x}) désigne la fermeture de {x} pour la prétopologie déﬁnie par
a(ω, .).
De manière évidente, E étant de cardinal ﬁni, ∀x ∈ E,∀ω ∈ Ω,∃k ∈ N tel que
F (ω, {x}) = ak(ω, {x}).
Déﬁnition 2.4.9 x ∈ E, y ∈ E, on appelle longueur du chemin de x à y, noté l(x→ y), le plus
petit entier k tel que F (ω, {x}) = ak(ω, {x}).
Exemple 2.4.7 Nous pouvons repartir de l’exemple 2.4.6 pour déterminer s’il existe un chemin
de x vers y.
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Pour ω = ω1, nous avons :
x a(ω, .) a2(ω, .) a3(ω, .) a4(ω, .)
1 {1, 5} {1, 5} {1, 5} {1, 5}
2 {2, 3} {1, 2, 3} {1, 2, 3, 5} {1, 2, 3, 5}
3 {1, 3} {1, 3, 5} {1, 3, 5} {1, 3, 5}
4 {1, 4} {1, 4, 5} {1, 4, 5} {1, 4, 5}
5 {5} {5} {5} {5}
TABLE 2.1 – Calcul de an(ω, .) pour ω = ω1
Donc, on obtient :
F (ω1, {1}) = {1, 5} = a(ω1, {1})
F (ω1, {2}) = {1, 2, 3, 5} = a
3(ω1, {2})
F (ω1, {3}) = {1, 3, 5} = a
2(ω1, {3})
F (ω1, {4}) = {1, 4, 5} = a
2(ω1, {4})
F (ω1, {5}) = {5} = a(ω1, {5})
En considérant le sommet 1, nous pouvons déduire que :
5 ∈ F (ω1, {1}) = a(ω1, {1}) donc il existe un chemin de longueur 1 de 1 à 5.
En considérant le sommet 2, nous pouvons déduire que :
1 ∈ F (ω1, {2}) = a3(ω1, {2}) donc il existe un chemin de longueur 3 de 2 à 1.
3 ∈ F (ω1, {2}) = a3(ω1, {2}) donc il existe un chemin de longueur 3 de 2 à 3.
5 ∈ F (ω1, {2}) = a3(ω1, {2}) donc il existe un chemin de longueur 3 de 2 à 5.
En considérant le sommet 3, nous pouvons déduire que :
1 ∈ F (ω1, {3}) = a2(ω1, {3}) donc il existe un chemin de longueur 2 de 3 à 1.
5 ∈ F (ω1, {3}) = a2(ω1, {3}) donc il existe un chemin de longueur 2 de 3 à 5.
En considérant le sommet 4, nous pouvons déduire que :
1 ∈ F (ω1, {4}) = a2(ω1, {4}) donc il existe un chemin de longueur 2 de 4 à 1.
5 ∈ F (ω1, {4}) = a2(ω1, {4}) donc il existe un chemin de longueur 2 de 4 à 5.
En considérant le sommet 5, nous pouvons déduire que :
Il n’existe pas de chemin de 5 à un autre sommet de E.
Pour ω = ω2, nous avons :
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x a(ω, .) a2(ω, .) a3(ω, .) a4(ω, .)
1 {1, 2} {1, 2, 5} {1, 2, 3, 4, 5} {1, 2, 3, 4, 5}
2 {2, 5} {1, 2, 3, 4, 5} {1, 2, 3, 4, 5} {1, 2, 3, 4, 5}
3 {2, 3} {2, 3, 5} {1, 2, 3, 4, 5} {1, 2, 3, 4, 5}
4 {4} {4} {4} {4}
5 {1, 3, 4, 5} {1, 2, 3, 4, 5} {1, 2, 3, 4, 5} {1, 2, 3, 4, 5}
TABLE 2.2 – Calcul de an(ω, .) pour ω = ω2
Donc, on obtient :
F (ω2, {1}) = {1, 2, 3, 4, 5} = a
3(ω2, {1})
F (ω2, {2}) = {1, 2, 3, 4, 5} = a
2(ω2, {2})
F (ω2, {3}) = {1, 2, 3, 4, 5} = a
3(ω2, {3})
F (ω2, {4}) = {4} = a(ω2, {4})
F (ω2, {5}) = {1, 2, 3, 4, 5} = a
2(ω2, {5})
En considérant le sommet 1, nous pouvons déduire que :
2 ∈ F (ω2, {1}) = a3(ω2, {1}) donc il existe un chemin de longueur 3 de 1 à 2.
3 ∈ F (ω2, {1}) = a3(ω2, {1}) donc il existe un chemin de longueur 3 de 1 à 3.
4 ∈ F (ω2, {1}) = a3(ω2, {1}) donc il existe un chemin de longueur 3 de 1 à 4.
5 ∈ F (ω2, {1}) = a3(ω2, {1}) donc il existe un chemin de longueur 3 de 1 à 5.
En considérant le sommet 2, nous pouvons déduire que :
1 ∈ F (ω2, {2}) = a2(ω2, {2}) donc il existe un chemin de longueur 2 de 2 à 1.
3 ∈ F (ω2, {2}) = a2(ω2, {2}) donc il existe un chemin de longueur 2 de 2 à 3.
4 ∈ F (ω2, {2}) = a2(ω2, {2}) donc il existe un chemin de longueur 2 de 2 à 4.
5 ∈ F (ω2, {2}) = a2(ω2, {2}) donc il existe un chemin de longueur 2 de 2 à 5.
En considérant le sommet 3, nous pouvons déduire que :
1 ∈ F (ω2, {3}) = a3(ω2, {3}) donc il existe un chemin de longueur 3 de 3 à 1.
2 ∈ F (ω2, {3}) = a3(ω2, {3}) donc il existe un chemin de longueur 3 de 3 à 2.
4 ∈ F (ω2, {3}) = a3(ω2, {3}) donc il existe un chemin de longueur 3 de 3 à 4.
5 ∈ F (ω2, {3}) = a3(ω2, {3}) donc il existe un chemin de longueur 3 de 3 à 5.
En considérant le sommet 4, nous pouvons déduire que :
Il n’existe pas de chemin de 4 à un autre sommet de E.
En considérant le sommet 5, nous pouvons déduire que :
1 ∈ F (ω2, {5}) = a2(ω2, {5}) donc il existe un chemin de longueur 2 de 5 à 1.
2 ∈ F (ω2, {5}) = a2(ω2, {5}) donc il existe un chemin de longueur 2 de 5 à 2.
3 ∈ F (ω2, {5}) = a2(ω2, {5}) donc il existe un chemin de longueur 2 de 5 à 3.
4 ∈ F (ω2, {5}) = a2(ω2, {5}) donc il existe un chemin de longueur 2 de 5 à 4.
Pour ω = ω3, nous avons :
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x a(ω, .) a2(ω, .) a3(ω, .) a4(ω, .)
1 {1} {1} {1} {1}
2 {2} {2} {2} {2}
3 {3, 5} {1, 3, 5} {1, 3, 5} {1, 3, 5}
4 {1, 2, 4} {1, 2, 4} {1, 2, 4} {1, 2, 4}
5 {1, 5} {1, 5} {1, 5} {1, 5}
TABLE 2.3 – Calcul de an(ω, .) pour ω = ω3
Donc, on obtient :
F (ω3, {1}) = {1} = a(ω3, {1})
F (ω3, {2}) = {2} = a(ω3, {2})
F (ω3, {3}) = {1, 3, 5} = a
2(ω3, {3})
F (ω3, {4}) = {1, 2, 4} = a(ω3, {4})
F (ω3, {5}) = {1, 5} = a(ω3, {5})
En considérant le sommet 1, nous pouvons déduire que :
Il n’existe pas de chemin de 1 à un autre sommet de E.
En considérant le sommet 2, nous pouvons déduire que :
Il n’existe pas de chemin de 2 à un autre sommet de E.
En considérant le sommet 3, nous pouvons déduire que :
1 ∈ F (ω3, {3}) = a2(ω3, {3}) donc il existe un chemin de longueur 2 de 3 à 1.
5 ∈ F (ω3, {3}) = a2(ω3, {3}) donc il existe un chemin de longueur 2 de 3 à 5.
En considérant le sommet 4, nous pouvons déduire que :
1 ∈ F (ω3, {4}) = a(ω3, {4}) donc il existe un chemin de longueur 1 de 4 à 1.
2 ∈ F (ω3, {4}) = a(ω3, {4}) donc il existe un chemin de longueur 1 de 4 à 2.
En considérant le sommet 5, nous pouvons déduire que :
1 ∈ F (ω3, {5}) = a(ω3, {5}) donc il existe un chemin de longueur 1 de 5 à 1.
Il est alors possible de calculer un coefﬁcient qui généralise le coefﬁcient des graphes aléa-
toires « Betweenness centrality » de la manière suivante :
Étant donnés x et y de E, soit k la longueur du chemin de x vers y.
Pour tout autre élément z, on détermine si z appartient au chemin de x vers y ou non. On pose
alors :
Déﬁnition 2.4.10
Cb(z) =
∑
(x,y),x 	=y,x 	=z,y 	=z
lz(x→ y)
l(x→ y)
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où : lz(x→ y) désigne la longueur des chemins de x vers y qui contiennent z et,
l(x→ y) la longueur des chemins de x vers y contenant z ou non.
Pour calculer Cb(z) on doit déterminer pour tous les couples (x,y) de E2, les longueurs des
chemins de x vers y. Puis, on isole ceux des chemins qui contiennent le point z donné.
Généralisation du coefﬁcient « centrality degree » :
Déﬁnition 2.4.11 ∀x ∈ E, on pose :
Cd(ω, x) =
‖ a(ω, x) ‖
‖ E ‖
=
‖ a(ω, x) ‖
n
Soit x∗, l’élément de E tel que Cd(ω, x∗) = Maxx∈ECd(ω, x).
On pose :
Cd(ω,E) =
∑
x∈E[Cd(ω, x
∗)− Cd(ω, x)]
(n− 1)(n− 2)
Exemple 2.4.8 En reprenant les données de l’exemple 2.4.6, nous pouvons calculer Cd(ω, x) :
Pour ω = ω1, nous avons :
Cd(ω1, 1) = Cd(ω1, 2) = Cd(ω1, 3) = Cd(ω1, 4) =
2
5
Cd(ω1, 5) =
1
5
donc x∗ = 1 ou 2 ou 3 ou 4.
On peut donc en déduire Cd(E) :
Cd(E) =
1
5
4 ∗ 3
= 1
60
Pour ω = ω2, nous avons :
Cd(ω2, 1) = Cd(ω2, 2) = Cd(ω2, 3) =
2
5
Cd(ω2, 4) =
1
5
Cd(ω2, 5) =
4
5
donc x∗ = 5.
C. Basileu 119
2.4. Le modèle de la prétopologie stochastique UCBL
Donc :
Cd(E) =
9
5
4 ∗ 3
= 9
60
= 3
20
Pour ω = ω3, nous avons :
Cd(ω3, 1) = Cd(ω3, 2) =
1
5
Cd(ω3, 3) = Cd(ω3, 5) =
2
5
Cd(ω3, 5) =
3
5
donc x∗ = 4.
Donc :
Cd(E) =
6
5
4 ∗ 3
= 1
30
Quelques notions de connexité :
Étant donné une prétopologie stochastique sur un ensemble E : (E, i(.,.), a(.,.)) associée à
une famille de relations binaires {Ri(ω)}ω∈Ω, on pose :
Déﬁnition 2.4.12 1. E est fortement connexe si et seulement si :
∀A ∈ P(E),∀B ∈ P(E), il existe un chemin de A vers B.
2. E est unilatéralement connexe si et seulement si :
∀A ∈ P(E),∀B ∈ P(E), il existe un chemin de A vers B ou un chemin de B vers A.
3. E est hyperconnexe si et seulement si :
∀A ∈ P(E),∀B ∈ P(E), il existe un chemin de A vers B ou un chemin de B vers
(F (ω,B))c.
4. E est apoconnexe si et seulement si :
∀A ∈ P(E),∀B ∈ P(E),∃M ∈ P(E) avec un chemin de M vers A et un chemin de M
vers B.
5. E est connexe si et seulement si :
∀A ∈ P(E),∀B ∈ P(E), il existe un chemin de A vers B ou bien ∃M ∈ P(E) tel qu’il
existe un chemin de M vers B et un chemin de M vers (F (ω,B))c.
Cette déﬁnition conduit au résultat suivant : (se référer à [31].)
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Propriété 2.4.8 1. E fortement connexe⇐⇒ ∀A ∈ P(E), F (ω,A) = E
2. E unilatéralement connexe⇐⇒
∀A ∈ P(E), F (ω,A) = E ou ∀B ∈ P(E), B ⊂ (F (ω,A))c, A ⊂ F (ω,B)
3. E hyperconnexe⇐⇒
∀A ∈ P(E), F (ω,A) = E ou ∃B ∈ P(E), B ⊂ (F (ω,A))c, A ⊂ F (ω,B)
4. E apoconnexe⇐⇒
∀A ∈ P(E), F (ω,A) = E ou ∀B ∈ P(E), B ⊂ (F (ω,A))c, F (ω,A)
⋂
F (ω,B) 	= ∅
5. E connexe⇐⇒
∀A ∈ P(E), F (ω,A) = E ou F [(F (ω,A))c]
⋂
F (ω,A) 	= ∅
A tout x ∈ E, on associe Vx le sous-ensemble de E tel que :
1. ∃y ∈ Vx, tel que il existe un chemin de x vers y.
2. Vx est un sous-ensemble fortement connexe de E. Autrement dit, avec la famille des rela-
tions {Ri(ω)}ω∈Ω restreinte à Vx, Vx est fortement connexe pour la prétopologie stochas-
tique associée à la famille {Ri(ω)}ω∈Ω restreinte à Vx.
Alors :
Déﬁnition 2.4.13 ∀x ∈ E,Cd(x) =
∑
y∈Vx
d(x,y)
‖Vx‖−1
où d(x, y) = l(x→ y).
Cette déﬁnition généralise le coefﬁcient « closeness centrality » des graphes aléatoires.
2.4.4 Analyse statistique des réseaux complexes
Les problèmes de la construction d’une notion d’espérance mathématique
La question est de construire un concept d’espérance mathématique qui fasse sens lorsqueE
n’est pas muni d’une structure mathématique riche comme c’est le cas dans les réseaux sociaux.
Pour faire comprendre la démarche que nous adoptons, appuyons nous sur l’exemple sui-
vant :
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Exemple 2.4.9 Considérons E = {x1, x2, ..., x16}, A = {x6, x7} et Ω = {ω1, ω2, ω3}.
De plus, p(ω1) = p1, p(ω2) = p2, p(ω3) = p3.
Les ﬁgures 2.20, 2.21 et 2.22 visualisent l’adhérence de A selon les trois scénarii ω1, ω2, ω3.
Les diagrammes 2.30, 2.31 et 2.32 illustrent les situations a(ω1, A), a(ω2, A) et a(ω3, A).
FIGURE 2.30 – Adhérence - scénario 1.
a(ω1, A) = {x3, x6, x7, x8, x11, x12}
FIGURE 2.31 – Adhérence - scénario 2.
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a(ω2, A) = {x2, x6, x7, x8, x10, x11}
FIGURE 2.32 – Adhérence - scénario 3.
a(ω3, A) = {x3, x6, x7, x11}
Considérons ∀ω ∈ Ω,∀A ⊂ E, la fonction caractéristique 1a(ω,A)(.) déﬁnie sur E. Dans
notre exemple, avec A = {6, 7}, nous obtenons :
– 1a(ω1,A)(xi) = 1 pour i = 3, 6, 7, 8, 11, 12 ;
0 sinon
– 1a(ω2,A)(xi) = 1 pour i = 2, 6, 7, 8, 10, 11 ;
0 sinon
– 1a(ω3,A)(xi) = 1 pour i = 3, 6, 7, 11 ;
0 sinon
Par ailleurs, nous avons posé que p1 = Pr(ω1), p2 = Pr(ω2), p3 = Pr(ω3).
Nous proposons de déﬁnir l’espérance mathématique de la fonction adhérence E(a(., A))
par sa fonction caractéristique déﬁnie sur E par :
– 1E(a(.,A))(xi) = 0 pour i = 1, 4, 5, 9, 13, 14, 15, 16
– 1E(a(.,A))(xi) = p1 pour i = 12
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– 1E(a(.,A))(xi) = p2 pour i = 2, 10
– 1E(a(.,A))(xi) = p1 + p2 pour i = 8
– 1E(a(.,A))(xi) = p1 + p3 pour i = 3
– 1E(a(.,A))(xi) = p1 + p2 + p3 = 1 pour i = 6, 7, 11
Ce procédé nous amène donc à déﬁnirE(a(., A)) par une fonction caractéristique à valeurs
dans l’intervalle [0, 1] et non dans {0, 1}. Cela signiﬁe queE(a(., A)) est déﬁni comme un sous
ensemble ﬂou de E.
La justiﬁcation de cette approche est fondée sur le constat qu’il est difﬁcile de donner un
sens à une espérance mathématique qui serait un sous ensemble ordinaire de E, alors que la
déﬁnition proposée s’interprète naturellement.
Nous allons formaliser cette approche en restant dans la situation où l’ensemble Ω est de
cardinal ﬁni.
Déﬁnition 2.4.14 Étant donné un espace prétopologique stochastique (E, i(., .), a(., .)) déﬁni
sur un espace probabilisé ﬁni (Ω,A, p), on appelle espérance mathématique de la fonction
adhérence, le sous ensemble ﬂou déﬁni par la fonction d’appartenance suivante :
∀A ⊂ E, 1E(a(.,A))(x) =
∑
ωi/x∈a(ωi,A)
pi
où pi = Pr(ωi)
Remarque 2.4.4 Nous procédons de la même manière pour déﬁnir l’espérance de la fonction
intérieur :
∀A ⊂ E, 1E(i(.,A))(x) =
∑
ωi/x∈i(ωi,A)
pi
La question que nous soulevons avec cette déﬁnition de l’espérance mathématique est de
donner un sens « prétopologique » au triplet (E,E(i(., .)), E(a(., .))). En effet qu’en est-il du
point de vue de la prétopologie sachant que les espérances ne sont pas des sous ensembles or-
dinaires de E, mais des sous ensembles ﬂous ?
Une réponse à cette question peut être trouvée dans les travaux de M. Egéa [90] qui a posé
les bases conceptuelles de la prétopologie ﬂoue.
Nous allons démontrer que le triplet construit précédemment est un espace prétopologique
ﬂou de type V .
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Propriété 2.4.9 Le triplet (E,E(i(., .)), E(a(., .))) est un espace prétopologique ﬂou de type
V . On l’appelle l’espace moyen.
Preuve Considérons :
∀x ∈ E, 1E(a(.,∅))(x) =
∑
ωi/x∈i(ωi,∅)
pi =
∑
ωi/x∈∅
pi = 0
Donc
E(a(., ∅)) = ∅
.
Supposons que x ∈ A, alors :
=⇒
∀ωi, x ∈ a(ωi,A)
=⇒
{ωi/x∈a(ωi,A)} = Ω
=⇒
∑
ωi/x∈i(ωi,A)
pi =
∑
ωi∈Ω
pi = 1
Donc A ⊂ E(a(., A)) au sens de l’inclusion des sous ensembles ﬂous.
Considérons
1E(i(.,E))(x) =
∑
ωi/x∈i(ωi,E)
pi
∀ωi, x ∈ i(ωi, E) =⇒ {ωi ∈ Ω/x ∈ i(ωi, E)} = Ω
Donc
∀x ∈ E, 1E(i(.,E))(x) = 1 =⇒ E(i(., E)) = E
.
Supposons x /∈ A, alors :
=⇒
∀ωi, x /∈ i(ωi, A)
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=⇒
1E(i(.,A))(x) = 0 = 1A(x)
Si x ∈ A, on a toujours 1E(i(.,A))(x) ≤ 1 = 1A(x)
=⇒
∀x ∈ E, 1E(i(.,A))(x) ≤ 1A(x)
Ce qui prouve que ∀A ⊂ E,E(i(., A)) ⊂ A au sens des sous ensembles ﬂous.
Cela prouve que (E,E(i(., .)), E(a(., .))) est un espace prétopologique ﬂou.
Montrons qu’il est de type V :
Considérons A ⊂ B
=⇒
∀ωi, a(ωi, A) ⊂ a(ωi, B)
(les espaces sont de type V)
=⇒
{ωi/x ∈ i(ωi, A)} ⊂ {ωi/x ∈ i(ωi, B)}
=⇒
∑
ωi/x∈i(ωi,A)
pi ≤
∑
ωi/x∈i(ωi,B)
pi
=⇒
1E(a(.,A)) ≤ 1E(a(.,B))
=⇒
E(a(., A)) ⊂ E(a(., B))
Ce qui prouve le résultat.
CQFD.
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Remarque 2.4.5 Soient
1− 1E(a(.,Ac))(x) = 1−
∑
ωi/x∈a(ωi,Ac)
pi
1− 1E(a(.,Ac))(x) =
∑
ωi∈Ω
pi −
∑
ωi/x∈a(ωi,Ac)
pi
1− 1E(a(.,Ac))(x) =
∑
ωi/x/∈a(ωi,Ac)
pi =
∑
ωi/x∈i(ωi,Ac)
pi = 1E(i(.,A))(x)
Ce qui montre que les deux espérances sont en dualité au sens des sous ensembles ﬂous.
Le problème de la statistique des ensembles aléatoires
Dans la section précédente, nous avons déﬁni un concept d’espérance mathématique dans
le cadre de la prétopologie stochastique telle que nous la déﬁnissons dans ce travail. Il nous
faut maintenant déﬁnir des notions de dispersion de manière analogue à ce qui se fait avec des
variables aléatoires.
Pour cela, nous nous plaçons dans la logique de déﬁnition des sous ensembles ﬂous qui est
fondée sur la fonction caractéristique, appelée fonction d’appartenance dans le cas de ces sous
ensembles.
Considérons ∀A ⊂ E, 1E(a(.,A)) et ∀ωi ∈ Ω, 1a(ωi,A)
Posons
mk(a(., A)) =
∑
ωi∈Ω
pi
∑
x∈E
(1a(ωi,A)(x)− 1E(a(.,A))(x))
k
pour k ∈ N, k > 1.
Déﬁnition 2.4.15 ∀A ⊂ E, la quantité mk(a(., A)) déﬁnie précédemment est appelée moment
centré d’ordre k de a(., A).
La quantité, notée ek(a(., A)) déﬁnie par ek(a(., A)) = mk(a(., A))
1
k est appelée écart cen-
tré d’ordre k de a(., A).
Remarque 2.4.6 Lorsque k = 2, nous retrouvons la notion classique de variance et d’écart
type et on notera var(a(., A)). On peut alors afﬁrmer :
Propriété 2.4.10 ∀A ⊂ E, var(a(., A)) = 0⇔ ∀ωi ∈ Ω, a(ωi, A) = cte = E(a(., A))
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Preuve var(a(., A)) = 0
⇔
∀ωi ∈ Ω,
∑
x∈E
(1a(ωi,A)(x)− 1E(a(.,A))(x))
2 = 0
⇔
∀ωi ∈ Ω,∀x ∈ E, 1a(ωi,A)(x) = 1E(a(.,A))(x)
⇔
ce qui prouve le résultat.
On note alors que E(a(., A)) est un sous ensemble ordinaire de E.
CQFD.
L’exemple ci-dessous illustre le calcul de l’espérance et de la variance d’une adhérence d’un
espace prétopologique stochastique.
Exemple 2.4.10 Soit E = {1, 2, 3, 4, 5} et (Ω,A, p) un espace probabilisé tel que :
Ω = {ω1, ω2, ω2, ω4} et
p1 =
1
16
, p2 = 12 , p3 =
1
8
et p4 = 516 .
Considérons le cas où deux relations aléatoiresR1(.) etR2(.) sont déﬁnies sur E. Les réa-
lisations de ces relations pour ωi ∈ Ω sont illustrées par les diagrammes suivants.
Considérons A = {2, 4} et calculons a(ωi, A) ∀ωi ∈ Ω, E(a(., A)) et var(E(a(., A))).
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FIGURE 2.33 – Adhérence de A pour la relationR1(ω1).
FIGURE 2.34 – Adhérence de A pour la relationR1(ω2).
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FIGURE 2.35 – Adhérence de A pour la relationR1(ω3).
FIGURE 2.36 – Adhérence de A pour la relationR1(ω4).
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FIGURE 2.37 – Adhérence de A pour la relationR2(ω1).
FIGURE 2.38 – Adhérence de A pour la relationR2(ω2).
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FIGURE 2.39 – Adhérence de A pour la relationR2(ω3).
FIGURE 2.40 – Adhérence de A pour la relationR2(ω4).
Nous obtenons :
– a(ω1, A) = {1, 2, 3, 4, 5}
– a(ω2, A) = {2, 4, 5}
– a(ω3, A) = {1, 2, 3, 4}
– a(ω4, A) = {1, 2, 4, 5}
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d’où :
x 1a(ω1,A) 1a(ω2,A) 1a(ω3,A) 1a(ω4,A)
1 1 0 1 1
2 1 1 1 1
3 1 0 1 0
4 1 1 1 1
5 1 1 0 1
TABLE 2.4 – Calcul de 1a(ωi,A), i = 1,..., 4
D’après le tableau précédent, on peut lire que 1a(ω2,A)(1) = 0 pour x = 1.
Ce qui amène à E(a(., A)) déﬁni par la fonction d’appartenance :
– 1E(a(.,A))(1) = p1 + p3 + p4 =
1
2
– 1E(a(.,A))(2) = p1 + p2 + p3 + p4 = 1
– 1E(a(.,A))(3) = p1 + p3 =
3
16
– 1E(a(.,A))(4) = p1 + p2 + p3 + p4 = 1
– 1E(a(.,A))(5) = p1 + p2 + p4 =
7
8
Or, on sait que var(a(., A)) =
∑
ωi∈Ω pi
∑
x∈E(1a(ωi,A)(x)− 1E(a(.,A))(x))
2.
On peut donc déduire que : var(a(., A)) = 0, 5117.
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2.5 Conclusion
Dans ce chapitre, nous avons présenté un nouveau modèle mathématique couplant la théorie
des graphes et les ensembles aléatoires appelé prétopologie stochastique. Cette dernière permet
de généraliser les graphes aléatoires, notamment en considérant d’une part des familles de re-
lations entre les individus et non pas une relation. D’autre part, l’intégration des ensembles
aléatoires nous permet de prendre en compte les facteurs incontrôlables (rencontres entre des
amants. . .) dans le modèle.
Dans le prochain chapitre, nous allons procéder à l’intégration de la prétopologie stochastique
dans un outil de simulation.
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Chapitre 3
MODELE DE SIMULATION
Ce troisième chapitre est consacré à la mise en œuvre du modèle mathématique précédent
à travers un système multi-agents. L’objectif est de montrer comment ce modèle permet de
construire un outil d’aide à la décision en cas d’épidémie ou de pandémie. Il s’agit donc davan-
tage de proposer au décideur un outil capable de lui mettre en évidence les conséquences, en
matière socioéconomique, de décisions qu’il pourrait prendre plutôt que d’un outil de suivi de
l’épidémie ou de la pandémie. A travers le modèle de simulation développé dans ce chapitre,
nous visons en effet à fournir au décideur un moyen de tester les mesures adéquates de manière
à préserver les fonctions vitales de la société en cas de crise sanitaire, en plaçant l’individu et la
société au cœur de la réﬂexion.
En cela, le modèle proposé est une première ébauche qui devra être complétée et enrichie,
compte tenu de la complexité du problème. Nous nous focaliserons, dans ce premier modèle de
gestion de crise, sur les aspects relationnels entre les individus dans la logique du modèle de la
prétopologie stochastique. Après une description du modèle, une première implémentation via
Repast sera proposée et quelques premiers résultats de simulation commentés.
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3.1 Présentation du modèle
Nous avons constaté que dans le cas de la gestion d’une épidémie, les autorités disposent de
plusieurs outils de simulation qui ne reﬂètent chacun qu’une vision globale de son évolution.
Ses modèles sont assez pauvres en ce qui concerne la prise en compte des réalités de la société
et des individus qui la composent. En effet la quasi-totalité des modèles existants ne distinguent
pas les individus en fonction de leur rôle au sein du système « société ». Or ce dernier est capital
à prendre en compte dans le phénomène de propagation de l’épidémie, mais aussi dans le fonc-
tionnement de la société : la contamination d’un individu « ordinaire » et celle d’un médecin
n’ont pas le même impact. Selon le cas, c’est un élément de la lutte contre l’épidémie qui est
mis hors course, aggravant ainsi le phénomène. De la même manière, si un décideur de haut
rang est atteint, toute la société peut en être affecté, l’exemple de la contamination du président
du Costa Rica lors de l’épidémie de H1N1 l’a illustré. Pour des pays en voie de développe-
ment, ce problème de la mise « hors service » de décideurs, difﬁcilement remplaçable se révèle
d’ailleurs crucial et est au centre des préoccupations des gouvernements concernés.
Toute cellule de crise qui se veut efﬁcace doit donc disposer d’une information ciblée et ne peut
se contenter de statistiques générales sur le nombre de malades. Il lui faut savoir sur quelles
forces elle peut encore compter pour contenir la crise, gérer la pénurie et mettre la société en
« mode survie » au bon moment et pour la bonne durée.
L’individu inséré dans son réseau social est ainsi un pilier central du modèle. Comme nous
l’avons souligné, les individus sont reliés par diverses relations de tous ordres (professionnelles,
amicales, loisirs. . .). Ce constat est à la base du modèle mathématique de la prétopologie sto-
chastique qui permet, comme démontré dans le chapitre précédent, de prendre simultanément
en compte ces diverses relations et d’en déduire la structure « topologique » du réseau social
ainsi modélisé.
Le modèle de simulation proposé est basé sur une approche multi-agents dans laquelle on
distinguera les différents types d’agents en fonction de leur rôle, trois principaux dans notre cas :
l’individu (ordinaire), le décideur, le personnel médical (médecins, inﬁrmiers,etc.). Le modèle
intègre également l’aspect spatial en étant fondé aussi sur une approche géographique par in-
tégration d’un SIG. Nous aurons ainsi, dans cette première version, la vision au jour le jour et
spatialisée, de l’état de santé des individus des trois différentes catégories.
Par la suite, le modèle intègrera des données épidémiologiques provenant de l’institut Groupes
Régionaux d’Observation de la Grippe (GROG) et des données socio-démographiques réelles
issues de l’Institut National de la Statistique et des Études Économiques (INSEE).
Enﬁn, dans ce travail, nous nous focalisons sur la modélisation d’une épidémie de grippe
quelque soit son type c’est-à-dire saisonnière, aviaire. . .
3.1.1 Objectifs
A travers l’étude bibliographique portant sur le thème de « gestion de crise », nous avons
pu constater que les décideurs ne disposent pas d’éléments voire de modèles pertinents leur
permettant de mener à bien la gestion d’une situation de crise. Les mesures existantes pour
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limiter la propagation sont nombreuses : lavages des mains, vaccination massive de la popula-
tion, fermetures des établissements scolaires. . .. Pour efﬁcace que ce soit, cela relève plus d’un
catalogue à la Prévert qu’au résultat d’une politique fondée sur une réﬂexion poussée relative à
la gestion de la crise. De plus, de manière évidente, ces mesures s’adressent aux citoyens, pas
au décideur.
Le but de notre modèle est donc bien de proposer aux décideurs un outil de contrôle de la propa-
gation d’une épidémie, centré sur les habitudes et les structures sociales permettant de préserver
les fonctions vitales de la société.
Dans le monde de l’informatique, on utilise de préférence le terme « agent » aux termes « in-
dividu » ou « objet ». Ainsi, un individu sera modélisé par un agent cognitif qui se traduit par une
entité logicielle ou physique, autonome, évoluant dans un environnement, qu’elle peut percevoir
et sur lequel elle peut agir [99]. Un agent est donc déﬁni comme étant un objet dit « intelligent ».
3.1.2 Description du modèle
En toute généralité, le système multi-agents déﬁni est plongé dans un environnement to-
pologique et situé composé de N zones géographiques (des départements par exemple), pour
lesquelles nous disposons des données journalières sur les ﬂux au sein d’une zone ou d’une
zone à l’autre (par exemple à partir d’études de l’Institut National des Statistiques et des Études
Économiques (INSEE)), relatives aux déplacements quotidiens des agents.
En accord avec ce qui a été dit précédemment, nous distinguons trois types d’agents :
– Les individus « ordinaires » : dans le chapitre 1, nous avons démontré l’intérêt de conser-
ver les déplacements quotidiens des individus lors de l’analyse de la propagation d’une
épidémie. Dans notre modèle, les individus ordinaires auront principalement pour rôle
d’effectuer des déplacements quotidiens inter et intra-zones. Ces déplacements sont liés
à leurs activités professionnelles, à leurs activités de loisir,. . .
– Le personnel médical : Nous déﬁnissons, dans le cadre de cette modélisation, le person-
nel médical comme étant l’ensemble des professionnels de santé qui, durant l’épidémie,
sera amené à intervenir auprès des patients. Ils constituent donc l’ensemble des généra-
listes, des inﬁrmiers et des pédiatres. Tout comme les individus ordinaires, ils effectuent
également des déplacements quotidiens inter et intra-zones, soignent les agents malades,
détectent et signalent aux décideurs tous nouveaux cas.
– Les décideurs et emplois à caractère prioritaire : Comme leur nom l’indique, les déci-
deurs sont ceux en charge de la prise de décision et les emplois prioritaires font référence
à des agents ayant une activité professionnelle à protéger : police, pompiers, employés de
l’énergie,. . .. Outre les déplacements quotidiens inter et intra-zones, les décideurs suivent
l’évolution de l’épidémie grâce aux informations reçues par les personnels médicaux. Ils
doivent aussi être en mesure de connaître l’état du système de santé, à savoir s’il peut
encore fonctionner de façon normale ou s’il est nécessaire de passer en fonctionnement
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d’exception.
Chaque agent a la possibilité d’utiliser le moyen de transport de son choix : utilisation de
transport en commun ou utilisation de transport privé. Nous disposons donc de deux matrices
de déplacements :
1. L’une pour les trajets s’effectuant dans les transports publics au cours desquels les conta-
minations sont possibles entre les agents.
2. L’autre concernant les déplacements en transport privé. Ce dernier est déﬁni comme étant
un type de transport où il n’y a pas de contamination possible entre les agents.
En intégrant au cours de la journée, les moments de transport entre le domicile et le lieu de
travail ou autre, il est possible de comptabiliser dans les différentes périodes de la journée les
contaminations qui ont lieu et de suivre ainsi, au jour le jour, en fonction des comportements
des agents, la progression de l’épidémie et le niveau de charge du système de santé.
Notre modèle est fondé sur deux sous-modèles en interaction : le modèle monde et le modèle
individu. Ces deux modèles sont décrits dans les paragraphes suivants.
Spéciﬁcation du modèle monde
L’environnement socio-économique englobe l’offre de soins et est représenté par les struc-
tures suivantes :
– lieux d’enseignement
– crèches, garderies
– lieux de soins
– lieux de travail
– . . .
L’offre de soin est mesurée par la présence des lieux de soins et du personnel de santé.
Chacune de ces structures, considérée comme système multi-agents, est située dans une
zone géographique (l’environnement situé de l’agent) composée d’une population qui elle, est
formée d’agents (se référer à la ﬁgure 3.1).
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FIGURE 3.1 – Représentation du modèle monde.
Nous obtenons donc une maquette simpliﬁée du monde, soit de la société. Dans « notre
monde », nous avons un certain nombre d’établissements à savoir des lieux d’enseignements,
lieux de soins, lieux de travail, crèches ou garderies qui sont situés dans des zones géogra-
phiques contenant un ensemble d’agents interagissant entre eux. Les caractéristiques des agents
sont détaillées dans le modèle individu décrit ci-dessous.
Spéciﬁcation du modèle individu
Au cours de l’épidémie, un agent change d’état de santé selon le classique modèle SEIR(se
référer à la ﬁgure 3.2) :
FIGURE 3.2 – Présentation du modèle SEIR.
Ce type de modèle a été retenu dans notre cas car il représente le modèle le plus complet
et le plus réaliste dans le cadre du traitement d’une épidémie de grippe. En effet, une même
souche de grippe ne peut être contracté deux fois par un même agent au cours d’une même
période épidémique. De plus, à la suite d’une rencontre entre deux agents dont l’un est infec-
tieux et l’autre susceptible, il existe une période dite latente où le virus se développe au sein du
corps humain. Il s’agit des 24 heures précédant l’apparition des symptômes. A ce stade, l’agent
infecté ne propage pas encore autour de lui le virus.
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Par ailleurs, nous pouvons noter que la durée de ces phases est plus ou moins longue car
elle dépend de caractéristiques propres à l’agent (anticorps,. . .) et du traitement transmis par le
personnel médical (prévention, rapidité du traitement = temps de réaction,. . .).
L’agent exposé est infecté mais ne peut pas contaminer d’autres agents, contrairement à
l’agent infectieux qui lui est simultanément infecté et infectieux. La transition d’une phase à
une autre est modélisée de façon markovienne .
In ﬁne, un agent est dans un premier temps susceptible d’attraper le virus (état S). Il restera
à ce stade tant qu’il ne sera pas en contact avec un agent infectieux où, il devient exposé ( état
E) c’est-à-dire qu’il sera infecté mais durant une certaine période, il ne pourra transmettre le
virus à un agent. Il devient ensuite infectieux (état I) et peut donc transmettre le virus. Après un
certain temps, il est immunisé et revient en bonne santé (état R). Un agent peut également être
immunisé suite à la prise d’un vaccin sur cette même période.
Par déﬁnition, un malade déclaré est un patient qui a consulté et pour lequel le diagnostic
s’est révélé positif. Nous faisons l’hypothèse qu’il reste chez lui pendant un certain nombre de
jours et ne peut donc contaminer que les membres de son foyer. Par la suite, conformément au
modèle SEIR, il est immunisé.
Le modèle individu peut être illustré de la façon suivante :
FIGURE 3.3 – Représentation des caractéristiques d’un agent.
Chacun des agents appartient à une famille dont nous connaissons la taille et la localisation.
Chaque agent se déplace d’un lieu géographique à un autre au moyen d’un type de transport
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(privé ou commun). Les bases de données permettent de connaître la matrice des ﬂux de trans-
port entre ces différents lieux (données INSEE).
L’agent est caractérisé par son statut par rapport à la maladie :
– Vacciné ou non : Cette information est utile car elle nous permet de juger de l’immunité
de l’agent.
– Son état de santé relativement à la grippe : L’agent est-il dans l’état S, E, I, ou R ?
– Sujet à risque ou non : asthmatique ?, femme enceinte ?. . .
– . . .
Nous intégrons également des informations de type socio-démographiques à son sujet :
– Sexe. Cette information n’est pas très utile dans le cadre de l’analyse de la propagation
d’une épidémie de grippe sauf si on émet l’hypothèse qu’une proportion de la population
des femmes est enceinte. Dans notre cas, nous ne tiendrons pas compte de cette donnée.
– Age. Suite à une discussion entre les différents groupes de travail sur la grippe en Europe,
il a été décidé de distinguer quatre tranches d’âge : 0-4 ans, 5-14 ans, 15-64 ans, 65 ans
et plus.
– Secteur d’activité. Cette information est importante puisqu’elle permet de juger du ca-
ractère prioritaire de l’emploi de l’agent. Comme spéciﬁé dans le chapitre 1, certaines
entreprises ne peuvent cesser leur activité et certains services publics doivent pouvoir
fonctionner sans discontinuité : police, pompiers,. . ..
– . . .
Au cours de la journée, un agent est amené à effectuer un certain nombre de déplacements
« aller-retour » où il sera soit seul soit en groupe pour des raisons professionnelles (collège,
lycée, université, lieux de travail) ou privées. Les différents modes de déplacement sont pris en
compte dans le modèle de manière à intégrer les possibilités de contamination dans les trans-
ports en commun. Notons qu’un agent peut aussi prendre la décision de ne pas se déplacer au
cours d’une journée.
Lors des divers trajets journaliers, un agent sera amené à rencontrer à tout instant un certain
nombre d’autres agents. Chaque agent possède un système d’accointances, c’est-à-dire une liste
d’autres agents avec lesquels il est en contact, d’une manière ou d’une autre. Cette liste est de
première importance dans notre cas, puisque le contact est à la base de la diffusion du virus.
Le système d’accointances joue également un rôle primordial dans la modélisation des contacts
autres que durant les transports : travail, loisirs, etc. On voit bien ici à quel point il est donc né-
cessaire de prendre en compte divers types de relations entre les agents, ce qui met en évidence
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l’insufﬁsance d’une modélisation par un graphe simple.
Notre modèle est fondé sur la combinaison d’un environnement physique et socio-économique.
L’espace physique peut être schématisé par un graphe où les sommets constituent les zones géo-
graphiques considérées et les arcs représentent les ﬂux de transports. Nous distinguons les ﬂux
caractérisant les transports collectifs et ceux caractérisant les transports privés.
3.1.3 Hypothèses
Dans la spéciﬁcation de notre modèle, nous posons les hypothèses suivantes :
– H0 : Pas de prise en compte de la contamination nocturne.
– H1 : La durée de non contagiosité autrement dit la période latente, dans le cas de la grippe,
est ﬁxée à une journée .
– H2 : On suppose que les agents empruntent le même type de transport le soir que celui
utilisé le matin.
– H3 : Tout agent consultant un personnel médical avec des signes semblables à ceux de la
grippe est considéré comme un agent malade.
– H4 : Les malades déclarés par le personnel médical disposent d’un arrêt de travail suivant
une loi uniforme de trois à sept jours. Un malade déclaré est un malade qui a été conﬁrmé
grippé suite à une consultation chez un personnel médical.
– H5 : Au cours de la période épidémique, tout agent ayant eu la grippe une fois sort du
système et devient donc immunisé.
– H6 : Une proportion ﬁxe d’agents sont immunisés au début de la période épidémique.
– H7 : Les agents à risque sont les enfants en bas âge (maternelle, crèche, garderie. . .),
les personnes âgées (maison de repos, centre d’accueil. . .), les personnels de santé, les
femmes enceintes, les personnes ayant des maladies chroniques, les personnes ayant
un traitement qui affaiblit l’immunité (immunosuppresseurs, chimiothérapie, transplan-
tation, antibiotiques. . .).
– H8 : Le nombre de consultations quotidiens d’un personnel médical suit une loi normale
de moyenne vingt patients et d’écart-type trois patients.
– H9 : L’unité de temps considérée est la journée.
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3.1.4 Notations
Dans le cadre de notre expérimentation, nous travaillons à partir de données issues de l’IN-
SEE et des GROG sur quatre départements : Rhône, Loire, Isère et Ain. Pour chacun des dépar-
tements français, nous disposons des informations suivantes :
– Nti : Nombre d’agents résidant dans le département i à la date t. Sachant que nous dispo-
sons de trois types d’agents (habitants, personnel médical et décideurs), nous avons :
Nti = N
t
i(Hab) + N
t
i(Med) + N
t
i(Dec). En considérant leur statut vis-à-vis de l’épidémie,
nous avons : Nti = N
t
i(Hab)
S + Nti(Hab)
E + Nti(Hab)
I + Nti(Hab)
R + Nti(Med)
S + Nti(Med)
E
+ Nti(Med)
I + Nti(Med)
R + Nti(Dec)
S + Nti(Dec)
E + Nti(Dec)
I + Nti(Dec)
R.
– Nti(Hab) : Nombre d’agents de type habitant résidant dans le département i à la date t.
– Nti(Med) : Nombre d’agents de type personnel médical résidant dans le département i à
la date t.
– Nti(Dec) : Nombre d’agents de type décideur résidant dans le département i à la date t.
– Nti(Hab)
S : Nombre d’agents susceptibles de type habitant résidant dans le département i
à la date t.
– Nti(Hab)
E : Nombre d’agents infectés non infectieux de type habitant résidant dans le dé-
partement i à la date t.
– Nti(Hab)
I : Nombre d’agents infectieux de type habitant résidant dans le département i à
la date t.
– Nti(Hab)
R : Nombre d’agents immunisés de type habitant résidant dans le département i
à la date t.
– Nti(Med)
S : Nombre d’agents susceptibles de type personnel médical résidant dans le dé-
partement i à la date t.
– Nti(Med)
E : Nombre d’agents infectieux de type personnel médical résidant dans le dé-
partement i à la date t.
– Nti(Med)
I : Nombre d’agents infectés non infectieux de type personnel médical résidant
dans le département i à la date t.
– Nti(Med)
R : Nombre d’agents immunisés de type personnel médical résidant dans le dé-
partement i à la date t.
– Nti(Dec)
S : Nombre d’agents susceptibles de type décideur résidant dans le département i
à la date t.
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– Nti(Dec)
E : Nombre d’agents infectés non infectieux de type décideur résidant dans le
département i à la date t.
– Nti(Dec)
I :Nombre d’agents infectieux de type décideur résidant dans le département i à
la date t.
– Nti(Dec)
R :Nombre d’agents immunisés de type décideur résidant dans le département i à
la date t.
– Ntii : Flux de mobilités du département i vers le département i à la date t.
– Ntij : Flux de mobilités du département i vers le département j à la date t.
– Hti = N
t
ii + N
t
ij = Nombre total d’agents du département i qui effectuent un déplacement à
la date t.
– Cti : Nombre d’actifs résidant dans le département i à la date t.
– Eti : Nombre d’entreprise par catégorie résidant dans le département i à la date t.
– Pti : Nombre total d’emploi des agents salariés et non salariés dans le département i à la
date t.
– Bti : Taille des ménages dans le département i à la date t.
– Fti : Nombre d’agents scolarisés de 2 ans et plus dans le département i à la date t.
– Gti : Nombre d’agents non scolarisés dans le département i à la date t.
– Rti : Nombre d’établissements scolaires dans le département i à la date t.
– Qti : Nombre d’établissements de soins par type dans le département i à la date t.
– Jti : Nombre de lits par département i à la date t.
– Lti : Nombre de professionnels de santé libéraux dans le département i à la date t.
– Kti : Nombre de professionnels de santé exerçant par type dans le département i à la date t.
3.1.5 Structure et paramètres du modèle
Dans notre modèle, l’agent est caractérisé par :
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– Son secteur d’activité
– Son état de santé
– Son niveau de risque par rapport à la grippe
– Le département où il réside
– Le département où il travaille (éventuellement le même que le département où il réside)
– Ses activités de loisir.
L’environnement comprend :
– L’espace géographique : l’ensemble des quatre départements considérés.
– La période épidémique (de septembre à mars).
Les paramètres retenus pour le modèle sont :
– αi = Taux d’infectés contagieux dans le département i.
– α
′
i = Taux d’infectés non contagieux dans le département i.
– Ii = αi + α
′
i = Taux d’infectés dans le département i.
– βi = Taux d’infection (Nombre d’agents infectés par un agent résidant dans le départe-
ment i).
– γii = Taux d’infectés contagieux qui circulent dans le département i.
– γ
′
ii = Taux d’infectés non contagieux qui circulent dans le département i.
– γij = Taux d’infectés contagieux qui circulent du département i vers le département j.
– γ
′
ij = Taux d’infectés non contagieux qui circulent du département i vers le département
j.
– δii = Taux d’agents qui circulent dans le département i.
– δij = Taux d’agents qui circulent du département i vers le département j.
– λii = Taux de contact des agents du département i = Pourcentage d’agents du département
i rencontrés par des agents du même département i.
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– λij = Taux de contact des agents du département i arrivant dans le département j = Pour-
centage des agents du département j rencontrés par des agents du département i.
– τi = Taux de contamination nocturne.
– Le taux de mortalité liée au virus épidémique.
– Le taux de guérison.
– Le taux de contact par unité de temps par agent.
– La probabilité de transmission du virus d’un agent à un autre.
– La période latente qui suit une loi de Poisson.
– Le taux de personnels médicaux indisponibles.
– Le taux de déplacements en transports collectifs (car, SNCF. . .).
– Le climat (4 à 5 scénarios).
– Le nombre de jours qu’attends un agent avant de consulter le personnel médical.
– La proportion d’agents qui consulte le personnel médical.
– La longueur de la période infectieuse.
– Le temps d’attente dans chacune des classe S, E, I, R.
– La probabilité de transmettre le virus lors d’un contact avec un agent infectieux.
– Le taux de personnes à risque.
Étant donnés deux département i et j, nous considérons les déplacements des agents en dif-
férenciant le transport privé du transport public.
Chaque matin, nous comptabilisons le nombre d’agents contagieux ou pas. Les contami-
nations se font lors des contacts durant le transport ou sur les lieux de travail, de loisirs ; de
manière générale en toute occasion provoquant un contact.
Notre unité de temps, la journée, est fractionnée en quatre états :
– Le matin : Départ d’une zone i vers une zone j.
– Arrivée dans la zone j.
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– Séjour dans la zone j.
– Retour vers la zone i.
– Arrivée dans la zone i.
Avant chacune de ces étapes, nous comptabilisons le nombre d’agents infectés. Le modèle
est simpliﬁé du fait que l’on suppose qu’il n’y a pas de contamination nocturne et que les agents
empruntent le même type de transport le soir et le matin.
Étant données deux zones géographiques i et j ayant respectivement Ni et Nj habitants,
nous observons les déplacements inter et intra zones où nkij représente le nombre de personnes
se déplaçant de la zone i à la zone j, avec i pouvant être égale à j, et k = 1 ou 2 selon le mode de
transport emprunté. L’utilisation du trajet en transport privé (k=1) est schématisé par une ﬂèche
discontinue alors que le transport en commun (k = 2) est en continue (se référer à la ﬁgure 3.4).
FIGURE 3.4 – Exemples de déplacements inter et intra-départementaux en intégrant le type de
transport.
Ainsi, nous avons :
Ntix = n
t
ix(1) + n
t
ix(2) où :
ntix(1) = δix * N
t
ix et
ntix(2) = (1 - δix) * N
t
ix.
ntix(1) : agents du département i utilisant le transport en commun pour se rendre dans le dé-
partement x à la date t.
ntix(2) : agents du département i utilisant le transport privé pour se rendre dans le département
x à la date t.
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On suppose que les agents qui se déplacent d’un département à un autre ne marquent aucun
arrêt (arrêt sur aire d’autoroute, . . .).
3.1.6 Processus de comptabilisation des agents
Ce modèle nécessite la comptabilisation journalière des malades. On se base essentiellement
sur les ﬂux de mobilité pour établir cette comptabilisation.
Pour toutes zones géographiques i et j considérées, avec i 	= j , nous avons le dénombrement
suivant :
1. Au départ d’une zone i, le matin, à la date t, nous comptabilisons :
– Nombre d’infectés contagieux :
DMic (t) = γii Nii(t)+ γij Nij(t)
– Nombre d’infectés non contagieux :
DMi (t) =γii′ Nii(t) + γij′ Nij(t)
– Nombre d’agents non infectés :
DMi (t) = (1 - γii - γii′) Nii(t)+ (1 - γij - γij′) Nij(t)
Des agents sont amenés à se contaminer durant le transport, donc :
2. A l’arrivée en j, nous avons :
– Nombre d’infectés contagieux :
AMjc (t) = γij Nij(t)
– Nombre d’infectés non contagieux :
AMj (t) = γij′ Nij(t) + βi (1 - γij- γij′) n
1
ij , n
1
ij est le nombre d’agents qui, ayant emprunté
un transport en commun, ont été contaminé durant le trajet de i vers j.
– Nombre d’agents non infectés :
AMj (t) = (1 - γij - γij′) (Nij(t) - βi n
1
ij) non infectés.
Au cours du séjour en j, les contaminations entre agents sont effectuées sur le lieu profes-
sionnel, d’enseignement ou de loisirs :
3. Lors du séjour en j, nous avons :
Dans la zone j, il y a un certain nombre d’agents infectés. D’où, pour j :
– Nombre d’agents infectés :
Sj(t) =
∑p
i=1 (γij λij Nij(t) N
θ
j ) + αj N
θ
j
– Nombre d’agents non infectés :
Sj(t) = Nθj - [ (γij λij Nij(t)+ αj) * N
θ
j ] , θ = 1 si l’agent utilise un transport en commun
et 2 sinon.
Faisons le même calcul pour les habitants de i séjournant en j :
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– Nombre d’agents infectés contagieux de i arrivés en j :
AMj (t) + A
M
jc (t) = (γij + γij′ ) Nij(t) + βi (1 - γij - γij′) n
1
ij
– Nombre d’agents infectés non contagieux arrivée en j :
Sij(t) = αj AMj (t) = αj (1 - γij - γij′) (Nij(t) - βi n
1
ij)
– Nombre d’agents non infectés qui repartent de j :
Sij(t) = (1- αj ) AMj (t) = (1- αj ) (1 - γij - γij′) (Nij(t) - βi n
1
ij)
Au départ de la zone j, nous avons :
– Nombre d’agents infectés :
DSi (t)= (γij + γij′ ) Nij(t) + βi n
1
ij (1 - γij - γij′) + αj (1 - γij - γij′) (Nij(t) - βi n
1
ij)
– Nombre d’agents non infectés :
DSi (t)= (1- αj) (1 - γij - γij′) (Nij(t) - βi n
1
ij)
En ﬁn de journée, en considérant l’hypothèse que les agents empruntent le même type de
transport le soir que le matin, nous obtenons les résultats suivants.
4. à l’arrivée en i :
– Nombre d’agents infectés :
ASi j(t) = (1 - δij) [(γij + γij′ ) Nij(t) + βi (1 - γij - γij′) n
1
ij + αj * (1 - γij - γij′) (Nij(t) -
βi n1ij)] + βi * δij * [(γij + γij′ ) Nij(t) + βi (1 - γij - γij′) n
1
ij + αj * (1 - γij - γij′) (Nij(t)
- βi n1ij)]
– Nombre d’agents non infectés :
ASi j(t) = (1 - δij) (1- αj) (1 - γij - γij′) (Nij(t) - βi n
1
ij) + δi(1- αj) (1 - γij - γij′) (Nij(t)
- βi n1ij) - βi δij * [(γij + γij′ ) Nij(t) + βi (1 - γij - γij′) n
1
ij + αj (1 - γij - γij′) (Nij(t) -
βi n1ij)]
Nous obtenons donc à l’issue de la journée en j :
– Nombre d’agents infectés :
Fi(t) =
∑p
j=1j 	=i A
S
i j(t)
– Nombre d’agents non infectés :
Fi(t)=
∑p
j=1j 	=i A
S
i j(t)
Le taux de contamination nocturne est supposé nul dans un premier temps de manière à
simpliﬁer le modèle. Avant le départ en i à la date t+1, nous avons :
– Nombre d’agents infectés :
DMi (t+1) = Fi(t) + τi Fi(t)
– Nombre d’agents non infectés :
DMi (t+ 1) = Fi(t) - τi Fi(t)
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3.2 Le modèle de simulation informatique
3.2.1 Les logiciels de simulation
Aﬁn de procéder à la simulation de notre modèle, nous avons utilisé deux logiciels : ARC-
GIS et REPAST. Dans cette partie, nous allons expliciter quelques notions relatives à leur utili-
sation ainsi que les raisons pour lesquelles nous avons opté pour ces logiciels.
1 : Le logiciel ARCGIS
ArcGIS est un logiciel d’ESRI - Environmental Systems Research Institute - (leader mondial
dans les systèmes d’informations géographiques) qui permet de manipuler, de gérer, d’analyser
et d’éditer des données spatiales. Simultanément, on peut manipuler plusieurs couches d’infor-
mations spatiales d’où la possibilité d’analyser une ou plusieurs couches sous le contrôle des
autres. Toutes ces couches, décrivant un espace géographique, sont liées car elles appartiennent
au même espace géographique et ont le même système de coordonnées.
Le logiciel ArcGIS comprend trois niveaux permettant de faire des cartes, des analyses géo-
graphiques et des applications internet :
– ArcView : le plus simple et le plus basique disposant de quelques fonctions d’édition.
– ArcEditor.
– ArcInfo : dispose de toutes les fonctions existantes. Dans le cadre de ce travail, nous uti-
lisons ce logiciel.
Chacun de ces trois produits comprend :
– ArcMap qui est la principale application de ArcGIS. Elle permet d’éditer, de faire des
rapports, de manipuler, de gérer, d’analyser et d’éditer les couches d’informations (se ré-
férer à la ﬁgure 3.9).
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FIGURE 3.5 – Présentation de la plateforme ArcMap.
– ArcCatalog qui est un explorateur de données tabulaires et cartographiques qui permet de
gérer et d’organiser les données (copier, renommer, effacer. . .) (se référer à la ﬁgure 3.6).
– ArcToolbox qui est une boite à outils permettant de convertir les formats et les projections.
FIGURE 3.6 – Présentation de la plateforme ArcCatalog contenant l’outil ArcToolbox.
Dans le cadre de ce travail, nous utilisons la version 9.3 de ArcGIS . ArcGIS étant l’un des
Systèmes d’Informations Géographiques (SIG) les plus utilisés, nous avons décidé de l’utiliser
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pour géoréférencer les données dont nous disposons. De cette manière, nous obtenons un ﬁchier
de type shapeﬁle qui nous est nécessaire pour la gestion de notre base de données dans Repast.
2 : La plateforme de simulation multi-agent REPAST
Une plateforme de simulation multi-agent peut être déﬁnie comme étant « une infrastruc-
ture logicielle utilisée en tant qu’environnement pour le développement, et l’exécution d’un
ensemble d’agents dans le cadre d’une simulation, ainsi que l’analyse des résultats » [113].
F. Bousquet, C. Le Page, J.P. Müller distinguent trois types de plateformes de simulation
multi-agent [49] : les plateformes dédiées, les plateformes orientées éco-système et les plate-
formes génériques .
La plateforme générique REPAST est une abréviation de REcursive Porous Agent Simula-
tion Toolkit et a été initialement développée à l’université de Chicago. C’est un logiciel open-
source facilement téléchargeable à l’adresse [244] qui permet de faire des simulations orientées
agents en utilisant le langage Java. Outre cet avantage, selon R. Tobias et C. Hofmann [211],
Repast est à l’heure actuelle la plateforme de simulation la plus appropriée pour la modélisation
appliquée à des problèmes de sciences sociales. REPAST permet de plus une intégration de
données géoréférencées ainsi que la représentation en 2D et 3D.
Il existe différentes versions de Repast mais nous utilisons Repast Simphony qui a été la ver-
sion la plus récente lorsque nous avons débuté ce travail de simulation. Actuellement, la version
la plus récente est ReLogo. La plateforme Repast Simphony se présente de la manière suivante :
FIGURE 3.7 – Présentation de la plateforme Repast Simphony.
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Une fenêtre spéciale est destinée à la visualisation de la simulation.
FIGURE 3.8 – Présentation de la plateforme Repast Simphony.
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3.2.2 Le modèle de simulation
Dans cette partie, nous décrivons les différents éléments intervenants au cours de la simula-
tion.
Nous considérons un ensemble E contenant l’ensemble des agents pris en compte dans la
simulation.
Chacun des agents est réparti dans une zone géographique qui est, dans ce cas, un des quatre
départements choisis. La création de ces zones géographiques a nécessité l’utilisation de l’outil
ArcGIS. On dispose préalablement d’une carte numérique des départements français provenant
de l’institut des GROG et de l’INSEE. ArcGis nous a permis de créer un ﬁchier de type sha-
peﬁle (extension .shp) qui contient une table de données géoréférencées ayant l’intégralité des
données souhaitées. (se référer à la ﬁgure 3.9).
FIGURE 3.9 – Carte des départements français géoréférencées avec ArcGIS.
A l’issue de la création de ce ﬁchier, il s’agit de l’importer dans le logiciel Repast Sim-
phony. Il convient de noter que ce dernier ne permet pas d’utiliser directement des ﬁchiers de
type shapeﬁle (.shp) comme support. En revanche, nous avons pu utiliser les API de Geotools
qui sont intégrées à Repast Simphony de manière à résoudre le problème.
Pour la réalisation de cette simulation, nous avons considéré uniquement quatre départe-
ments français : Le Rhône, l’Ain, l’Isère et la Loire. Chacun de ces départements dispose d’un
certain nombre d’agents qui y résident.
Chaque agent est dans un état de santé : S, E, I ou R. L’état de santé de l’agent est caractérisé
par une couleur dans le modèle : S : vert, E : orange, I : infectieux, R : bleu.
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Et, comme nous l’avons déjà mentionné, nous avons trois types d’agents : les individus
ordinaires, le personnel médical et le dernier type comprendra les emplois à caractère priori-
taire (policiers, gendarmes, pompiers. . .) ainsi que les décideurs (préfets des départements). La
représentation du type de l’agent est caractérisé par une forme géométrique dans le modèle :
Habitant : rond, Personnel Médical : triangle, décideurs et emplois prioritaires : carré. Par com-
modité de langage, le troisième type d’agent sera appelé emploi prioritaire.
La ﬁgure 3.10 représente 20 agents répartis dans les quatre départements. Sur cet exemple,
nous avons deux habitants sains, un habitant infectieux, un personnel médical immunisé et un
emploi prioritaire sain par département.
FIGURE 3.10 – Représentation des agents dans des zones géographiques.
Par ailleurs, il faut noter que chaque agent dispose d’une probabilité à priori de se faire in-
fecter quand il rencontre un infectieux qui sera géré dans le modèle par un niveau de risque. Ce
niveau de risque est lié aux antécédents médicaux de chaque agent (femmes enceintes, agents
asthmatiques. . .). Nous distinguons trois niveaux de risque : 0, 1 et 2. Plus le niveau de risque
sera élevé et plus l’agent, à l’occasion d’un contact avec un infectieux, peut contracter plus
facilement le virus. Nous supposons que tout agent vacciné dispose d’un niveau de risque nul.
En revanche, un personnel médical, pouvant être constamment en contact avec les agents infec-
tieux, ne dispose pas d’un risque nul sauf s’il est vacciné bien sûr.
Chaque zone géographique dispose d’une relation qui traduit la structure familiale de la
population (relation de ménage). Cette relation binaire est établie sur l’ensemble des agents de
chaque département. Il existe autant de relation de ménage que de départements. La particula-
rité de cette relation c’est qu’elle est ﬁgée tout au cours de la simulation.
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L’unité de temps considérée est la journée.
Chaque journée se déroule de la manière suivante :
– A l’initialisation de la journée, on comptabilise les divers types d’agents : susceptibles,
infectieux, exposés et immunisés.
Chaque agent est activé dans un état de santé donné, avec ses caractéristiques propres
(âge, lieu de résidence, niveau de risque. . .).
– Par la suite, on génère aléatoirement toutes les relations binaires nécessaires : relation qui
gère les contacts entre individus pendant la période de transport, relations qui gèrent les
contacts entre individus dans leur vie sociale (travail, loisir, ...). Dans cette version du
modèle, cinq relations sont ainsi générées. A partir de ces cinq relations, la prétopologie
stochastique faible est construite en utilisant la librairie Pretopolib [230, 151].
– Des comptabilisations intermédiaires sont effectuées au départ du lieu de résidence, à l’ar-
rivée sur le lieu de travail, au départ du lieu de travail pour le retour au lieu de résidence
et à l’arrivée au lieu de résidence. Nous pouvons ainsi prendre en compte les possibles
contaminations pendant les périodes de transport ainsi que dans le courant de la vie de la
journée.
La gestion du choix du type de transport, public ou privé, pour construire la relation « trans-
port », se fait selon la règle suivante :
Étant donné l’agent k, on note PT (k) la probabilité pour que l’agent k utilise un transport public.
Pour chacun des agents, on génère un nombre aléatoire qui suit une loi uniforme u → u[0, 1].
Si :
u > PT (k) alors k utilise un transport public.
u ≤ PT (k) alors k utilise un transport privé.
Lors des contacts ayant eu lieu lors du voyage en transport public, on peut observer un change-
ment d’état de santé de l’agent k. Le tableau suivant indique comment s’effectue le changement
d’état de santé lorsque deux agents k et k’ se rencontrent :
k \ k’ S E I R
S (S, S) (S, E) (E, I) (S, R)
E (E, E) (E, I) (E, R)
I (I, I) (I, R)
R (R, R)
TABLE 3.1 – Règle du changement d’état de santé d’un agent
Les résultats sont symétriques quand l’agent k’ rencontre l’agent k.
On constate que l’agent k ne change d’état que s’il est Sain et rencontre un agent Infectieux.
Mais, ce changement d’état n’est pas systématique. Cela dépend du taux de virulence du virus
d’une part et du niveau de risque de l’agent k d’autre part.
Soient :
T : le taux de virulence du virulence du virus
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nr(k) : le niveau de risque de l’agent k
On déﬁnit la règle suivante qui déﬁnit la probabilité pour un agent k de passer de l’état S à
E sachant T et nr(k).
On génère un nombre aléatoire u qui suit une loi uniforme u→ u[0, 1].
On considère α ∈ ]0, 1[ qui décrit le facteur de risque.
Si nr(k) = 0, on a :
u > T alors k ne change pas d’état.
u ≤ T alors k change d’état.
Si nr(k) = 1, on a :
u > (1 + α)T alors k ne change pas d’état.
u ≤ (1 + α)T alors k change d’état.
Si nr(k) = 2, on a :
u > (1 + 2α+ α2)T alors k ne change pas d’état.
u ≤ (1 + 2α+ α2)T alors k change d’état.
Remarque 3.2.1 Quand un agent passe de l’état de santé S à E un jour donné J, automatique-
ment il passe à l’état I le jour J+1. Quand il est dans l’état I, il peut rester dans cette phase
pendant sept à douze jours et, il peut décider d’aller voir ou non le médecin le plus proche de
chez lui. A chaque fois qu’un médecin consulte un agent ayant des signes grippaux, il admet que
l’agent est atteint du virus. Il le déclare et incrémente donc d’une unité son compteur « visite
pour la grippe ».
Un individu qui décide de consulter son médecin ne le sera pas systématiquement. Cela dé-
pend du nombre de patients que son médecin aura consulté le jour dit. Chaque médecin dispose
chaque jour d’un nombre maximum de patients à consulter. Ce nombre qui suit une loi normale
de moyenne 20 et d’écart-type 3. En cas de saturation du médecin, l’agent décidera le lende-
main de consulter son médecin.
Quand l’agent k consulte un médecin, on suppose qu’il reste conﬁné chez lui pour une durée de
trois à sept jours. Cette durée {3, 4, 5, 6, 7} est tirée au sort avec équiprobabilité. Pendant cette
durée, il ne contamine que son entourage et ne contamine personne d’autres.
Par la suite, soit l’agent devient immunisés (R) soit il décède.
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3.3 Présentation des résultats
Notre démarche a été testée en procédant à trois types d’expérience. La première a consisté
à simuler le fonctionnement du système sur cinq jours, avec une population donnée, dans le but
de s’intéresser au calcul des indicateurs déﬁnis à partir du modèle prétopologique. La seconde a
consisté à faire tourner notre modèle en intégrant trois scénarios relatifs à de possibles mesures
contre la pandémie que pourrait prendre une agence gouvernementale. Dans cette expérience,
nous nous sommes intéressés aux conséquences que ces mesures ont sur la distribution des per-
sonnes infectés, en d’autres termes, sur leur capacité à contenir la pandémie. La troisième et
dernière expérience a pour objectif de suivre l’évolution d’une pandémie sur une population
donnée, en tenant compte de la différente nature des individus qui composent cette population.
Pour cela, nous avons simulé environ trois mois d’évolution (cent jours exactement) sans inté-
grer dans la simulation de mesures particulières, mais en nous focalisant sur les trois grandes
catégories de population qui nous semblent importantes : les gens « ordinaires », les personnels
du service de santé et les « emplois sensibles ».
3.3.1 Expérience 1 : Calcul des indicateurs « prétopologiques »
Pour effectuer le calcul des indicateurs du chapitre 2, nous avons réalisé donc une simula-
tion de 5 jours soit une semaine ouvrée. Les agents sont répartis sur les quatre départements
conformément au tableau suivant :
S E I R Total
H 76 0 2 0 78
P 0 0 0 4 4
E 0 0 0 8 8
Total 76 0 2 12 90
TABLE 3.2 – Répartition des agents au sein des quatre départements à t = 0
Nous rappelons que S signiﬁe individu susceptible, E signiﬁe individu exposé, I signiﬁe in-
dividu infecté et R signiﬁe individu guéri. H, P, E permettent de différencier respectivement les
trois catégories de population considérées : H pour Habitants « ordinaires », P pour le Personnel
médical et E pour les Emplois sensibles.
Graphiquement, à l’initialisation, nous avons :
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FIGURE 3.11 – Répartition des agents par département au début de la simulation.
Nous considérons que, par hypothèse, l’ensemble des personnels de santé (triangles) ainsi
que les emplois sensibles (carrés) sont vaccinés dès le début de l’épidémie. D’autre part, nous
avons réparti les deux personnes (agents en termes informatiques) infectieuses en les mettant
l’une dans le département du Rhône et l’autre dans celui de l’Isère. Les caractéristiques de ces
agents diffèrent peu. Ils sont de la même tranche d’âge, disposent du même niveau de risque
(égal à 0), empruntent tous deux les transports en commun et se font tous deux soigner par le
médecin le plus proche de chez eux. Mais, l’un (dans le Rhône) vit seul alors que l’autre (dans
l’Isère) vit en couple.
A partir de cette répartition des agents, et tenant compte des cinq types de relations (profes-
sionnelles, ménage, loisirs. . .) intégrées dans le modèle, nous obtenons, au cinquième jour, la
distribution d’états des agents suivante (vert=S, orange=E, rouge=I et bleu=R) :
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FIGURE 3.12 – État des agents au cinquième jour.
Dans cette expérience, compte tenu des relations initialement déﬁnies sur la population, on
constate que les agents sont beaucoup plus atteints dans le département du Rhône.
Graphiquement, nous obtenons l’évolution des habitants infectieux suivante :
0
1
2
3
4
5
6
7
1 2 3 4 5
Ain
Isere
Loire
Rhone
FIGURE 3.13 – Évolution du nombre d’infectieux par département.
Dans le département du Rhône, un habitant est décédé au cours du quatrième jour, l’infor-
mation est intégrée le cinquième jour au matin et l’habitant est éliminé de toutes les relations à
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cet instant.
Cette simulation a porté sur un ensemble E d’habitants d’effectif 90. Chaque habitant de E
est numéroté de 1 à 90 ; Considérons l’ensemble A déﬁni par :
A = {6, 8, 13, 15, 22}. Il s’agit d’un groupe de 5 habitants du Rhône. Nous allons illustrer sut cet
ensemble A, les calculs des paramètres prétopologiques introduits dans le chapitre précédent.
Pour cela, nous allons calculer pas à pas, c’est à dire jour après jour, l’adhérence et l’intérieur
de A. Il convient de rappeler que nous utilisons la prétopologie faible et que celle-ci étant une
prétopologie de type VD, l’adhérence de toute partie A de E se calcule en prenant la réunion de
l’adhérence de chacun des singletons qui la composent.
Le tableau ci-dessous donne l’adhérence de chaque élément de E à l’issue de la première
journée, ce qui permet de calculer en particulier a(A) et i(A).
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Identiﬁant ADHERENCE JOUR 1 Identiﬁant ADHERENCE JOUR 1
1 1, 38, 79, 7 46 63, 46, 51, 50
2 2, 3, 10, 11 47 48, 52, 47
3 2, 3, 10, 11 48 48, 52, 47, 24
4 4, 12, 13, 17, 50 49 49, 53
5 18, 5, 73, 15 50 51, 50, 46, 64, 61, 35, 4
6 6 51 51, 50, 46, 57, 78
7 7, 74, 45, 1 52 48, 52, 47, 30
8 8, 9 53 49, 53, 56, 66
9 9, 12, 15, 13, 8 54 54, 57, 61
10 2, 3, 10, 11, 79 55 55, 43
11 2, 3, 10, 11, 58, 79 56 85, 56, 31, 53, 57
12 32, 65, 12, 9, 4, 13 57 69, 18, 78, 57, 51, 54, 56
13 65, 9, 27, 13, 4, 12 58 19, 58, 11, 73, 61
14 37, 14 59 59
15 5, 9, 15, 16 60 61, 60
16 16, 15 61 50, 64, 61, 54, 60, 58, 66
17 17, 4, 23, 18 62 63, 62
18 18, 5, 27, 57, 17 63 63, 62, 46
19 70, 19, 58, 22 64 86, 64, 75, 50, 61
20 20, 30 65 65, 12, 13, 66
21 21, 42 66 53, 66, 61, 65
22 23, 22, 19 67 67, 75
23 17, 23, 22 68 68, 39
24 24, 29, 28, 48 69 69, 57, 73
25 25, 26, 31, 30 70 19, 70, 76
26 25, 26, 31, 30 71 71, 79
27 32, 33, 27, 18, 13 72 72, 28, 89, 80
28 24, 29, 28, 38, 72 73 5, 82, 58, 73, 69
29 24, 29, 28, 81 74 7, 40, 74, 75
30 25, 26, 31, 30, 20, 52 75 64, 67, 75, 74
31 25, 26, 31, 30, 32, 35, 56 76 76, 43, 70
32 32, 33, 27, 31, 12 77 77
33 32, 33, 27, 45 78 51, 57, 78, 89, 86, 90
34 34, 35 79 1, 10, 11, 79, 71
35 50, 35, 31, 34 80 80, 72
36 36 81 81, 29
37 37, 14 82 82, 73, 83
38 1, 38, 28, 39 83 84, 83, 82
39 68, 84, 39, 38 84 84, 39, 83
40 40, 74, 41 85 85, 56
41 40, 41 86 86, 64, 78
42 21, 42 87 87
43 55, 76, 43 88 88
44 44 89 78, 89, 72, 90
45 33, 7, 45 90 89, 90, 78
TABLE 3.3 – Adhérence de chacun des agents le 1er jour.C. Basileu 162
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Les résultats consignés dans ce tableau, nous amènent au résultat suivant pour a(A), à l’is-
sue du premier jour :
a(J1, A) = {4, 5, 6, 8, 9, 12, 13, 15, 16, 19, 22, 23, 27, 65}.
Nous en déduisons l’intérieur de A, à l’issue de la première journée :
i(J1, A) = {6}.
Nous pouvons ensuite calculer les rapports d’adhérence et d’intérieur de A à l’issue de la
première journée :
Ra(J1, A) =
‖a(J1,A)‖
‖A‖
= 14
5
Ri(J1, A) =
‖i(J1,A)‖
‖A‖
= 1
5
Nous pouvons constater que Ra(J1, A) est proche de 1 et que Ri(J1, A) est proche de 0
donc, pour ce scénario, l’ensemble A exerce beaucoup d’inﬂuence sur les autres agents et en
subit peu.
D’après les déﬁnitions prétopologiques, le dérivé de A, à l’issue de la première journée est :
d(J1, A) = {4, 5, 9, 12, 16, 19, 23, 27, 65}
Du dérivé de A, nous en déduisons sa cohérence :
c(J1, A) = ∅
Nous pouvons constater qu’aucun élément de A n’est inclus dans le dérivé de A. Il s’en suit que
A n’est constitué que de points isolés, dans A, pour ce scénario.
Le calcul du paramètre prétopologique ds(J1, A) = 5 = Card(A) nous permet de conﬁrmer
ce résultat.
Dans ce qui suit, nous allons reprendre l’ensemble de ces calculs pour les journées 2 à 5. A
la suite de ces cinq journées, nous relevons les résultats suivants :
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Identiﬁant ADHERENCE JOUR 2 ADHERENCE JOUR 3
1 1, 38, 79, 7 1, 38, 79, 7
2 2, 3, 10, 11 2, 3, 10, 11
3 2, 3, 10, 11 2, 3, 10, 11, 9
4 17, 50, 4, 12, 13 17, 50, 4, 12, 13
5 18, 5, 73, 20 18, 5, 73
6 6 6, 9
7 7, 74, 45, 16, 1 7, 74, 45, 1
8 23, 8, 13, 9 8, 9
9 9, 13, 8 3, 18, 6, 9, 13, 8
10 2, 3, 10, 11, 79 2, 3, 10, 11, 79
11 2, 3, 10, 11, 58, 79 2, 3, 10, 11, 58, 79
12 32, 65, 12, 4, 13 32, 65, 12, 4, 13
13 65, 9, 27, 13, 8, 4, 12 65, 9, 27, 13, 4, 12
14 37, 14, 18 37, 14
15 16, 15 16, 15
16 16, 20, 7, 15 16, 15
17 17, 4, 23, 18 17, 4, 23, 18
18 18, 5, 27, 57, 17, 14 18, 5, 27, 57, 9, 17
19 70, 19, 58 70, 19, 58
20 16, 5, 20, 23, 30 20, 30
21 21, 42 21, 42
22 23, 22 23, 22
23 17, 23, 22, 20, 8 17, 23, 22
24 24, 29, 28, 48 24, 29, 28, 48
25 25, 26, 31, 30 25, 26, 31, 30
26 25, 26, 31, 30 25, 26, 31, 30
27 32, 33, 27, 18, 13 32, 33, 27, 18, 13
28 24, 29, 28, 38, 72 24, 29, 28, 38, 72
29 24, 29, 28, 81, 44, 35 24, 29, 28, 81
30 25, 26, 31, 30, 20, 52, 45 25, 26, 31, 30, 20, 52
31 25, 26, 31, 30, 35, 56 25, 26, 31, 30, 35, 56
32 32, 33, 27, 12 32, 33, 27, 12
33 32, 33, 27, 45 32, 33, 27, 45
34 34, 35 34, 35
35 35, 29, 44, 50, 31, 34 50, 35, 31, 34
36 36 36
37 37, 45, 14 37, 14
38 1, 38, 28, 39 1, 38, 28, 39
39 68, 84, 39, 38 68, 84, 39, 38
40 40, 74, 41 40, 74, 41
41 40, 41 40, 41
42 21, 42 21, 42
43 55, 76, 43, 44 55, 76, 43
44 35, 43, 29, 44 44
45 37, 45, 30, 33, 7 33, 7, 45
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Identiﬁant ADHERENCE JOUR 2 ADHERENCE JOUR 3
46 51, 50, 46, 63 51, 50, 46, 63
47 48, 52, 47 48, 52, 47
48 48, 52, 47, 24 48, 52, 47, 24
49 49, 53 49, 53
50 51, 50, 46, 35, 4 51, 50, 46, 35, 4
51 51, 50, 46, 78 51, 50, 46, 78
52 48, 52, 47, 65, 30 48, 52, 47, 30
53 49, 53, 66 49, 53, 66
54 54 54
55 55, 43, 56 55, 43
56 85, 56, 31, 55, 57 85, 56, 31, 57
57 69, 18, 78, 57, 56 69, 18, 78, 57, 56
58 19, 58, 11, 73, 61 19, 58, 11, 73, 61
59 59 59
60 60, 61 60, 61
61 66, 58, 61, 60 66, 58, 61, 60
62 62, 63 62, 63
63 46, 63, 62 46, 63, 62
64 86, 64, 75 86, 64, 75
65 65, 12, 13, 52, 66 65, 12, 13, 66
66 53, 66, 61, 65 53, 66, 61, 65
67 67, 75 67, 75
68 68, 39 68, 39
69 69, 57, 73 69, 57, 73
70 19, 70, 76 19, 70, 76
71 71, 79, 89 84, 71, 79
72 80, 72, 28 83, 72, 28, 80
73 69, 73, 5, 82, 58 5, 82, 58, 73, 69
74 74, 75, 7, 40 7, 40, 74, 83, 75
75 74, 75, 64, 67 64, 67, 75, 82, 74
76 70, 76, 43 76, 43, 80, 89, 70
77 77, 78 77
78 77, 78, 51, 57, 89 51, 57, 78, 89
79 1, 10, 11, 79, 71 1, 10, 11, 79, 71
80 80, 72 80, 76, 72
81 81, 29 81, 29
82 82, 73, 83 82, 73, 83, 75
83 84, 83, 82 84, 83, 72, 74, 82
84 84, 39, 83 84, 39, 83, 71
85 85, 56 85, 56
86 86, 64 86, 64
87 87 87
88 88 88
89 78, 89, 71, 90 78, 89, 76, 90
90 89, 90 89, 90
TABLE 3.6 – Adhérence de chacun des agents du 2eme et 3eme jour.
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Identiﬁant ADHERENCE JOUR 4 ADHERENCE JOUR 5
1 1, 38, 79, 7 1, 38, 79, 7
2 2, 3, 10, 11 2, 3, 10, 11
3 2, 3, 10, 11, 9 2, 3, 10, 11
4 17, 50, 4, 12, 13 4, 17, 50, 13
5 18, 5, 73, 8, 11 18, 73, 5
6 6 6, 16
7 7, 74, 45, 1 7, 74, 45, 1
8 8, 9, 5 8, 9
9 9, 13, 8 9, 13, 8
10 2, 3, 10, 11, 79 10, 79, 2, 3, 11
11 2, 3, 10, 11, 58, 79, 5 58, 79, 11, 2, 3, 10
12 65, 12, 4, 13, 32 12 = MORT
13 65, 12, 4, 13, 9, 27 65, 9, 27, 13, 4
14 37, 14 37, 14
15 16, 15 15, 16
16 16, 15, 20 16, 15, 6
17 17, 4, 23, 18 17, 4, 23, 18
18 18, 5, 27, 57, 17, 22 18, 5, 27, 57, 17
19 70, 19, 58 70, 19, 58
20 20, 30, 16 20, 30
21 21, 42 21, 42
22 23, 22, 18 23, 22
23 17, 23, 22 17, 23, 22
24 24, 29, 28, 48 24, 29, 28, 48
25 25, 26, 31, 30 25, 26, 31, 30
26 25, 26, 31, 30 25, 26, 31, 30
27 32, 33, 27, 18, 13 32, 33, 27, 18, 13
28 24, 29, 28, 30, 38, 72 24, 29, 28, 38, 72
29 24, 29, 28, 31, 81 24, 29, 28, 81
30 42, 40, 28, 30, 45, 20, 52, 25, 26, 31 25, 26, 31, 30, 20, 52
31 25, 26, 31, 30 25, 26, 31, 30, 35, 56
32 32, 33, 27, 12 32, 33, 27
33 32, 33, 27, 45 32, 33, 27, 45
34 34, 35 34, 35, 43
35 50, 35, 31, 34 50, 35, 31, 34
36 36 36
37 37, 14 37, 14, 41
38 1, 38, 28, 39 1, 38, 28, 39
39 68, 84, 39, 38 68, 84, 39, 38
40 40, 74, 41, 44, 30 40, 74, 41
41 41 41, 40, 37
42 21, 42, 30 21, 42
43 55, 76, 43 55, 76, 43, 34
44 44, 40 44
45 33, 7, 45, 30 33, 7, 45
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Identiﬁant ADHERENCE JOUR 4 ADHERENCE JOUR 5
46 51, 50, 46, 63 51, 50, 46, 63
47 48, 52, 47 48, 52, 47
48 48, 52, 47, 65, 24 48, 52, 47, 24
49 49, 53 49, 53
50 51, 50, 46, 35, 4 51, 50, 46, 35, 4
51 51, 50, 46, 54, 78 51, 50, 46, 78
52 48, 52, 47, 30 48, 52, 47, 30
53 49, 53, 66 49, 53, 66
54 54, 51 54
55 55, 43, 62 55, 43
56 85, 56, 31, 57 85, 56, 31, 57
57 69, 18, 78, 57, 56 69, 18, 78, 57, 56
58 19, 58, 11, 73, 61, 60 19, 58, 11, 73, 61
59 59, 62 59
60 60, 58, 61 60, 61
61 66, 58, 61, 60 66, 58, 61, 60
62 62, 63, 55, 65, 59 62, 63
63 46, 63, 62 46, 63, 62
64 86, 64, 75 86, 64, 75
65 65, 12, 13, 48, 66, 62 65, 13, 66
66 53, 66, 61, 65 53, 66, 61, 65
67 67, 75 67, 75
68 68, 39 68, 39
69 69, 57, 73 69, 57, 73
70 19, 70, 76 19, 70, 73, 76
71 71, 79 71, 79
72 72, 28, 80 72, 28, 80
73 5, 82, 58, 73, 69 5, 82, 58, 73, 70, 87, 69
74 7, 40, 74, 75 7, 40, 74, 75, 86, 87
75 64, 67, 75, 74 64, 67, 75, 74, 81
76 76, 43, 89, 70 76, 43, 70
77 77 77
78 51, 57, 78, 89 51, 57, 78, 89
79 1, 10, 11, 79, 71 1, 10, 11, 79, 71
80 80, 72 80, 72
81 81, 29, 89 81, 29, 75
82 82, 73, 83 82, 73, 83
83 84, 83, 82 84, 83, 82
84 84, 39, 83 84, 39, 83
85 85, 56 85, 56
86 86, 64 86, 64, 74
87 87 87, 89, 73, 74
88 88 88
89 78, 89, 81, 76, 90 78, 89, 90, 87
90 90, 89 90, 89
TABLE 3.9 – Adhérence de chacun des agents du 4eme et 5eme jour.
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Nous obtenons donc pour a(A) :
a(J2, A) = {6, 23, 8, 13, 9, 65, 27, 4, 12, 16, 15, 23, 22}
a(J3, A) = {6, 9, 8, 65, 27, 13, 4, 12, 16, 15, 23, 22}
a(J4, A) = {6, 8, 9, 5, 65, 12, 4, 13, 27, 16, 15, 22, 23, 18}
a(J5, A) = {6, 16, 8, 9, 65, 27, 13, 4, 15, 22, 23}
puis, pour i(A) :
i(J2, A) = {6}
i(J3, A) = ∅
i(J4, A) = {6}
i(J5, A) = ∅
Ceci nous mène à obtenir pour les rapports d’adhérence :
Ra(J2, A) =
13
5
Ra(J3, A) =
12
5
Ra(J4, A) =
14
5
Ra(J5, A) =
11
5
et pour les rapports d’intérieur :
Ri(J2, A) =
1
5
Ri(J3, A) = 0
Ri(J4, A) =
1
5
Ri(J5, A) = 0
D’où le diagramme ci-dessous reportant la position de l’ensemble A dans un système d’axe
déﬁni par les rapports d’adhérence et d’intérieur, pour caque journée :
FIGURE 3.14 – Espace des rapports d’adhérence et d’intérieur.
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A la ﬁn de cette semaine ouvrée, il ressort une certaine ressemblance des journées en ce qui
concerne l’ensemble A considéré. Les agents de A ont tendance à exercer beaucoup d’inﬂuence
sur les autres agents et à en subir peu.
Le calcul du dérivé de A donne :
d(J2, A) = {4, 8, 9, 12, 13, 16, 23, 27, 65}
d(J3, A) = {4, 9, 12, 16, 23, 27, 65}
d(J4, A) = {4, 5, 9, 12, 16, 18, 23, 27, 65}
d(J5, A) = {4, 9, 16, 23, 27, 65}
d’où on en déduit sa cohérence :
c(J2, A) = {8, 13}
c(J3, A) = ∅
c(J4, A) = ∅
c(J5, A) = ∅
ce qui amène aux valeurs ci-dessous pour le paramètre ds(., A) :
ds(J2, A) = 3
ds(J3, A) = 5 = Card A.
ds(J4, A) = 5 = Card A.
ds(J5, A) = 5 = Card A.
Ces résultats permettent de dire que l’ensemble A n’est constitué que de points isolés, dans
A, pour les journées 3, 4 et 5.
l’exemple illustré dans cette expérimentation montre l’avantage qu’il y a à utiliser les concepts
prétopologiques pour analyser l’évolution d’un réseau social. Le premier point est que l’on dis-
pose d’une structure formelle, de type topologique, sur l’ensemble des nœuds du réseau, ce
qu’on ne peut pas réellement faire avec la théorie des graphes. Le second avantage est qu’il
est possible de s’intéresser, en tant que tel, à des ensembles particuliers de nœuds et non pas à
des nœuds pris isolément, tout en généralisant des paramètres caractéristiques de la structure du
réseau.
3.3.2 Expérience 2 : Analyse de l’impact de mesures prise pour la gestion
de crise
L’objectif de cette analyse est de pouvoir anticiper la mise en œuvre de mesures telles que
la vaccination, la fermeture des écoles, etc, sur la société.
Pour cela, nous avons considéré la population suivante :
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S E I R Total
H 1586 0 1 0 1587
P 2 0 0 4 6
E 0 0 0 8 8
Total 1588 0 1 12 1601
TABLE 3.10 – Répartition globale des agents en fonction de leur état de santé
Soient les trois scénarii suivants :
– Aucune prise de mesures.
– Promotion de mesures barrières (port de masques et lavage des mains)
– Promotion de mesures barrières et réduction du transport public
Notre choix s’est porté sur l’ensemble de ces mesures sur les indications d’un spécialiste de
la grippe.
Lors de l’épidémie de grippe A(H1N1) en 2009 en France, la promotion de mesures barrières
a été mise en place par les décideurs à l’aide des médias. Cependant, à ce jour, aucune étude
scientiﬁque n’a fait la preuve de l’efﬁcacité du port des masques. Ainsi, nous avons jugé utile
de considérer cette variable seule (scénario 1) aﬁn de mettre en évidence l’impact des mesures
barrières sur l’évolution d’une épidémie de grippe.
Pour le scénario 2 et en complément du scénario 1, nous avons sélectionné la mise en place
d’une politique de réduction des transports en commun en comparaison avec la vaccination. En
effet, comme mentionné dans le chapitre 1, l’étude de Beaujouan et al. [29] démontre que la
réduction des transports quotidiens entraine une réduction de l’évolution de l’épidémie.
La vaccination, à son tour, nécessite une analyse assez approfondie où il faudrait quan-
tiﬁer le pourcentage d’agents à vacciner aﬁn de réduire l’épidémie. Autrement dit, est-il né-
cessaire de vacciner l’ensemble de la population ? Quel pourcentage adéquat d’enfants et/ou
d’adultes faudrait-il vacciner ? Comment choisir la population d’adultes à vacciner prioritaire-
ment ? Faudrait-il opter pour une vaccination en fonction de leur taux de contact (basé essen-
tiellement sur la catégorie socio-professionnelle) ? Faut-il imposer la vaccination à l’ensemble
du personnel médical et aux décideurs aﬁn de préserver leur capacité à intervenir tout au long
de l’épidémie ? Comment organiser la séquence de vaccination des agents concernés ?
Cette analyse nécessite une attention particulière et pose des questions pour lesquelles les dé-
cideurs ne disposent pas de réponses à ce jour. La gestion faite lors de l’épidémie de grippe en
2009 en France en est l’illustration.
Partant des scénarii ci-dessus, nous avons effectué trois simulations de 100 jours chacune.
Nous avons les mettre en œuvre par l’intermédiaire de paramètres que nous avons intégré dans
le modèle.
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La première simulation ne tient compte d’aucune mesure. Il s’agit d’une simulation dite « nor-
male » où les paramètres retenus sont les suivants :
– Le taux de propagation (TP). Il s’agit du taux de propagation du virus. Plus il est impor-
tant, et plus le virus sera propagé par les agents.
– Le nombre de jour moyen avant qu’un agent consulte un personnel médical (NbJourA-
vantConsultation). Cette variable est assez importante puisqu’un agent consulté par un
personnel médical sera mis en quarantaine et ne pourra infecter que son entourage.
– Le taux d’agents consultant un personnel médical (TxConsultantPM). En cas de maladie,
certains agents ne consultent pas systématiquement un personnel médical d’où l’intérêt
de ce paramètre.
– La probabilité qu’un agent emprunte le transport en commun (TC). Ce paramètre varie
en fonction du département mais pour cette analyse, nous l’avons ﬁgé.
– Le taux de mortalité (TM).
– Le facteur de risque (FR). Plus le niveau de risque de l’agent sain est élevé, plus la pro-
babilité que l’agent contracte le virus augmente lors d’un contact avec un agent infectieux.
Puis, pour chacun des scénarii, les paramètres ont été modiﬁés au sein du modèle de la ma-
nière suivante :
Paramètres Scénario 0 Scénario 1 Scénario 2
TP 0,7 0,4 0,4
NbJourAvantConsultation 3 3 3
TxConsultantPM 0,8 0,8 0,8
TC 0,7 0,7 0,3
TM 0,003 0,003 0,003
FR 0,05 0,05 0,05
TABLE 3.11 – Valeurs retenues pour chacun des paramètres en fonction du scénario considéré.
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FIGURE 3.15 – Évolution de l’épidémie de grippe.
Le graphique met en évidence que le scénario 2 est préférable aux deux autres. Toutefois,
nous pouvons constater que cet ensemble de mesures est à explorer davantage car il peut être
intéressant de quantiﬁer le taux de vaccination que ce soit au sein de la population des adultes,
des jeunes ou des personnes à risque. D’autre part, nous pouvons constater que le virus reste
vivant durant 36 jours avant de se propager. On peut s’interroger sur la mise en place d’autres
mesures tout en suivant l’évolution de l’épidémie et le coût relatif à celles-ci.
0
10
20
30
40
50
60
1 8 15 22 29 36 43 50 57 64 71 78 85 92 99
scenario 0
scenario 1
scenario 2
FIGURE 3.16 – Évolution de la mortalité.
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En parallèle avec l’évolution de l’épidémie, nous pouvons suivre la mortalité. Elle reste as-
sez faible face à la population considérée, mais tout de même importante pour le scénario 2.
Selon le graphique 3.15 le pic épidémique débute vers le 36eme jour et prend ﬁn vers le 64eme
jour. Or la mortalité continue à progresser. Ce qui nous conduit à nous interroger sur l’ensemble
des mesures mises en application.
A travers cet exemple, nous mettons en exergue la capacité du modèle à tester l’efﬁcacité de
mesures potentielles pour un décideur tel un préfet de département.
3.3.3 Expérience 3 : Analyse de l’évolution d’une pandémie par type d’agents
Pour tester notre modèle et analyser ses résultats, nous avons effectué 50 simulations de 100
jours chacune. Une simulation représente l’évolution d’une épidémie de grippe sur une période
de trois mois environ.
Pour cela, nous avons considéré une population de 1600 agents répartie de la manière sui-
vante :
– 1586 Habitants Sains dont :
– 48 bébés (0 - 4 ans)
– 248 enfants (5 - 14 ans)
– 1022 adultes (15 - 64 ans)
– 268 personnes âgées (65 ans et plus)
– 2 Personnels médicaux Sains
– 4 Personnels médicaux Immunisés
– 8 Emplois sensibles Immunisés
soit, pour chacun des départements, les répartitions suivantes :
Ain S E I R Total
H 397 0 0 0 397
P 0 0 0 1 1
E 0 0 0 2 2
Total 397 0 0 3 400
TABLE 3.12 – Répartition des agents pour le département de l’Ain.
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Isère S E I R Total
H 396 0 0 0 396
P 1 0 0 1 2
E 0 0 0 2 2
Total 397 0 0 3 400
TABLE 3.13 – Répartition des agents pour le département de l’Isère.
Loire S E I R Total
H 396 0 0 0 396
P 1 0 0 1 2
E 0 0 0 2 2
Total 397 0 0 3 400
TABLE 3.14 – Répartition des agents pour le département de Loire.
Rhône S E I R Total
H 397 0 1 0 398
P 0 0 0 1 1
E 0 0 0 2 2
Total 397 0 1 3 401
TABLE 3.15 – Répartition des agents pour le département du Rhône.
Cette répartition de l’âge est conforme à celle considérée en Europe pour les travaux concer-
nant la Grippe.
A cette population, nous avons ajouté 1 habitant infectieux.
Les caractéristiques de cet agent sont les suivantes :
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FIGURE 3.17 – Caractéristiques de l’agent infectieux.
Dans notre exemple, il s’agit d’un agent de type individu ordinaire dont l’âge est compris
entre 15 et 64 ans (catégorie 3). Il vit dans le département du Rhône, son état de santé est 3
(infectieux), son médecin traitant est le médecin le plus proche de chez lui, son niveau de risque
est 0 et la taille de son ménage est 2.
Tous ces agents sont répartis de façon quasiment équitable sur les quatre départements sé-
lectionnés : Ain, Isère, Loire, Rhône.
FIGURE 3.18 – Répartition des agents dans les 4 départements.
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Tout au long de la simulation, on distingue les divers types d’agents par un symbolisme
graphique :
– individu ordinaire : cercle,
– personnel médical : triangle,
– emploi sensible : carré.
De la même manière, les états de santé sont symbolisés par des couleurs :
– S : vert,
– E : orange,
– I : rouge,
– R : bleu.
Pour ﬁnir, la relation de ménage est construite de la manière suivante :
Chaque adulte a une probabilité de 50% d’être en couple avec un autre adulte.
Nous affectons aléatoirement aux adultes 0 à 3 enfants (bébé + enfants).
FIGURE 3.19 – Extraction de la relation de ménage.
La répartition des agents ainsi que la relation de ménage sont conservées pour toutes les
simulations effectuées dans le cadre de cette analyse.
Par ailleurs, nous avons aussi considéré les paramètres mentionnés dans la ﬁgure suivante :
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FIGURE 3.20 – Présentation des paramètres retenus.
Le facteur de risque est de 5%, le nombre moyen de jours précédant une consultation mé-
dicale est de 4 jours, la probabilité qu’un agent emprunte le transport public (avec contacts) est
de 70%, le taux d’agents consultant un médecin est de 60%, le taux de mortalité est de 0,3%, le
taux de virulence est de 70%.
Les diagrammes suivants illustrent le déroulement de la simulation proposée.
FIGURE 3.21 – Initialisation.
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FIGURE 3.22 – État de l’évolution de l’épidémie à la ﬁn de la 1ère journée.
FIGURE 3.23 – État de l’évolution de l’épidémie à la ﬁn de la 2eme journée.
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FIGURE 3.24 – État de l’évolution de l’épidémie à la ﬁn de la 5eme journée.
FIGURE 3.25 – État de l’évolution de l’épidémie à la ﬁn de la 10eme journée.
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FIGURE 3.26 – État de l’évolution de l’épidémie à la ﬁn de la 25eme journée.
FIGURE 3.27 – État de l’évolution de l’épidémie à la ﬁn de la 50eme journée.
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FIGURE 3.28 – État de l’évolution de l’épidémie à la ﬁn de la 75eme journée.
FIGURE 3.29 – État de l’évolution de l’épidémie à la ﬁn de la 100eme journée.
A la ﬁn de l’épidémie, nous pouvons constater que la plupart des individus ont obtenu une
immunité pour la souche virale présente durant la période épidémique.
A l’issue des 50 simulations de 100 jours, nous avons effectué la moyenne des individus
infectieux pour chacun des départements. Nous obtenons l’évolution suivante :
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FIGURE 3.30 – Évolution des Habitants infectieux par département.
Ce dernier diagramme montre que l’évolution de l’épidémie de grippe est identique quelque
soit le département. Le pic épidémique se situe au 15eme jour et environ 35% des habitants sont
infectieux.
0
0,02
0,04
0,06
0,08
0,1
0,12
0,14
0,16
0,18
1 6 11 16 21 26 31 36 41 46 51 56 61 66 71 76 81 86 91 96
Ain
Isere
Loire
Rhone
FIGURE 3.31 – Évolution du personnel médical infectieux par département.
Il ressort de ce graphique qu’environ 15% du personnel médical est infectieux entre le 15eme
et le 25eme jour.
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FIGURE 3.32 – Évolution des Emplois sensibles infectieux par département.
Dès le début de l’épidémie de grippe, l’ensemble des emplois sensibles est immunisé.
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FIGURE 3.33 – État de l’évolution de l’évolution de la mortalité.
La mortalité est donc quasiment identique dans les départements de l’Isère, Loire et le
Rhône. Elle est un peu plus faible dans le département de l’Ain. La mortalité qui représente
environ 3,25% des agents résidant dans le département de l’Ain et 4,5% pour les autres dépar-
tements reste dans l’ensemble assez faible.
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De cette analyse comparant les différents types d’agents par département, nous pouvons
constater qu’il n’y a pas de différence particulière entre les résultats obtenus pour chacun des
départements. Cependant, il est nécessaire de préciser que nous avons constitué les agents dans
chacun des départements de manière quasiment identique. Or, dans le monde réel, il existe des
différences signiﬁcatives comme la densité, facteur non négligeable dans le cas d’une épidémie
de grippe. La prise en compte de ces types de variables dans le modèle nécessite l’établissement
d’une base de données. Cette base de données sera construite très prochainement aﬁn de valider
notre modèle sur des données réelles.
Concernant les différents types d’agents, nous mettons l’accent sur l’état de santé du per-
sonnel médical. C’est pourquoi nous avons opté pour l’immunisation de tous les agents de type
emplois sensibles.
Nous pouvons constater que deux tiers du personnel médical est immunisé avant le début de
l’épidémie. Cela a pour effet de limiter la propagation du virus et de préserver leur activité du-
rant la période épidémique mais le tiers restant devient tout de même infectieux.
Actuellement, notre modèle ne permet pas de prendre en considération et donc de mettre en
exergue la saturation du service médical. Ce qui reste un élément crucial pour le décideur. C’est
pourquoi nous l’intégrerons très prochainement dans le modèle.
Une telle analyse est importante pour un décideur, mais l’un des avantages de ce modèle
est de pouvoir suivre l’évolution de l’épidémie par type d’agents et d’y injecter tout au long de
la période pandémique des mesures. Le décideur peut donc, en temps réel, voir l’impact de la
mesure prise sur chacun des types d’agents.
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3.4 Conclusion
Dans ce chapitre, nous avons intégré la prétopologie stochastique au sein d’un outil de si-
mulation qui couple le SIG et le SMA.
Nous avons effectué diverses analyses qui, rassemblées, fournissent des éléments opportuns aux
décideurs politiques tant sur la structure de la population que sur l’impact des mesures prises.
Les résultats obtenus montrent clairement la capacité du modèle à tester et évaluer les mesures
pouvant être prises en cas de situation de crises sanitaires liées à une épidémie de grippe.
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CONCLUSION GENERALE
Notre travail trouve son origine dans les problèmes posés à une société lors d’une épidémie
ou une pandémie virale, telle la pandémie H1N1 vécue à l’hiver dernier. Son objectif a été de
poser les premiers éléments de modélisation permettant des simulations de prise de mesures aﬁn
d’en évaluer l’impact, le but à atteindre étant de mettre en place un outil d’aide à la décision
réellement efﬁcace, fondé sur une « maquette » de la société et de ses comportements.
Pour cela, nous avons focalisé notre travail sur deux points : le premier est d’apporter une mo-
délisation de la structure des canaux de diffusion d’un virus, le second de proposer un premier
prototype d’outil de simulation.
En ce qui concerne le premier point, nous n’avons pas voulu nous mettre dans une optique
épidémiologique, dans la mesure où de nombreux modèles de diffusion existent déjà. Notre
propos a été d’étudier les voies ou canaux de diffusion, pas l’expression même de cette diffu-
sion. Pour cela nous avons généralisé l’approche proposée par F. Carrat en posant les bases de
la prétopologie stochastique dans le cas discret. Cela nous a amené à prendre en compte une
famille de graphes aléatoires déﬁnis sur un ensemble ﬁni en lieu et place d’un seul graphe.
La prétopologie stochastique, nous l’avons vu au chapitre 2, permet ainsi de structurer l’en-
semble des n¡uds de cette famille de graphe, à la manière topologique. Nous y voyons déjà deux
avantages. Le premier est que l’espace étudié est structuré en fonction des relations existantes
entre ses éléments, toutes prises en compte simultanément, d’une manière ou d’une autre. Dans
notre travail, compte tenu du contexte, nous avons travaillé avec la prétopologie stochastique
faible, mais d’autres types de prétopologies peuvent être envisagées, comme mentionné dans le
chapitre 2. Cette approche structurelle nous a également permis de généraliser des coefﬁcients
descriptifs des structures que l’on rencontre dans les graphes. Il faut noter que cette généra-
lisation est double : d’une part elle permet de travailler avec une famille de relations binaires
et non pas seulement une, d’autre part elle permet d’appliquer le calcul de ces coefﬁcients à
des sous-ensembles de points de l’espace, ce que ne font pas les coefﬁcients déﬁnis dans le
cadre des graphes aléatoires qui portent sur des sommets. Il est cependant vrai qu’il est tou-
jours possible de construire un graphe par regroupement de sommets, mais alors on considère
les sommets ainsi construits comme des points et non plus comme des ensembles de points.
Les paramètres que nous avons déﬁnis sont assez simples à calculer, et, les exemples présentés
montrent la capacité qu’ils ont à caractériser le comportement de ces ensembles vis à vis de
la diffusion de l’épidémie, considérés comme des émetteurs/récepteurs potentiels. Par ailleurs,
nous avons pu montrer que, sur le plan mathématique, ils sont des variables aléatoires. Il est
donc possible d’envisager tout type d’étude statistique basée sur des observations de terrain et
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ainsi de capitaliser de l’information à partir d’épisodes épidémiques précédents observés. Bien
évidemment, nous n’avons pas épuisé toutes les possibilités offertes par la prétopologie en ma-
tière de coefﬁcients caractéristiques d’une structure. Sur ce plan, du travail reste à faire. Il faut
souligner également que les premiers résultats de prétopologie stochastique obtenus doivent
être prolongés dans deux directions complémentaires. La première est relative à l’aspect « pré-
topologie ». En effet, une piste de recherche qui nous semble devoir être approfondie est liée
aux divers concepts de connexité que propose la théorie générale de la prétopologie : la forte
connexité, l’hyper-connexité, l’unilatérale connexité, l’apo-connexité et la (faible) connexité.
Toutes ces notions de connexité sont totalement compatibles avec le concept de graphes. Les
caractériser dans le cas de la prétopologie stochastique nous paraît tout à fait important par
l’information structurelle qu’elles peuvent apporter. En particulier, nous savons que ces notions
sont fortement liées à des notions de séparabilité dans les espaces prétopologiques. Or, il nous
semble évident que ces notions de séparabilité, dans le cas traité de la diffusion d’épidémies,
sont porteuses de beaucoup d’information utile pour une prise de décision.
Il faut noter également que la prétopologie faible est de type VD sur un ensemble ﬁni donc
de type VS . Ceci implique que les calculs à effectuer pour déterminer l’adhérence d’une partie
quelconque se résument au calcul de l’adhérence des singletons de cette partie. Nous sommes
donc dans le cas d’une complexité de calcul d’ordre n lorsque l’ensemble étudié possède n
éléments. Il n’en sera pas le cas lorsque nous étudierons d’autres types de prétopologie qui ne
seront que de type V (le cas de la prétopologie forte), et nous serons alors confronté à une com-
plexité plus grande. Cela justiﬁe donc de réﬂéchir à des procédures algorithmiques optimisées
capables de mener à bien les calculs, même lorsque n est grand. Ce travail a déjà été entamé
par des collègues, à travers le développement de la première version de la librairie logicielle
Pretopolib.
La seconde direction de recherche prolongeant notre travail concerne l’aspect statistique. En
effet, nous manipulons des ensembles ﬁnis et nous avons vu comment il est possible de déﬁnir
un concept d’espérance mathématique et des concepts de dispersion au chapitre 2. Il est bien
évident que cela ne sufﬁt pas et qu’il es nécessaire d’aller plus loin et de développer une véri-
table statistique des ensembles aléatoires. Les travaux déjà menés dans ce domaine font surgir
une difﬁculté inexistante quand on travaille avec des variables aléatoires : la nature « topolo-
gique » de l’ensemble. Dans le cas des ensembles ﬁnis, le cas que nous traitons, le problème
est plus simple et déﬁnir des concepts liés à l’estimation de paramètres ainsi que des concepts
mettant en place une théorie des tests nous paraît un objectif atteignable dans un avenir proche.
En revanche, dans le cas d’ensembles continus, les choses se corsent et sur le strict plan pro-
babiliste, les travaux existants fournissent des résultats lorsque les ensembles en questions sont
soit des fermés, soit des compacts soit des compacts convexes d’un espace vectoriel topologique
possédant un nombre minimum de propriétés (espace de type Rn). Le chemin à parcourir nous
semble plus long, d’autant que la complexité calculatoire semble importante.
La seconde partie de notre travail a consisté à proposer un prototype d’outil logiciel per-
mettant d’implémenter la modélisation prétopologique comme modélisation du réseau social
sous-jacent à l’ensemble étudié, ainsi que d’apporter des fonctionnalités pour simuler la dif-
fusion d’une épidémie et tester l’impact de mesures d’action. Pour cela, nous avons construit
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notre prototype sur un modèle de système multi-agents dans lequel est intégré le modèle préto-
pologique. Pour les développements futurs, nous avons conçu notre outil de manière telle qu’il
puisse exploiter l’information fournie par un système d’information géographique. Ce proto-
type nous a permis de tester le calcul des coefﬁcients prétopologiques, de mettre en évidence
l’impact sur l’épidémie de mesures simples telles que le lavage de mains, le port de masques et
l’entrave à la circulation de transports en commun et, également, de voir l’impact de mesures
de protections de catégories d’individus particulières à protéger (personnels de santé, salariés
de secteurs sensibles comme l’énergie, la sécurité).
Nous avons bien conscience que cet outil n’est qu’un prototype expérimental et qu’il ne per-
met de montrer que la pertinence de l’approche. Pour obtenir un outil réellement opérationnel,
capable de traiter un grand volume de données, il sera nécessaire de revoir la démarche de dé-
veloppement.
En effet, il faudrait pouvoir obtenir un outil capable de traiter les données d’une maquette de
la société à une échelle sufﬁsante pour détecter ce que les spécialistes de la gestion de risque ap-
pellent les signaux faibles. Une maquette au centième représenterait une population de 600000
agents environ. On conçoit bien que les méthodes, techniques et moyens à mettre en œuvre pour
gérer une telle maquette sont importants. La réﬂexion méthodologique à mener ici relève, selon
nous, des problématiques de l’informatique distribuée et du calcul haute performance.
Qui plus est, il faut bien concevoir qu’un tel outil devra être nourri d’un nombre important de
données, régulièrement mises à jour. Si nous avions à proposer une démarche de travail, nous
proposerions un plan en huit points :
1. détection de toutes les données nécessaires,
2. collecte de ces données,
3. construction du schéma conceptuel de la base de données du système d’information géo-
graphique,
4. mise en place de cette base et son renseignement,
5. conception du système multi-agent à développer,
6. optimisation des algorithmes de calcul prétopologique,
7. développement de l’outil logiciel selon les méthodes et outils de l’informatique distribuée
et du calcul haute performance,
8. test du résultat obtenu.
Bien évidemment, ces huit points ne doivent pas nécessairement être étudiés en séquence
et un certain parallélisme peut être envisagé. Mais, on le voit, il s’agit d’un travail considérable
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qui, cependant, peut aboutir à une outil d’aide à la décision particulièrement efﬁcace, car fondé
sur une approche capable de capter une réalité au plus près.
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