Abstract: Agriculture and forestry play important roles in Vietnam, particularly as they contribute to the creation of food, conservation of forest resources, and improvement of soil fertility. Therefore, understanding the performances of relevant enterprises in this field contributes to the sustainable development of this country's agroforestry industry. This research proposes a hybrid model, which includes a grey model (GM) and a Malmquist productivity index (MPI), to assess the performances of Vietnamese agroforestry enterprises over several time periods. After collecting the data of selected input and output variables for 10 Vietnam agroforestry enterprises in the period of 2011-2014, GM is used to forecast the future values of these input and output variables for the 10 agroforestry enterprises in 2015 and 2016. Following the results of GM, the MPI is used to measure the performance of these enterprises. The MPI scores showed some enterprises will become more efficient, while others will become less efficient. The proposed model gives past-present-future insights in order for decision-makers to sustain agroforestry development in Vietnam. This hybrid approach can be applied to performance analysis of other industries as well.
Introduction
Agriculture and forestry play essential roles in a country, contributing to the creation of food, conservation of forest resources, and improvement of soil fertility. Agroforestry is a land-use system and technology [1] . Agroforestry systems can be advantageous over conventional agricultural and forest production methods. Typically, it increases productivity, economic benefits, and diversity in ecological goods and services. An agroforestry system includes the following features: (1) two or more species (possibly both trees and animals), which must be perennial; (2) at least two or more products in the system; (3) a production cycle of more than one year; (4) ecological and economical diversity; and (5) the need for perennials and other compatible component relationships [2] . Every country has unique natural and ecological conditions that lead it to create different ways for developing an agroforestry industry to satisfy societal needs. For example, Thailand developed methods for holding water agroforestry, retaining moisture, and improving the ecological environment and people's living
Literature Review
Data envelopment analysis (DEA) is a useful method for estimating production frontiers [10] . It has been applied to various application domains, including operations research, management science, economics, etc. In essence, DEA is a non-parametric data analytical technique whose domain of inquiry is a set of decision-making units (DMUs), which can receive multiple inputs and express multiple outputs. Given a set of DMUs, the DEA can establish the relative efficiencies of each DMU within this set. When applying DEA, only limited data is required to measure performance. The selection of input and output variables is important for DEA as they can affect decision-making. One prerequisite for applying DEA is that the selected input and output variables should keep an isotonic relationship, which can be validated by correlation analysis [11] . If the correlation between input and output variables are positive, this means the variables maintain an isotonic relationship and can be used by the DEA model. Otherwise, it needs to re-examine these variables. In past studies, Liu [12] used the number of employees, assets, and purchased funds as input variables, and demand deposits, short-term loans, and long-term loans as output variables. Romano and Guirrini [13] used the cost of labor, cost of material, cost of service, and cost of lease as inputs, and the population served and water delivered as outputs. The input and output variables used in these studies are referred to in this present research. In addition to comparing the relative performance of DMUs at a specific period, DEA can also be used to calculate the productivity changes of a DMU over time to examine the relative progress among competitors. In the past two decades, increasing publications have adopted MPI as the evaluation techniques to assess the efficiency of an enterprise. For example, Briec et al. [14] employed MPI to analyze the productivity growth and technological change of a Portuguese hydroelectric plant in 2001-2008. Yang et al. [15] thought forestry enterprises were important elements of the forestry economy in China. The increasing investment of the government in science and technology accelerates the development of the forestry economy in China. Qazi and Yulin [16] had to use MPI to measure changes in China's high-tech industry's productivity in 2000 with fifteen high-tech industries. It concluded that the electronic component and office equipment industries are considered to be valid.
Grey system theory was introduced by Deng [17] . It has become popular due to the advantage of managing a system with unknown parameters. Compared with traditional statistical methods, grey system theory requires little data for forecasting. Under the missing information or partially unknown parameters or uncertainty problems, this theory has become a popular method. Superior to conventional statistical models, grey forecasting can only use a limited amount of data to evaluate the unknown systems [18] . The GM (1,1) is one of the most popular grey forecasting models. Ren proved that using GM (1,N) to predict the yield of bio-hydrogen under scanty data conditions could give a better predictability result than the use of an artificial neural network [19] . There are some studies to have employed grey system theory. Kuo et al. [20] applied grey relational analysis for multiple attributes decision making. These studies indicate that grey system theory as been employed in various application areas. Lin et al. [21] proposed a gray forecast model to deal with the factor analysis of multivariate series forecasting problems. The results show that the model is better than other existing models.
Chen and Chen [22] used DEA and MPI to explore Taiwanese chip manufacturing company operating performance. The results show that if the wafer manufacturing company in Taiwan wished to improve their operating performance, they should improve their efficiency of constant returns to scale (CRS) and variable returns to scale (VRS), as there is no economy of scale. Wang et al. evaluated the performance of the Indian energy industry under multiple different input and output criteria. The DEA and grey theory are used to conduct this study [23] .
Referring to the operational characteristics of Vietnamese agroforestry companies and summarizing the DEA literature mentioned in Section 2 [11] [12] [13] [14] [15] [16] 22, 23] , this research selects total assets, liabilities, and equity as three input factors because they are key financial indicators contributing to the performance of DMUs in the agroforestry industry. On the other hand, net revenue and gross profit are selected as output factors, as they are important indices for measuring the performance of DMUs in the agroforestry industry.
Research Procedure
In this research, a seven-step procedure is used, and the details of each step are described below and in Figure 1 . 
In this research, a seven-step procedure is used, and the details of each step are described below and in Figure 1 . Step 1: Choose DMUs and collect their data: This step focuses on choosing DMUs in the Vietnam agroforestry industry and collecting their relevant information. The study investigates the relevant enterprises to find all potential candidates' DMU lists. A total of 10 Vietnamese agroforestry companies with financial reports on the stock market during the period 2011-2014 are selected.
Step 2: Choose input/output variables: This step focuses on selecting the input and output variables. The selected input and output variables are critical, as they can affect the results. In this research, we refer to previous studies in order to make an appropriate choice. The Pearson correlation test will be used in Step 6 to check the suitability of these selected variables. However, according to the rule of thumb from Golany and Roll [11] , the total DMUs need to be more or equal than double the number of inputs plus outputs.
Step 3: Grey prediction: In this step, the GM is used to predict the future data in 2015 and 2016. Since the prediction always exists with errors, the mean absolute percent error (MAPE) is used in the next step to check the prediction accuracy of the GM. Even though there are several prediction methodologies, almost all of them need to prepare lots of historical data. The GM is the only one that uses a minimum of four historical data types for prediction. The historical data are difficult to be collected in the Vietnamese agroforestry industry. Therefore, this study uses GM as a prediction method for overcoming a shortage of data.
Step 4: Check forecasting accuracy: As stated in the previous step, the MAPE is employed to check the prediction accuracy of the GM (1,1). Lewis [24] gave MAPE an assessment standard: a MAPE value < 10% is considered "good"; a MAPE value between 10%-20% is considered "qualified"; a MAPE value between 20%-50% is considered "just"; and a MAPE value > 50% is considered "unqualified". If the forecasting error is too high, we have to go back to the Step 2 to reselect the input and output variables. Step 1: Choose DMUs and collect their data: This step focuses on choosing DMUs in the Vietnam agroforestry industry and collecting their relevant information. The study investigates the relevant enterprises to find all potential candidates' DMU lists. A total of 10 Vietnamese agroforestry companies with financial reports on the stock market during the period 2011-2014 are selected.
Step 4: Check forecasting accuracy: As stated in the previous step, the MAPE is employed to check the prediction accuracy of the GM (1,1). Lewis [24] gave MAPE an assessment standard: a MAPE value < 10% is considered "good"; a MAPE value between 10%-20% is considered "qualified"; a MAPE value between 20%-50% is considered "just"; and a MAPE value > 50% is considered "unqualified". If the forecasting error is too high, we have to go back to the Step 2 to reselect the input and output variables.
Step 5: Pearson correlation test: DEA requires the selected input and output variables to have an isotonic relationship. Therefore, to test that the data matches this isotonic prerequisite, the variable correlation analysis is calculated to verify a positive correlation between the selected inputs and outputs. If there are negative coefficient variables, the input and output variables need to be changed. Thus, we have to revert to the Step 2, until this prerequisite is met. In this research, we will employ the Pearson correlation test for this purpose.
Step 6: Choose the DEA model: This step includes many DEA models.
Most of them can only analyze a single time period. However, only MPI can combine several time periods for integrated analysis and can separately discuss the changes of efficiency and technology. These characteristics match our data of several time periods and match our requirement of integrated analysis. Therefore, this study chooses a MPI model to assess and rank the efficiencies of DMUs for our analysis.
Step 7: Performance analysis: In this step, the forecasting performances of DMUs will be thoroughly analyzed.
Methodology

Grey Forecasting Model
Due to its popularity and computational efficiency, the GM (1,1) is used in this research for forecasting. The GM (1,1) is a type of time-series forecasting model with multiple inputs and outputs. One advantage of the GM (1,1) is that it does not need an entire set of historical data, but at least a set of four series data is required [18] . These series data have to be taken at equal intervals and bypassing any data in a sequential order is not allowed. The procedure of applying the GM (1,1) to forecasting is detailed as follows [25] .
From the historical data we can derive the original time series dataset X (0) , as shown in Equation (1):
where X (0) is a non-negative sequence, and n is the total number of data observations. From X (0) , we can derive the accumulated time series data X (1) , as shown in Equation (2):
where:
Then, the mean sequence Z (1) of X (1) can be derived as shown in Equation (5):
where Z (1) (k) is the mean value of two adjacent data, i.e.,:
From X (1) , a GM (1,1) model which corresponds to the first order differential equation X (1) (k) (Equation (7)) can be constructed as follows:
where parameters a and b are called the developing coefficient and grey input, respectively. In practice, the parameters a and b are not directly calculated from Equation (7); they are actually derived from Equation (8):
where
The vector Y is called the data series, vector B is called the data matrix, and [a, b] T is called the parameter series.
After substituting the derived values of a and b into Equation (9), this resulting equation can then be used to generate the accumulated time series values of prediction, which can be organized into a set of values as shown in Equation (10) .
whereX (1) (k + 1) denotes the accumulated value of prediction of variable X at the time point k + 1.
(1),X
(2), ...,X
(n)) (10) whereX
(1) = X (0) (1). Substituting the k value (k = 1, . . . , n) into Equation (11) we can then find the set of forecasting values as shown in Equation (12):
Errors always exist in forecasting, which can be classified into bias or random types. A bias error is a consistent result of mistakes-predicting too high or low. Such errors are often demand patterns being inaccurately estimated, such as trend, seasonal, or cyclic pattern results. Random errors are unpredictable factors. To understand the accuracy of forecasting models one needs to check the forecast errors. For this purpose the measurement, MAPE, is used. The equation of MAPE is defined in Equation (13), where n is the total number of data observations. A smaller MAPE means a higher forecasting accuracy.
Lewis [24] gave an assessment standard for MAPE as follows: a MAPE value < 10% is considered "good"; a MAPE value between 10%-20% is considered "qualified"; a MAPE value between 20%-50% is considered "just"; a MAPE value > 50% is considered "unqualified".
Malmquist Productivity Index
Caves et al. developed MPI in 1982 and the major DEA model for productivity measurement is MPI [26] . The MPI calculated the relative performance of a DMU in different periods of time using the technology of the base period [27] . The MPI is used to evaluate the change in efficiency of a DMU between two time periods [28] :
where d s o is a distance function measuring the efficiency of the conversion of inputs x s to outputs y s in the period s (note that DEA efficiency is considered a distance measure in the literature as it reflects the efficiency of converting inputs to outputs).
Importantly, if there is a technological change in period t, then, d t o (x s , y s ) = Efficiency of conversion of input in period s to output in period s = d s o (x s , y s ). MPI considers two-period efficiency and technological change in the geometric mean. MPI was defined in Equation (15) and was being used to estimate the change of overall productivity of a pharmaceutical company over time. If MPI > 1 it means overall productivity increases; if MPI = 1 it indicates no change; a MPI < 1, it indicates a decrease of overall productivity:
The "efficiency change" is also called the "catch-up" effect, indicating the extent that a DMU improves or deteriorates its efficiency. If the change in efficiency > 1 then it represents relative efficiency progress from time period s to t; if change in efficiency = 1 or < 1 it indicates there is no change or recession, respectively. The "technological change" is also called the "frontier shift effect" (or innovative effect), reflecting the frontier change between the two periods. If technological change > 1 it represents technological progression; technological change < 1 shows technological recession.
Empirical Results
Following the research procedure proposed in Section 3, Table 1 shows 10 Vietnamese agroforestry companies selected for this research. These companies are the top companies in the agroforestry industry in Vietnam, and their data are posted publicly and prestigiously. These companies are qualified with transparent financial data. Information about these DMUs was collected from the market observation posting system of Vietstock.vn, which is a premier site for business and financial market news in Vietnam.
Referring to the literature review, this research selects total assets, liabilities, and equity as the three inputs factors, and net revenue and gross profit as the output factors. The total has 10 DMUs with three inputs and two outputs. Matching the rule of thumb from Golany and Roll [11] , which states that the total number of DMUs need to be more or equal than double the number of inputs plus outputs. The correlation of these selected input and output variables will be validated by the Pearson correlation test.
Having determined these input and output variables, we collect the historical data of these DMUs from 2011 to 2014 [6, 29] . However, due to space limitations, only the data of the year 2014 are listed in Table 2 . Following the research procedure, the GM (1,1) is used in this section to predict the future data from 2015 and 2016 for the selected DMUs. Table 3 shows the DMU 1 's historical data (2011-2014) used by the GM (1,1). Below, we use the "total asset data" of DMU 1 in Table 3 to illustrate the generation of the forecasting data of DMU 1 step-by-step.
(1) Create the primitive series To find the mean series dataset Z (1) , Equation (6) is used and we derive the following data. Then, using the Equation (8) , into the Equation (9); then we can derive the accumulated data series in the third column in Table 4. (6) Generate the series values of prediction Substitute the two coefficients a and b, as well as the k values (k = 0, . . . , 7) into the Equation (11); then we can the derive the fifth column in Table 4 . With the same computational process, the study could obtain the forecasting data of all DMUs in 2015 and 2016, as shown in Table 5 . In this step we check the prediction accuracy of the GM (1,1) based on the MAPE values. When a MAPE value is small it means the predicted value is close to the actual value. The MAPE values obtained are shown in Table 6 . 2 5.663% DMU 7 2.069% DMU 3 2.256% DMU 8 1.124% DMU 4 4.001% DMU 9 14.513% DMU 5 5.021% DMU 10 7.046%
Average MAPE: 5.111%
As the MAPE values obtained are, mostly, smaller than 10%, especially as the average MAPE of the 10 DMUs reaches 5.111% (below 10%, as well), it confirms that the GM (1,1) provides a good prediction accuracy in this research.
However, before using this DEA model, we have to ensure that input and output variables have isotonic relationships. This means that if the input quantity increases, then the output quantity could not decrease under the same condition. Thus, a Pearson correlation test is first used to ensure this prerequisite. A higher correlation coefficient refers to a closer relationship between two variables, and a low correlation coefficient means a low relationship. The interpretation of the correlation coefficient is explained in more detail as follows: The correlation coefficient is always between −1 and +1. When the correlation coefficient is closer to ± 1, this means two groups are closer to a perfect linear relationship. When a correlation value is less than 0.2 then the degree of correlation is considered "very low"; a value between 0.4-0.6 is considered "average high"; a value between 0.6-0.8 is considered "efficient high"; a value between 0.8-1 is considered "upper high". Our empirical results (Table 7) indicate that these variables have strong positive correlations, indicating that these selected input and output factors are qualified. Though some DEA models are available for assessing DMUs, the efficiencies of DMUs of several time periods cannot be compared for most of the DEA models [30] . In this research, the Malmquist model is used to evaluate the performances of DMUs. Table 8 shows the results derived from the Malmquist O-V model. To facilitate the analysis, the values of efficiency change, technological change, and MPI are depicted in Figures 2-4 , respectively. Figure 2 shows the "efficiency changes" (catch-up effects) of the 10 DMUs over the time period 2011-2016. It is found that the efficiency changes of these DMUs fluctuated over these years, especially DMU 3 , DMU 4 , and DMU 8 . DMU 3 had experienced a dramatic efficiency rise during the time period 2011-2015, and DMU 4 experienced a dramatic efficiency drop during the time period 2015-2016, while the DMU 8 had experienced a dramatic drop during the time period 2014-2015. Except for DMU 2 and DMU 6 , which had experienced slight efficiency changes, the other DMUs all had experienced some degree of efficiency fluctuations. In terms of "efficiency change", DMU 9 , DMU 4 , and DMU 6 are the top three best companies, while the top three worst companies are DMU 3 , DMU 7 , and DMU 1 . DMU 2 is found with a stable efficiency, but it also had not improved its efficiency in the current and near future. From Figure 2 , we can determine and predict the efficiency changes, or the "catch-up" effects, of each DMU. Except for DMU2 and DMU6, which had experienced slight efficiency changes, the other DMUs all had experienced some degree of efficiency fluctuations. In terms of "efficiency change", DMU9, DMU4, and DMU6 are the top three best companies, while the top three worst companies are DMU3, DMU7, and DMU1. DMU2 is found with a stable efficiency, but it also had not improved its efficiency in the current and near future. From Figure 2 , we can determine and predict the efficiency changes, or the "catch-up" effects, of each DMU. . This implies most of these DMUs had continued to improve their technological capabilities. DMU5 always keeps a lower "technological changes" score, indicating that it has not actively improved its technology. Thus, DMU5 requires further investigation into the causes that lead to its tardiness on technology 5 , other DMUs had experienced an upward technological change, though most of them had experienced an efficiency drop during 2013-2014. This implies most of these DMUs had continued to improve their technological capabilities. DMU 5 always keeps a lower "technological changes" score, indicating that it has not actively improved its technology. Thus, DMU 5 requires further investigation into the causes that lead to its tardiness on technology development. In terms of "technological change", DMU 10 , DMU 4 , and DMU 9 are the top three best companies, while the top three worst companies are DMU 5 , DMU 1 , and DMU 8 . Figure 3 show the "technological changes" (frontier-shift) of the 10 DMUs from 2011-2016. It is found that, except for DMU5, other DMUs had experienced an upward technological change, though most of them had experienced an efficiency drop during 2013-2014. This implies most of these DMUs had continued to improve their technological capabilities. DMU5 always keeps a lower "technological changes" score, indicating that it has not actively improved its technology. Thus, DMU5 requires further investigation into the causes that lead to its tardiness on technology development. In terms of "technological change", DMU10, DMU4, and DMU9 are the top three best companies, while the top three worst companies are DMU5, DMU1, and DMU8. Figure 4 shows the MPI, the total productivity of the 10 DMUs from 2011-2016. It is noted that DMU6 and DMU9 had a long-term upward trend during 2011-2016, though DMU6 had experienced a drop during 2013-2014. In terms of MPI, DMU9, DMU4, and DMU10 are the top three best companies, while the top three worst companies are DMU5, DMU1, and DMU7. DMU8 appears unstable due to having the largest fluctuation; thus, it requires intense care for its development. In summary, to sustain the development of the agroforestry industry, the Vietnamese government needs to especially focus on DMU5, DMU1, DMU7, and DMU8. Figure 4 shows the MPI, the total productivity of the 10 DMUs from 2011-2016. It is noted that DMU 6 and DMU 9 had a long-term upward trend during 2011-2016, though DMU 6 had experienced a drop during 2013-2014. In terms of MPI, DMU 9 , DMU 4 , and DMU 10 are the top three best companies, while the top three worst companies are DMU 5 , DMU 1 , and DMU 7 . DMU 8 appears unstable due to having the largest fluctuation; thus, it requires intense care for its development. In summary, to sustain the development of the agroforestry industry, the Vietnamese government needs to especially focus on DMU 5 , DMU 1 , DMU 7 , and DMU 8 . 
Conclusions
For sustainable development of the Vietnamese agroforestry industry, this research has proposed a hybrid approach combining GM and DEA to assess the current, and predict the future, performance of agroforestry companies. This study first selects total assets, liabilities, and equity as input variables, and net revenue and gross profit as output variables. After collecting the historical data (2011-2014) from the Vietnam stock market, the GM (1,1) model is used to forecast the future data in 2015-2016 for selected agroforestry enterprises. The MAPE value of 5.11% confirms the desired accuracy of the GM (1,1). Based on the historical and predicted data, the Malmquist model is used to assess the performance of these DMUs. The derived results provide insight views into the agroforestry companies in terms of "efficiency changes", "technological changes", and MPI (total productivity). These results can also provide insight into the "past-current-future" performances of these DMUs. In summary, to sustain the development of Vietnamese agroforestry industry, the government should take more care in the developments of these companies, which are DMU5, 
For sustainable development of the Vietnamese agroforestry industry, this research has proposed a hybrid approach combining GM and DEA to assess the current, and predict the future, performance of agroforestry companies. This study first selects total assets, liabilities, and equity as input variables, and net revenue and gross profit as output variables. After collecting the historical data (2011-2014) from the Vietnam stock market, the GM (1,1) model is used to forecast the future data in 2015-2016 for selected agroforestry enterprises. The MAPE value of 5.11% confirms the desired accuracy of the GM (1,1). Based on the historical and predicted data, the Malmquist model is used to assess the performance of these DMUs. The derived results provide insight views into the agroforestry companies in terms of "efficiency changes", "technological changes", and MPI (total productivity). These results can also provide insight into the "past-current-future" performances of these DMUs. In summary, to sustain the development of Vietnamese agroforestry industry, the government should take more care in the developments of these companies, which are DMU 5 , DMU 1 , DMU 7 , and DMU 8 .
This research also demonstrates that the proposed approach can help decision-makers. Policy-makers can use the approach to develop strategies to sustain the development of the Vietnamese agroforestry industry. Investors can use of this approach to discover the good companies for investments. This mathematical approach reduces the errors and risks in decision-making. In addition, the approach can be used in other industries to extend its contributions. This study provides many significant and noticeable results. This numerical study gives us better "past-present-future" insights through the integration method, and this work could be used as a better model for performance analysis among the decision-makers of varied industries.
The proposed approach has been applied to the Vietnamese agroforestry industry; however, it only includes 10 companies listed on the stock market. Including more companies can provide further focus. In addition, some other input and output variables (such as the number of staff, number of branches, revenue, research and development, etc.) can be taken to measure the performance of these companies. Moreover, different DEA models can be further investigated for comparisons. Furthermore, this approach can be applied to other industries.
