Ratiometric fluorescent indicators are used for making quantitative measurements of a variety of physiological variables. Their utility is often limited by noise. This is the second in a series of papers describing statistical methods for denoising ratiometric data with the aim of obtaining improved quantitative estimates of variables of interest. Here, we outline a statistical optimization method that is designed for the analysis of ratiometric imaging data in which multiple measurements have been taken of systems responding to the same stimulation protocol. This method takes advantage of correlated information across multiple datasets for objectively detecting and estimating ratiometric signals. We demonstrate our method by showing results of its application on multiple, ratiometric calcium imaging experiments.
INTRODUCTION
Ratiometric fluorescent indicators are important tools for making quantitative measurements of intracellular free calcium both in vitro and in vivo, as well as measuring membrane potentials, pH, and other important physiological variables of interest to researchers in many subfields. Ratiometric imaging is the acquisition of fluorescence images at two different wavelengths. At one wavelength, the changes in the variable of interest cause a fractional change in the fluorescence intensity, while at the other wavelength fluorescence intensity either changes opposite to the change in the first wavelength, or fluorescence remains unchanged, i.e., the signals are either anticorrelated or one diverges from the other. Serious problems can arise when the image series are noisy and the signal is small, since noise can cause the denominator in the ratio to become excessively small, causing the ratio to be excessively (and spuriously) large. This is the second in a series of papers describing multivariate statistical optimization methods as applied to ratiometric imaging data. The first paper [1] described a method for improved ratio estimation using a single, dual-wavelength dataset. However, in most imaging laboratories, investigators will make multiple measurements of a given system using the same experimental stimulus paradigm. In this paper, we outline a statistical optimization analysis that allows us to take advantage of correlated information across many datasets for objectively detecting and estimating ratiometric signals in multiple, dual-wavelength measurements of fluorescent, ratiometric indicators.
Part I, the first paper in this series [1] , described the SOARS (statistical optimization for the analysis of ratiometric signals) method. Since the method described in this paper relies on many of the concepts introduced in Part I, below we will briefly outline the steps of a SOARS analysis.
A SOARS analysis begins by standardizing the datasets at both wavelengths (subtracting means and dividing by standard deviations for each pixel). After standardization, we obtain two datasets (one at each wavelength) in which, if there is an increase in the variable of interest, pixel timecourses in one channel trend either upward or downward, while pixel timecourses in the other channel trend in the opposite direction or remain unchanged (as would occur with a reference dye/function indicator pair). However, if there is no signal, the expected values of corresponding pixels at the two wavelengths will have parallel time-dependent trends. By subtracting the two datasets pixel-by-pixel, any parallel trends are eliminated and one forms a single dataset in which any consistent trend away from zero indicates anticorrelation in the data.
In a SOARS analysis, one then performs a singular-value decomposition (SVD) on the standardized, subtracted dataset generating a set of eigenimages that are ordered by the amount of spatial covariance that they represent in the data. The timecourses of the eigenimages in the standardized, subtracted dataset (i.e., the projections of the eigenimages in the dataset) will be normally distributed if no signal exists. However, if anticorrelation occurs, the timecourses will be nonnormally distributed. That is, the nonnormal eigenimages represent weighted masks showing the spatial distribution of anticorrelation in the imaging dataset. SOARS is a filtering method because it eliminates any eigenimages that do not correspond to anticorrelated information. Therefore, it filters the dataset in a subspace that contains only anticorrelated information. Since SOARS provides a set of masks, one is able to visualize spatiotemporal dynamics in the imaging data. A SOARS analysis thereby avoids the loss of spatial information that comes with averaging over ROIs.
To construct a denoised ratio, in a SOARS analysis, one projects the eigenimages into the original datasets after standardization; this results in two denoised datasets, one for each channel. Then, the standardization is reversed by multiplying the datasets by their standard deviation and adding the mean to all frames of the dataset. One now has two channels of denoised data that have been restricted to contain only anticorrelated information from which ratios may be taken. The ratio reconstruction is, at this point, denoised to the extent possible given the statistical model and the statistical optimization framework within which SOARS works. SOARS as described is designed for application to a single, dual-channel dataset. It is a user-independent method for detecting and estimating ratios, and we have demonstrated that it improves on standard methods such as averaging over ROIs and temporal filtering. We will outline a second method below that further improves on ratio estimates by using a statistical model of the data that expands on the original model used by SOARS. The main idea in this new method is to recognize that often, imaging measurements will have been taken of many different samples, all using the same stimulus protocol. For instance, in the experimental datasets analyzed below, many different cell cultures were imaged with ten periods of on-off stimulation, followed by an ionomycin calcium clamp (see Section 2) . Since the response timecourses are expected to be similar in these datasets, we can expand our statistical model to optimize for anticorrelated (or diverging) timecourse information that is cross correlated between many datasets. By using information from multiple datasets, we are in effect, performing a metaanalysis across multiple observations, allowing us to evaluate shared temporal trends. To do this we can make use of canonical correlation analysis (CCA) [2, 3] . Since our analysis method effectively describes a way to use CCA in combination with SOARS, we will refer to it as the SOARS/CCA method.
In the remainder of this paper, we describe our experimental methods and describe the SOARS/CCA method in detail. We then show results of a SOARS/CCA analysis as applied to both simulated and experimental ratiometric imaging datasets.
MATERIALS AND METHODS

A. Experimental Setup
Cultured PC12 cells on 25 mm circular coverglasses were bulk loaded immediately before imaging with 1 M fluo-4 (Invitrogen/Molecular Probes, Eugene, Oregon, USA, F14217) and 10 M Fura-Red (Invitrogen/Molecular Probes, F3021) acetoxymethyl (AM) ester fluorescent indicator dyes in Hanks balanced salt solution (HBSS) [4] , 0.04% Pluronic F-127 (Invitrogen/Molecular Probes, P6867) for 20 min at room temperature. After loading, the cells were rinsed with HBSS and mounted in a DvorakStotler chamber (Lucas-Highland, Chantilly, Virginia, USA). The cells were periodically stimulated (2 min off/2 min on) for ten periods (40 min total) followed by 5 min of perfusion with a control solution of ionomycin + ethylene glycol tetraacetic acid (EGTA) (low calcium clamp) to reduce calcium to base levels, followed by 5 minutes of perfusion with ionomycin+ 10 mM Ca ++ . Fluorescence and optical images were acquired with a Leica SP2 confocal microscope on a DM RXE upright microscope platform (Leica Microsystems, Bannerbrook, Illinois, USA) at a frame rate of 1 Hz. 256ϫ 256 pixel images ͑1 m per pixel͒ were taken of cultured PC12 cells and their neurites. Because of computational memory limitations, images were subsequently binned to 128 ϫ 128 pixels. Fluo-4 and Fura-Red were both excited at 488 nm. Simultaneous images were acquired in three bands: 515-535 nm for fluo-4 fluorescence emission, 620-660 nm for Fura-Red fluorescence emission, and transillumination images to detect any motion by the cells.
B. Cell Culture
PC12 cells (American Type Culture Collection, Bethesda, Maryland, USA) were routinely cultured on tissue culture dishes coated with 0.1 mg/ ml rat tail collagen (Sigma Chemical, St. Louis, Missouri, USA). Cells were cultured in Roswell Park Memorial Institute (RPMI) 1640 (Sigma Chemicals, St. Louis) supplemented with 10% horse serum (JRH Biosciences, Lenexa, Kansas, USA) and 5% fetal bovine serum (FBS) (Atlanta Biologicals, Atlanta, Georgia, USA). For experiments, cells were plated on 25 mm circular coverglasses (Fisher Scientific, Atlanta, Georgia, USA) that had been coated with 0.7% polyethyleneimine (Murnane et al., 2002) , and postcoated with collagen. Before each experiment these cells were differentiated for 5 days in RPMI 1640 supplemented with 4% horse serum, 2% FBS, and 100 ng/ ml of 7S nerve growth factor (Grade 2, Alomone Laboratories, Jerusalem, Israel.)
C. SOARS/CCA Analysis
Similar to the discussion in Part I, our analysis begins with the consideration of the following statistical model for one pixel of a ratiometric signal:
͑1͒
Here, X 1,2 ͑t͒ denote time-varying signals in two wavelength bands of a ratiometric signal; ␣ and ␤ denote sca-lar multiplicative constants that may be due to differences in the amplitude of the signal at different wavelengths because of filters, etc.; b͑t͒ denotes a multiplicative, time-varying background accounting for changes in the concentration of fluorophores (e.g., a decrease in fluorophore concentration due to bleaching would be a multiplicative effect); and f͑t͒ denotes an anticorrelated change in the background fluorescence due to a ratiometric, fluorescent indicator (this is the signal of interest).
An opposite trend in the fluorescence at the two wavelengths (anticorrelation) leads to the minus sign for the f͑t͒ term in the first equation and the plus sign in the second. 1 ͑t͒ϳN͑0,␣ 2 ͒ and 2 ͑t͒ϳN͑0,␤ 2 ͒ denote additive white noise in the signal. In typical data that we have analyzed, ␣ and ␤ are close to being equal. It should be noted that, if one of the f͑t͒ terms in one of Eqs. (1) were deleted, our results would still hold. This altered model would represent the second standard way of doing ratiometry, in which one condition-independent fluorophore is used as an internal reference.
The key feature of a ratiometric signal is that, in the absence of noise (i.e., 1 ͑t͒ = 2 ͑t͒ = 0), the ratio
eliminates dependence on the background b͑t͒ and is solely a function of f͑t͒, the signal of interest. For ratiometric indicators, this ratio is typically tabulated and quantitative estimates of the concentrations of physiological variables of interest (e.g., voltage, calcium concentration, etc.) may be obtained (see, for instance [5] ). Our approach is to consider the null hypothesis ͕H 0 : f͑t͒ =0͖. We first standardize X 1 and X 2
where X i denotes the sample mean and V i denotes the sample standard deviation of X i with i =1,2. This provides us with two timecourses that should lie on top of each other if there is no anticorrelation in them. Then the difference ⑀͑t͒ϵX 1 Ј͑t͒−X 2 Ј͑t͒ has expectation value
and, because of cancellation of the background terms, ⑀͑t͒ is the sum of two normally distributed random variables, and, therefore, is also normally distributed. We have just described what to expect for a single pixel, independent of any information that we might have from other pixels in the dataset. Now we will consider the situation in which there are many pixels in each dataset and furthermore many datasets imaging the response to the same stimulus protocol, i.e., multiple, multivariate ratiometric imaging datasets.
Given the above discussion, under the null hypothesis, for the ith pixel, ⑀ i is normally distributed. Therefore, the
T is distributed as a P-dimensional, multivariate normal distribution ⑀ j ϳ N P ͑0 , ⌺͒, where P denotes the number of pixels in the dataset and superscript T the vector transpose, and the distribution has the 0 vector as mean and covariance matrix ⌺.
It is at this point that the SOARS and SOARS/CCA analyses diverge. For SOARS/CCA, we have multiple datasets ⑀ j , all of which are measurements of the response to the same stimulus protocol. Therefore, our statistical optimization problem is different from that in a SOARS analysis. Now we wish to find correlated information across multiple datasets. This is a classical problem in multivariate statistics and was originally investigated by Hotelling for two datasets. Hotelling's approach is now called canonical correlation analysis (CCA) [2] . The generalization of the problem of finding correlations in multiple (more than two) datasets has been attacked in a few different ways. One method that is relatively straightforward is Carroll's generalization of CCA to multiple datasets [3] . This is the method that we shall use here. In the case of two datasets, Carroll's method reduces to Hotelling's.
Following Carroll [3] , we seek images j with j =1, . . . ,n that, when projected on their respective datasets ⑀ j ͑t͒, have maximal correlation with some single timecourse Z͑t͒. Since the formulas will be simpler, we will now switch from vector to matrix notation. Writing Z͑t͒ = Z, where Z is a row vector with elements the values of Z͑t͒ at the sampled times, then ⑀ j ͑t͒ = ⑀ j , where ⑀ j is a matrix with elements the values of ⑀ j ͑t͒ with columns corresponding to variables and rows corresponding to the sampled times, and j = j , where is a column vector with elements corresponding to the values of the elements of . The correlation between Z and the (vectorized) timecourse j T ⑀ j is given by
Therefore, the correlation over all datasets becomes
where
Our problem now is to maximize Q, a positive definite or semidefinite matrix. This is a classical problem, and the solution is given by Z 1 , the eigenvector (a timecourse in our case) of Q corresponding to the largest eigenvalue that we will denote as R 1 2 . We will assume that the k =1, . . . ,T eigenvectors ͕Z k ͖ are listed in order of descending eigenvalue ͕R k 2 ͖, and thus the most significantly correlated timecourse will be the first eigenvector, and the next most significantly correlated timecourse orthogonal to the first will be the second eigenvector Z 2 corresponding to R 2 2 , etc. Given the timecourses ͕Z k ͖, we find the transformation vectors for the j =1, . . . ,n different datasets kj via the equation
The results of this procedure are therefore: (1) a set of eigenvalues R k 2 , (2) a set of timecourses Z k ͑t͒, (3) a set of images kj , and (4) the projections kj ͑t͒ = kj T ⑀ j ͑t͒ that are the projections of the transformation vectors on their datasets.
The eigenvalues R k 2 are statistical measures of the amount of correlation between datasets. The timecourses Z k ͑t͒ represent the part of the projections kj ͑t͒ that is maximally correlated across all j =1, . . . ,n datasets. The images kj represent the spatial weights of pixels contributing to the temporal correlation for the jth dataset and a given statistical significance R k 2 . To denoise the ratio (outlined below) we pick a threshold statistical significance for the correlations R k 2 and retain eigenvectors that are statistically significant.
An important thing to know about this procedure is that Carroll's analysis assumes that the number of variables (pixels in our case) is much less than the number of measurements. Since we are investigating imaging data, this is virtually never the case. Therefore, before using Carroll's analysis, we first regularize the data by performing an SVD on each dataset,
The number of singular eigenvectors is then truncated. For our data, we typically retain 20 or 30 eigenvectors. Carroll's analysis is then performed on the v j instead of the ⑀ j . To visualize the results, the j resulting from Carroll's analysis are then projected back into the original space of the images: j Ј=u j T j . Note that the reason for using an SVD here is to compress the data, whereas in the original SOARS method, we used the SVD to find covarying information. With the SOARS/CCA method, we do not perform any statistical analysis after performing the SVD; the statistic that we use (R k 2 ; see below) comes from the CCA analysis.
A second important thing to recognize about this procedure is that there is some extra information in the ensemble of datasets from the analysis that we may use to our advantage. In a group of datasets, there will often be variability in the response to a stimulus from one dataset to another. To assay the variability in the response, we may calculate Pearson's correlation coefficient between the projections j and the canonical timecourse Z͑t͒. If some of the j =1, . . . ,n datasets are clearly not responding, we may eliminate them (this is basically a generalized masking procedure) and repeat the whole analysis. In the repeated analysis, fewer datasets that respond better to the stimulus will be analyzed and a less noisy representation of the response to stimulus is expected.
A final important point is that the kj are not orthogonal vectors. This means that, although we may visualize them by reconstructing two-dimensional images from the pixels, if we wish to reconstruct denoised timeseries of the spatiotemporal dynamics of the ratio for each dataset, we need an orthogonal basis for the images. Therefore, we must first perform a Gram-Schmidt procedure on the statistically significant kj , giving an orthogonal basis ͕ ij ͖ of statistically significant vectors for each of the j =1, . . . ,n datasets.
We now switch back to vector notation, with vectors denoted in bold. With the new, orthogonal basis, we may project each dataset onto the statistically significant subspace determined by the SOARS/CCA procedure, then reconstruct the ratio in the same way that we did for the SOARS analysis. That is, with the orthogonal basis ͕ ij ͖ associated with the statistically significant information, the data may be denoised by projection into the subspace defined by the masks ͕ ij ͖:
͑10͒
Then, with the results of relations (10), we may invert the standardization procedure (3) in the denoised subspace to form an improved estimate of the ratio
where X ji,m = ͗X͑t͒ ji,m ͘ t denotes the estimated sample mean from the ith wavelength band and the mth pixel in the jth dataset and similarly for the sample standard de-
t . An important question in the SOARS/CCA analysis is where to set the statistical significance threshold for acceptance of the eigenvectors as violating the null hypothesis that all datasets are normally distributed with zero mean and no correlation between datasets. There are a number of possible approaches. One is to set a threshold for R 2 as we did in relations (10). This is a reasonable procedure if the distribution of the correlations is known. In the classical case of finding correlations only between two datasets, the distribution of the canonical correlations has been calculated [6] . However, similar results for multiple datasets have not been published. We find that often has a 'knee' at an index where the correlation structure of the eigenvectors changes (e.g., see arrow in Fig. 4A  below) . Other multivariate statistical analyses sometimes use this knee to set a threshold. The eigenvector index at the knee is often used in principal component analysis to decide where to terminate the expansion. This is somewhat ad hoc. As a more principled approach, we test the eigenvectors for nonnormality. This test is based on the theorem that the marginal distribution of a multivariate normal distribution is yet another, lower-dimensional normal distribution. Therefore, the eigenvectors ͕Z i ͖ will be normally distributed under the null hypothesis. A standard Lillie test for normality may be used. In combination with the correlation , this procedure gives a good idea of where the desired information is in the dataset. This method for calculating statistical significance is similar to what we used in the standard SOARS analysis [1] .
RESULTS
In this section we present results from a SOARS/CCA analysis performed on both simulated data and experimental data. The analysis of simulated data is included to show the differences between a standard SOARS analysis and a SOARS/CCA analysis. The experimental data analysis is included to demonstrate the kind of inferences that may be made from a group of datasets using the results of a SOARS/CCA analysis.
A. Simulated Data
We generated four dual-wavelength datasets of simulated ratiometric data. Each dual-wavelength dataset consisted of four two-dimensional Gaussian functions G i ͑x , y͒ with i 1 , . . . , 4 and with varying length principal axes. The timecourse T i ͑t͒ of each of the Gaussian functions varied in the same way that would be expected for ratiometric data, i.e., when the timecourse increased at one wavelength, it had a corresponding decrease at the other wavelength. An overall background B was added to the simulated data. Normally distributed noise with the same standard deviation at both wavelengths 1,2 ͑t͒ was added to each pixel timecourse. Thus, the four simultaneous ratiometric signals plus noise combined to make simulated datasets at two wavelengths,
͑13͒
The datasets, X 1 and X 2 , were then mean subtracted and standardized as explained in Section 2 to give ⑀ 1 ͑t͒. A similar procedure was applied to all four dual-wavelength datasets, resulting in four mean-subtracted, standardized datasets, ⑀ 1 , ⑀ 2 , ⑀ 3 , and ⑀ 4 . In each of these datasets, there was a single temporally correlated region of activity of similar size and timecourse. The other regions were randomly located with different sizes, temporal frequencies and phases. Each region of activity is represented by a bright area (Gaussian profile) with corresponding timecourses at two wavelengths. The intensity at one wavelength increases in response to activity, while at the other wavelength the intensity decreases in response to the same activity. The activity in regions 1, 2, and 4 represents sinusoidal responses at different frequencies. Active region 3 represents an isolated event. These regions of activity are combined to form one simulated imaging dataset. Low-amplitude, normally distributed noise was added to the dataset. This dataset represents simulated activity in a single brain. SOARS/CCA is designed to analyze a number of such datasets at the same time. The SOARS/ CCA analysis shown in Fig. 3 was performed on four datasets, all of which were constructed in a similar way. Fig. 1 are depicted. The first four eigenimages are statistically significant and capture most of the ratiometric activity in the data; however, the activity is mixed among the eigenimages and therefore the active regions appear in various superpositions within the eigenimages. The timecourses display similar superpositions of the temporal activity. The fifth eigenimage and timecourse are much less statistically significant and represent noise.
In Fig. 1 , we plot a representative set of twodimensional Gaussian functions along with their timecourses at each of the dual wavelengths. Three of the timecourses were sinusoidal and one was a temporal Gaussian function. Of the three sinusoidal timecourses, the one associated with region of activity 4 had one-fifth the amplitude of the others, but was exactly the same for each of the four dual-wavelength datasets.
In Fig. 2 , we plot eigenimages and associated timecourses from a SOARS analysis of the dataset shown in Fig. 1 . The first four of these are statistically significant and would be incorporated in a SOARS reconstruction. Because SOARS performs an SVD on the subtracted, standardized datasets, and after the first eigenvector all subsequent eigenvectors have zero mean, the (positive definite) ratiometric signals are mixed among the first four eigenimages. Therefore, although the ratiometric signals are captured by the statistically significant eigenvectors, backgrounds that have nothing to do with the response to an experimental stimulus cannot be eliminated. Note that the spatial profiles in the eigenvectors do not appear to be Gaussian in shape. This is due to the standardization (3) that is performed on the raw data. Gaussian profiles would reappear once the standardization procedure is reversed (Subsection 2.C) when the ratio reconstruction is performed.
In Fig. 3 , we plot results from a SOARS/CCA analysis. The main thing to note here is that, although there were three other larger sources of variance, eigenvector Z 1 faithfully captures the sinusoid of Fig. 1 , active region 4.
Its correlation coefficient 1 = 1.00 implies that this timecourse was very correlated among all datasets. 11 Ј captures the signal size and location of the active region well. The other transformation vectors capture the size and location of the corresponding active regions in their respective datasets.
The projections ͕ ij ͖ tell us how well each transformation vector is able to isolate the correlated activity. For instance, the active region represented by 11 Ј was spatially isolated from other active regions. Therefore, its timecourse 11 is very close to Z 1 . However, the active region represented by 13 Ј overlapped another (uncorrelated) active region. Therefore 13 includes some superimposed temporal activity. The other projections have more or less similar characteristics. Eigenvector Z 2 represents less correlation among the datasets. Because the uncorrelated active regions had randomly assigned frequencies and phases, there was some accidental correlation among the datasets. This accidental correlation was captured in Z 2 and its transformation vectors and projections.
In Fig. 4 , we show details of the determination of the statistical threshold for a SOARS/CCA analysis on the four simulated datasets. In Fig. 4A , we plot for the first 20 eigenvectors. Note the knee in the distribution of .
Figs. 4B-4E show the probability distributions of the first four eigenvectors P Z 1,2,3,4 with superimposed normal distributions. Note that the normal distribution is approached as the index increases. Lillie tests for normality show that the first three eigenvectors are nonnormally distributed with 99% confidence, whereas the fourth (and Fig. 3 . (Color online) Intermediate results from a SOARS/CCA analysis on simulated data. Four simulated ratiometric imaging datasets of the type depicted in Fig. 1 were analyzed using the SOARS/CCA method. Dataset 1 in this figure is the dataset depicted in Fig. 1 . In each of these datasets, there was a single temporally correlated region of activity of similar size and timecourse to that in active region 4 in Fig. 1 . The other regions of activity had randomly assigned sizes, locations, and timecourses. In the leftmost column, we present the first two eigenvectors Z 1 and Z 2 . In the rows to the right of the eigenvectors, we depict their associated transformation vectors 11,12,13,14 Ј and 21,22,23,24 Ј
. Below the transformation vectors, we depict the projections 11,12,13,14 and 21,22,23,24 .
all subsequent eigenvectors) are normally distributed. Therefore, we retain only the first three eigenvectors from the SOARS/CCA analysis to reconstruct estimates of the ratio.
B. Experimental Calcium Imaging Data
In order to test SOARS/CCA in the most general circumstances, we analyzed eight datasets obtained from calcium imaging experiments of differentiated PC12 cells bulk-loaded with fluo-4 and Fura-red. These datasets were chosen to illustrate the capabilities of a SOARS/CCA analysis in the presence of variable responses in the data. Datasets 1, 5, and 6 were measurements in which dye loading and the response are representative of successful experiments. Dataset 2 was an experiment where fluorescent debris disrupted the measurements late in the experiment. Datasets 3 and 7 were experiments with a three-fifths reduction in stimulus concentration. Dataset 8 was expected to be successful, but for some reason was not. Dataset 4 was a control in which the stimulating solution was replaced with a nonstimulating solution. The first and fifth datasets were previously analyzed in [1] . They are included in this analysis to provide a direct comparison of the SOARS and SOARS/CCA methods on experimental data.
In Fig. 5 , we plot the eigenvectors ͕Z i ͖ of the pooled correlation matrix Q in the leftmost column. In the subsequent columns, we plot the transformation vectors, ͕ ij Ј ͖ and their projections ͕ ij ͖ for the first three eigenvectors. In the bottommost row, we plot the projections of the transformation vectors of the third eigenvector in the standardized datasets at the fluo-4 and Fura-red emission wavelengths. Plotting these projections allows us to visualize how well the SOARS/CCA analysis is able to identify anticorrelated information in the datasets. In the rightmost column, we plot the statistical significance = ͱ R 2 / 8 for each eigenvector. There are a number of inferences that we may draw from the results in Fig. 5 . First, because Z 3 exhibits the highest correlation with our stimulation paradigm, we deduce that Z 3 represents a significant part of the response to stimulation. The second inference that may be drawn is that datasets 3, 4, 7, and 8 represent experiments in which the PC12 cells did not respond significantly to periodic stimulation, but 1, 2, 5 and 6 represent experiments in which the cells responded. The average correlation of 33, 34, 37, 38 with Z 3 is 0.21, whereas the average correlation of 31, 32, 35, 36 with Z 3 is 0.76.
The third inference that may be drawn is that Z 1 and Z 2 are likely to represent systematic artifacts in the experiment that occurred across all datasets. Such artifacts might include fluorescence changes from differential bleaching between the fluo-4 and Fura-red fluorophores or other systematic changes over the course of the imaging experiment. That Z 1 and Z 2 are artifacts may be seen from the fact that all projections 1j and 2j with j 1 , . . . , 8 exhibit a significant positive correlation with Z 1 and Z 2 (respectively) even though some of these datasets do not respond to the stimulus (e.g., the control). Although some oscillations from the stimulus are visible in 11,12,15,16 and 21,22,25,26 , remember that the ij Ј are not orthogonal between different i; therefore some oscillations from the stimulus are visible in Z 1 and Z 2 , but do not contribute to correlations with the Z i . The large values for Z 1 and Z 2 are understandable, since a systematic artifact across all datasets is expected to appear with a large correlation. The results in Fig. 5 show that the use of SOARS/CCA along with extra information concerning our stimulus paradigm has allowed us to identify Z 3 as an eigenvector associated with physiological phenomena in our data.
Once the eigenvectors that capture physiologically relevant information have been selected, the denoised ratio is reconstructed using the projections of the Ј on the standardized fluo-4 and Fura-red measurements. In the bottom row of Fig. 5 , we plot the projections of (a vector . Below the transformation vectors, we depict the projections 11,12,. . . , etc. In the bottom row, we plot the projections of the transformation vectors of the third eigenvector in the fluo-4 and Fura-red channels. = ͱ R i in the space of the ) for the third eigenvector. Although there is divergence in all of the projections, only those datasets that we identified above as responding to the stimulus exhibit large anticorrelations. Although not included in the figure, Z 4 also contained some features of the stimulus protocol and had a correlation coefficient of 0.53. However, subsequent eigenvectors had correlation coefficients of less than 0.5 and were therefore not significant.
SOARS/CCA is designed to use meta-information contained in comparable datasets to better identify relevant physiological responses in imaging data. By using this extra information, SOARS/CCA can provide improved ratio estimates. To demonstrate this, in Fig. 6 we plot results from SOARS and SOARS/CCA analyses of imaging data of a field of PC12 neurites. In Figs. 6A and 6B, we plot the second SOARS eigenvector from dataset 1 along with its projections in the standardized fluo-4 and Fura-red datasets. In Figs. 6C and 6D, we plot 31 along with its projections. As may be seen by comparing Fig. 6A with Fig. 6C , the SOARS/CCA image has much higher contrast than the SOARS image. Therefore, the responding neurites are more readily identifiable in the field. SOARS/ CCA was able to segregate background variance into other eigenvectors. This may be seen in the fact that the SOARS image is essentially a linear combination of 11 Ј , 21 Ј , and 31 Ј . This reduced background led to the higher contrast in Fig. 6C . Similarly, a comparison of the timecourses in Figs. 6B and 6D shows that an initial transient was eliminated in the SOARS/CCA analysis, and oscillations that occurred later in the timecourse are better resolved.
DISCUSSION
The SOARS/CCA analysis was designed to find temporal correlations between many datasets. This approach resulted in a significant improvement in the statistical detection and estimation of ratiometric signals relative to the standard SOARS method. Similarly to SOARS, SOARS/CCA provides statistical measures for the selection of relevant eigenvectors. This allows us to get away from subjective, user-dependent methods, such as calculating average ratios over regions of interest. SOARS/CCA provides a method of automating the analysis of many datasets, thereby increasing the amount of useful data that may be analyzed and the sensitivity of detection of potentially important responses.
An important application that we envisage for the SOARS/CCA method is in the estimation of neural activity in the intact brain. Background neural activity can be a significant confound when an investigator is trying to determine the neural response to a stimulus. To make this point, we simulated a dataset with large-amplitude confounding signals in the simulated results section and found that SOARS/CCA was very effective at singling out correlated activity, whereas the standard SOARS analysis performed on just one of the datasets would contain activity that was not common between datasets. Our simulated results affirm that SOARS/CCA is a useful tool to pick out only the neural activity associated with the stimulus protocol and will thus provide a means for the estimation of stimulus-evoked neural activity in complex environments such as the intact brain.
A SOARS/CCA analysis will rank all statistically significant correlation in multiple datasets. This allows us to select statistically significant eigenvectors (and their transformation vectors) representing correlations between the datasets. However, it is not necessarily true that an individual eigenvector will capture a single physiological process. As we saw above in the experimental results section, eigenvectors Z 1 and Z 2 in Fig. 5 contained correlated information that was very likely due to a systematic artifact. We do not know whether this artifact was an aspect of the physiology or was due to differential bleaching. Through a set of inferences based on our stimulus protocol, we were able to identify Z 3 as best representing a physiologically meaningful response. The remainder of the response (that we could interpret) was captured by Z 4 . That the physiological response and the artifact separated into two distinct groups of eigenvectors was a result of their independence. This will not necessarily always be the case. If an artifact is partially correlated with a physiological response, we would expect mixing of the eigenvectors that represent those aspects of the signal. Nevertheless, SOARS/CCA still provides meaningful information concerning ratiometric signals in the data that would be difficult to detect by other means.
In the experimental results section, we used SOARS/ CCA to give us a detailed overview of the response in many datasets. This allowed us to evaluate the effectiveness of our experiments in eliciting a response. Because nonresponding datasets contribute variance to the correlation estimates, nuances in the response can be masked. Therefore, it can be useful to perform a second analysis only on the datasets where there is an evident response. We mentioned this procedure in Section 2. When a second analysis was performed on datasets 1, 2, 5, and 6, we found that the statistical significance of eigenvectors 1-4 increased and the statistical significance of subsequent eigenvectors decreased. Although this analysis did not result in a significant change in the spatial characteristics for these datasets, we mention it here because there may be cases where estimates could be improved with this approach.
Temporal correlations are independent of the amplitude of the response. Therefore, SOARS/CCA can provide useful information even when response amplitudes vary from dataset to dataset, as long as the temporal sequence of stimulation remains the same. In general, variance in response amplitude may come from intentional experimental design, such as dosage assays; thus SOARS/CCA could be used to better estimate the minimum dosage of a drug at which a biological response is elicited. Variation in response may also occur as a result of uncontrollable experimental parameters such as inefficient or uneven cell loading or differential dye clearance.
