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Summary
Intermetallic compounds such as Cu6Sn5 play a vital role in the reliability of
electronic components. The properties of intermetallic compounds formed at the
solder joint need to be known accurately so that macro-scale computer modelling
can take place to evaluate the reliability of components during the design process.
However, experiments to determine the mechanical properties of Cu6Sn5, such as
the Young’s Modulus and the critical mode I fracture toughness, have been sparse
and have not produced any definitive value yet. Hence, there is a need to clarify
what the values of these properties are. Therefore, this study investigates the use
of calculations at the atomistic level in order to obtain the mechanical properties
of Cu-Sn intermetallic compounds.
Density Functional Theory (DFT) calculations are performed with the inter-
metallic compounds Cu3Sn and Cu6Sn5 to obtain the elastic properties of these
materials. Using a single unit cell, their lattice constants are calculated and shown
to be in agreement with experimental data. The hitherto unknown single-crystal
elastic constants are then calculated. Using these values, the orientation depen-
dence of the single-crystal Young’s Modulus is evaluated. The direction of the
largest value is found to coincide with closely-packed planes. The bounds on the
polycrystalline elastic moduli are also evaluated using the methods of Hill and
Hashin-Shtrikman. These bounds are found to be on the upper range of experi-
mental results that are currently available. This shows that DFT calculations are
a feasible means of predicting the polycrystalline elastic properties of intermetallic
CONTENTS xiv
compounds.
Following which, an interatomic potential for Cu-Sn interactions in the Modi-
fied Embedded Atom Method formalism tailored to the properties of Cu6Sn5 in the
NiAs crystal structure is developed. Using this interatomic potential, Molecular
Dynamics simulations of the fracture of Cu6Sn5 are conducted with thousands of
atoms. Atomic behaviour corresponding to brittle fracture are seen in the simu-
lations. This shows that it is feasible to develop an interatomic potential for the
NiAs crystal structure, and to conduct realistic simulations that can reproduce
qualitatively the properties and behaviour of the brittle intermetallic compound.
xv
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1.1 Current Trends in the Electronics Industry
Portable electronic products have become ubiquitous in today’s society. The con-
sumer demands that such products be small and packed with more features, yet
remain reliable when subject to daily use. Also, as these products continue to be
improved and packed with more features, older products get thrown away. Such
demands of the consumer drives two major trends in the electronics industry that
presents new challenges in the field of materials science - the use of lead-free solder
and reliability to drop impact.
For many years, Pb-Sn solder alloy was the main solder in use in products.
However, as the amount of electronic waste in landfills increases, concerns grew
that the lead, which is toxic to humans and wildlife, would contaminate the envi-
ronment. As such, legislation has been passed in the European Union to ban lead
from electronics products [1, 2].
Over the years, many lead-free solders have been developed [3, 4], often with
novel compositions involving rare-earth metals [5]. Unlike eutectic PbSn solder
which has been well-studied due to its extensive use in the past, these new sol-
der alloys require extensive testing to understand their mechanical and reliability
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properties. In particular, using Pb-free solder poses a different set of challenges.
Firstly, previous designs optimized for use with Pb-Sn solder cannot be used for
the new solders [6]. For example, newer Sn-rich solders have higher melting points
than Pb-Sn solders, requiring a higher reflow temperature, thus exacerbating the
thermal mismatch stresses [7]. The choice of materials in the rest of the package
must take into account this fact. With Pb-Sn solder, one can draw upon 40 years
of experimental data. With the novel lead-free solders that have been developed,
there is no such benefit and much work has to be carried out to understand the
properties of these material systems and their components.
Secondly, with different choices of materials, the interfacial reactions are dif-
ferent for each type of solder. A vastly-simplified schematic diagram of a typical
solder joint is shown in Figure 1.1. Along each material interface is a layer of


















Figure 1.1: Structure of a solder joint
Frear identified the reactions at these interfaces as a key issue in consumer
electronics applications [6], as they have an effect on the reliability and strength
of the solder joint. It was shown by Frear et al. that different lead-free solders
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produced different morphology and microstructure at the solder joint, and resulted
in different fatigue behaviour [8]. Ho et al. mentioned that when the solder joint
is subjected to thermal aging, growth of the intermetallic compound Cu3Sn was
accompanied by voids at the intermetallic layer [9]. Shear and pull tests have
shown that these voids weaken the solder joint [10].
This weakening of the solder joint is inimical to the reliability of electronic
packages to drop impact, which is an important concern due to the consumer
demand that portable electronic devices remain working when dropped. The in-
termetallic compounds that form at the solder joint play an important role in drop
impact reliability. They are known to be brittle, and studies over the years have
shown that when electronic packages are subjected to drop impact test, cracks are
found at the interface between the intermetallic compounds and the underlying
metallization [11, 12]. It was also demonstrated that fracture occurred through
the voids (caused by growth of Cu3Sn) after thermal aging [13].
1.2 Computational Methods
With so many factors that influence the reliability of package designs, there is a
clear need for tools to enable designs to be evaluated. Experimental testing is
expensive and can only provide a limited amount of data [14]. As such, computa-
tional methods play an integral role in addressing these challenges.
The Finite Element Method (FEM) has established itself to be integral to
the design and development of electronic packaging. Early dynamic FEM studies
simulating the drop-impact behaviour of the solder joint did not include the in-
termetallic layer [15]. However, as the role of the intermetallic layer became clear,
studies taking into account the intermetallic layer have appeared. A FEM model
was developed to study the fracture behaviour of a solder joint and it was shown
that the stress was highest in the intermetallic layer[16]. In the study involving
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design optimization, Syed et al. used an FEM model that included an intermetal-
lic layer and showed that designs that reduced the stress in the intermetallic layer
correspondingly proved to be more reliable in drop-testing[17]. Chen et al. stud-
ied the thermal cycling behaviour of a solder joint, showing that the locations of
cracks obtained experimentally were correlated with high-stress locations in the
solder[18].
Essential to successful modelling with FEM is knowledge of accurate material
properties. These studies previously described made use of properties reported by
Fields et al. [19]. Unfortunately, later studies of the Young’s Modulus did not
agree with their values, and the reported values show a wide range. This is also
true for the critical mode I fracture toughness. Details of these studies will be
given in the following chapters.
At the same time, as the length scale in electronic devices continue to be re-
duced, atomic-scale effects will begin to dominate. For example, it was found that
the yield stress of micron-scale Ni wires depended on the sample dimensions [20].
As such, computational tools need to be developed so that predictions of such ef-
fects can be made. Consequently, the challenges that the International Technology
Roadmap for Semiconductors identifies are the need for “Computational materi-
als science tools to describe material properties”, and especially “Linkage with
first principle computation and reduced model (classical MD or thermodynamic
computation)” [21].
It is now possible to predict material properties from atomic-level calcula-
tions.One of these tools is calculations based on Density Functional Theory (DFT),
which is essentially a means of solving the Schro¨dinger’s Equation [22]. There is
a growing body of evidence that DFT can obtain the elastic constants of existing
materials that correlate very well with those obtained experimentally. Examples
of such works include studies on TiB2 and MgB2 [23] and BeO [24]. Some studies
have also made predictions for newly-synthesised materials, like Ti3SiC2 [25], and
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Table 1.1: A comparison of the three computational methods
Method Underlying Assumption Size of Problem
Finite Element
Method (FEM)











tions to Schrodinger’s Equation
tens of atoms
the possible crystal structures of theoretical materials [26].
However, DFT is computationally intensive and calculations typically take
weeks and months on desktop computers to complete, especially for complex struc-
tures with tens of atoms. Most atomic-level processes involve much more atoms
than this, for example, the fracture of a material.
Molecular Dynamics simulation (MD) can bridge the gap between DFT and
FEM. It is essentially a classical mechanics treatment of the forces between atoms
and this reduces the computational effort considerably. A linear spring joining
two particles has the potential energy φ(x) = 1
2
kx2 and the force between the two
atoms as F = −dφ
dx
= −kx.
Much of MD simulation work involves finding suitable expressions for φ(x)
so that certain essential properties of materials are reproduced (eg. elastic con-
stants) and then subsequently conducting simulations with the potential obtained.
The process of finding suitable expressions of φ(x) involves arbitrary choices as to
the choice of function and which essential properties to reproduce, which would
indicate a reduced predictive capability and accuracy of MD simulations. Never-
theless, for a simulation on the scale of thousands of atoms, there are no better
alternatives, and much simulation work has shown promise.
Putting it all in perspective, the characteristics of the three methods discussed
are summarized in Table 1.1. As these methods are done at different length scales,
they complement each other. DFT can calculate the energy of a system accu-
rately but the computational cost restricts the system size to the order of tens of
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atoms. MD simulations involve thousands of atoms and can simulate atomic-level
phenomenon, but the process behind obtaining the interatomic potential is often
subject to many arbitrary choices.
1.3 Objectives
The situation regarding the intermetallic compounds in the electronics industry
has been discussed and the computational methods that work at the atomic level
have also been described. The objectives of this thesis are as follows.
1. The elastic properties of intermetallic compounds found in electronic packag-
ing show little agreement, with the values obtained depending on the exper-
imental method used. Methods in computational materials science, such as
DFT, can now calculate the properties of materials. DFT calculations of the
elastic properties of Cu6Sn5, Cu3Sn, Ag3Sn and Ni3Sn4 will be performed.
2. The vast majority of MD simulations are concentrated in the cubic metals
and semiconductors, due to the simplicity of the crystal structure and tech-
nological importance. Comparatively less effort has been put in to conduct
simulations of intermetallic compounds. An interatomic potential for Cu6Sn5
in the NiAs structure will be obtained.
3. The interatomic potential obtained will be used to perform MD simulations
of the fracture of Cu6Sn5.
1.4 Outline of the thesis
Having described the intermetallic compounds and their importance to the perfor-
mance of the solder joint, this thesis will describe calculations performed to obtain
the mechanical properties of Cu6Sn5 and Cu3Sn with computational methods.
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Calculations to predict the Young’s Modulus of Cu6Sn5 and Cu3Sn using Den-
sity Functional Theory are described in Chapter 2. For the single crystal, predic-
tions are made for the structural properties and elastic properties for Cu6Sn5 and
Cu3Sn. It will be shown how these results are validated by comparison with ex-
perimental results from polycrystalline specimens. Results for Ag3Sn and Ni3Sn4
are also included for comparison.
In order to facilitate MD simulations of Cu6Sn5, the process of developing an
interatomic potential for Cu6Sn5 in the NiAs-structure is described in Chapter 3.
Parameters in the Modified Embedded Atom Method are obtained by means of
optimizing their values to reproduce a set of energies in a database.
Using the potential developed in Chapter 3, MD simulations of the fracture of
Cu6Sn5 are described in Chapter 4.
These results are summed up in Chapter 5, where possibilities for further re-
search are also laid out.
8Chapter 2




The term intermetallic compound refers to compounds that are formed between
two or more metals that have a definite crystal structure at specific concentra-
tions. This chapter describes the calculation of the mechanical properties of four
intermetallic compounds commonly found in electronic packaging, Cu6Sn5, Cu3Sn,
Ag3Sn and Ni3Sn4.
These intermetallic compounds feature prominently in modern life. Apart from
being found in electronic packaging, both Cu6Sn5 and Ag3Sn are found in dental
amalgam [27, 28]. Along with Cu6Sn5 [29, 30], Ni3Sn4 [31, 32, 33] is also being
considered as anode materials for lithium-ion batteries. The desire to eliminate
lead because of its toxicity has led to the use of Cu-Sn frangible bullets, within
which Cu6Sn5 and Cu3Sn are present[34]. It has also been recently demonstrated
that it is feasible to conduct electroless plating (ie. a method of coating that does
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not require passing a current through the set-up) of Sn on Cu substrates, with the
thin Cu-Sn alloy layer formed consisting of Cu6Sn5 and Cu3Sn [35, 36, 37].
Within the solder joint, Ni3Sn4 forms at the interface between Sn-based solder
and Ni bonding pads, while Ag3Sn forms within the Sn-Ag solder during solder
reflow. During the solder reflow the solder reacts with a Cu substrate to form Cu-
Sn intermetallic compounds. Studies of the effect of temperature and duration on
the formation of intermetallic compounds have shown that only Cu6Sn5 is formed
initially, while Cu3Sn is formed after a longer reaction time [38, 39].
2.1.2 Experimental Studies of the Elastic Properties of the
Intermetallic Compounds
The formation of these intermetallic compounds are necessary for good bonding.
However, being brittle, they compromise the reliability of the joint if present in
excessive amounts. This also becomes more drastic with the miniaturization of
components, as the fraction of the intermetallic layer to the total size of the solder
joint increases.
These material systems are still not well understood with regards to their
properties and their effects on the overall joint reliability. Researchers employing
Finite Element Method studies are beginning to include the intermetallic layer in
the solder joint. Accurate knowledge of their properties is critical if modelling is
to be employed to predict the behaviour of these systems.
There have also been a fair number of studies on the polycrystalline elastic mod-
uli of these intermetallic compounds. Results from these studies are summarized
in Table 2.1. Early studies, such as those by Fields et al. [19] and Subrahmanyan
[40] made use of bulk specimens. More recent studies were conducted on cross-
sectioned diffusion couples and the solder joint itself. These studies are discussed
in further detail in Appendix F.
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It is clear that these results are plagued with disagreement. Nevertheless, it
is observed that the Young’s Modulus obtained from the nanoindentation method
are generally higher than results from the bulk specimens.
2.1.3 Overview
We have thus seen that there is disagreement regarding the elastic properties of the
Cu-Sn intermetallic compounds. These results are affected by different measure-
ment methods and sample preparation methods. In contrast, an infinite perfect
crystal is the material in its ideal form, undisturbed by imperfections in sample
preparation methods or by errors introduced in experimental techniques. As such,
its elastic properties can be used to benchmark to evaluate these experimental
properties. At the same time, due to the difficulty of growing single-crystals of
these compounds and the complexity of their crystal structures, there are no exper-
imental studies of the single-crystal elastic constants. This chapter thus answers
the question of what the properties of an ideal single-crystal of Cu6Sn5 and Cu3Sn
are.
This is done by means of calculating the energy of these systems. Many material
properties can be predicted if the energy of an atomic system can be calculated
accurately. For example, the ground-state crystal structure is the structure with
the lowest free energy, the enthalpy of formation of a compound is obtained from
the difference in energy between the compound and the individual atomic phases
and the elastic constants are proportional to the second derivative of the energy.
Density Functional Theory is a means of doing so. It enables calculations of
the ground-state energy of an atomic system by means of an approximation to the
Schro¨dinger’s Equation. This chapter describes how such calculations are carried
out.
• The possibilities of such calculations with Density Functional Theory are
2.1. INTRODUCTION 11
surveyed in section 2.2.
• To carry out meaningful calculations, the theoretical foundations need to be
understood, and they are described in section 2.3. Some terms in crystallog-
raphy will be defined, followed by a description of Density Functional Theory
itself and the nature of the approximations made for this work.
• The methodology of the calculations employed are described in Section 2.4.
Essential inputs that affect the accuracy of the calculations are explained.
• DFT calculations of the lattice constants and elastic constants are presented
in sections 2.5 and 2.6. No direct validation for the elastic constants are
possible due to the lack of published experimental data. Instead, they are
validated by first calculating bounds on the polycrystalline elastic moduli
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2.2 Literature Review
2.2.1 Introduction
To solve for the energy of an atomic system, one needs only to solve the Schro¨dinger’s
Equation, which governs any atomic system. However, it is tractable only for the
hydrogen atom and a number of hypothetical cases. Many approximate methods
were developed to solve it for larger systems, but they all had some major disad-
vantages one way or another. The development of Density Functional Theory by
Hohenberg-Kohn [55] and the elucidation of a possible solution method by Kohn-
Sham [56] were the keys that unlocked the Schro¨dinger’s Equation and enabled
accurate calculations of the energy of an atomic system possible.
For the years after Kohn-Sham’s paper, DFT calculations were performed only
with single-atom systems. Rapid advances in computing technology have made
it possible to perform first-principles calculations on multi-atom systems such as
intermetallic compounds on computers of modest scale, such as desktop computers
or small clusters.
In general, calculations based on DFT have shown to be able to provide re-
liable predictions of experimental properties, and have seen increased use due to
the decreasing cost vs performance of computing technology. For example, the
lattice constants of many metals have been shown to be accurately predicted. Cal-
culations involving complicated compounds have been shown to be a useful check
against experimental data. It is known that the choice of exchange-correlation
functional can affect the results - generally the Generalized Gradient Approxima-
tion (GGA) is more accurate but the Local Density Approximation (LDA) must
also be considered. The LDA and GGA are described in Section 2.3.2.
This section reviews the current state of research in DFT. The primary output
of any DFT calculation is the energy of the system, thus the various analysis that
can be done as a result of this are first reviewed.
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2.2.2 Geometry Optimization
The geometry optimization procedure is usually the first step in any DFT calcu-
lation of the energy. In any perfect crystal, the independent degrees of freedom
present are the lattice constants and the internal parameters. The minimum energy
is then obtained by minimizing these degrees of freedom with respect to the DFT
energy. Upon the successful completion of the procedure, the values of the degrees
of freedom obtained constitute the prediction by DFT of the crystal structure.
There is much evidence that the prediction by DFT of the crystal structure
can be accurate. The lattice constants of many elements were calculated [57] to
an accuracy of less than 3%. It was also shown that the GGA typically produces
lattice constants that are larger than the experimental value, and the LDA smaller.
Information on the internal structural parameters can also be obtained. The
investigations by Albe et al. [58] and Weirich [59] into the structural parameters
of various Ti-Se intermetallic compounds showed agreement with experimental
measurements even for complex crystal structures involving up to thirty-one atoms.
It is certainly possible to perform calculations in cases where experimental
information is sparse. Recently, DFT calculations were applied to obtain the
lattice constants, internal parameters and elastic constants of Ti3SiC2, a newly
synthesized material that shows many desirable properties [60, 25].
The optimization of the geometry need not be confined to perfect crystals.
Most DFT calculations have been with bulk crystals, but there have been some
examples of work within non-bulk conditions. Kang et al. used DFT calcula-
tions of the surface energy of Si and Ge as a yardstick to evaluate the merits of
different molecular dynamics potentials of these two atoms [61]. Carling et al.
performed DFT calculations of the vacancy formation energy of Al[62]. Under pe-
riodic boundary conditions, a large supercell of 64 atoms containing one vacancy
was required so that the vacancy would not interact with its copies. They showed
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that the DFT prediction of the energy with the GGA was not as accurate as that
obtained with the LDA.
2.2.3 Making use of the energy
For any compound, the ground state is the crystal structure with the lowest en-
ergy. DFT enables the energy of this crystal structure to be calculated to obtain
the enthalpy of formation. Any structure with a higher value of the energy is
eliminated as a candidate for the ground state. Because of the very large number
of possible combinations, predicting the ground-state crystal structure from the
stoichiometry alone is a highly challenging problem.
What is more tractable with existing software and computational resources is to
trawl through several common structures, calculating the energy of each structure
to identify the structure with the lowest energy. The outcome is then compared
with what is observed experimentally. This is the approach taken by Ghosh et al.
in the investigation of the phase stability of Ti-Zn alloys[63]. The ground-state of
four Ti-Zn alloys was correctly predicted. Curtarolo et al. further developed this
idea and reported a set of high-throughput DFT calculations involving 80 alloy
systems[64]. A database of structures corresponding to various stoichimetries was
set up and calculations for each alloy system was done by running through the
database. Curtarolo achieved a successful prediction reliability of more than 90%
(four different measures of “reliability” were reported) with the 14080 calculations
of energies performed in total.
Values of the enthalpy of formation are also used for thermodynamic mod-
elling, in the calculation of phase diagrams (CALPHAD). DFT calculations of the
enthalpy of formation are used to fill in gaps when experimental data are unavail-
able. Turchi et al used DFT to calculate the heat of formation of Ni2Cr, Ni2Mo
and Ni2W alloys for inputs in the calculation of the ternary Ni-Cr-Mo phase dia-
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gram [65]. The same was done for Fe3AlC to obtain the Fe-Al-C phase diagram
[66].
The idea that the ground state is the crystal structure with the lowest energy
can also be used to predict phase transitions at higher pressures. The crystal struc-
ture with the lowest free energy at any pressure is the one that would be observed.
By calculating the energy of various known Barium Oxide crystal structures as
a function of pressure, Uludogan et al. showed that the pressures at which the
phase transitions are predicted to occur was in good agreement with experimental
observations [67].
If there is some doubt over the crystal structure of a material, the DFT cal-
culations can help identify the possibilities, again using the principle of minimum
free energy. Through the evaluation of several candidate structures, the correct
distribution of B and C atoms in B4C was identified [68].
The energies calculated by DFT can also be used to build up a database to be
used in developing interatomic potentials and verifying the potentials for molec-
ular dynamics (MD) simulations. This idea was first mooted by Robertson et al.
who calculated the energies of Al in various structures with coordination number
ranging from 0 to 12 [69, 70], and showing that it is possible for MD potential
models to reproduce the trends seen. The database of energies was expanded to
include data for all sorts of hypothetical structures [71, 72]. Subsequently, this
idea of including ab-initio energies in a potential fitting database was adopted by
several researchers, including Mishin et al. in the development of a potential for
Cu [73] and the Fe-Ni system [74].
2.2.4 Elastic Constants
With DFT calculations, two strategies have been employed to obtain the elastic
constants. The first strategy is to take the second derivative of the energy with
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respect to strain in order to yield the elastic constants. Combinations of strains
are employed to take advantage of symmetry [75]. The second strategy involves
straining the crystal at small strains, and calculating the resulting stresses[76].
In the light of a few conflicting experimental reports on the elastic constants of
TiB2, Milman et al. performed DFT calculations that made it possible to identify
the set of experimental results that is most likely to be accurate [23]. Similar
calculations for BeO were found to be in good agreement with experimental results
[24].
The elastic constants can also play a role in predicting crystal structures. If
the crystal is stable, then the elastic constants meet some stability criteria that are
described in the theory section. The structure of PtN is subject to some dispute,
hence Patil et al. calculated the elastic constants of a few candidate structures
[77]. Some structures resulted in negative elastic constants, some had all positive
elastic constants but did not meet the stability criteria.
The calculation of the elastic constants also plays a major role in Geophysics,
and has great potential to aid in understanding the dynamics of the materials in
the earth’s crust [78]. An example of such a calculation is the work by Karki et al.
to calculate the elastic constants, and their dependance on external pressure, of
MgSiO3 which is present in the earth’s mantle [76]. As the speed of propagation of
elastic waves in a material is related to the elastic constants, the calculations were
used to interpret seismological data on the speed of wave propagation, showing
good agreement within 6-8 % error.
2.2.5 DFT Calculations of Intermetallic compounds
The elastic constants of various ordered intermetallic alloys were first calculated by
Mehl et al. [79, 80] because no experimental data were available then. Calculations
of the lattice constants, elastic constants and thermal expansion coefficient have
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been performed for the Laves Phases, intermetallic compounds that crystallize in
the stoichiometry AB2 [81, 82, 83]. Le page et al. used DFT calculations to pre-
dict the internal coordinate for several intermetallics with CuAl2-type structures,
showing good agreement in all cases [84].
DFT calculations on the compounds that are the subject of this thesis are
rare. In a paper describing both computational work and experiments, Ghosh
published the results of calculations of the lattice constants and bulk modulus of
Cu6Sn5 and other Cu-Sn compounds [85]. The lattice constants calculated by DFT
were in good agree with those published experimentally by Larsson [86]. The bulk
modulus obtained from DFT was within the experimental error of the experiments
conducted. The other DFT calculation involving the Larsson structure was by
Sharma et al., whose geometry optimization study of the Larsson cell predicted
only the internal coordinates[30]. This was done by keeping the cell vectors fixed.
There have also been calculations on Sn-based oxides. Goniakowski et al. stud-
ied the bulk and surface properties of SnO2 [87]. They showed that the GGA
functional resulted in surface energies that were 30% lower than that obtained by
the LDA. Meyer et al. calculated the equilibrium structure of SnO and explained
in detail the construction of the Sn pseudopotential in order to obtain results that
correspond to experimental observations [88].
2.2.6 Conclusion
Through this review, it is shown that by just being able to calculate the energy of
a known atomic system accurately, a great deal of information on the properties
and behaviour of materials can be obtained.
In summary, for any crystal of known composition and structure, by calculating
the energy alone, the structural properties (lattice constants, internal parameters)
of any crystal can be predicted. By taking the difference in energy with the con-
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stituent atoms, the enthalpy of formation can be predicted. DFT calculations
also make calculations of hypothetical structures possible and these have led to
predictions of new materials and clarifications on the structures of existing mate-
rials. Taking the second derivative of the energy with respect to the strain yields
the elastic constants, predictions which can be compared with experimental data.
These capabilities enable three things to happen: new knowledge to be gained from
materials commonly used today, to fill gaps in the knowledge for newly-synthesized
materials, and to identify new materials.
DFT calculations will continue to be an important part of materials research.
It is no wonder that DFT has gone beyond the traditional disciplines of physics and
chemistry to find applications in geophysics [78], calculation of phase diagrams [65],
development of Lithium-ion batteries [30] and, as this thesis shall demonstrate, in
the field of electronics packaging.
2.3 Theory
This section explains some technical terms found in the rest of the chapter.
2.3.1 Crystal structure
The vast majority of materials found in nature have their atoms in ordered ar-
rangements, where the patterns are repeated periodically in three dimensions. This
phenomenon is known as a crystal. A crystal is fully specified by two components
1. the basis, which is the repeating unit of atoms, and
2. the underlying Bravais lattice
A bravais lattice is an infinite array of points ~r that satisfies equation (2.1),
where n1, n2 and n3 belong to the set of all integers. ~a1, ~a2 and ~a3 are known as
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primitive vectors, which are non-unique and can be defined such that they do not
all lie on the same plane.
~r = n1 ~a1 + n2 ~a2 + n3 ~a3 (2.1)
As an example, Figure 2.1 shows how a two-atom basis is put on a hexagonal
bravais lattice to form a honeycomb lattice.
Examining the hexagonal bravais lattice in Figure 2.1, one notices that it retains
its symmetry with 60◦ rotations ie. the crystal overlaps with itself. When the basis
is added to form the honeycomb crystal, the symmetry is obtained only with 120◦
rotations. As such, different crystal structures in nature have different symmetry
operations. The complete set of symmetry operations and translations that leave
the crystal invariant is the space group, and the crystal structures of materials
found in nature belong to one of 230 space groups.
A primitive unit cell is the smallest region in the lattice that contains the full
information of the crystal [89]. When it is shifted by the lattice vectors, it will not
overlap itself [90]. A primitive unit cell is not unique - it is possible to define many
different primitive unit cells for a lattice. A definition of a primitive cell that is
unique is the Wigner-Seitz cell, which is “the region in space that is closer to that
point than any other point” [90].
It is common to use non-primitive unit cells to represent the crystal symmetry.
The face-centered cubic lattice (FCC), the body-centered cubic lattice(BCC) and
the diamond-cubic (DC) lattice are commonly represented by a cubic unit cell,
rather than their respective primitive cells. The sizes of these cells, and of those
with lower symmetry are specified by the lattice constants.
These different definitions of the unit cell are illustrated for a two-dimensional
case using the (100) plane of a FCC crystal in Figure 2.2.
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Figure 2.1: Illustrating the idea of a lattice with basis. The result is a honeycomb
lattice.
Figure 2.2: Illustrating the various definitions of the unit cells using the (100)
plane of the FCC crystal. Different possibilities for the lattice vectors are also
shown.
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Any bravais lattice has a corresponding reciprocal lattice whose primitive vec-
tors are given by
~b1 = 2pi
~a2 × ~a3
~a1. (~a2 × ~a3) (2.2a)
~b2 = 2pi
~a3 × ~a1
~a1. (~a2 × ~a3) (2.2b)
~b3 = 2pi
~a1 × ~a2
~a1. (~a2 × ~a3) (2.2c)
A point ~k in the reciprocal lattice can now be written as
~k = k1~b1 + k2~b2 + k3~b3 (2.3)
It is observed that ~k.~r gives integral multiples of 2pi. This results in another
definition of the reciprocal lattice, where ~k is defined to be the set of vectors that
satisfy
exp(i~k.~r) = 1 (2.4)
A consequence of this is that each point in the reciprocal lattice corresponds
to a plane in the normal lattice.
The various definitions for the unit cell also apply to the reciprocal lattice.
The Wigner-Seitz cell of the reciprocal lattice is known as the Brillouin zone. This
definition will be applied in the section on Density Functional Theory.
2.3.2 Density Functional Theory
Schro¨dinger’s equation
Any atomic system is governed by the Schro¨dinger’s equation,
HˆΨ = EΨ (2.5)
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where Hˆ is the Hamiltonian operator, Ψ is the wavefunction and E is the
energy of the atomic system. The Hamiltonian operator includes operators for
the kinetic energy, the electron-nucleus energy and the electron-electron energy.
All the information that can be gained for any atomic system is contained in the
wavefunction Ψ [91]. However, the wavefunction is a function of all the positions
of the nuclei and the electrons, making it intractable except for the simplest cases,
such as the free hydrogen atom, with one electron orbiting a nucleus with a single
positive charge. With most atomic systems, the Born-Oppenheimer approximation
applies. This assumes that the nuclei in an atomic system, being much heavier
than the electrons, move so slowly in comparison to the electrons such that they
are effectively stationary.
Hohenberg-Kohn Functional
In 1964 Hohenberg and Kohn (HK) showed that the energy of a system of electrons
under the Born-Oppenheimer approximation may be expressed as a unique func-
tional of the electron density instead of the wavefunction, and that the electron
density that minimizes the energy is the ground state density [55].
Thus, the electron density ρ, a function of only the spatial coordinates r, re-
places the wavefunction, and the following energy functional
E[ρ] = T [ρ] + U [ρ] + V [ρ] (2.6)
replaces the Schro¨dinger’s Equation, where T [ρ(r)] is the kinetic energy func-
tional, U [ρ(r)] is the electron-electron interaction functional and and V [ρ(r)] is
the electron-nucleus interaction functional.
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Kohn-Sham Method
The HK functional in Equation (2.6) was given only on a conceptual basis, with
nothing said about the exact form of these functionals. In 1965, Kohn and Sham
(KS) proposed that the HK functional be modified as follows,
E[ρ] = T [ρ] + U [ρ] + V [ρ] + Exc[ρ] (2.7)
where approximations are made in functionals T [ρ] and U [ρ]. The main idea
provided by KS is that the exchange-correlation functional Exc[ρ] will account for
all energies that have been neglected by approximations made in these functionals.
This functional needs to be determined and examples will be given in the later
part of this section.
KS then showed that the electron density ρ can be determined by first solv-
ing for the set of one-electron wavefunctions ψi using the following form of the




ψi = Eiψi (2.8)
where Tˆs is the kinetic energy operator, vs(r) is the “effective potential” that
represents electron-nucleus interactions and the subscript s represents the idea
that these belong to a system of non-interacting electrons. The electron density





where fi is the occupancy of each wavefunction. This electron density would
represent the actual electron density of an interacting system, under the condi-
tion that the effective potential vs(r) is given by the functional derivatives of the
functionals in Equation (2.7), U [ρ] + V [ρ] + Exc[ρ] with respect to ρ.
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Summary of Approximations
Having made approximations in the functionals, what remains to be done is to
specify appropriate forms of the one-electron wavefunctions ψi, the form of the
exchange-correlation functional Exc[ρ] and any other simplifying assumptions.
For the DFT calculations in this chapter, the software CASTEP is used [92, 93].
It makes use of the planewave-pseudopotential method. The term “planewave”
refers to the choice of planewaves as the basis set for the KS wavefunctions ψi in
Equation (2.8). ”pseudopotential” refers to a simplifying assumption in the func-
tional V [ρ] where only the valence electrons are considered. Finally, two forms of
the exchange-correlation functional are considered, the Local Density Approxima-
tion (LDA) and the Generalized Gradient Approximation (GGA).
Planewaves
Planewaves are waves in three dimensions (3D) and have the typical form
φ(~r) = A exp(i ~kw.~r) (2.10)
where A is the amplitude, ~r is the position vector in 3D space and ~kw is the
wavevector. In one dimension, the crests and troughs of a wave are points, but in
3D, the wavefronts are planes whose normals are the wavevector.
Under periodic boundary conditions, with the choice of planewaves for the KS




ck,G exp[i(~k + ~G).~r] (2.11)
where the wavevectors, (~k + ~G), consists of the reciprocal lattice vectors ~G and
the position vectors of points in the Brillouin zone ~k, known as “k-points”. ck,G
are parameters to be determined by solving Equation 2.8.
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A sufficiently large set of k-points is able to represent the theoretically infinite
number of electrons in a bulk solid. In CASTEP, these points are generated by the
Monkhorst-Pack scheme [94]. The summation in Equation (2.11) is terminated at
a value known as the “energy cutoff” specified by the user. This specifies the value
of h
2m
∣∣∣~k + ~G∣∣∣2, and is thus a limit on the wavevectors of the planewaves [95].
Hence, the use of planewaves makes it necessary for the user to specify two
factors that affect the accuracy of the energy obtained from calculations. Hence,
the convergence of the energy of the system must be examined with respect to the
1. size of the k-point mesh, and
2. value of the energy cutoff.
Pseudopotential
If all the electrons in the atom were considered, there would be a large number of
planewaves resulting in an impossibly large amount of computational time needed.
As it is known that the bonding in solids depends on the valence electrons most
of the time, the effect of the inner core electrons is replaced by a pseudopotential.
This results in making appropriate modifications to the form of V [ρ], and the
electron density ρ is now based just on the valence electrons.
Exchange-correlation functional
Numerous forms have been proposed for the exchange-correlation functional. There
are two main forms,
1. Local Density Approximation (LDA), which is a functional based entirely





The form of the LDA used is that based on the data by Ceperley-Alder for
the homogenous electron gas.
2. Generalized Gradient Approximation (GGA), whose functional depends on




The GGA functional used in this work is by Perdew, Burke and Enzerhof
[96, 97, 98].
2.3.3 Elasticity of Single Crystals
Stiffness Matrix
The calculations in DFT produce the ground-state energy of an atomic system,
from which the elastic properties can be obtained by means of a stress-strain linear
fit or taking the second derivative of the energy. Before providing details of these
calculations in the next section, the theory of elasticity for crystals is described
here to provide a background.
Using Einstein’s indicial notation, the stress-strain relationship is
σij = cijklkl (2.14)
where the indices i, j, k, l indicate summation over 1, 2, 3.
cijkl are the stiffness coefficients. The stiffness matrix formed by cijkl depends
on the symmetry of the crystal. For a crystal of monoclinic symmetry, it is given
as follows
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Table 2.2: Constraints on the elastic constants for different crystal systems
System Constraints on elastic constants
Orthorhombic c15, c25, c35, c46 = 0








c1111 c1122 c1133 0 c1113 0
c1122 c2222 c2233 0 c2213 0
c1133 c2233 c3333 0 c3313 0
0 0 0 c2323 0 c2312
c1113 c2213 c3313 0 c1313 0




Often, a contracted notation is used where only two subscripts are given. The




c11 c12 c13 0 c15 0
c12 c22 c23 0 c25 0
c13 c23 c33 0 c35 0
0 0 0 c44 0 c46
c15 c25 c35 0 c55 0




For crystals of higher symmetry, Table 2.2 lists the various constraints on the
elastic constants.
Compliance Matrix
It is also possible to express strain in terms of stress. The resulting expression is
ij = sijklσkl (2.17)
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where sijkl are the elastic compliances, whose matrix is obtained from inverting
the stiffness matrix,
S = C−1 (2.18)
Stability Condition
Having defined the elasticity matrices, it is possible to determine the acceptable
values of the elastic constants. This is necessary as DFT calculations do not always
produce converged values at the first instance. Using Einstein’s indicial notation,





Since any deviation from the ground state structures means an increase in the
energy of the crystal, hence E must be zero when the strains are zero and must be
positive when the strains are non-zero. In fulfilling these conditions, E is said to be
positive definite. For a cubic crystal, Born showed that the following restrictions
on the elastic constants apply
c11 > 0, c11 − c12 > 0, c44 > 0 (2.20)
The physical meaning of these expressions is that a positive strain, normal
or shear, must produce a corresponding positive stress. To satisfy the positive
definite requirement, for crystals of lower symmetry, all the eigenvalues of the
stiffness matrix C must be positive.
Orientation Dependence
Once the suitability of the elastic constants obtained has been determined, one
analysis that can be carried out is to examine the orientation dependence of the
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in the four-indices notation). This quantity is not invariant
to rotation, and the orientation dependence is given by Nye [99] as
s
′
1111 = a1ma1na1pa1qsmnpq (2.21)
where a1m is the direction cosine between the original axis m and the rotated
x1 axis. This can be expanded to give the expression for a mononclinic crystal,
given in Appendix A.1. From this, the directions where the Young’s Modulus is
highest and lowest can be identified, which suggests the orientations of strongest
and weakest bonding. For example, in the FCC structure, the closest packed plane
is the (111) direction. Many materials, though not all, have the [111] directions as
those with the largest Young’s Modulus [99].
2.3.4 Bounds on Polycrystalline Elastic Moduli
Voight and Reuss Averages
It is possible to relate single crystal properties to that at the macroscopic scale. Let
< cij > denote the average over all orientations of cij. Voight made the assumption
that the strain is constant throughout a polycrystalline body [100]. Using this
assumption, he showed that < c44 > was equal to that of
1
2
(< c11 > − < c12 >).
In other words, the averaged elastic constants represent an isotropic material.




[c11 + c22 + c33 − (c12 + c13 + c23) + 3 (c44 + c55 + c66)] (2.22)









[c11 + c22 + c33 + 2 (c12 + c13 + c23)] (2.24)
Reuss suggested the alternative assumption of the stress being constant through-
out a polycrystalline body [101]. Similarly considering the orientation averages,
the resulting Reuss shear modulus GR was found to be
15
GR
= 4 (s11 + s22 + s33)− 4 (s12 + s13 + s23) + 3 (s44 + s55 + s66) (2.25)
.
and the bulk modulus due to Reuss’ assumption BR is given by
1
BR
= s11 + s22 + s33 + 2 (s12 + s13 + s23) (2.26)
Hill Bounds
Hill showed that the strain energy of a polycrystalline solid under Voight’s as-
sumption and Reuss’ assumption would be higher than one without the influence
of either of these assumptions [102]. Thus, it was established that the Voight aver-
ages and Reuss Averages are upper bounds and lower bounds on the polycrystalline
elastic moduli respectively, i.e.
BR ≤ B ≤ BV (2.27a)
GR ≤ G ≤ GV (2.27b)
Bounds can also be placed on the Young’s Modulus
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ER ≤ E ≤ EV (2.28)










These bounds are known as the Voight-Reuss-Hill (VRH) bounds.
Hashin-Shtrikman Bounds
In 1962, Hashin and Shtrikman (HS) developed new principles from which bounds
could be derived [103]. HS first defined a polycrystalline body that undergoes de-
formation as having a stress field σ(x) and strain field (x). They then showed that
if the strain field (x) were to be applied to a reference body that is homogenous
with shear modulus G0 and bulk modulus K0 (that have yet to be determined),
the resulting strain energy functional can be defined in terms of the properties of
this homogenous reference body. Bounds on the the effective elastic moduli of the
polycrystalline body are then obtained by taking the maximum point and mini-
mum point of this functional. This procedure results in the following inequalities
for the effective shear modulus G∗ and the bulk modulus B∗,
B∗ ≥ or ≤ K0 + 3K1 + 2K2
3 + α(3K1 + 2K2)
(2.30a)








β = − 3(B0 + 2G0)
5G0(3B0 + 4G0)
(2.31b)
Whether the inequalities in Equation (2.30) result in upper bounds (i.e. ≤) or
lower bounds (i.e. ≥) are determined by appropriate choices of B0 and G0. K1 and
K2 have different forms for different crystal symmetries. Choices for B0 and G0,
and expressions for K1, K2 in the monoclinic system [104], orthorhombic system
[105] and hexagonal system [106] were derived by Watt et al.. These studies,
along with review articles by Watt et al. [107] and Watt [108], also provide data
to support the general observation that bounds produced by the HS method are
always tighter than the VRH bounds.
2.4 Methodology
With the theory explained, this section goes on to describe the tools and procedures
used in obtaining meaningful results with Density Functional Theory.
2.4.1 Crystal structure of the Intermetallic Compounds
Density Functional Theory calculations of any material always begin with the
knowledge of its crystal structure. Fortunately, the crystal structures of the inter-
metallic compounds discussed in this thesis are known. The structural data are
summarized in Table 2.3 and a description of each of them follows.
Cu6Sn5
On the Cu-Sn phase diagram, Cu6Sn5 is denoted as the η-phase. It is known that
a phase transformation of the η phase occurs at 460K to a low-temperature η ′-
phase [109]. The crystal structure of Cu6Sn5 has attracted much interest since the
beginning of the 20th century. It was first thought the structure was a NiAs-type
hexagonal crystal structure, with various studies agreeing on the lattice constants
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Figure 2.3: Cu6Sn5 in the NiAs-type structure according to Gangulee et al.. The
larger spheres represent the Sn atoms and the smaller spheres represent the Cu
atoms. The excess Cu atoms fill the interstitial sites to make up the 6:5 stoichiom-
etry.
of a = 4.19 A˚ and c = 5.04 A˚ (Figure 2.3). It was also suggested that the excess
Cu atoms occupy the interstitial sites. The low temperature phase η ′-Cu6Sn5 was
thought to be a fivefold replication of the NiAs cell in both the a direction and c
direction [110, 111, 112, 109, 113].
The structure of η′-Cu6Sn5 was first clarified by Larsson et al. [86]. The
structure is monoclinic (Figure 2.4). Chang et al. studied the Cu6Sn5 layers that
were formed at the solder joint and found that the lattice constants were close to
that reported by Larsson et al. [114, 115]. The positions of all the atoms in the η ′
phase are explicitly stated by Larsson et al., hence the calculations in this chapter
will be based on this structure.
Cu3Sn
Cu3Sn is denoted as the  phase, and has a basic Cu3Ti-type structure (Figure 2.5)
which crystallizes into a long-period superstructure [116, 117, 110]. Watanabe et
al. clarified the nature of this superstructure, showing that the basic unit cell is
orthorhombic involving 80 atoms [116].
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Figure 2.4: Unit Cell of Cu6Sn5 according to Larsson et al.. The larger spheres
represent the Sn atoms and the smaller spheres represent the Cu atoms.
DFT Calculations with 80 atoms will be extremely computationally demanding.
As such, the calculations will be done with the Burkhardt structure.
Ni3Sn4
Interest in the crystal structure of Ni3Sn4 has been limited to studies by Nowotny
[118] and Jeitschko et al [119], both reporting a monoclinic structure of space
group C2/m (Figure 2.6). Furuseth et al. went further and investigated the
effect of temperature on the lattice constants, studying their values from 300K to
1100K[120].
Ag3Sn
There is some controversy over the crystal structure of Ag3Sn. Fairhurst [121]
reports an orthorhombic structure of space group Pmmn, while Nial et al. [122]
and Ellner et al. [123] suggest an orthorhombic structure of space group Cmcm.
The positional parameters for the latter structure are not available, thus our cal-
culations employ the structure by Fairhurst.
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Figure 2.5: Unit Cell of Cu3Sn according to Burkhardt et al.. The larger spheres
represent the Sn atoms and the smaller spheres represent the Cu atoms.
Figure 2.6: Unit Cell of Ni3Sn4 according to Jeitschko et al.. The larger spheres
represent the Sn atoms and the smaller spheres represent the Ni atoms.
Figure 2.7: Unit Cell of Ag3Sn according to Fairhurst et al.. The larger spheres






























































































































































































































































































































Table 2.4: Main computational resources used
System Type Manufacturer/Model Central Processing Unit (CPU) Memory
Workstation HP xw6200 2 × Intel Xeon 2.4 GHz 2.5 GB
Server HP Integrity rx4640 4 × Intel Itanium 2 1.5 GHz 8 GB
2.4.2 Software
The ab-initio calculations are performed with the software CASTEP [92, 93], dis-
tributed with Materials Studio Software suite version 4.0 developed by Accelrys
Inc.
2.4.3 Computational Resources
Table 2.4 lists the main computational resources used for the calculations in this
chapter. Apart from these, a number of Pentium 4 3.06 GHz general-purpose
computers were used as well.
2.4.4 Geometry Optimization
Firstly, the experimentally-determined crystal structure is input into the software.
Using the Broyden-Fletcher-Goldfarb-Smith method (BFGS) [124], the energy of
the system is minimized with respect to the lattice constants and internal atomic
coordinates. This procedure is referred to as “Geometry Optimization”. The con-
vergence thresholds used were (i) energy change below 0.005 meV/atom, (ii) force
less than 0.01 eV/A˚, (iii) stress less than 0.02 GPa and (iv) change in displace-
ment less than 0.0005 A˚. The result of this procedure are predictions of the lattice
constants and the internal coordinates, both of which may be compared directly
with experimental data.
2.4.5 Accuracy Settings
The accuracy of the geometry optimization calculations depend on four inputs:
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1. the exchange-correlation functional,
2. the pseudopotential
3. the k-point setting,
4. the energy cutoff.
The exchange-correlation functional accounts for all the energies neglected by
approximations made in the other functionals in Equation (2.7). The choice is
between the GGA and the LDA. Currently, many practitioners of DFT encourage
the comparison of different types of exchange-correlation functions so that a sense
of the accuracy of the calculations can be obtained [125]. In this work, the LDA
by Perdew-Zunger [126] and the GGA by Perdew, Burke and Enzerhof [96, 97, 98]
will be used. It is known that the LDA tends to produce larger values of the elastic
constants compared to the GGA.
As mentioned earlier, the pseudopotential replaces the calculation of the core
electrons, leaving the valence electrons. The pseudopotentials used are of the Van-
derbilt ultrasoft-type [127] obtained from the database provided with CASTEP.
Current opinion among DFT practitioners is that with each type of exchange-
correlation functional, a pseudopotential generated with the same functional should
be used [125, 128, 129].
At the same time, it is stated in the CASTEP user manual that among the pseu-
dopotentials in the database, only the LDA-generated ones have been verified with
the GGA. This is seen from the documentation for the LDA-generated pseudopo-
tential of Cu and Sn, reproduced in Figure 2.8. No verification has been performed
for the GGA-generated pseudopotentials [130]. As such, the primary choice in this
work are the LDA-generated pseudopotentials for both GGA and LDA. To verify
the accuracy of these pseudopotentials, calculations for the monoatomic metals
are first performed to ensure that their experimental properties are reproduced
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LDA-generated Sn pseudopotential ’Sn 00.usp’:
Validation test
---------------
#1 SnO2 (SG 136), exp. a=4.7373 and c=3.1864, CASTEP (GGA,
PRECISE) gives 4.709 (-0.6%) and 3.150 (-1.1%)
#2 Sn metal (SG 227), exp. a=6.4912, CASTEP (GGA, PRECISE) gives
6.408 (-1.2%)
LDA-generated Cu pseudopotential ’Cu 00.usp’:
Validation test
---------------
#1 Cu metal, exp.lattice constant a=3.6147, CASTEP with GGA
(FINE cutoff) gives 3.631 (+0.5%)
#2 Cu2O (SG 224), exp.lattice constant a=4.2696, CASTEP with GGA
(PRECISE) gives 4.2533 (-0.4%)
Data taken from Materials Studio Pseudopotential database [130]
Figure 2.8: Documentation Provided in LDA-generated pseudopotential files for
Cu (‘Cu 00.usp’) and Sn (‘Sn 00.usp’)
accurately. The filenames of the LDA-generated pseudopotentials are shown in
Table 2.5.
The k-point mesh and the energy cutoff both determine the accuracy of the
one-electron wavefunction given in Equation (2.11). For each exchange-correlation
function, the calculations are repeated at different k-point mesh and energy cutoff.
This is necessary because it should not be taken for granted that the k-point
setting and energy cutoff chosen are adequate[125]. Due to the computational cost
involved, it is not feasible to examine convergence for each input separately, hence
convergence is examined by increasing both the energy cutoff and k-point mesh
simultaneously.
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Using the minimized lattice constants, the elastic constants are calculated. This is
done in the same way as Karki et al. [76] using a linear fit to the stress vs strain.
Beginning with the structure minimized at each accuracy setting,
1. The unit cell is deformed with various strain modes according to the crystal
structure (listed in Table 2.6). Each strain mode is a combination of strains
applied to the crystal. Four strain modes are necessary to calculate all the
thirteen monoclinic elastic constants, while three modes are needed for the
nine orthorhombic constants.
2. For each strain mode, a set of geometry optimization calculations are per-
formed. The cell vectors are first strained according to the strain mode.
They are then held fixed while the energy of the unit cell is minimized with
respect to the internal atomic positions. This produces the
3. The elastic constants are obtained from a linear fit to the stress-strain data.
For each strain mode, four values of strain are chosen arbitrarily at  =
±0.001,±0.003 by the software CASTEP, resulting in 16 separate geometry op-
timization runs for the calculation of elastic constants of a monoclinic unit cell.
In the energy-minimization runs, the convergence thresholds used were (i) energy
change below 0.001 meV/atom, (ii) force less than 0.002 eV/A˚, and (iii) change in
displacement less than 0.0001 A˚.
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Table 2.6: Strain Patterns used in calculating elastic constants
Material Strain Pattern
Monoclinic (1)11,23, (2) 33,12,(3) 22, (4) 13
Orthorhombic (1) 11,23, (2) 33,12,(3) 22, 13
It would be desirable if the elastic constants were also calculated by applying
a strain and taking the second derivative of the energy, so that consistency with
the results presented earlier can be demonstrated. However, this is not done in
this study due to the immense amount of computational time that it involves.
For the orthorhombic cell, a large number of strain values is needed, and the
energies obtained must be converged with respect to the energy cutoff and k-
point mesh. At each value of the strain, the internal degrees of freedom must be
relaxed, which is a time-consuming process. Hence, a large number of geometry
optimizations is required, and this is feasible only if larger computing resources
are available.
An example of the scale needed is demonstrated in the study by Beckstein et
al. of the study of orthorhombic PtSi. For the nine elastic constants, they used
a total of fifty-nine different strain values. A convergence criterion of 1.36× 10−5
eV with respect to the k-point mesh was also used[75].
2.4.7 Validation
There are no reported single crystal elastic constants for comparisons to be made; a
similar situation encountered by Holm et al [25]. Nevertheless, indirect validation
can be performed by making use of the elastic constants to perform two sets of
analysis:
1. Elastic Anisotropy, and
2. Analysis of Bounds on Polycrystalline elastic moduli.
2.4. METHODOLOGY 43
The analysis of the elastic anisotropy is performed by using the expression
given in Appendix A.1 to plot the variation of the single-crystal Young’s Modulus
with crystal orientation. Directions of the largest Young’s Modulus then give an
indication of where the bonding is the strongest, and such information can then
be correlated with the packing in the crystal.
At the same time, in actual applications, single crystal properties are normally
not representative of the mechanical properties at larger length scales. Hence,
polycrystalline properties are calculated from the theoretical single crystal prop-
erties. The bounds on the shear modulus (G) and bulk modulus (B) of polycrys-
tals calculated from two approaches are presented - the Voight-Reuss-Hill (VRH)
bounds based on assumptions of uniform stress and strain distribution within the
polycrystal[102] and the Hashin-Shtrikman (HS) bounds derived from variational
principles [103, 104]. For each bound on G and B, the corresponding value of
the Young’s modulus (E) and the Poisson’s ratio (ν) were obtained. For the HS
method, the formulation by Watt for orthorhombic crystals [105] and monoclinic
crystals [104] are used.
2.4.8 Summary
In this section, the methodology of the calculations employed in this chapter has
been described. The basic type of calculation is the geometry optimization pro-
cedure, of which four inputs determine the accuracy. Applying this procedure in
different ways enable predictions of the following
1. lattice constants
2. internal coordinates
3. the elastic constants
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Figure 2.9: Flowchart showing the methodology of the calculations in this chapter.
The lattice constants and internal coordinates are compared with experiment,
while further analysis with the polycrystalline bounds and elastic anisotropy are
performed with the elastic constants to validate the calculations. The methodology
is summarized in Figure 2.9
2.5 Properties of Monoatomic Metals
2.5.1 Introduction
In this section, the predictions for the four metals by DFT are examined. There
are two reasons for doing so. In the theory section, it was explained that DFT
calculations still involve making certain approximations and thus, validation is
necessary. Secondly, it is also necessary to have an indication of the typical accu-
2.5. PROPERTIES OF MONOATOMIC METALS 45
racy that such DFT calculations can provide. Working with just the metals can
provide a speedy platform to do so, as DFT calculations involving more than one
or two atoms can be computationally intensive.
2.5.2 Lattice Constants and Elastic Constants of Ag Ni
and Cu
Geometry optimization calculations were performed with both the GGA and LDA
at different accuracy settings for Ag, Ni and Cu. With the minimized structures,
the corresponding elastic constants are calculated. These results are shown in
Table 2.7. For each exchange-correlation functional, the calculations are done
with two sets of accuracy settings. One setting is the default “ultrafine” setting
provided by the software, and the other setting is a more stringent setting as shown
in Table 2.7. The LDA-generated pseudopotentials are used with both functionals.
The results show that better agreement with experimental results is obtained
with the GGA. It is known that the LDA tends to have an “overbinding” effect
[131]. The result of this effect is that the lattice constants are smaller than the
experimental values, and the elastic constants will be higher. This effect is seen in
Table 2.7. In many cases, the LDA elastic constants are at least 50 % higher than
the experimental values, whereas the GGA values are much closer.
2.5.3 Lattice Constants and Elastic Constants of Sn
Having calculated the properties of the transition metals, it is now necessary to
calculate the properties of Sn, which is the common element in the intermetallic
compounds studied in this thesis. Sn exists in two allotropes, α-Sn (“white tin”)
a low-temperature phase with a diamond cubic structure that transforms to β-Sn,
tetragonal structure, at 286 K. Calculations are performed for both these forms,
and the results are shown in Table 2.8.
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Table 2.7: Calculated lattice constants and elastic constants (GPa) for Ag, Cu and
Ni using LDA-generated pseudopotentials
a (A˚) c11 c12 c44
Ag
Expt[132] 4.08 123 92 45.3
GGA 500 eV, 14 × 14 × 14 4.107 130.6 85.6 52.5
GGA † 330 eV, 11 × 11 × 11 4.111 84.1 99.7 28.3
LDA 500 eV, 14 × 14 × 14 3.999 190.1 122.3 71.4
LDA † 330 eV, 11 × 11 × 11 4.002 155.3 134.6 73.4
Cu
Expt[132] 3.62 169 122 75.3
GGA 600 eV, 24 × 24 × 24 3.599 171.9 108.2 78.5
GGA † 320 eV, 12 × 12 × 12 3.609 181.2 114.7 83.4
LDA 600 eV, 24 × 24 × 24 3.512 236.6 171.3 86.2
LDA † 320 eV, 12 × 12 × 12 3.520 233.6 155.0 93.8
Ni
Expt[132] 3.52 247 153 122
GGA 500 eV, 16 × 16 × 16 3.534 249.4 171.6 108.0
GGA † 330 eV, 12 × 12 × 12 3.539 241.8 165.6 107.4
LDA 500 eV, 16 × 16 × 16 3.439 333.3 227.8 135.3
LDA † 330 eV, 12 × 12 × 12 3.442 314.4 227.0 131.2
† CASTEP “ultrafine” setting
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Table 2.8: Lattice Constants and Elastic Constants (GPa) for α-Sn and β-Sn using
LDA-generated pseudopotentials (Sn 00.usp).
a (A˚) c (A˚) c11 c33 c12 c13 c44 c66
α-Sn
Expt [133] 6.48 a 69.3 c11 29.3 c12 36.2 c44
GGA S1 6.407 a 69.7 c11 29.9 c12 34.5 c44
GGA S2 6.383 a 76.5 c11 33.5 c12 38.7 c44
LDA S1 6.406 a 71.1 c11 32.0 c12 31.1 c44
LDA S2 6.392 a 75.1 c11 36.2 c12 34.2 c44
β-Sn
Expt [132] 5.82 3.175 73.2 90.6 59.8 39.1 21.9 23.8
GGA S3 5.680 3.094 - - - - - -
GGA S4 5.683 3.083 107.5 105.4 47.0 38.6 28.0 32.7
LDA S3 5.706 3.080 - - - - - -
LDA S4 5.694 3.081 105.7 114.1 50.3 37.3 28.7 31.7
S1 - 280eV, 7 × 7 × 7 (“ultrafine”)
S2 - 560 eV, 14 × 14 × 14
S3 - 280eV, 9 × 9 × 6 (“ultrafine”)
S4 - 560 eV, 18 × 18 × 12
These sets of calculations performed shows that the GGA and LDA yields
similar values for the lattice constants that are 3% below the experimental values.
Most of the elastic constants calculated for β−Sn are 25% - 40% larger than their
corresponding experimental value, while c13 is found to agree very well and c12 is
17% - 22% lower. For α-Sn, the best agreement with experiment in the GGA is
found with c44 with a difference of at most 7%, while the other two constants are
systematically higher than their corresponding experimental values by up to 14%.
2.5.4 Effect of using GGA-generated pseudopotentials
In this section, the effect of the untested GGA-generated pseudopotentials on the
lattice constants and elastic constants of Cu and α-Sn are investigated. These pseu-
dopotentials are found in the CASTEP files Cu 00PBE.usp and Sn 00PBE.usp.
The results are shown in Table 2.9. The predictions for Cu are very close to exper-
iment, with the lattice constants almost equal and the elastic constants differing
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Table 2.9: GGA calculations of the lattice constants and elastic constants
(GPa) of Cu and α-Sn with GGA-generated pseudopotentials (Cu 00PBE.usp and
Sn 00PBE.usp).
a (A˚) c11 c12 c44
Cu
Expt [132] 3.62 169.0 122.0 75.3
320 eV, 12 × 12 × 12 3.636 181.9 119.2 81.9
480 eV, 18 × 18 × 18 3.627 189.6 123.4 82.6
α-Sn
Expt [133] 6.48 69.3 29.3 36.2
280 eV, 7 × 7 × 7 6.674 51.0 24.1 10.2
420 eV, 10 × 10 × 10 6.657 55.4 26.3 27.1
by at most 12 %.
The problem lies with the predictions for Sn. The lattice constant predicted
is 2.7% larger, which is within the accuracy expected for GGA calculations [57].
However, the predicted values of c11 and c44 are at least 20%-25% lower than the
experimental values. Hence, it is seen here that this performance is worse than
what was obtained previously with the LDA-generated pseudopotential.
2.5.5 Conclusions
In this section, the lattice constants and elastic constants of Ag, Cu, Ni and Sn have
been calculated. These materials are components in the intermetallic compounds
to be investigated in the next section. It has been found that calculations with the
GGA functional yielded properties in good agreement with experimental results.
The choice of the LDA-generated pseudopotential is also validated.
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2.6 Properties of the Intermetallic Compounds
2.6.1 Introduction
Results using the methodology described previously are now described for the
intermetallic compounds in this section. Apart from Cu6Sn5 and Cu3Sn, Ag3Sn
and Ni3Sn4 are also included in the investigation. This is done because including
additional compounds into the calculations expands the amount of results available
to evaluate the accuracy of the calculations. Furthermore, they have similar crystal
structures to the Cu-Sn compounds under investigation.
The lattice constants and elastic constants are calculated by the same methods
as in the previous section. From the elastic constants, the single-crystal elastic
anisotropy can be discussed and bounds on the polycrystalline elastic moduli can
be obtained. The calculations that provide the lattice constants also enable the
enthalpy of formation to be calculated.
2.6.2 Lattice Constants
The results for the lattice constants are shown in Table 2.10. Increasing the number
of k-points and cutoff energy produced a change of no more than 0.5%, demon-
strating the convergence of the calculations. With the largest energy cut-off and
k-point settings, the values obtained are in excellent agreement with experiment,
being no more than 2% below the experimental values. The GGA functional typ-
ically produces values that are higher than the LDA [128], and the calculated
values show this trend. The computation timings are listed in Table 2.11. The
most computationally intensive calculations were for Cu6Sn5, which required 14
CPU-days of calculation time and Ni3Sn4, which required 7.7 CPU-days.
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Table 2.10: Calculated lattice constants
Setting a (A˚) b (A˚) c (A˚) β (◦)
Cu6Sn5
Expt [86] 11.022 7.282 9.827 98.84
GGA (320 eV, 16 k-points) 10.848 7.130 9.643 99.35
GGA (460 eV, 24 k-points) 10.822 7.125 9.630 99.37
LDA (320 eV, 16 k-points) 10.663 7.041 9.536 98.98
Cu3Sn
Expt [117] 5.52 4.77 4.35 -
LDA (320 eV, 5 × 6 × 5 k-pts) 5.334 4.207 4.592 -
LDA (450 eV, 6 × 8 × 7 k-pts) 5.369 4.191 4.565 -
LDA (550 eV, 7 × 9 × 9 k-pts) 5.330 4.195 4.593 -
GGA (320 eV, 5 × 6 × 5 k-pts) 5.427 4.286 4.659 -
GGA (450 eV, 6 × 8 × 7 k-pts) 5.466 4.272 4.626 -
GGA (550 eV, 7 × 9 × 9 k-pts) 5.421 4.278 4.656 -
Ni3Sn4
Expt[119] 12.214 4.060 5.219 105.0
LDA (330 eV, 7 × 7 × 5 k-pts) 11.850 3.937 5.100 105.29
LDA (450 eV, 9 × 9 × 7 k-pts) 11.844 3.945 5.072 105.13
GGA (330 eV, 7 × 7 × 5 k-pts) 11.970 3.982 5.156 105.10
GGA (450 eV, 9 × 9 × 7 k-pts) 11.952 3.991 5.131 104.84
Ag3Sn
Expt[121] 5.968 4.7802 5.1843 -
LDA (330 eV, 4 × 4 × 5 k-pts) 5.795 4.648 5.061 -
LDA (600 eV, 7 × 7 × 8 k-pts) 5.818 4.651 5.019 -
GGA (330 eV, 4 × 4 × 5 k-pts) 5.922 4.733 5.096 -
GGA (600 eV, 7 × 7 × 8 k-pts) 5.947 4.737 5.118 -
Table 2.11: Computational time in CPU-days for the lattice constants. For each
xc-functional, the values are arranged in order of increasing accuracy setting
GGA LDA
Cu3Sn 0.6, 1.9, 0.5 0.4, 2.0, 2.7
Cu6Sn5 3.9, 14.0 2.9, -
Ni3Sn4 2.8, 7.7 1.1, 2.8
Ag3Sn 0.2, 0.9 0.1, 0.6
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Table 2.12: Positional Parameters for Cu6Sn5
Site Expt (Ref [86]) GGA 320 GGA 460
Sn1 x 0.39106 0.39096 0.39154
Sn1 y 0.16250 0.16508 0.16290
Sn1 z 0.52867 0.52955 0.52998
Sn2 x 0.28518 0.28724 0.28669
Sn2 y 0.65499 0.65611 0.65726
Sn2 z 0.35792 0.35322 0.35617
Sn3† y 0.79892 0.80190 0.80141
Cu1 x 0.10096 0.10111 0.10151
Cu1 y 0.47297 0.47871 0.47862
Cu1 z 0.20236 0.20193 0.20257
Cu2 x 0.30620 0.30409 0.30459
Cu2 y 0.50404 0.50793 0.50573
Cu2 z 0.60972 0.60523 0.60671
Cu3∗ 0.0 0.0 0.0
CuA† y 0.16020 0.16165 0.16160
† x = 0.0, z = 0.25
∗ x, y, z = 0.0
2.6.3 Internal Crystal Parameters
As the geometry optimization calculations involve optimizing with respect to any
internal coordinates present, predictions of the internal degrees of freedom can
be obtained at the same time. The calculated positional parameters for Cu6Sn5
(Table 2.12), Cu3Sn ( Table 2.14), Ni3Sn4 (Table 2.13) and Ag3Sn (Table 2.15) are
compared with experiment. In all cases, the agreement is excellent. Most of the
values agree up to the second decimal place, indicating that the largest difference
is less than 1 %.
2.6.4 Elastic Constants
Having obtained the structural properties of the intermetallic compounds, the elas-
tic constants are described next. Starting from the structure optimized previously
obtained at each accuracy setting, the same energy cutoff and k-point mesh are
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Table 2.13: Positional Parameters for Ni3Sn4
Site Expt (Ref [119]) GGA 330 GGA 450 LDA 330 LDA 450
Ni1∗ 0.0 0.0 0.0 0.0 0.0
Ni2 x 0.2147 0.21525 0.21513 0.21578 0.21552
Ni2 z 0.3369 0.33222 0.33399 0.33433 0.33478
Sn1 x 0.4286 0.42944 0.42922 0.42814 0.42788
Sn1 z 0.6864 0.68583 0.68582 0.68733 0.68751
Sn2 x 0.1718 0.17155 0.17244 0.17136 0.17138
Sn2 z 0.8123 0.80884 0.81210 0.81045 0.81087
All sites have parameter y = 0.0.
∗ x, y, z = 0.0
Table 2.14: Positional parameters for Cu3Sn
Site Expt (Ref [117] †) GGA 320 GGA 450 LDA 320 LDA 450
Sn1 z 0.333 0.33038 0.33124 0.33729 0.33489
Cu1 z 0.667 0.68003 0.67924 0.68720 0.68739
Cu2 x 0.250 0.24992 0.25018 0.24962 0.24976
Cu2 z 0.833 0.83732 0.83708 0.84056 0.83908
Sn1: x = 0.0, y = 0.0.Cu1: x = 0.0, y = 0.5.Cu2: y = 0.0.
† Burkhardt states that these are approximate values.
Table 2.15: Positional parameters for Ag3Sn
Site Expt (Ref [121] ) GGA 330 GGA 600 LDA 330 LDA 600
Sn1 z 0.1687 0.16931 0.17419 0.17123 0.17156
Ag1 x 0.00 -0.00082 -0.00049 -0.00113 -0.00077
Ag1 z -0.3369 -0.33575 -0.33407 -0.33577 -0.33520
Ag2 z -0.1723 -0.16585 -0.16453 -0.16770 -0.16739
Sn1: x = 0.25, y = 0.25.Ag1: y = 0.25.Ag2: x = 0.25, y = 0.75.
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used to calculate the elastic constants. For brevity, only the energy cutoff is stated
with the exchange-correlation functional in the tabulated results.
Tabulated in this section are the results calculated at various accuracy settings
for Cu3Sn (Table 2.16). As Cu6Sn5 required almost two months of CPU time,
only one set of elastic constants were calculated and listed in matrix form in
Figure 2.10. To demonstrate the general applicability of DFT calculations for
elasticity, calculations were also performed for Ni3Sn4 (Table 2.17) and Ag3Sn
(Table 2.18). As an indication of the computational effort required, Table 2.19
shows the computer time in CPU-days for the four intermetallics.
From these values, some general observations can be made.
• The elastic constants obtained at the lowest energy cutoff, which is the “ul-
trafine” setting provided by the software, are unsatisfactory. For Ag3Sn, in
the set obtained from the GGA calculations at 320 eV cutoff is a negative
elastic constant. In Cu3Sn, a large uncertainty is observed for c33 obtained
with GGA at 320 ev cutoff.
• The eigenvalues of the stiffness matrices formed by these elastic constants
were checked to see if they fulfilled the stability criterion described in section
2.3.3. No set with negative eigenvalues were found, indicating that these
crystals are predicted to be mechanically stable.
• For the set in Ag3Sn with the negative elastic constant in Table 2.18 (GGA
330), the eigenvalues are found to be negative. This suggests that the this
particular DFT calculation has not been conducted with sufficient accuracy
settings and should be rejected. It can be seen that no negative elastic
constants were found when the accuracy setting was increased (i.e. GGA
500).
• The elastic constants obtained with LDA are larger than that of the GGA.
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Table 2.16: Elastic Constants of Cu3Sn calculated at different accuracy setting.
All values are given in GPa.
cij GGA 320 GGA 450 GGA 550 LDA 320 LDA 450 LDA 550
c11 192.1 197.4 176.1 271.3 233.7 213.1
c22 222.2 220.6 208.0 269.3 269.2 261.4
c33 161.5 193.0 191.4 228.1 219.3 229.2
c44 77.7 58.7 60.7 92.6 68.5 66.5
c55 43.1 44.1 44.3 58.4 49.7 52.8
c66 68.1 58.8 69.7 73.6 67.8 83.8
c12 60.8 87.4 100.6 95.6 110.3 122.7
c13 105.9 94.8 110.7 102.4 119.1 135.3
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Figure 2.10: Stiffness matrix for Cu6Sn5 calculated with the GGA at 320 eV cutoff
and 4 × 4 × 3 k-point mesh. All values are given in GPa
Again, this reflects the over-binding nature of the LDA mentioned earlier.
• Some elastic constants for Cu6Sn5 (c15) and Ni3Sn4(c15, c35) are found to
be negative. They do not compromise the stability of the crystal, and their
implications are discussed in Appendix E.
For validation and analysis in the subsequent sections, for each material, the
set of elastic constants obtained at the largest energy cutoff setting will be used.
2.6.5 Elastic Anisotropy
The elastic constants that have been obtained are now used to plot the single-
crystal Young’s Modulus as a function of crystallographic direction for Cu3Sn
(Figure 2.12) and Cu6Sn5 (Figure 2.13) with the elastic constants calculated with
the GGA and with the highest accuracy settings. Spherical coordinates are used
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Table 2.17: Elastic Constants of Ni3Sn4 calculated at different accuracy setting.
All values are given in GPa.
cij GGA 330 GGA 450 LDA 450
c11 192.8 192.2 209.6
c22 180.5 176.2 212.3
c33 209.9 204.6 229.3
c44 76.2 76.2 80.6
c55 73.8 77.0 81.1
c66 69.5 68.3 71.2
c12 77.7 77.4 92.9
c13 70.5 82.9 97.9
c15 -24.6 -25.7 -26.5
c23 79.6 80.4 102.3
c25 11.5 12.7 12.4
c35 -10.6 -10.9 -8.1
c46 5.1 8.2 15.5
Table 2.18: Elastic Constants calculated for Ag3Sn calculated at different accuracy
setting. All values are given in GPa.
cij GGA 330 GGA 500 LDA 500
c11 122.1 125.3 167.0
c22 125.6 138.5 189.1
c33 126.6 134.8 171.3
c44 19.2 31.2 39.1
c55 -28.3 27.4 31.8
c66 29.6 32.0 39.1
c12 61.7 68.4 98.7
c13 76.3 76.0 101.8
c23 77.6 76.3 104.0
Table 2.19: Computational time in CPU-days for the elastic constants. For each
xc-functional, the values are arranged in order of increasing accuracy setting
GGA LDA
Cu3Sn 2.8,10.7,22.2 3.8,7.7,28.7
Cu6Sn5 58.9 - †
Ni3Sn4 2.2,13.2 42.1
Ag3Sn 1.3, 3.2 10.2
† No LDA calculation was performed for Cu6Sn5




















Figure 2.11: Relation of the coordinate axes to the crystal axes
with the value of the Young’s Modulus as the radius. θ is the angle measured
anticlockwise from the positive x-axis and φ is the angle from the positive z-
axis. In Cu3Sn, these coincide with the [100] (a-axis) and [001] (c-axis) directions
respectively, while for monoclinic Cu6Sn5 only the x-axis coincides with the a-axis.
These relationships are illustrated in Figure 2.11. From the plots it is clear that
the intermetallic compounds are highly anisotropic and the Young’s Modulus show
wide variations according to the crystal orientation. From these plots, the value
of the largest Young’s Modulus and their directions are shown in Table 2.20.
For greater clarity, the variation of the Young’s Modulus in various planes are
examined for Cu3Sn ( Figure 2.14 ) and Cu6Sn5 (Figure 2.15).
For Cu3Sn,it is seen from Figure 2.14 that the direction of the largest Young’s
Modulus is in the x-y plane at θ = 55.8◦, which corresponds closely to the [210]
direction. This direction has an angle of 57.4◦ with the positive x-axis and corre-
sponds to a closely-packed plane. For Cu6Sn5, the direction of the global maximum
(is located at 147.6◦ from the positive x-axis in the xz-plane. This corresponds to
the direction [201¯].
In the analysis of the elastic anisotropy of several intermetallic compounds,
Nakamura observed that generally, there was a correlation between the atomic
packing and the directions of the largest single-crystal Young’s Modulus [134].
This trend is similarly demonstrated for Cu6Sn5 and Cu3Sn. In Figure 2.16(a)
2.6. PROPERTIES OF THE INTERMETALLIC COMPOUNDS 57
Table 2.20: Maximum single-crystal Young’s Modulus and their directions
Value (GPa) Plane Angle†
Cu3Sn Max 162.09 xy 55.80
◦
Cu6Sn5 Max 152.61 xz 147.60
◦
†All angles are measured anticlockwise from the positive x-axis
the unit cell is shown with one edge re-oriented to the [210] direction. Alternating
planes are highlighted in yellow and the plane itself is shown in Figure 2.16(b). It
is thus seen that atoms in this plane are closely-packed with a pseudo-hexagonal
symmetry, with one Sn atom surrounded by six Cu atoms. The stacking sequence
is ABCDABCD, marked out by the three different coloured rectangles in (a) and
indicated in (b).
For Cu6Sn5, planes in the [201¯] direction are highlighted in the unit cell at
Figure 2.17. The packing of these planes is shown in Figure 2.18. Alternate chains
of Cu atoms and Sn atoms in zig-zag arrangement are seen. The coordination of
each atom is rather complex, unlike the straightforward hexagonal arrangement in
Cu3Sn.
Hence, the directions of strongest bonding predicted by the anisotropy equa-
tions for the Young’s Modulus is correlated to the nature of the packing in the
crystal structure. Finally, it should be noted that this is not a universal rule and
a few exceptions come to mind. In Molybdenum, which has a BCC structure,
the Young’s modulus is larger in the [100] direction (which is in a plane with
fourfold coordination) than the [110] direction (which is in a plane with sixfold
coordination).
2.6.6 Bounds on Polycrystalline Elastic Moduli
Using another means of indirect validation, the bounds on the polycrystalline
elastic moduli by means of the methods of Hill [102] and Hashin-Shtrikman [103,
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Figure 2.12: Young’s Modulus as a function of crystallographic direction for Cu3Sn.
The colours represent the magnitude of the Young’s Modulus while the x, y, z
coordinates represent the crystallographic directions.
Figure 2.13: Young’s Modulus as a function of crystallographic direction for
Cu6Sn5. The colours represent the magnitude of the Young’s Modulus while the
x, y, z coordinates represent the crystallographic directions.
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Figure 2.14: Young’s Modulus as a function of crystallographic direction of various
planes for Cu3Sn. Angles are measured anti-clockwise from the first-mentioned axis
in each plane.





























Figure 2.15: Young’s Modulus as a function of crystallographic direction of various
planes for Cu6Sn5. Angles are measured anti-clockwise from the first-mentioned
axis in each plane.
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Figure 2.16: The plane corresponding to 55.8◦ anti-clockwise from the positive
x-axis in Cu3Sn
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Figure 2.17: The plane corresponding to 147.6◦ anti-clockwise from the positive
x-axis in Cu6Sn5.
Figure 2.18: A two-dimensional view of the plane marked in Figure 2.17 in Cu6Sn5.
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Table 2.21: Bounds on the Polycrystalline Moduli (GGA)
Bound G (GPa) B (GPa) E (GPa) ν
Cu6Sn5
VRH Upper 47.43 95.75 122.13 0.287
HS Upper 46.42 95.64 119.87 0.291
HS Lower 46.08 95.60 119.11 0.292
VRH Lower 45.03 95.46 116.74 0.296
Cu3Sn
VRH upper 52.86 132.10 139.92 0.324
HS upper 51.73 132.03 137.26 0.327
HS lower 51.32 132.00 136.31 0.328
VRH lower 50.02 131.91 133.23 0.332
Ni3Sn4
VRH upper 66.45 117.15 167.66 0.261
HS upper 64.67 116.60 163.75 0.266
HS lower 63.94 116.40 162.15 0.268
VRH lower 62.00 115.94 157.85 0.273
Ag3Sn
VRH upper 29.43 94.45 79.99 0.359
HS upper 29.06 94.39 79.07 0.360
HS lower 28.94 94.37 78.78 0.361
VRH lower 28.47 94.30 77.60 0.363
105, 104] are calculated from the single-crystal elastic constants. From these,
comparison can be made with existing experimental data. The bounds are shown
in Table 2.21 and Table 2.22.
For all of these bounds calculated, it is seen that the HS bounds lie within
the VRH bounds, which is an expected outcome as the HS formulation has been
shown to give tighter bounds [108].
As the LDA elastic constants are larger, the bounds correspondingly obtained
are higher (Table 2.22). The VRH bounds on the Young’s Modulus suggest an
average value of 175.1 GPa for Ni3Sn4, 100.3 GPa for Ag3Sn and 161.9 GPa for
Cu3Sn. These are respectively 7.6% , 27.3% and 18.3 % higher than the corre-
sponding GGA values, and are beyond the range of experimental results and thus
leads to the conclusion that the LDA calculations over-predict the elastic values.
As such, discussion will proceed with the GGA results only.
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Table 2.22: Bounds on the Polycrystalline Moduli (LDA)
Bound G (GPa) B (GPa) E (GPa) ν
Cu3Sn
VRH upper 61.59 159.41 163.68 0.329
HS upper 60.93 158.97 162.09 0.330
HS lower 60.80 158.89 161.76 0.330
VRH lower 60.04 158.44 159.93 0.332
Ni3Sn4
VRH upper 70.45 137.47 180.51 0.281
HS upper 68.42 136.99 175.96 0.286
HS lower 67.69 136.80 174.32 0.288
VRH lower 65.78 136.25 169.76 0.292
Ag3Sn
VRH upper 36.86 126.27 100.77 0.367
HS upper 36.70 126.08 100.36 0.367
HS lower 36.68 126.06 100.30 0.367
VRH lower 36.49 125.85 99.82 0.367
For Ag3Sn, the VRH bounds for the Young’s Modulus give about 1.5% on
either side of the average value of 78.8 GPa. This average value lies within the
range of experimental results and agreeing most closely with the value of 81.4 GPa
by Ghosh [42]. The bounds also suggest a Poisson’s Ratio of 0.36 which is in
excellent agreement with the experimental results.
For Cu3Sn, the predicted mean Young’s Modulus of 136.8 GPa also lies within
the range of the experimental results obtained by nanoindentation. The HS bounds
suggest a Poission’s ratio of 0.33, which is in good agreement with the range of
experimental results (0.299 - 0.33).
The VRH bounds for the Young’s Modulus of Ni3Sn4 are 3% on either side of the
average value of 162.8 GPa. This is closer to the uncertainty usually encountered
in experiments. The average value is higher than the experimental results and lies
closer to the results obtained by nanoindentation. In the case of the Poisson’s ratio,
there is less agreement. The bounds suggest a value of 0.27. with the experimental
results (Table 2.1) ranging from 0.27 to 0.33.
The bounds for Cu6Sn5 suggest that the Young’s modulus lies at the higher
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end of the range of experimental values in Table 2.1. The predicted mean Young’s
modulus is 119 GPa, which is in agreement with most experimental values obtained
by nanoindentation. The VRH bounds are about 6 GPa wide, which is of the same
order of magnitude as the experimental error. The Poisson’s ratio reported by
Fields et al. [19] is 0.309 ± 0.012. The HS bounds suggest a value of 0.29, which
is also in good agreement with the experimental results.
2.6.7 Summary
In this section, the lattice constants and internal crystal parameters have been
calculated with DFT and found to be in excellent agreement with experiment.
With the elastic constants calculated, two sets of analysis were performed. The
elastic anisotropy was analysed and directions of the largest Young’s Modulus are
found to correspond to low-index planes in the crystal. The bounds on the poly-
crystalline elastic moduli were calculated and found to correspond to the results
obtained with nanoindentation.
2.7 Discussion
2.7.1 Limitations of the DFT calculations performed
In this chapter, DFT calculations have been performed on the crystal structure
reported experimentally. The predicted lattice constants are in good agreement
with experimental results and show the expected trend with the LDA and the
GGA functionals. The internal parameters agree to 1%, thus also validating the
accuracy of DFT calculations.
The fact that these crystal structures are observed experimentally shows that
nature assigns them to be the ground state. We did not attempt to show that DFT
predicts these structures to be the ground state. A rigorous search over all possible
2.7. DISCUSSION 65
crystal structures is not feasible as the possibilities are infinite. Recognizing this,
researchers such as Ghosh et al. [135] and Curtarolo et al. [64] have chosen to
conduct a targeted search instead, using the structures of other compounds with
similar stoichiometry as a basis for comparison. While such an analysis seems
feasible for Cu3Sn as many other intermetallics of 3:1 stoichiometry have high
symmetry and small unit cells (eg. Cu3Al and others listed in Ref [136]), this is
not feasible for Cu6Sn5 as a search of the Atlas of Intermetallic Compounds turns
up many structures of low symmetry and extremely large unit cells [118].
The accuracy of the elastic constants can be further assured with a convergence
study. However, this requires larger k-point meshes and energy-cutoffs over and
above what has already been used. Performing such a study with the intermetallics
themselves will be expensive and will require more resources than what is currently
available.
Nevertheless, effort has been made to obtain elastic constants at accuracy set-
tings that are more stringent than suggested by the software. Hence, it is believed
that these calculated values of the elastic constants are reasonable for two reasons.
• In the analysis of the elastic anisotropy, the predicted directions of largest
Young’s Modulus correspond to well-defined low-index planes, a result that
is seen in other intermetallics as well [134].
• Using these elastic constants, the polycrystalline bounds actually lie on the
upper range of the experimental data. This point will be discussed further
in the next section.
2.7.2 Comparison of polycrystalline bounds with nanoin-
dentation data
The VRH bounds and HS bounds, as well as the first-principles calculations, do
not account for the presence of defects in the material. Thus, it is expected that
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the values of the elastic moduli calculated to lie on the upper end of the range of
experimental values in Table 1, i.e. those from nanoindentation.
On the face of it, such a comparison seems reasonable as nanoindentation tests
involve only a localized region of the material and are hence less suscepible to the
adverse effects of oxidation and porosity than property measurements from bulk
materials testing.
An alternative explanation for the higher values of Young’s Modulus obtained
by nanoindentation was given by Ghosh [42] and Deng et al. [41]. It is believed
that the relatively higher results from nanoindentation could instead reflect the
Young’s Modulus of a preferred crystal orientation instead of an average over
many orientations. If this is true, then any comparison between the bounds and
the nanoindentation results will be inappropriate.
However, the experimental evidence available so far only supports this assertion
weakly. This is due to two reasons
1. The experimental conditions in studies of surface texture and nanoindenta-
tion studies differ in the length of the reflow time.
2. Studies of nanoindentation do not report the surface texture, nor the grain
size.
In studies of the solder joint with reflow times up to 330 s, Prakash and Sritha-
ran reported a surface texture of < 102 > and < 101 > in Cu6Sn5 [38]. Also, Suh
et al. [39] reports of preferred crystallographic orientations between Cu6Sn5 and
Cu in the solder joint in the first 4 minutes of solder reflow that minimizes the
misfit between the two crystal structures. However, with reflow time extending to
8 mins, Cu3Sn is formed between Cu6Sn5and Cu and the phenomenon of preferred
orientations disappears.
In contrast to these two studies, most studies using nanoindentation cited in
this study report long annealing times in order for the intermetallic layer to grow
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to a thickness sufficient for indentation experiments to be conducted accurately.
Deng et al. [41] and Chromik et al. [44] required two weeks of annealing time
using diffusion couples, while Tsai et al., using Sn deposited on Cu films, required
a total of 140 hours [51]. Only Jang et al. used a reaction time of 2 hours [47].
In these studies, no studies of the crystal orientation were made. There are also
no reports of the mean grain size in these studies, thus nothing is known of the
likelihood of the nanoindentation being done within a single grain (ie. done on a
single-crystal).
Using the data in Figure 2.13, a cumulative distribution function is constructed
for the probability that the Young’s Modulus of any orientation E∗ will not exceed
a particular value E, ie P (E∗ ≤ E), and shown in Figure 2.19. The Young’s
Modulus obtained with nanoindentation for Cu6Sn5 range from 110 GPa to 125
GPa (Table 2.1). Using this range, it is found that P (110 ≤ E∗ ≤ 125) = 0.543
ie. 54.3 % of the orientations have a value of the single-crystal Young’s Modulus
between 110 GPa and 125 GPa. This shows that, even if the nanoindentation
results do indicate the Young’s Modulus of any preferred texture, the scatter in
the experimental results point to a large proportion of orientations having the
range of Young’s Modulus.
To summarize, in the study by Suh et al., using reflow times of not more
than 4 mins, suggests that any surface texture in Cu6Sn5 disappears with an
increase in reflow time, due to the subsequent formation of Cu3Sn. Studies using
nanoindentation required a much longer reflow time to obtain an intermetallic
layer of sufficient thickness. Analysis of the single-crystal Young’s modulus of
the various crystallographic orientations also shows that a large proportion of the
orientations have values that lie within the range of experimental results. As such,
there is no reason so far to believe that a comparison between the polycrystalline
bounds and the nanoindentation data is inappropriate.
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Figure 2.19: Cu6Sn5: Cumulative Distribution Function for the single-crystal
Young’s Modulus of Cu6Sn5
























Calculations with Density Functional Theory, using the planewave-pseudopotential
method, have been performed to obtain the lattice constants and elastic constants
of four intermetallic compounds, Cu6Sn5, Cu3Sn,Ag3Sn and Ni3Sn4. The bounds
on the polycrystalline elastic moduli obtained using the single-crystal elastic con-
stants calculated lie on the upper end of the range of experimental results, co-
inciding with those obtained with nanoindentation. This indirectly validates the
elastic constants that were calculated for Cu6Sn5 and Cu3Sn.
The main contributions of this chapter are as follows.
1. Predictions have been made for the hitherto unknown single-crystal elastic
constants of Cu6Sn5 and Cu3Sn.
2. Bounds on the polycrystalline elastic moduli for Cu6Sn5 and Cu3Sn have
been obtained using single-crystal elastic moduli calculated with DFT. It
was shown that these bounds coincided with the experimental data obtained
by nanoindentation.
3. The calculated lattice constants were found to be in excellent agreement with
published experimental data, with the GGA functional producing results
that were no more than 2%.
4. From the elastic anisotropy data calculated , it was shown that the directions
of highest single-crystal young’s modulus coincided with planes of closely-
packed atoms.
5. For these intermetallics, the GGA functional produces results closer to ex-
perimental data than the LDA functional.







Among all the atomistic calculation methods, ab-initio calculations with DFT
stand as one of the most computationally intensive. With several reasonable ap-
proximations to Schro¨dinger’s Equation, it can predict the fundamental material
properties of materials quite accurately, as seen from the previous chapter, ob-
taining values of the same order of magnitude as that obtained in experiments.
However, the number of atoms that can be involved in the calculations is very
small, in the order of tens of atoms, and this limits its usefulness significantly.
Many atomic-scale problems require many more atoms than that currently
achievable by DFT. One example is the fracture of materials. Although it is of-
ten seen to occur on the macroscopic level, it is fundamentally an atomic-level
phenomenon as it involves the breaking of bonds between atoms. Simulating the
propagation of a crack requires a system size of at least thousands of atoms, as
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demonstrated in studies like those by Becquart et al. [139]. This would be in-
tractable with ab-initio methods such as Car-Parrinello Molecular Dynamics [140]
unless the most sophisticated computing facilities are employed.
As such, the Molecular Dynamics (MD) method is the method of choice. The
primary input of MD simulations is the interatomic potential, which is the en-
ergy function that describes the behaviour of a system of atoms. The simplest
example is the potential energy function of a linear spring, which has a quadratic
form. Atoms are treated as particles with mass. With this interatomic potential,
Newton’s second law is applied to determine how the atoms should move. By
assembling a system of atoms and studying their motion, the system-level phe-
nomena that arises can be studied.
The vast majority of MD studies have been with materials that are techno-
logically important and have crystal structures of high symmetry, such as copper
and silicon. However, intermetallic compounds are slowly gaining technological
importance. The role of Cu6Sn5 in the solder joint has already been described
in Chapter 1, and several other uses of the intermetallic compounds found in the
solder joint have been described in Chapter 2.
The problem of the single-crystal properties of Cu-Sn intermetallic compounds
has been tackled with DFT in the previous chapter. In order to go one step further
and gain an understanding of the atomic-scale phenomena in these intermetallic
compounds, an interatomic potential for the Cu-Sn system that can be used in
MD studies has to be developed. The work in this chapter focuses on the simpler
NiAs structure for Cu6Sn5 reported by Gangulee et al [109].
3.1.2 Molecular Dynamics Method
The use of Newton’s Second Law to determine the motion of atoms is an ap-
proximation, given that the interactions between atoms is fully described by the
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Table 3.1: Physical constants and values used in calculating the Thermal de Broglie
wavelength of Cu
Constant Symbol Value
Boltzmann Constant k 1.380650410−23 J K−1
Planck Constant h 6.62606896× 10−34 J s−1
Atomic mass unit amu 1.660538782× 10−27 kg
Mass of a copper atom m 63.546 amu
Schro¨dinger’s Equation. The justification for this approximation comes from a
result from the statistical mechanics for ideal gases. The de Broglie hypothesis
states that all matter has an associated wavelength, and for a single particle it is
inversely proportional to the momentum. The analogous concept for an ideal gas






It has been shown that the quantum nature of the particles becomes unimpor-
tant when Λ is much less than the mean separation between particles, i.e. classical
newtonian mechanics takes over [141]. The value of Λ for a Cu atom can be cal-
culated at 300 K. Using values of the physical constants from Reference [142] and
summarized in Table 3.1, Λ ≈ 0.126A˚. At 300 K, this comes to approximately 5%
of the nearest-neighbour distance in the FCC Cu crystal of 2.56 A˚. Therefore, it
is shown that it is valid to use Newton’s Second Law as an approximation.
Thus, using Newton’s Second Law, the essentials of the Molecular Dynamics
algorithm can be illustrated with a spring-mass system. Consider a linear spring
connecting two particles i and j at a separation of rij. The potential energy φ and




k(rij − r0)2 and f(rij) = −k(rij − r0) (3.2)
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where r0 is the equilibrium distance.
If N particles are connected with springs to each other in three-dimensional







The force on each pair of interacting particles i, j is given by the derivative of
φ(rij) with respect to the individual components of the distance vector
~fij = −∇φ(rij) (3.4)
In order to discover the resulting trajectories, Newton’s second law must be







where ~ri is the position of atom i.
Applying the central-difference approximation to the second derivative results
in the Verlet algorithm [143]




where ~ri(t) is the position of atom i at time t, and ∆t is a small time increment.
This suggests that, with a suitable choice of the potential energy function φ(rij),
it is possible to study the trajectories of a collection of atoms once the forces are
known using Newton’s Second Law.
3.1.3 Types of Interatomic Potentials
In the previous section, it is seen that the sole input that determines the motions of
the atoms is the potential energy function, which is usually termed the “interatomic
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potential”. Thus, examining the various choices available and understanding their
implications for the resulting behaviour of atoms is important. In this section,
some examples are illustrated.
Pair potentials
The simplest functional form for the energy of a system of atoms is a sum of
pairwise interactions, often termed as a “pair potential”, which is the expression
in Equation (3.3). The function φ(rij) can take many forms, such as the Morse
function [144]. Parameters for the Morse function have been proposed to model
FCC metals [145, 146, 147].
Morse function: φ(r) = D [exp(−2α(r − ro))− 2 exp(−α(r − ro))] (3.7)
However, pair potentials have one fundamental deficiency in the case of metals.
It can be shown that the elastic constants with a pair potential is constrained to
c12 = c44. However, most metals do not show this behaviour in nature [132].
Embedded Atom method
The Embedded Atom Method [148] was developed to overcome these disadvantages
by adding a many-body term to the total energy of each atom. The energy of a










Fi(ρ¯) is usually termed the “embedding function”. The argument to the em-






Initially, ρ is thought of as an electron density, but is later treated by later
authors as another fitting function.
The EAM is applicable only to materials with c12 > c44 [149]. In order to
model materials with c12 < c44, including Cu6Sn5, many modifications of the
EAM have been proposed. One important modification was proposed by Baskes
in 1992, termed the Modified Embedded Atom Method (MEAM) [150]. It involves
modifying the expression of the electron density in Equation (3.9). The MEAM
will form part of the subject matter of this chapter and details will be given in
later sections.
3.1.4 Challenges with developing an interatomic potential
for Cu-Sn
Having described the types of mathematical models used, the progress in the
scientific community regarding the development of interatomic potentials will be
briefly described in order to set the context for the objectives of this study.
Developing an interatomic potential is essentially empirical and a highly arbi-
trary process. A set of mathematical functions with unknown parameters is chosen
within a functional form (e.g. the EAM), and a set of material properties is cho-
sen as the target properties to be reproduced by the potential. An optimization
process is then carried out to find the parameters that results in the functions
reproducing the target properties.
The vast majority of interatomic potential development work has been for tech-
nologically important materials like silicon and copper, both of which have cubic
crystal structures. Because of the empirical nature of the potential-fitting process,
deficiencies in existing potentials continued to be reported and new potentials need
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to be continually developed. For example, the Stillinger-Weber potential for silicon
[151] was found to result in ductile fracture of silicon [152], and this led to further
attempts to develop potentials that showed the correct brittle behaviour.
A cubic crystal structure has several features that simplify the process of de-
veloping an interatomic potential. Firstly, it has only one lattice constant, and
thus the energy-volume relationship depends only on one degree of freedom. It is
thus much easier to ensure that the potential reproduces the ground-state lattice
constant. Secondly, most of the cubic crystal structures have no internal degrees
of freedom. Hence, zero force on each atom is guaranteed and there is no need
to explicitly ensure that the atoms in the basis are in equilibrium. Even so, this
is no guarantee that the resulting potential predicts the cubic structure to be the
ground state. For example, Heino et al. showed that a potential developed for
FCC copper had a negative stacking fault energy [153]. In other words, the poten-
tial predicts that hexagonal close-packed structure is more stable than the FCC
structure, which is of course erroneous. This is one example which shows that
the process of developing an interatomic potential is never perfect and can lead to
unintended results.
Interatomic potentials have also been developed for many alloy systems, and
one of the systems that has attracted a lot of attention over the past twenty years
is the Ni-Al system. Voter-Chen demonstrated that by taking different Embedded
Atom Method (EAM) potentials for Ni and Al and combining them with a rule of
mixtures will not result in a workable potential for Ni-Al alloys [154]. Subsequently,
work has continued on developing new potentials for NiAl, such as Mishin’s effort
in 2002 [155].
Ideally, an interatomic potential for an A-B alloy system should fulfill the fol-
lowing requirements. It should reproduce as many of the equilibrium compounds
that occur between 100% A and 100 % B. For each equilibrium compound, the
crystal structure, enthalpy of formation and elasticity properties should be repro-
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duced. Other crystal structures with the same stoichiometry should have a higher
energy.
For the Cu-Sn system, there are many intermetallic compounds, many of
which have complicated crystal structures of low symmetry such as the monoclinic
Cu5Sn4 [156] and the orthorhombic Cu3Sn [117, 116]. It would be an immense
task to meet all the ideal requirements stated above. Therefore, in this study, the
potential fitting process is focused on one compound, Cu6Sn5.
The study described in this chapter aims to achieve the following objectives.
The monoclinic structure of Cu6Sn5 will make the fitting process extremely compli-
cated as there are 13 elastic constants to reproduce. Therefore, a simpler substitute
will be the hexagonal NiAs structure of Cu6Sn5 reported by Gangulee et al. [109],
which has five elastic constants. The existing Cu-Sn MEAM potential used in a
study of the deposition of Cu atoms on Sn surfaces [157] cannot reproduce the
NiAs structure accurately, which will be described later in this chapter. Currently,
a search of the scientific literature has not found any MD study that involves com-
pounds with the NiAs structure. Therefore, this study will examine if it is feasible
to develop an interatomic potential that reproduces the experimental lattice con-
stants and the elastic properties of the structure of B8 CuSn. The existing MEAM
potential used by Aguilar et al. [157] will be improved upon. This will be done by
finding new parameters in the MEAM functions that reproduce the properties of
CuSn using an optimization procedure.
Apart from CuSn, there are many intermetallic compounds that have the NiAs
crystal structure as their basis [158, 136]. Many of these intermetallic compounds
show promising uses in technology. One example is MgTe, a semiconductor having
potential applications in optics and high-temperature electronics [159]. The vast
majority of MD simulations have been with technologically important materials
such as copper and silicon. Showing that it is feasible to conduct MD simulations
with the NiAs structure will greatly expand the possibilities of MD simulations,
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and broaden our knowledge of these materials.
3.1.5 Overview
The rest of this chapter proceeds as follows. Section 3.2 surveys the existing
scientific literature on the development of interatomic potentials. Methods for
obtaining interatomic potentials for one atomic species are described. Follow-
ing which, complications arising from including more atomic species and complex
crystal structures are reviewed.
In section 3.3, the theoretical aspects are introduced. Basic definitions and
notation are laid out first. Pertinent aspects of the MEAM are explained and the
MD software written is described. The section concludes with a description of the
various optimization techniques used in this chapter.
Following which, section 3.4 describes the inputs needed to obtain an inter-
atomic potential for Cu-Sn interactions. Results from calculations done to fill in
gaps in experimental data are reported, and choices that need to be made for the
MEAM are described.
The parameters obtained for the interatomic potential, and the validation tests
conducted with it are described in section 3.5. These results are discussed in section
3.6 and summarized in section 3.7.
3.2 Literature Review
3.2.1 Introduction
In this literature review, various aspects that concern this work on MD are re-
viewed. The interatomic potential is integral to MD simulations, and an under-
standing of the development of interatomic potentials is important for two reasons.
Firstly, it is to learn what the existing methods are so that a choice could be made.
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Secondly, it is necessary to understand the limitations that could occur with the
use of MD potentials, so that a realistic expectation of what could be achieved can
be gained.
Nevertheless, because of its computational efficiency relative to ab-intio calcu-
lations, the MD method allows simulation of realistic experimental situations such
as nanowires and nanoindentation and thus facilitates a deeper understanding of
the underlying atomic processes that are taking place.
3.2.2 Interatomic Potentials
The interatomic potential is the sole input that determines the atomic interactions
in the framework of the Molecular Dynamics method. A functional form for the
energy expression is chosen and then the mathematical forms of the individual
component functions are decided upon. Subsequently, to conduct MD simulations,
parameters available in the literature can be chosen or new parameters can be
obtained by fitting the functions to a database of properties that the potential is
expected to reproduce.
The first interatomic potentials for metals appeared in 1959 with parameters
developed for the Morse potential [145]. The pairwise potentials have a funda-
mental deficiency in which they constrain the crystal to have elastic constants
c12 = c44. However, an examination of a list of the elastic properties of metals
reveals that such a condition is hardly present [132].
To solve this fundamental flaw, the Embedded Atom Method (EAM) by Daw
and Baskes [160, 148] has an additional term to the total energy equation, which
results in c12 > c44 [149]. This is satisfied for many transition metals. For materials
with c12 < c44, many methods have since been proposed to accomodate them, such
as the Modified Embedded Atom Method [150]. Details of these methods will be
discussed in the next section.
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An important quality of interatomic potentials is its transferability, which is
the extent of its applicability to diverse situations. Even when existing potentials
for a material exist, a new potential is developed because the potentials show some
deficiency in describing some situation that needs to be simulated. For this reason,
technologically important materials such as copper or silicon have many different
potentials because of the diverse situations these materials are used in.
In early studies with the EAM, the choices for the mathematical functions were
guided by physical considerations. For example, Voter and Chen chose the Morse
potential for the pairwise function, and an expression for the electron density
that was similar to that found for the orbitals in hydrogen [149]. Most early
development work on interatomic potentials focussed on fitting a limited number
of experimental data only with well-defined analytical functions, such as those by
Oh and Johnson [161, 162].
In order to improve the transferability of potentials, improvements continued to
be made to the potential development process, primarily by expanding the number
of material properties to be reproduced. First-principles data would also be used
to fill gaps in the database where no experimental data is available. Consequently,
physical considerations were abandoned and mathematical functions were chosen
based on the flexibility that they afforded. One example is the study for Cu
by Mishin et al.. The fitting databases was augmented with first-principles data
and analytical functions with larger sets of parameters were used[73]. These data
consist mainly of energies of various structures and atomic configurations, such as
the surface energy.
Another approach to improve the transferability of interatomic potentials is
known as the “force-matching method”, developed by Ercolessi and Adams [163,
164, 165]. This approach involves conducting first-principles molecular dynamics
calculations with various configurations of atoms (e.g. clusters, unit cells). The
data from these simulations are included in the fitting database. The fitting would
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then be done by optimizing the potential functions to reproduce the interatomic
forces in these configurations. Due to the large amount of data involved, cubic
splines with many knots would be used.
A result of all the various methods to develop interatomic potentials in the
quest for better transferability is that for certain technologically-important mate-
rials, such as copper and silicon, a large number of potentials are available in the
literature.
The use of a large database is no guarantee for a wide-ranging transferability.
One example in the literature is the Aluminium potential developed by Ercolessi
and Adams (“EA potential”) [163] using the force-matching method. Liu et al.
found that the EA potential was deficient in predicting the stacking fault energy
[165] and used the force-matching method to adjust the potential. Boyer et al.
compared two potentials for aluminium in predicting the shear stress-displacement
response [166]. The first potential was developed by Mishin et al [167] using a
database of structural energies, and the other, the EA potential. It was found
that the Mishin potential performed better by giving a prediction of the ideal
shear stress closer to that obtained by Density Functional Theory [166].
At the same time, there is a suggestion to move towards a simpler description
of materials. Baskes proposed a Lennard-Jones EAM model with only two param-
eters [168]. With only two parameters, an understanding of their effect and the
effect of the many-body term on various quantities commonly calculated with MD
can be gained with exceptional clarity [169].
3.2.3 MD simulation of materials with complex structures
The vast majority of MD potentials have been developed for cubic materials due
to the relative simplicity. Recently, there have been some attempts to apply the
MEAM to materials with more complex crystal structures of lower symmetry.
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There are several challenges involving this.
Firstly, there is a need to ensure that structures of higher symmetry have
higher energy than the structure found in nature. For example, Si in the diamond
cubic (DC) structure has four first-neighbours. However, the pairwise potential
cannot reproduce this structure because at the equilibrium distance, the pairwise
potential lowers the energy of the system as more bonds are added. This means
that, under a pairwise potential, the face-centered cubic structure with twelve
first-neighbours will always have a lower energy than a DC structure. As such,
selecting an appropriate energy functional is crucial.
Secondly, structures of lower symmetry have more properties that need to be
reproduced by the interatomic potential. For example, an orthorhombic crystal
has nine independent elastic constants. There may also be internal degrees of
freedom that must be reproduced. Experimental data may also be sparse and
gaps must be filled by tedious ab-initio calculations. Phase transformations at
various temperatures may exist and ensuring that the potential predicts them can
be tricky.
There have been a few studies in the literature that try to overcome these
challenges. Baskes et al. developed a MEAM potential for Gallium [170], which
has an orthorhombic structure in nature. However, Baskes used a hypothetical
FCC structure for Ga in the fitting database, obtaining its properties from ab-
initio calculations. Validation of the resulting potential was then carried out by
predicting the lattice constants and elastic constants of orthorhombic Gallium.
Even though α-Sn also has a DC structure like Si, there seems to be far fewer
interatomic potentials developed for Sn. Presumably this is due to the challenge
of reproducing the phase transformation of α-Sn to tetragonal β-Sn. A potential
with two-body and three-body terms for α-Sn was developed by Liu et al. [171].
Ravelo et al. developed a MEAM potential for Sn that predicted with reasonable
accuracy the elastic constants of α-Sn (DC) and β-Sn (tetragonal, with two lattice
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constants) [172]. The α → β phase transition temperature was predicted to be
283 K, in excellent agreement with the experimental value of 286.3K.
3.2.4 MD simulation of materials with two or more atomic
species
Developing a potential for two atomic species has far more challenges than de-
veloping for one. Apart from the same challenges that are found in developing
potentials for low-symmetry structures, there are some additional challenges due
to the existence of compounds formed by both species.
Firstly, a decision has to be made on how the interaction between the two
atomic species is obtained. Very often a larger database has to be involved ie. for
species A and B, and compound A-B. More parameters are needed to accomodate
this larger database. Some authors have also attempted to develop potentials
that are transferable between different compounds of AB. This is not a trivial
task, as many intermetallic compounds have compounds with complicated crystal
structures.
The development of the EAM enabled potentials for alloys to be developed.
The Ni-Al system has attracted a great deal of interest from the early days of the
EAM. Foiles et al. showed that it was feasible to use the EAM to describe the
properties of Ni3Al [173]. Because of the empirical nature of the fitting process,
there is no guarantee that a potential fitted to a particular alloy structure will
predict that structure to be the ground state. For example, the energies of defects
could turn out to be negative, which suggests that there is another structure that
is the ground state. This was illustrated by Voter and Chen’s attempt to develop
an EAM potential for Ni-Al [154]. They found that it was necessary to include
the energies of defects (e.g. anti phase boundary) in the fitting database so that
the potential would not predict these energies to be negative.
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Potentials have been developed to try to predict the properties of other inter-
metallic compounds and binary alloys. With the MEAM, Baskes et al. developed
a Mo-Si potential and used it to predict the elastic properties of the three stable
intermetallic compounds MoSi2, Mo3Si and Mo5Si3 [174]. Only the bulk modu-
lus of MoSi2 and the enthalpy of formation of the three compounds were used in
fitting the Mo-Si interactions. Baskes et al. reported that while the agreement
with experiment for the elastic constants of Mo5Si3 was remarkable, predictions
for MoSi2 included a value of c44 that was 10% that of the experimental value.
The MEAM study of Ni-Zr alloys by Cherne et al. employed a similar method-
ology in obtaining the Ni-Zr interactions and predicted elastic constants of NiZr2
that were in good agreement with experiment results[175]. A discrepancy of more
than 90% in the value of c66 was found, with Cherne et al. suggesting that the
experimental value of 5.62 GPa could possibly be in error. However, it is unclear
as to why no ab-initio calculations were performed to resolve this matter. Excel-
lent predictions for the cohesive energy and enthalpy of formation of various Ni-Zr
phases were obtained, with only minor disagreements for two phases.
MD simulations with the MEAM have also been applied to problems in the
electronics industry. Hai Dong et al. used the Ag-Sn MEAM potential to studying
the interdiffusion behaviour of Ag and Sn nanoparticles [176]. Using one sphere
of Ag atoms and one sphere of Sn atoms, they studied how the two nanoparticles
diffused into each other at temperatures of 500 K and 800 K. The study con-
cluded that a mixture of Ag and Sn nanoparticles could be feasible in soldering
applications.
Heino was motivated by the possibility of Ta as a diffusion barrier in electronics
component to study the diffusion properties of the Ta-Si interface with the MEAM
potential [177], showing that the energy of the interface is negatively correlated
to the width of the interface. Motivated by contradictory results in experimen-
tal studies, Kuo et al. studied the nature of the Au-Si interface [178] with MD
3.2. LITERATURE REVIEW 85
simulations and provided a prediction of its nature.
The MEAM has also been used in surface science studies. Aguilar et al studied
the deposition of Sn on Cu surfaces and found that the resulting 2D alloys that
were predicted to form on the surface were consistent with experiments [157]. In
an earlier study by the same authors, the MEAM was found to predict quite well
the diffusion activation energies for Cu in Sn and vice versa [179].
There have been even fewer attempts to develop interatomic potentials for
three atomic species. van Beurden et al. developed a MEAM potential for CO-Pt
(carbon monoxide-platinum) interactions by treating the CO molecule as a single
species [180, 181]. The potential was used to study CO-Pt surface reconstruction.
Kuo et al. extended the Au-Si potential developed earlier to a ternary Au-Si-O
system [182]. It involved fitting to the structure of quartz which is hexagonal and
has four internal coordinates, a highly challenging process as there is no guarantee
that the forces on each atom will be zero. Consequently, the elastic constants were
not involved in the potential process, presumably to reduce the complexity.
3.2.5 Conclusion
In studies to obtain MD interatomic potentials, advances in both the potential
fitting process and the theoretical underpinnings have been seen. The scope of ma-
terial properties to be reproduced have expanded to include interatomic forces cal-
culated from DFT. From the simple pairwise potential for metals in 1959, progress
has seen the development of the MEAM as a functional form to model the atomic
interactions in metals.
Despite such progress, the process to obtain an interatomic potential still in-
volves making many arbitrary choices, both in the mathematical functions and in
the material properties to be reproduced. The empirical nature of this necessarily
leads to a reduced accuracy compared to calculations with the computationally
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intensive Density Functional Theory. Baskes et al. speaks of a “Morton’s Fork”,
which is a choice between two equally unpleasant alternatives [183]. Compared
to established computational methods at the continuum level such as the Finite
Element Method, the MD method and computational materials science is still in
its infancy. This is despite the scope of MD having grown in tandem with the
advance in computing technology and advances in the theoretical knowledge[184].
This has not deterred researchers from making the best out of the MD method,
as can be seen from the many studies described in this literature review. More
alloy systems are being studied by MD. Kuo et al. pointed out that while their
studies were limited by the relative inaccuracy of the MD method, their results
nevertheless could provide “interesting talking points and go some way towards
taking a computational position on the detailed nature of the Au/Si interface”
[178]. As the understanding of MD continues to improve, it will slowly improve
on its promise to enable insights to be gained in understanding the behaviour of
materials.
3.3 Theory
3.3.1 Notation and Definitions
Mathematical Notation
The mathematical notations in the MD literature have not been universally ac-
cepted yet. Often, the same quantity is described with various symbols. As such,
it is necessary to set out the definitions of the symbols used in this chapter to
avoid ambiguity.










and the interatomic distance is






























In this work, the summation notation is somewhat simplified. The limits of
summation are omitted. The summation index i will be used for the atom of
interest, while j will be for its neighbours. It is then understood that the limits
of summation is the total number of atoms and the total number of neighbours
respectively. When α, β or γ is used as a summation index, it represents the three
coordinate directions. They are summarized in Table 3.2.
Describing interactions in the crystal
“First neighbours” or “nearest neighbours” of an atom refers to the surrounding
atoms that are closest to an atom under consideration. This idea can then be
extended to “second neighbours”, “third neighbours”, and so on. This is illus-
trated in Figure 3.1 for the FCC structure, projected in the (100) plane. The first
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Table 3.2: The different summation symbols in use.
Symbol explanation∑
i
summation over all the atoms in the system∑
j
summation over all the neighbours of atom i∑
j>i
summation over all the neighbours of atom i whose in-
dices are greater than itself∑
α
summation over the three coordinate directions.
Figure 3.1: FCC lattice in 2D projection. “First neighbour” and “second neigh-
bour” shells of shaded atom are indicated.
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neighbours and second neighbours are indicated by the circles of increasing radii
respectively.
For the cubic crystal structures introduced in most foundational materials sci-
ence textbooks, their usual descriptions will be used, namely face-centred cubic
(FCC), Body-centred Cubic (BCC) and Diamond-cubic (DC). When there is no
risk of ambiguity, the general description of the seven crystal structure types will
be used, namely tetragonal, trigonal, hexagonal, cubic, triclinic, monoclinic and
orthorhombic. Finally, to identify a specific crystal structure, the Strukturbericht
system of notation will be used.
Definition of physical quantities
One definition of the cohesive energy, Ecoh is given by Marder as the “energy
needed in order to rip a sample apart into a gas of widely separated atoms” [89].
It can also be thought of as the difference in energy between a free atom in a
vacuum and an atom in a crystal. The cohesive energy is useful when considered
on a per-atom basis. In MD simulations, the free atom is defined to be at an
energy level of 0 eV. A typical value of the cohesive energy for FCC Cu is -3.62
eV/atom [150]. This means that each atom in the FCC crystal needs 3.62 eV to
become a free atom, and a free atom loses 3.62 eV when it goes into the crystalline
state.
3.3.2 Modified Embedded Atom Method
The EAM has enabled many successful MD simulations of metallic materials to
be carried out. However, materials that have c12 < c44 cannot be described by the
EAM. Such materials include the Group IV elements such as Carbon and Silicon.
Earlier potentials for silicon, such as the Stillinger-Weber potential [151], typically
included a three-body term that depended on the angles between atoms so that
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the c12 < c44 can be reproduced. There have been many modifications to the EAM
functional form proposed to include angular effects. In 1992, Baskes proposed a
modification which he termed as the Modified Embedded Atom Method (MEAM)
[150].
Screening
The feature that is novel to the MEAM is the “screening” of atoms. In short, it
involves the calculation of a parameter Sij for each interacting pair of atoms, and
this parameter is multiplied to all pairwise functions in the interatomic potential.
The screening procedure begins by considering each of the atoms k that lies
between the atom pair of interest i and j. For each atom k,a parameter C is
calculated. C is derived from the equation of the ellipse i − j − k whose major
axis has a length of rij, illustrated in Equation (3.14). x and y are the distances











When rearranged to involve only the interatomic distances, the expression of
the C parameter is obtained (Equation (3.15a)).
C =
2(Xik +Xjk)− (Xik −Xjk)2 − 1













Arbitrary limits are placed on the value of C, where the upper limit is called
Cmax and the lower limit is called Cmin. Atom k is said to “fully screen” i-j if
C < Cmin, and said to “partially screen” i-j if Cmin < C < Cmax. There is no
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screening if C > Cmax. This is illustrated in Figure 3.2.
The effect of the screening i.e. the value of C together with the limits Cmin
and Cmax is translated into a factor sijk. Two forms have been proposed and they
are listed in Equations (3.16) and (3.17).















1 x ≥ 1
[1− (1− x)4]2 0 < x < 1
0 x ≤ 0
(3.17b)
Finally, the cumulative effect of all the partial screening is represented by a
product of all the sijk into a factor Sij. This factor is multiplied to all the functions





A few observations can be made about the screening procedure. More than one
atom can screen each atom pair. Total screening occurs as long as one screening
atom has C < Cmin. The value of Cmin determines whether an atom pair is
totally screened or not, and hence changing Cmin controls the extent of the nearest-
neighbour interactions. There is no screening when all the C values of the atoms
are larger than Cmax. The extent of partial screening, which is represented by
the value of sijk is controlled by the difference between Cmax and Cmin. Partial
screening occurs as long as the set of all the screening atoms have C > Cmin. This
discussion is summarized in Equation (3.19). Finally, to turn off screening, one
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Figure 3.2: Illustrating the screening in the MEAM.
can set Cmin = Cmax = −0.01.
Total Screening: min(Ck) < Cmin (3.19a)
Partial Screening: min(Ck) > Cmin (3.19b)
No Screening: min(Ck) > Cmax (3.19c)
To summarize, the screening procedure is best illustrated by the following
algorithm.
Algorithm 3.1 Screening.
Set Sik = 1.
















Figure 3.3: Two cases to explain the MEAM Screening Procedure. For Case 1,
C = 3 and for case 2, C = 1
3
.
2. If C < Cmin, Sik = 0 and exit.
3. If C > Cmax go to next atom.
4. If Cmin < C < Cmax, calculate sijk and multiply with Sij.
The screening parameters play a role in controlling the extent of the atomic
interactions. Consider the two cases shown in Figure 3.3 . A triangular lattice is
shown, which is the (111) plane in the FCC structure. Two cases of screening are
shown. In each case, the atom marked “k” screens the pair “i” and “j”.
For case 1, the distance i-j corresponds to the first neighbour distance in an
FCC cell and C = 3. Therefore in order for this interaction not to be screened at
all, Cmax must be set to be less than 3, and in most MEAM studies involving the
FCC structure, it is chosen to be 2.8.
Case 2 shows a third neighbour interaction and C = 1
3
. (The second neighbour
interaction occurs in the (100) plane at a distance of
√
2r). If the interaction
between atoms is to be allowed up to third neighbours, for partial screening, Cmin
must be set below this value of one third.
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Embedding Function
The next feature of the MEAM that is different from the EAM is the design of
the Embedding function. In the MEAM [150], the argument ρ¯ to the embedding
function is expressed as
ρ¯ = ρ(0)G(Γ) (3.20)
The mathematical expression of Γ, which is the argument of the function G(Γ)
is given by
Γ =
t(1)(ρ(1))2 + t(2)(ρ(2))2 + t(3)(ρ(3))2
(ρ(0))2
(3.21)
In equation (3.21), the parameters t(1), t(2), t(3) are weights to be determined in
the fitting process. There are four “partial electron densities” represented by the











































Each of the partial electron densities contains a function called the “atomic








j . Each of these func-




j = exp(−β(h)r∗) (3.23)
where the index h = 0, 1, 2, 3.
r∗ is the reduced interatomic distance and is set to be zero at the equilibrium





The partial electron densities also contain the terms xα, xβ and xγ. These are
the direction cosines for the interatomic distance vector and the subscripts α, β, γ
are summation indices for the three coordinate directions. In other words, the





Due to the presence of the direction cosine terms, the partial electron densities
capture the effect of different atomic coordination. The same atom in different
crystal structures will have different atomic coordination. It will be surrounded by
different numbers of atoms in different ways. For example, an atom in the BCC
structure is surrounded by eight first neighbours, while it will have twelve first
neighbours in the FCC structure. The partial electron densities will then be able
to capture the difference between the two. Thus, it has been commented by van
Beurden et al. that it is more accurate to think of the electron density ρ¯ as an
”effective coordination number” [187].
Hence, the significance of the parameter Γ is that it accounts for differences
in atomic coordination by combining the effect of the four partial electron density





1 + Γ (3.26a)
G =
2
1 + exp(−Γ) (3.26b)
To understand the effect of this multiplier, it can be noted that setting G as a
constant value of 1 recovers the EAM. Finally, the form of the Embedding Function
follows Baskes’ original definition [150],







where A is a scaling parameter, Z is the number of first neighbours and Ec is
the cohesive energy.
Pairwise Function
The pairwise function is typically defined by requiring that the potential reproduce
exactly the Universal Equation of State Eu (UES) by Rose et al. [188]. The UES
is an energy-volume relationship for the crystal, and it is defined as
Eu = −Ecoh (1 + αr∗) exp(−αr∗) (3.28)
r∗ is defined in equation (3.24). Given the Bulk Modulus B, equilibrium volume
per atom Vo and cohesive energy Ecoh, the parameter α in Equation 3.28 combines





For a monoatomic crystal where each atom has Z first neighbours at a distance
of ro, for each atom, there is a total of Z pairwise energies φ(ro). Since each




Zφ(ro). Adding the embedding function gives the total energy per




Zφ(ro) + F (3.30)





[Eu − F ] (3.31)
Since Eu is equal to the total energy of the crystal, this procedure ensures that
the cohesive energy of the atom Ecoh is always reproduced exactly. For compounds,
this procedure can be adapted by considering the various types of interactions in
the crystal.
To summarize, the relationship between the three potential models is shown in
Figure 3.4.
Force Expression
The total force on an atom a in a particular direction can be calculated by taking
the derivative of the energy of the entire system with respect to the coordinate of
the same direction. Hence, for the force in the x direction,
fa,x = − ∂E
∂xa
(3.32)
For a system under the EAM or a pair potential, this can be reduced into the
more efficient manner of calculating the force due to each pair of interacting atoms.
However, this is not possible due to the presence of the screening parameter, Sij
which is a combination of three-body terms. Therefore, in general, the force on
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The detailed expressions in these equations are given in Appendix C. These
expressions demonstrate that the force calculation is computationally intensive.
In order to find the forces on all the atoms, a quadruple for-loop is needed. For
N atoms with P neighbours each, this results in a force calculation that is of the
order O(N 2P 2).
Development of the MEAM
Along with the description of the MEAM, the first parameters for the MEAM
were first published in 1992 by Baskes[150]. However, some of the β(h) parameters
were chosen in an arbitrary manner. Hence, many studies that revised the pa-
rameters for specific materials soon resulted. Baskes compared four combinations
of choices of β(1), β(3), Cmin and G(Γ) for Ni [186] in order to determine which
set provided the best predictions of a database of energies. Satou et al. adjusted
some of Baskes’ original parameters for Vanadium to obtain better predictions of
its elastic properties [189]. Van Beurden et al. found new parameters for Pt using
energies calculated from DFT in the fitting database and ignored the screening
procedure, pointing out that it introduced different behaviour and physics into
the simulations[187].
There have also been some modifications to the functions used in the MEAM.
Baskes initially conceived the MEAM with the atomic interactions limited to first
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neighbours [150]. Lee et al. developed MEAM potentials for FCC metals [190]
and BCC metals [191] showing how the functions could be obtained with second
neighbour interactions [192]. Xiaoying et al. modified the Embedding Function
by adding a parameter κ (Equation (3.35)) in their attempt to develop better
potentials for BCC metals [193].










Heino [177] and Kuo et al. [178, 182] included an additional parameter ρ0 in


































Baskes et al. [170] and Kuo et al. [182] included higher order terms in the
Rose function in developing their potentials for Ga and Si-O respectively. Anglade
et al. made several modifications to the functions in the MEAM to allow for
longer-ranged interactions with the screening procedure [194].
Thijsse showed that the Stillinger-Weber (SW) potential is a special case of
the MEAM [195]. This development allows simulations of materials with SW-type
potentials and MEAM potentials to be conducted together.
3.3.3 Optimization Methods
Optimization methods are integral to MD as a problem often posed is to find the
minimum energy configuration of a number of atoms. A number of optimization
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methods will be employed in this work.
Nelder-Mead Simplex Method
The Nelder-Mead Simplex method [196] belong to a class of optimization tech-
niques useful in cases where the derivatives are difficult to obtain.
Simulated Annealing
The methods previously described ensure a local minimum, but do not ensure that
a global minimum is obtained. A recent development in optimization techniques
uses random numbers to solve combinatorial optimization problems such as the
travelling salesman problem, which is finding the shortest route through N cities.
Kirkpatrick et al. first demonstrated the use of the ”Simulated Annealing” tech-
nique to find the optimal arrangement of chips on a circuit board and a 400-cities
travelling salesman problem [197].
There are two features in the simulated annealing method. The first feature
is the use of random numbers to perturb the variables, and applying an accep-
tance/rejection criteria to the resulting moves. A key characteristic is that “bad
moves”, i.e. choices that raise the value of the objective function are allowed when
specific criteria are met. The second feature is a “cooling schedule”. If the value
of the objective function is thought of as the “temperature”, a “cooling schedule”
specifies the procedure for lowering the “temperature of the system”, so that the
number of bad moves are progressively reduced.
A simplification of the simulated annealing method was introduced by Dueck,
which was termed “Threshold Accepting” [198]. It removes the need to arbitrarily
specify a cooling schedule. Instead, it is replaced by a limit called the ”water
level”. Moves that increase the value of the objective function below this limit
are accepted. Every good move that reduces the value of the objective function
results in a small reduction in the value of the water level. The algorithm is listed
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in Algorithm 3.2. This will be used in searching for the lattice constants that give
the minimum energy for the NiAs crystal structure.
In such techniques, the quality of the random number generator (RNG) is
important. RNGs in computing are generated by mathematical formulae, and
the strings of random numbers generated are repeated periodically. Hence it is
necessary to choose a RNG with a sufficiently large period, so that within the
requirements of the problem, the numbers generated are close to random. In-built
RNGs provided with the C compiler are insufficient, as the period is known to be
232 − 1. The “Mersenne twister” RNG developed by Matsumoto et al. is used, as
it has a period of 219937 − 1 [199].
Algorithm 3.2 Threshold Accepting
1. Set initial guess x start
2. Set starting values: water level, rain speed
3. Set scale of random numbers: rand scale
4. Set MaximumIterations and Iterations = 0
5. While Iterations < MaximumIterations
(a) Perturb the variables for a new guess. x trial = x start + rand scale
× random numbers
(b) Calculate objective function f(x trial).
(c) if (f(x trial) < water level)
i. Reduce the water level. water level = water level - rain speed
ii. Assign x start = x trial
(d) Iterations = Iterations + 1
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Table 3.3: Parameters for Cu-Sn by Aguilar et al..
Cu Sn Cu-Sn
Ecoh 3.62 3.08 3.5
α 5.106 6.20 5.38
ro 2.50 3.44 2.68
A 1.07 1.0 -
Z 12 12 -
β(0) 3.62 6.20 -
β(1) 2.20 6.00 -
β(2) 6.00 6.00 -
β(3) 2.20 6.00 -
t(1) 3.14 6.5 -
t(2) 2.49 4.5 -
t(3) 2.95 -0.183 -
Taken from Ref. [157]








Taken from Ref. [157]
3.4 Potential Fitting
3.4.1 Predictions of existing parameters
Parameters in the MEAM for Cu-Sn interactions are already available, through
the work of Aguilar et al. in their simulations of the deposition of Cu on Sn [157]
(Tables 3.3 and 3.4).
To evaluate whether these parameters are suitable for simulating Cu6Sn5, a
geometry optimization calculation using the threshold acceptance method was
carried out using the hexagonal structure reported by Gangulee et al. [109] . The
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Figure 3.5: Evolution of the energy of Cu-Sn B8 unit cell predicted using the
Aguilar MEAM potential
calculation was terminated after 20000 successful moves.
The evolution of energy vs accepted moves is shown in Figure 3.5, and the
evolution of a and c is shown in Figure 3.6. The Gangulee lattice constants are
chosen as the initial configuration, and it can be seen that the energy at this
initial configuration is positive. After about 2000 moves, the energy settles to -2.5
eV/atom, with the lattice constants settling at a = 4.5 A˚ and c = 8.0 A˚. These
lattice constants are clearly different from those reported by Gangulee, which are
a = 4.19 A˚ and c = 5.04 A˚.
Also, since the energy of the B8 lattice, -2.5 eV/atom, is higher than the
cohesive energy of the individual atomic species, this means the formation energy
is positive. Hence, it is concluded that the MEAM parameters used by Aguilar et
al. cannot be used to simulate Cu6Sn5. This brings about the necessity to find
parameters of the MEAM potential that can reproduce the properties of Cu6Sn5.
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Figure 3.6: Evolution of the lattice constants a and c of Cu-Sn B8 unit cell using
the Aguilar MEAM potential
3.4.2 Potential Fitting Strategy
In this section, the potential fitting strategy is summarized. Details will be de-
scribed in the following sections.
Firstly, a “reference structure” is chosen to determine the Cu-Sn interaction
function. Possible choices of the reference structure are compounds which exists
within the alloy system or one that is hypothetical. Either way, the final inter-
atomic potential obtained will reproduce the properties of the compound. In this
study, since the focus is on the Cu-Sn intermetallic compound, the reference struc-
ture chosen is the NiAs structure reported by Gangulee et al. [109]. This follows
the precedent of Heino, who also chose a hexagonal reference structure to fit a
Ta-Si potential [177]. Gangulee et al. reports that the 6:5 stoichiometry is due
to the interstitial sites being partially occupied. To simplify matters, this feature
will be ignored.
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The choice of the NiAs structure is also a simplification from the actual struc-
ture reported by Larsson et al.. If the Larsson structure of Cu6Sn5 [86] is chosen
as a reference structure, the resulting minimization will have an immense scope.
Firstly, it will be a fundamental requirement for the potential to reproduce the
eighteen internal coordinates, the four cell parameters, the thirteen elastic con-
stants and the cohesive energy. Secondly, as the monoclinic structure is of low
symmetry, the fitting database must include the requirement that the forces on all
44 atoms to be zero. As there are only 23 parameters in the MEAM for two atomic
species, additional parameters to fit all these constraints must come from making
suitable modifications to the MEAM functions. The optimization algorithm will
take a longer time to sample the parameter space as well.
Hence, from the reference structure chosen, parameters can be obtained for
Rose’s Universal Equation of State(UES) in Equation 3.28 [188]. In most cases,
experimental data is available which then enables the parameters to be determined
quickly. However, in the case of the NiAs structure, the energy-volume data has
to be obtained from density functional theory calculations. In section 3.3, it was
explained how the UES is used to obtain the pairwise interaction for a single
atomic species. This can also be done for two atomic species to determine the
Cu-Sn interaction function, and details will be elaborated in subsequent sections.
In previous studies for binary alloys, there have been two approaches to obtain
potentials for binary alloys. The first approach is to obtain potentials separately
for the individual metals, and then obtain the “cross potential” separately. This
affords convenience as potentials previously developed for the individual metals
can be combined, thus simplifying the potential fitting process. This approach
has several precedents in the scientific literature, including the EAM potential for
Ni-Al by Voter et al.[154] and the MEAM study by Kim et al. for Cu-Zr [200]
and the MEAM study by Lee for Fe-H [201]. In the MEAM studies, the original
parameters for the individual atoms were left unchanged, while the Cmin and Cmax
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parameters were adjusted. Instead of simultaneously adjusting these parameters,
each parameter was adjusted individually to fit different properties in the fitting
database. The second approach is to simultaneously fit all the potential functions.
The rationale for this is to allow more flexibility in the fitting process, especially
if a large database of properties is to be reproduced. This approach has also been
taken in the EAM by Mishin et al. for the Ni-Al alloy [155]. In the MEAM, van
Beurden et al. carried out a simultaneous fitting for the parameters in the CO-Pt
potential [180].
Essentially, the first approach means that the shapes of the functions are al-
ready determined before the fitting process. Adjusting the Cmin and Cmax param-
eters merely controls the values of these functions and the interatomic distances at
which they apply. In contrast, adjusting the parameters of the MEAM functions
allows the flexibility to change their shape, which then improves the flexibility of
the interatomic potential functions to adjust during the fitting process.
In this study, the latter approach is chosen because it is felt that the unique
reference structure chosen requires the flexibility of the functions to change their
shape. The set of adjustable parameters that is chosen comes from both the
parameters for Cu and Sn as well. They are simultaneously fitted such that the
potential reproduces a database of properties. The Cmin and Cmax values remained
fixed, similar to the approach taken by Heino [177]. This means that the original
parameters for Cu and Sn will now be changed to fit the properties of the Cu-Sn
structure.
In summary, the strategy for potential fitting in the MEAM is as follows:
1. The B8 NiAs unit cell is chosen as the reference structure to represent the
Cu-Sn interactions.
2. The Energy-Volume relationship and elastic constants are calculated for the
reference structure (Section 3.4.3).
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320,10×10×07 71.1 118.3 51.0 124.7 77.3 91.0
320,14×14×10 143.3 158.9 60.6 60.1 53.1 86.4
320,17×17×12 148.8 184.4 62.5 63.8 50.0 89.7
500,10×10×07 122.1 191.0 44.7 104.3 55.1 95.8
500,14×14×10 141.3 168.1 58.5 85.4 57.3 90.7
3. With the data obtained, the fitting database is assembled (Section 3.4.4).
4. Choices are made regarding the various MEAM functions and parameters to
be fitted (Section 3.4.5)
5. Constraints on the parameters are identified and the objective function to
be minimized is constructed (Section 3.4.6).
3.4.3 Density Functional Theory Calculations
With a reference structure chosen, its properties must be obtained such that the
Rose’s UES (Equation (3.28)) can be included in the interatomic potential. Gan-
gulee et al. reports only the lattice constants, which provides the equilibrium
volume [109]. However, the elastic constants and the energy-volume relationship
are not available. Hence, the calculations that obtain these properties are described
in this section.
Elastic Constants
DFT calculations of the elastic constants are examined at a variety of k-points and
energy cut-off settings, and summarized in Table 3.5. Only the GGA is used, as
it has been shown in Chapter 2 that calculations of the elastic constants with the
GGA produce results that are closer to experiment.
As the elastic constants are obtained from a stress-strain linear curve fit, the
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energies must be calculated more accurately than the lattice constants. Therefore,
the k-point settings for calculating the lattice constants are insufficient for the
elastic constants.The results for a k-point mesh of 10×10×7 differ vastly from the
results with a k-point mesh of 14×14×10 and 17×17×12, which have a similar
order of magnitude.
For the fitting database, the results from 500 eV, 14×14×10 are chosen as they
are calculated with the most stringent accuracy settings.
Energy-Volume Relationship
The equation of state can be obtained by performing DFT calculations to obtain
the energy as a function of volume[187]. However, because the B8 cell has two
lattice parameters a and c, for each value of the volume, the values of c and a that
minimize the energy need to be obtained.
The procedure by Uludogan et al. was followed [67]. The energy is calculated at
various values of the external pressure to the unit cell. More points were sampled
at lower pressures to capture the behaviour close to the equilibrium volume. For
each point, the energy was minimized with respect to the lattice constants a and
c. To check the convergence of the calculations, two accuracy settings were used,
the default “Ultrafine” setting provided by CASTEP (320 eV, 7× 7 × 6) and a
stricter setting comprising of energy cutoff 600 eV and a k-point mesh of 14× 14
× 10.
The outcome is shown in Figure 3.7. It can be seen that the choice of the
accuracy setting had an effect on the energy. To examine the difference, the first
10 points closest to the equilibrium volume are shown in Figure 3.8. It is shown
that the “Ultrafine” setting did not produce satisfactory behaviour.
The variation of the c/a ratio with volume is shown in Figure 3.9. As the
pressure increases, the c/a ratio increases by less than 1 percent. It can thus be
assumed that the c/a ratio remains constant. Employing this assumption, the
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 600 eV cutoff
Figure 3.7: Energy-Volume calculations for B8 Cu-Sn with DFT. The lines are a
guide to the eye.
curve in Figure 3.7 is fitted to the Rose UES (Equation (3.28)), so as to obtain
the parameter α for Cu-Sn interactions. By minimizing the least-squares residual
with the Nelder-Mead simplex method, it was found that α = 5.388.
3.4.4 Fitting database
With the necessary ab-initio calculations performed, the fitting database can now
be constructed. The properties of Cu and Sn themselves will be excluded from
the database because the objective of this work is for the properties of Cu6Sn5
only. For example, including only their elastic constants c11, c12 and c44 will add
24 energies to the fitting database. This will expand the database to a size larger
than the number of adjustable parameters available.
The primary inputs in the fitting database are the elastic constants. The elastic
constants are, of course, the second derivative of the total energy of the system
(Equation (3.8)) with respect to the appropriate strains. With the complexity
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 600 eV cutoff
Figure 3.8: Energy-Volume calculations for B8 Cu-Sn with DFT, enlarged to show
points near equilibrium volume.













 600 eV cutoff
Figure 3.9: Variation of equilibrium c/a ratio with volume. The lines are a guide
to the eye.
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of the MEAM potential, deriving analytical expressions requires much tedious
algebra.
Instead, a finite difference approximation is used for each elastic constant.
Firstly, c11 and c33 are used directly. c12 is included in caa, which is defined in
Equation (3.38a). This elastic constant is the result of simultaneously lengthening
the 1-direction and shortening the 2-direction by the same amount, effectively
distorting the basal plane in the B8 unit cell. c13 is included in ccc, which is defined
in Equation (3.38b). This elastic constant is a result of a simultaneous lengthening
of the 1-direction and shortening of the 3-direction by the same amount, effectively
changing the c/a ratio. In the fitting database, each of these elastic constants is
represented by two energies at a strain  = ±0.001.
caa = 2 (c11 − c12) (3.38a)
ccc = 2 (c11 + c33 − 2c13) (3.38b)
It must be mentioned that the strains applied for these elastic constants break
the hexagonal symmetry of the crystal. In actual fact, strains can be applied that
retain the hexagonal symmetry of the crystal [202]. These strains would result in
a different combination of elastic constants. The program for the fitting database
was designed before this idea was understood. Nevertheless, it will be shown in
later sections that this flaw has little effect on the values of the elastic constants
reproduced by the potential.
The shear elastic constant c44 is excluded because calculating its value accu-
rately requires relaxation of the forces (e.g. with conjugate gradient methods),
which will unduly prolong the optimization calculation. Instead, predicting its
value will be part of the validation process.
Due to the procedure described in section 3.3.2, there is no need to explicitly
include the cohesive energy in the fitting database.
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Table 3.6: The fitting database
Description Energy (eV)
c11, 1 = +0.001 -3.429992
c11, 1 = −0.001 -3.429992
c33, 3 = +0.001 -3.429990
c33, 3 = −0.001 -3.429990
caa, 1 = −2 = +0.001 -3.429994
caa, 1 = −2 = −0.001 -3.429994
ccc, 1 = −3 = +0.001 -3.429989
ccc, 1 = −3 = −0.001 -3.429989
a = 3.05 A˚, c = 9.25 A˚ -2.85
∂E
∂a
= 0.0 at a = 4.19 A˚ NA
∂E
∂c
= 0.0 at c = 5.04 A˚ NA
Only the non-zero strains are listed
The equilibrium lattice constants are chosen to be a = 4.19 A˚ and c = 5.04 A˚,
the experimental lattice constants reported by Gangulee et al. [109]. To enable
these values to be reproduced, the condition is imposed that the first derivative of







In an initial optimization run with the four elastic constants and the two
derivative conditions, the potential obtained was found to predict the structure
at a = 3.05 A˚ and c = 9.25 A˚ to be more stable than the structure at a = 4.19
A˚ and c = 5.04 A˚. The decision was then taken to include this unexpected struc-
ture in the fitting database. The energy of this unexpected structure was calculated
by DFT and found to be -2.85 eV. The entire fitting database is summarized in
Table 3.6.
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3.4.5 Choice of functions and parameters
Various options are available for several of the components in the MEAM for-
malism. Also, a decision must be made regarding the parameters involved in the
fitting process. The choices made for them are described in this section.
Choice of Cmin and Cmax
Parameters related to the screening procedure are first described. Due to the
small size of the fitting database, the screening parameters Cmin and Cmax were
not included in the set of adjustable parameters. To simplify the fitting process, it
is desirable to have a fixed form of φCu−Sn throughout. This is done by choosing
Cmin and Cmax such that interactions for each atom are limited to first neighbours.
This was also the approach taken by Heino in fitting a potential for the hexagonal
TaSi2 [177].
It has been shown that the values of Cmin and Cmax decide the extent to which
each atom interacts with its neighbours. Thus, if these parameters were allowed
to vary during the fitting, additional terms might appear in φCu−Sn due to more
neighbours being taken into account, which would complicate the fitting process
as steps must be taken to account for them.
It was found that the values chosen by Ravelo et al. can largely be retained
with one small modification, and are listed in Table 3.7. Cmax for Cu-Cu-Cu has
to be reduced to 2.7 to ensure that the Cu atom could have interactions with its
two nearest Cu neighbours.
These parameters constrain the interactions in the following manner. In the
perfect crystal, the Cu atom in the basis has 2 Cu first neighbours and six Sn first
neighbours, while the Sn atom in the basis has six Cu first neighbours, forming a
wedge-shaped coordination polyhedron with equilateral triangles on the top and
bottom. This is illustrated graphically in Figure 3.10, where the basis atoms are
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Figure 3.10: Coordination Polyhedra for Cu and Sn in the B8 unit cell. The basis
atoms are indicated with yellow letters and the first neighbours are joined with
yellow lines to show the coordination polyhedron.








Taken from Ref. [157]
indicated with yellow letters and the first neighbours are joined with yellow lines
to show the coordination polyhedron. Both atoms do not have partially-screened
second neighbours.
Choice of screening function
Having decided the values of Cmin and Cmin, the next choice to be made is for the
function for sijk. The choice by Aguilar et al. (Equation (3.16)) is retained.
3.4. POTENTIAL FITTING 116
Choice of G(Γ)
With the screening function, the partial electron densities given in Equation (3.22)
are calculated and combined in the function Γ in Equation (3.21). Following which,
the choices by Aguilar et al. for the function G(Γ) for both Cu and Sn are retained
and stated in Equation 3.40.
Cu: G(Γ) =
√
1 + Γ (3.40a)
Sn: G(Γ) =
2
1 + exp(−Γ) (3.40b)
Form of φCu−Sn
For the monoatomic metals Cu and Sn, φ is obtained using Equation (3.31). The
process of obtaining the “cross potential” φCu−Sn, the pairwise function that de-
scribes interactions between Cu and Sn, is now described.
The first constraint that is imposed is that the Rose’s UES Eu is exactly repro-











To obtain the expression, it is noted that Equation (3.41) can be simplified
for a perfect lattice. Let the interactions be limited to those with the nearest
neighbours. The NiAs unit cell has just two atoms in its basis, one Cu and one
Sn [118], as the other atoms shown in Figure 3.10 arise out of the symmetry of
the crystal. Let the number of interactions of each atom be NCuCu, NCuSn, NSnSn.
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[NCuCuφCuCu +NSnSnφSnSn +NCuSnφCuSn + FCu + FSn] (3.42)
The form of φCu−Sn depends on the extent of the nearest-neighbour interactions
allowed by the screening parameters. Also, Heino showed that it requires an
intimate understanding of the type of nearest-neighbour interactions in the choice
of the reference structure [177].
The choice of the screening parameters in Table 3.7 result in the following
unscreened interactions: six Cu-Sn interactions (NCuSn = 6), 2 Cu-Cu interactions
(NCuCu = 2) and no Sn-Sn interactions (NSnSn = 0). Substituting these numbers











In their commentary on the appropriate choice of a reference structure, Kuo et
al. observed that restricting interactions to first neighbours works well for “struc-
tures that are reasonably tightly packed, but is not sufficient for open structures
like silica” [182]. They pointed out that increasing the number of neighbours
complicates the expression for the pair function.
Choice of adjustable parameters
The majority of the adjustable parameters are found in the expressions of the
embedding function F and its argument ρ¯. For the embedding function in Equation
(3.27), A is allowed to vary. Z is kept at 12, which retains the value used originally
in the potentials for the individual metals. This is possible because Z merely acts
as a scaling factor for ρ¯, and the t(h) parameters can play the same role too.
For the partial electron densities in Equation (3.22), it is found that not all
of them have an effect on the value of Γ. If only first neighbours are considered,
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the lattice sums in Equation 3.22 can be worked out. The details are described
in Appendix C.3. It turns out that for the Cu atom, (ρ(1))2 and (ρ(3))2 are zero
for all c/a ratios while only (ρ(1))2 is zero for the Sn atom. Therefore the values












Sn are retained. The remaining
parameters will be adjusted in the fitting process.
Parameters in the Rose Universal Equation of State
The pairwise functions require the Rose UES (Equation (3.28)) as an input. For
Cu and Sn, the parameters α, ro, Ecoh in the Rose UES for the individual metals
as determined by Aguilar et al. are retained.
For the Rose UES for CuSn, α = 5.388 having been determined by the DFT
calculations in section 3.4.3.
The cohesive energy Ecoh,CuSn can be calculated by making use of the avail-
able experimental values of the enthalpy of formation ∆H. Since ∆H is usually
measured at room temperature and not at 0 K, the resulting value of the cohesive
energy is an estimate.
In this case, DFT calculations are not employed to obtain the 0 K formation
energy, as the evidence available so far is that DFT calculations of such a quantity
are inconsistent. DFT calculations by Ghosh obtained values of -4.0 kJ/mol and
-3.2 kJ/mol [85], while the calculations performed in this thesis (details are shown
in Appendix D) obtained a value of -9.9 kJ/mol.
Hence, the experimental values of the enthalpy of formation are used. There
are two sets of values and they are summarized in Table 3.8. From the data in the
table, ∆H can be taken to be approximately −7.1 kJ/mol, or −0.074 eV/atom
(since 1 kJ/mol is approximately equal to 0.0104 eV/atom).
There are two atoms per f.u. in the B8 unit cell i.e. one atom of Cu and Sn
each. Therefore, the cohesive energy per f.u. for B8 CuSn is written as 2Ecoh,CuSn.
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Table 3.8: Available experimental values of the enthalpy of formation
Author Temperature (K) ∆H (kJ/mol)
Flandorfer et al. (Ref [203]) 298 −6.1± 1
Gangulee et al. (Ref [109]) 273 −7.04± 0.06




[2Ecoh,CuSn − Ecoh,Cu − Ecoh,Sn] (3.44)




[Ecoh,Cu + Ecoh,Sn + 2∆H] (3.45)
where the inputs to the energy are the published values of Cohesive Energy of
Ecoh,Cu = −3.62 eV and Ecoh,Sn = −3.08 eV [150]. To two decimal places,
Ecoh,CuSn = −3.43 eV/atom.
The parameter ro = 2.70 A˚, which represents the first-neighbour distance in the
reference structure. For B8 CuSn, it depends on the value of the lattice constants











The goal now is to find the parameters for the MEAM functions such that they re-
produce as accurately as possible the energies and properties in the fitting database
in Table 3.6. This is an optimization problem and the first step is now to construct
a function to be minimized in order that this goal can be achieved. This function
is known as the objective function.
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One common way of constructing the objective function is to consider the size
of the differences between the target values in the fitting database and the calcu-
lated values. There are also constraints on the values of the function parameters
themselves due to the design. With these two considerations, the following objec-
tive function was used to obtain the parameters
Z = Zp + Zpenalty (3.47)
Zp is the weighted sum of the squares of the differences between the targeted
fitting properties in the database pk,database and the properties calculated by any




wk(pk,database − pk,calc)2 (3.48)
where wk are the individual weights for each difference. Values of the weights
wk are given in Table 3.10.
Zpenalty is a penalty function which adds a large value to the objective function




0 if no constraints are violated
1× 1010 if any constraint is violated
(3.49)
In summary, the task at hand is now to find the set of parameters for the
MEAM functions that minimizes the objective function Z. The set of parameters
that minimizes Z will give us an MEAM interatomic potential that reproduces the
values in the fitting database for Cu-Sn in Table 3.6.
Constraints on parameters
The constraints placed on the parameters are now described in this section. Initial
optimization runs without constraints resulted in values that were extremely large
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or extremely small. Hence, constraints were placed on some of the parameters.
A survey of literature values for β(h) reveals that they are mostly of the order of
magnitude of 1, with values ranging from 1 to 9. Hence, β(h) was constrained to
between 1 and 9.
Most of the values of A published for various MEAM potentials were close to
1.0. van Beurden et al. goes further to say that this value of A avoids “anomalies
such as negative values for the unrelaxed vacancy formation energy in the EAM
limit” [187]. Kuo and Clancy placed the constraint 0.8 < A < 1.2 during their
parameter search for the Si-O potential. In this work, this constraint is widened
to 0.5 < A < 2.0.
Finally, because of the choice of function of G for Cu, t
(2)
Cu was constrained to
be greater than zero. These constraints are summarized in Table 3.9.
Choice of weights
The magnitude of the weights decide the accuracy to which the energies in the
fitting database (Table 3.6) are reproduced. To reproduce the elastic constants
accurately, the energy must be accurate up to 1 × 10−6 eV. Hence, a relatively
large weight of 5 × 109 was chosen for all the energies that were related to the
elastic constants. In contrast, the requirement for the unexpected structure of
a = 3.05 A˚, c = 9.25 A˚ is less stringent. It will be acceptable as long as it has a
higher energy than the experimental structure, thus its weight was chosen to be
a low value of 1. A weight of 10 was found to work well for the first derivative
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Table 3.10: Weights for the items in the fitting database
Item Weight







Energy of a = 3.05 A˚, c = 9.25 A˚ structure 1
requirements. The weights used are summarized in Table 3.10.
Choice of Optimization technique
The objective function is minimized by the Nelder-Mead simplex method [196] as
implemented in the MATLAB function fminsearch.
Implementation
A set of matlab codes were written to carry out the optimization. These consisted
of subroutines for the following
• Input file. This is where the inputs (eg. the fitting database) are specified.
• Calculating the Objective Function. The value of the objective function is
calculated according to the following algorthm
Algorithm 3.3 MEAM Objective Function
1. Read the trial parameters
2. Generate the MEAM functions in tabulated form
3. Calculate each item in fitting database
4. Calculate Z
• Calculating the MEAM Energy and Forces.
The subroutines were designed to be flexible in accommodating the size of the
fitting database as well as the number of adjustable parameters.
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Table 3.11: Parameters for Cu-Sn obtained from the potential fitting process - Set
P1
Cu Sn Cu-Sn
Ecoh 3.62 3.08 3.43
α 5.106 6.20 5.388
ro 2.50 3.44 2.70
A 0.5076 2.0000 -
Z 12 12 -
β(0) 2.1611 2.3932 -
β(1) 2.20 6.00 -
β(2) 9.0000 2.0265 -
β(3) 2.20 1.0000 -
t(1) 3.14 6.5 -
t(2) 11.6444 24.9504 -
t(3) 2.95 -9.1503 -
3.5 Results and Validation
3.5.1 Parameters Obtained
Typically, more than one set of parameters will minimize the objective function
and satisfy the constraints. Two sets of parameters were obtained, which are
termed Set P1 (Table 3.11) and Set P2 (Table 3.12). For both sets, the Cmin and
Cmax values have previously been fixed and are found in Table 3.7.
The similarities in both sets are as follows. The same values of Ecoh, α and
ro are used as they were determined by DFT calculations. Very similar values






Sn . The differences lie in the values of the
parameters A, t and the rest of the β parameters that were adjustable.
The potential fitting process is inherently arbitrary, starting from the choice
of the properties in the fitting database, right down to the form of some of the
functions to be used in the MEAM potential. Hence, for the rest of this section,
calculations will be performed to understand the features and characteristics of
these parameters, so as to make a choice regarding the better set and to understand
where their limitations lie.
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Table 3.12: Parameters for Cu-Sn obtained from the potential fitting process - Set
P2
Cu Sn Cu-Sn
Ecoh 3.62 3.08 3.43
α 5.106 6.20 5.388
ro 2.50 3.44 2.70
A 0.3181 1.6228 -
Z 12 12 -
β(0) 2.7993 2.3878 -
β(1) 2.20 6.00 -
β(2) 9.0000 2.3066 -
β(3) 2.20 1.0580 -
t(1) 3.14 6.5 -
t(2) 19.0486 2.2802 -
t(3) 2.95 -4.9919 -
3.5.2 Calculation Method
A full-scale computer program was written to perform MD simulations with the
MEAM. Full details will be described in the next chapter but some features relevant
for the calculations in this section will be described.
Inputs for each calculation, including the coordinates, function parameters and
boundary conditions are specified in an input file that is read by the program. Sub-
routines were written to implement the MEAM energy equations and the MEAM
force equations. Other subroutines that perform the threshold accepting calcula-
tions and the conjugate gradient minimization then call these subroutines.
The computer program was designed only to accommodate an orthogonal sim-
ulation box. In other words, the unit cells used must have mutually perpendicular
cell vectors. This poses problems with the hexagonal structure of the B8 unit cell.
However, using the idea that a unit cell is not unique (previously described in
Chapter 2), an orthogonal unit cell that retains the hexagonal symmetry can be
used.
How this is derived is illustrated in Figure 3.11. In this figure, the crystal is
shown in the basal plane and each white tile represents one B8 unit cell. The

















Figure 3.11: Alternative orthogonal unit cells that have the same symmetry as the
B8 unit cell. The c-direction is perpendicular to the plane of the diagram. Both
Cell A and Cell B have sides of length a×√3a× c.
atoms are omitted for clarity. One of these tiles is highlighted in grey, and the
directions of the a vector are shown. The c-axis is perpendicular and goes out of
the page.
Two possible orthogonal unit cells are shown as a rectangular box shaded in
lighter grey. Both have dimensions of a×√3a. Cell A has sides parallel to the a-axis
and c-axis and thus will be used as a substitute for the B8 cell for all calculations
except when specified. The internal coordinates of the atoms are shown in Table
3.13. Cell B is 60◦ clockwise from Cell A. Due to its orientation, it can used for
calculations for the elastic constant c44, and its internal coordinates are shown in
Table 3.14.
3.5.3 Minimum Energy Structure
In order to find the minimum energy structure predicted by the potential above, a
threshold acceptance calculation was carried out. Using a and c as the adjustable
variables, the objective function was the cohesive energy itself. Therefore, the
“water level” is the threshold for the cohesive energy. An orthogonal simulation
box size of 4a× 4√3a× 4c was used, consisting of a total of 64 cells of Cell A or
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Table 3.13: Coordinates of the atoms in Cell A. They are expressed as a fraction
of the cell vectors. The cell lengths are a×√3a× c.
Species x y z
Sn 0 2/3 1/4
Sn 0 1/3 3/4
Sn 1/2 5/6 3/4
Cu 0 0 0
Cu 0 0 1/2
Sn 1/2 1/6 1/4
Cu 1/2 1/2 0
Cu 1/2 1/2 1/2
Table 3.14: Coordinates of the atoms in Cell B. They are expressed as a fraction
of the cell vectors. The cell lengths are a×√3a× c.
Species x y z
Sn 0 1/3 1/4
Sn 0 2/3 3/4
Cu 0 0 0
Cu 0 0 1/2
Sn 1/2 1/6 3/4
Sn 1/2 5/6 1/4
Cu 1/2 1/2 0
Cu 1/2 1/2 1/2
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Table 3.15: Lattice constants of the B8 unit cell predicted by the two sets of
interatomic potential parameters using the threshold acceptance calculations. For
each, three trials are performed.
Trial a (A˚) c (A˚) Ecoh (eV/atom)
Set P1
1 4.113271 5.132905 -3.434442
2 4.113377 5.133412 -3.434442
3 4.113349 5.133667 -3.434442
Set P2
1 4.118914 5.105980 -3.432454
2 4.118905 5.106012 -3.432454
3 4.118911 5.105947 -3.432454
128 B8 unit cells.
Because of the use of random numbers in the threshold acceptance algorithm,
three trials of 50000 moves each were conducted. The results of the trials are
summarized in Table 3.15, and the typical evolution of the lattice constants during
each trial is shown in Figure 3.12.
It can be seen that each trial produces similar results and it is also noted that
their values have a difference of not more than ±2% compared to the experimental
lattice constants of a = 4.19 eV c = 5.04 eV [109]. The cohesive energy of both
trials also agree to two decimal places with the value of −3.43 eV/atom that was
used in the fitting database.
3.5.4 Elastic Constants
The elastic constants are calculated by applying a series of appropriate strain
patterns and fitting the resulting energy-strain curve to a quadratic polynomial.
The strain patterns are similar to what was carried out in Chapter 2, and are
derived based on the strain energy expression of a single crystal that was described
in section 2.3.3. They are listed in Table 3.16 and illustrated in Figure 3.13.
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Figure 3.12: Evolution of the lattice constants during the threshold acceptance
process
Table 3.16: Strain patterns for the various elastic constants
Elastic Constants Strain Pattern
c11 + c12 1 = , 2 = 
c11 + c12 + 2c33 − 4c13 1 = , 2 = , 3 = −2
c33 3 = 
c11 − c12 1 = , 2 = −
c44 4 = 
















































Figure 3.13: Strain patterns for the various elastic constants illustrated by showing
how the unit cell deforms. The strains for c11 − c12 and c44 destroy the hexagonal
symmetry.
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Table 3.17: Elastic Constants calculated. All values are given in GPa. †c13 is
calculated from the combined elastic constants.
cij P1 P2 DFT
c11 + c12 232.9 216.1 226.7
c11 + c12 + 2c33 − 4c13 214.7 211.4 334.0
c33 111.1 121.4 168.1
c13 † 60.1 61.9 57.3
Calculating c11 + c12, c13, c33
The strains used in calculating the first three elastic constants retain the hexagonal
symmetry of the crystal, and so do not require any energy minimization at each
step, thus simplifying the calculation. The strains for c11 + c12 changes the length
of the two sides of the unit cell that has length a while keeping c constant. c11 +
c12 + 2c33 − 4c13 is calculated by lengthening a and simultaneously shortening c
(and vice versa). Finally, c33 is obtained by varying the value of c. c13 can then
be easily obtained from these values. The results for both potentials are shown in
Table 3.17.
It can be seen that the calculated values for both potentials for c11 + c12 and
c13 are quite close to the input values in the fitting database. However, the value
for c33 is 28 % to 33% lower than the input value.
Calculating c11 − c12, c44
There are two more elastic constants to be calculated, c12 and c44. It is not possible
to calculate c12 directly, and it must be one by obtaining c11 − c12 first. Johnson
points out correctly that calculating c11−c12 and c44 accurately requires an energy
minimization procedure [202]. This is because the strains required for these elastic
constants break the hexagonal symmetry of the crystal, thus exposing the atoms
to forces. The possibility of internal relaxation in the crystal due to a reduction
in symmetry is further explained in Appendix B. The calculations are done with
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Table 3.18: Elastic Constants requiring relaxation. All values are given in GPa.
†c11 and c12 are calculated from the combined elastic constants.
cij P1 P2 DFT
c11 − c12 negative 34.6 55.9
c44 negative 34.3 58.5
c11 † NA 125.3 141.3
c12 † NA 90.8 85.7
Cell A, applying the same strain patterns too without any loss in the hexagonal
symmetry.
In order to calculate c44, a shear strain has to be applied to the unit cell,
including the cell vectors. If Cell A is used, the cell vectors will no longer be
perpendicular to each other. It is possible to handle a simulation box that is
non-orthogonal, but the program written for MD simulations did not include this
capability. This was because the vast majority of MD simulations are done with
an orthogonal simulation box.
It is observed that a shear strain applied to the B8 cell results in a orthorhombic
distortion of Cell B, with the cell vectors remaining perpendicular to each other.
This is illustrated in Figure 3.14. The sheared B8 unit cell is indicated in red lines
in part (d), superimposed over the original B8 lattice for contrast. It is noted that
the distance AB is reduced to A’B’ while the longer diagonal BC is lengthened to
B’C’. The two sides remain perpendicular to each other.
Therefore, this indicates that the calculation of c44 can be achieved without
making special provisions for non-orthogonal cell vectors by using Cell B. One
side of Cell B is shortened while the other side is lengthened by the same amount.
Since this destroys the hexagonal symmetry, relaxation of the internal atoms was
performed.
For both c11− c12 and c44, two sets of calculations are perform using a strain of
 = ±0.001. The resulting values are shown in Table 3.18. Together with c11 + c12,
individual values of c11 and c12 can then be obtained.
























Figure 3.14: Unit cell to calculate c44
For the potential Set P1, the minimized energy for both elastic constants and
both values of strains were found to be lower than the cohesive energy by approx-
imately 0.0001 eV/atom. In other words, the relaxed value of c11 − c12 and c44
turns out to be negative.
The results for Set P2 are better, as both the elastic constants were found to
be positive after relaxation. c11 was found to be 125.3 GPa, which is 12% lesser
than the DFT value, while that for c12 is 6% higher than the DFT value. Thus,
they are close to the DFT values.
For c44, it is predicted to be 42% lower than the DFT value. This large dif-
ference is not surprising as c44 was not included in the potential fitting process.
Nevertheless, it is still predicted to be positive. This is one result in favour of Set
P2.

































Figure 3.15: Illustrating the Surface Energy Calculation. Two simulation cells
of different boundary conditions are considered, one with fully periodic boundary
conditions, the other with a surface. The surface energy = (E1 − E0)/A
3.5.5 Surface Energy
The surface energy can be calculated with the typical three-dimensional box of
atoms. It is calculated by taking the difference in energy between a system with a
surface E1, and a system with periodic boundary conditions in all three directions
E0, which is a multiple of the cohesive energy. This difference is then divided by
the total exposed surface area A to obtain the surface energy. This is illustrated
in Figure 3.15 and expressed mathematically in Equation (3.50).
Exposing a surface means that the surface atoms will have forces on them.





In order to be able to assess how good the predictions of the MD surface energy
are, the surface energy is also calculated by DFT. Since calculations in CASTEP
are carried out with the unit cell under periodic boundary conditions, a surface is
introduced by putting in a sufficiently large volume of empty space in the unit cell
between the atoms and the cell boundaries. This is so that the periodic images
















Figure 3.16: Unit cells used in the DFT calculation of the surface energy (a) surface
normal x (b) surface normal z. The height of the inserted vacuum is about 8 A˚.
of the surfaces do not interact with each other. These unit cells are illustrated in
Figure 3.16.
To obtain energies that are directly comparable with the unrelaxed surface
energies obtained with MD, no geometry optimization is performed with DFT.
Instead, the energy of the unit cell itself is calculated.
The reduction in the surface energy due to relaxation cannot be predicted in
advance. Therefore, to obtain the relaxed surface energy, geometry optimization
is then carried out. The cell vectors are fixed, thus adjusting only the positions of
the atoms. For the DFT calculations, only the GGA is used with the “Ultrafine”
setting provided by the CASTEP software.
The results are shown in Table 3.19. The unrelaxed MD surface energies are
positive, thus suggesting that the potential predicts that a system with a surface
is less stable than one with periodic boundaries. The unrelaxed energies are also
of the same order of magnitude compared to the DFT energies.
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Table 3.19: Predicted surface energies. All values are in eV/A˚2
Surface Normal Set P1 Set P2 DFT
Unrelaxed
x 0.101 0.108 0.156
z 0.133 0.114 0.153
Relaxed
x 0.054 0.087 0.077
z 0.094 0.113 0.074
It is possible that after relaxation, the surface energy could turn negative. MD
calculations to obtain the relaxed surface energy were then conducted to see if this
possibility can be eliminated. In order to relax the surface, a quenching procedure
was used in the manner suggested by Ha¨kkinen et al. [204]. Whenever a force
component is in the opposite direction to the corresponding velocity component,
the velocity component itself is set to zero. This allows a minimum energy config-
uration to be reached. An initial temperature of 100 K was given to the system
and the atoms were allowed to move according to Newton’s Second Law for 1000
time steps before the quenching procedure was applied for a further 49000 time
steps. The minimum energy obtained in this time period is then used to calculate
the relaxed surface energy. The results are also compiled in Table 3.19.
From the results shown, the values of the surface energy remain positive after
relaxation, thus eliminating the possibility mentioned earlier. The relaxed values
are also rather close to the DFT results with P2 for x and P1 for z showing the
closest predictions.
3.5.6 Other Structures
Having compared the predictions of the surface energy, this section answers the
question of whether the MD potential will predict structures other than the Gan-
gulee structure to be of lower energy. This is important for the following reasons.
During the potential fitting process, the elastic constants and the derivative
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condition help to ensure that there is a local minimum. However, there is no
known way of guaranteeing that an interatomic potential will predict any specific
crystal structure to be the ground state. The only solution employed has been to
include other higher-energy structures in the fitting database, such as defects and
other crystal structures. Therefore, checking the predictions of the interatomic
potential for other structures will lead to an understanding of its capabilities and
help in future potential fitting efforts.
The cohesive energy of four other structures that exists for compounds of 1:1
stoichiometry are examined using the potential developed. These structures are
shown in Figure 3.17. They are compared with the cohesive energy of the B8
structure. If the potential truly predicts the B8 structure to be the ground state,
all these other structures should have a higher energy. The threshold accepting
method is used to search for the lattice constants that minimize the energy. They
are compared with DFT calculations using the GGA at ”ultrafine” setting. In both
cases, once the energy has been found, the difference in energy per atom ∆E is then
calculated. A positive difference is a desirable outcome, while a negative difference
suggests that the particular structure is more stable than the B8 structure of
Gangulee. The results are shown in Table 3.20.
From the results there are several similarities between the predictions from
potential P1 and P2. For the lattice constants, both potential have predictions
that are strikingly close to the DFT results, except P1 in the case of the B3(ZnS)
structure. Both P1 and P2 predict the B1(NaCl) structure to be less stable than
the B8 structure, though the energy difference was one order of magnitude lesser
than the DFT prediction. The two potentials also predict the L10(CuAu) structure
to be more stable than the B8 structure.
What sets P1 and P2 apart are their predictions for the B3(ZnS) structure.
For P1, the threshold accepting calculation for the B3 structure did not terminate
when a minimum was found. Instead, it terminated when the lattice constants
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CuSn_B1
Page 1 of 1
Printed by Materials Studio at 6:47:07 PM on 9/2/2008
(a) B1 (NaCl) 
CuSn_B2
Page 1 of 1
Printed by Materials Studio at 6:49:42 PM on 9/2/2008
(b) B2 (NiAl) 
CuSn_B3
Page 1 of 1
Printed by Materials Studio at 6:51:42 PM on 9/2/2008
(c) B3 (ZnS) 
CuSn_L10
Page 1 of 1
Printed by Materials Studio at 6:56:15 PM on 9/2/2008
(d) L10 (CuAu) 
Figure 3.17: Unit cells for different structures with 1:1 stoichiometry. For each
structure, the Strukturbericht designation is given followed by the chemical formula
of a typical comp
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Table 3.20: Predicted Energies of other structures
Structure Method ∆E (eV/atom) a (A˚) c (A˚)
B1 (NaCl) DFT +1.050 5.308 -
Set P1 +0.077 5.493 -
Set P2 +0.178 5.462 -
B2 (NiAl) DFT † - - -
Set P1 -0.291 3.223 -
Set P2 -0.365 3.199 -
B3 (ZnS) DFT +0.550 5.767 -
Set P1 ‡ Very negative very small -
Set P2 +1.121 6.099 -
L10 (CuAu) DFT +1.071 4.218 3.860
Set P1 -0.278 4.261 3.672
Set P2 -0.457 4.310 3.747
†The geometry optimization did not converge
‡No minimum was found.
resulted in the atoms being less than 1 A˚ apart. The energy of the crystal was
very negative. In other words, the potential predicts that there is no metastable
configuration for the B3 structure and the atoms just collapse into each other if
placed in this configuration. In contrast, P2 makes similar predictions to DFT. It
predicts that the B3(ZnS) structure will be less stable than the B8 structure, and
the lattice constant is close to that of the DFT prediction. The predicted energy
difference is 100% higher than that of the DFT value.
3.6 Discussion
3.6.1 Introduction
This chapter has described the process of obtaining an interatomic potential for
the B8 Cu-Sn intermetallic compound with the MEAM. The process involved
constructing the objective function, whose value measures how good a current set
of parameters is in reproducing a certain set of physical properties. The potential
parameters are then obtained by searching for the set of parameters that minimize
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the objective function. From the fitting process, two sets of potential parameters,
P1 and P2 were generated.
3.6.2 Choice of Potential Parameters
Since two sets of parameters were generated, P1 and P2, a choice must be made. It
is known that the elastic constants of a crystal depend on the interatomic potential
and the crystallographic symmetry. Max Born proved this result for a pair poten-
tial in 1940 [205], while Daw and Baskes derived a similar expression for the EAM
[148]. Therefore, reproducing the elastic constants of a material as accurately as
possible is important for an interatomic potential.
From the elastic constants predicted by P1 and P2, it is clear that P2 is the
better choice. All five elastic constants, including c11−c12 and c44 can be calculated
with P2 and all of them show positive values, whereas P1 predicted negative values
of these two constants. Using P2, c12 and c13 were closest to the values used in the
fitting processing, being higher by 6.0 % and 8.0 % respectively. c11 was found to
be 11.5 % lower while c33 was lower by 27.8%. This is a reasonable outcome, given
that the elastic constants were not included directly in the objective function.
There was no guarantee during the fitting process that c44 would turn out to
be positive, as c44 was not included in the objective function and. Hence it is not
surprising that P1 predicts c44 to be negative. What is then remarkable is that P2
predicts c44 to be positive.
These successes with the elastic constants for potential P2 suggest that it is




Since pairwise potentials were developed for metals in the 1960s, much progress
has been made in devising suitable functional forms to describe the various types
of bonding, such as the Stillinger-Weber potential for covalent bonding in silicon,
and the EAM and MEAM for metals. However, what has not changed is the
inherently arbitrary nature of the potential fitting process, especially in the choice
of properties to reproduce and the choice of the various mathematical functions in
the functional forms.
The choice of properties included in the fitting database is limited and this
necessarily limits the areas in which the potential is applicable. To expand this,
the size of the fitting database can be increased by increasing the number of ad-
justable parameters, either by introducing new mathematical functions or using
cubic splines. However, this would increase the complexity of the optimization
process as the algorithm would have to sample a larger parameter space. Since
this is an initial study, the properties are limited to the fundamental properties of
any crystal, which are the elastic constants and the lattice constants.
The initial set of parameters used by Aguilar et al. [157] for the deposition of
Sn on Cu were put together from parameters designed for the metals individually.
In this study, the decision was taken to adjust all the parameters so that they are
optimized only for the properties of the B8 CuSn structure. None of the properties
of Cu and Sn were included in the fitting database. The implication of this choice
is that the resulting potential generated cannot be used to simulate systems with
the individual atomic species, examples of which include a CuSn-Cu interface.
Although the objective function during the fitting process includes constraints
on the first derivatives and second derivatives of the energy (i.e. the elastic con-
stants), these merely guarantee a local minimum and have no bearing on whether
the B8 structure is a global minimum.
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Therefore, when other structures with 1:1 stoichiometry are considered (Figure
3.17), there is absolutely no guarantee that any of them would be predicted to be
less stable than the B8 structure. Hence, the results in Table 3.20, which show
the L10 structure and B2 structure as more stable than the B8 structure, are not
surprising. This implies that this MD potential cannot be used to predict the
enthalpy of formation for other Cu-Sn intermetallic compounds.
What is remarkable though is that the lattice constants for three of the four
structures considered were close to the DFT results. Also, the B1 structure and
B3 structure were predicted to be less stable. These positive results suggest the
possibility that in future refinements of the fitting process, the energies of these
structures can be included in the fitting database.
Another remarkable point is that the surface energies calculated for both P1
and P2 were positive, even after relaxation and of similar order of magnitude to
DFT calculations. Since the surface energy is positive, this suggests the possibility
of performing MD simulations involving surfaces, such as fracture.
3.7 Summary
A MEAM interatomic potential for Cu-Sn designed for the B8 crystal has been
obtained. It has been shown that the MEAM potential for Cu-Sn published by
Aguilar et al. [157] cannot reproduce the properties of the B8 CuSn compound
that were calculated by DFT. This chapter describes the process of obtaining a new
interatomic potential to describe the interactions in the B8 intermetallic compound
CuSn, which is a simplified structure for Cu6Sn5. Two sets of parameters were
obtained, and after validation tests involving the elastic constants, surface energy
and other structures with 1:1 stoichiometry, the parameters in Table 3.12 were
chosen. This shows that it is feasible to use the MEAM to describe the interactions
in a B8 structure, which has hitherto not been demonstrated.
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Chapter 4
MD Simulations of Fracture
4.1 Introduction
4.1.1 Motivation
The proper use of materials in many everyday situations requires a proper un-
derstanding of their strength properties, such as the yield stress and the fracture
toughness. This is to ensure that loads do not exceed what the material can
withstand, and structures and components do not fail catastrophically.
It has been discussed in Chapter 1 that a layer of intermetallic compound exists
within a solder joint (Figure 1.1), and that failure of the joint often occurs at this
layer. Computer modelling of the solder joint could be more effective and useful
in design if accurate fracture properties of the components in the solder joint are
available, including the intermetallic compound. Unfortunately, for Cu6Sn5, such
information is sparse and shows little agreement.
It now seems that atomic-level calculations can go some way towards comple-
menting experimental data. Since DFT tends to provide more accurate material
properties, it would be ideal if calculations using this method could be performed
to provide some predictions of the fracture toughness. However, due to its high
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computational cost, less accurate methods such as MD have to be employed.
An interatomic potential for Cu-Sn interactions has been developed in Chapter
3. This chapter will describe how this potential is used in MD simulations to
predict the fracture properties of Cu6Sn5.
4.1.2 Experimental studies of the fracture toughness of
Cu6Sn5
There have been some studies investigating the mode I fracture toughness (here-
after known as “fracture toughness”) KIC of Cu6Sn5, and their results are sum-
marized in Table 4.1. Three of the studies indicate a KIC in the range of 2.3 -
2.8 MPa
√
m. These five studies employ two methods, the buckling of thin films
and Vickers indentation. Given that there are only five experimental studies, no
definitive conclusion can yet be made regarding the actual value of KIC .
In the buckling of thin film method used by Balakrisnan [206] and Chen et
al. [207], the intemetallic compound Cu6Sn5 is formed by sputtering atomic Cu
and Sn in the ratio of 6:5 on a polymer substrate, which is then annealed to
remove residual stresses and to ensure that the intermetallic compound is formed
completely. The sample is then subjected to a compressive load that is gradually
increased until the sample buckles. The strain at which the buckling occurs is then
used to calculate the critical energy release rate using bimaterial fracture theory,
from which the fracture toughness KIC can be obtained.
The Vickers indentation method to obtain the fracture toughness is semi-
empirical. The surface of the sample is first polished. The surface is then indented
by a pyramidal indenter. During this process, a load is applied to the indenter.
Usually, cracks are seen to form from the corners of the indentation. This is shown
schematically in Figure 4.1. The lengths of these cracks are measured, and then
the the fracture toughness is calculated by one of several empirical calibration
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Figure 4.1: Schematic diagram of cracks forming from the corners of the Vickers
indentation. The crack length C is measured from the centre of the indentation.
Table 4.1: Experimental data for the fracture toughness KIC of Cu6Sn5
Author Method Results (MPa
√
m)
Chen et al., Ref [207] buckling of thin film 2.63± 0.15
Ghosh, Ref [42] Vickers indentation several tests, 2.43 - 2.80
Balakrisnan et al., Ref [206] buckling of thin film 2.36± 0.15
Kang et al., Ref [209] Vickers indentation 0.48± 0.09
Fields et al., Ref [19] Vickers indentation 1.4± 0.3
equations available. In all the Vickers indentation studies described in Table 4.1,










where E is the Young’s Modulus, H is the hardness, F is the indentation load
and C is the crack length measured from the centre of the indentation (Figure 4.1).
Because this equation is empirical, the resulting value of the fracture toughness is
at best considered an estimate.
4.1.3 Overview
Having examined the experimental data currently available for the fracture tough-
ness of Cu6Sn5, existing work done using MD to calculate the fracture toughness
of various materials will be reviewed in section 4.2. Results using two methods
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of calculating the fracture toughness will then be described. Section 4.4 describes
the outcome of using a periodic array of cracks, while section 4.5 shows how the
calculations are done using a crack-tip displacement field. These results will be




In this section, literature regarding the molecular dynamics simulation of fracture
will be reviewed. The fracture of materials ultimately involves the breaking of
interatomic bonds to enable the crack to propagate. In addition, processes at the
atomic level are also involved, such as the formation of dislocations and voids.
MD simulation, being a technique at the atomic level, readily lends itself to the
simulation of such phenomena.
A review of the studies on metals and semiconductors will first be conducted.
Such studies are often instructive in understanding the various types of computa-
tional techniques and the effects of the choice of the interatomic potential. This is
followed by a review of studies with intermetallic compounds. Due to their unique
crystal structures, this presents a different set of challenges. Finally, this section
concludes with a summary of the main points.
4.2.2 Fracture of Metals and Semiconductors
The potential for MD simulation to study fracture has been recognized as early
as 1983, when Decelis et al. studied the fracture of α-Fe and Cu using pairwise
potentials [210]. The simulations showed a cleavage fracture for α-Fe and the
blunting of the crack tip for Cu, thus corroborating what is known about the
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typical fracture behaviour of these materials.
At that time, the inadequacy of such potentials in describing metals was al-
ready known, leading to the development of the EAM. Using an EAM potential
for Al, Hoagland et al. built three models with the atoms arranged in different
crystallographic orientations [211]. A mode I crack was introduced by means of
the anisotropic crack-tip displacement field given by Sih et al. [212]. They found
that not all orientations showed crack propagation, as one orientation showed a
blunting of the crack tip instead. A similar study for Ni was conducted by Daw et
al., who investigated the effect of mixed mode loading [213].
In recent years, with the rapid improvements in computing technology, it has
been possible to conduct MD simulations with millions of atoms. One example
is the study by Latapie et al., who conducted simulations of the fracture of α-Fe
with up to two million atoms [214]. With such a large number of atoms, it was
possible to introduce grains. The simulations showed that the crack propagated
across grain boundaries, and void coalescence was identified as a mechanism for
this phenomenon.
Perhaps the material that has attracted the most interest in atomistic studies of
fracture is silicon due to its brittle nature and technological importance. A notable
series of studies by Holland and coworkers investigated the dynamic fracture of
silicon by conducting MD simulations [152, 215] and designing an experiment that
was very close to the MD simulation conditions [216]. They showed that the
Stillinger-Weber potential had to be modified in order for the MD simulations to
show brittle behaviour. Even with the modification, their experimental results for
the minimum energy for crack propagation did not agree with the MD simulations.
Later, Swadener et al. discovered that the MEAM potential for silicon gave brittle
behaviour and better quantitative agreement with the experimental results [217].
These results show the importance of understanding the properties of the in-
teratomic potential chosen for any MD simulation. Kang et al investigated the
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fracture of silicon nanowires using MD simulations with five different potentials
for silicon [61]. They found that not all potentials gave brittle behaviour, and the
MEAM potential was found to be the most realistic. Calculations of the fracture
toughness KIC using a crack-tip displacement field with three different potentials
also showed the same conclusion regarding the MEAM potential [218].
So far, most MD studies calculating the fracture toughness have used the crack
tip displacement field as a starting condition. One study involving silicon with the
MEAM potential used a rectangular simulation box with a notch [219]. Fujii et
al. calculated the fracture toughness based on the stress σ at the onset of crack




where t is the length of the notch and F is a correction factor. This is not a
unique procedure, as several similar formulas for various geometries are found in
the handbook by Tada et al. [220].
4.2.3 Fracture of Intermetallic Compounds
In comparison to that for metals and semiconductors, MD studies on the fracture
of intermetallic compounds have been sparse.
One of the first MD studies of the fracture of intermetallic compounds was
by Becquart et al. [139]. Using the crack tip displacement field by Sih et al.,
they investigated the dependence of the KIC on temperature and crystallographic
orientation for RuAl and Nb3Al. They also observed the possible slip systems and
dislocation emission phenomena.
Also using the Sih displacement field, Dang et al. studied the crack-tip be-
haviour of Ti-V alloys at various compositions [221]. Apart from slip systems
and dislocation phenomena, they reported phase transformations occurring in the
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region behind the crack tip. Using the crack data, they suggested an optimal
composition for the alloy to maximize the toughness.
Hirosaki et al. predicted the mode I fracture toughness of Si3N4 [222], moti-
vated by the difficulty of obtaining experimental results for single-crystal Si3N4.
While other studies used the anisotropic set of equations, in their MD study, they
used the crack tip displacement field for an isotropic solid to create a crack. This
would represent an approximation to the actual anisotropic displacement field.
Ro¨sch et al. used Lennard-Jones type potentials to study the brittle fracture
of the intermetallic compound Al-Mn-Pd [223], which shows a unique quasicrystal
arrangement. Using a rectangular geometry with a layer of atoms removed, the
MD simulations of the crack propagation showed a brittle behaviour that did not
come with any emission of dislocations. The study also clarified the role of internal
clusters of atoms in determining the crack propagation path.
4.2.4 Conclusions
The value of MD simulations to study the mechanical behaviour of materials has
been recognized [224]. The advantage is primarily in viewing on the computer what
is difficult or almost impossible to determine experimentally. This review has given
many examples of this, such as the mechanism of fracture across grains in α-Fe,
several studies in calculation the fracture toughness and the phase transformations
that occur in the Ti-V alloy system.
It has also been shown that not all interatomic potentials for the same material
show the right mechanical behaviour. This is certainly due to the empirical manner
in which potentials are developed. Hence, while MD simulations can give valuable
qualitative information, this pitfall must always be borne in mind.
4.3. SIMULATION PROCEDURE 149
4.3 Simulation Procedure
4.3.1 Interatomic Potential
The interatomic potential developed in Chapter 3 that is fitted to the hexagonal
NiAs structure reported by Gangulee et al. [109] is used. The interstitial sites are
not filled to obtain the 6:5 stoichiometry, thus the ratio of the Cu atoms to Sn
atoms is 1:1.
4.3.2 Visualization
Atoms will be represented in two ways, spheres and circles. Spheres give a good
view of the three-dimensional arrangement of the atoms, but do not show how the
layers of atoms are stacked. Unfilled circles can show such information and show
clearly how the arrangement of atoms has evolved. In this chapter, larger yellow
spheres and green circles will represent Sn atoms, while smaller blue spheres and
blue circles will represent Cu atoms. Information on how the atoms have moved
to their present position will be shown by “tails”, which are lines beginning at the
atoms’ initial positions and ending at their current positions.
4.3.3 MD Software
Many research groups have made their own in-house MD software publicly avail-
able, such as XMD [225] and LAMMPS [226]. However, none of these software
supported the MEAM potential at the beginning of this project. The MEAM
functionality was implemented in LAMMPS only in 2007. As such, the decision
was taken to develop an in-house code. No comparison or benchmarking with
LAMMPS was performed.
Developing an in-house code has several advantages. Intimate familiarity with
the MD algorithm and techniques can be gained during the programming process.
4.3. SIMULATION PROCEDURE 150
The code can easily be modified as the author is the designer of the code itself.
The following paragraphs describe the essential features of the software.
The inputs to the MD simulation has to be organized in an effective and user-
friendly manner. This is done through an input file using descriptive keywords,
similar to that in XMD.
The atoms are generated by the user specifying the basis and the lattice vec-
tors. Currently, the code only supports a cubic basis. A feature that allows atom
to fill non-cubic volumes in space, such as a square pyramid, hemisphere was im-
plemented to enable nanoindentation simulations to be conducted in future.
In simulations like nanoindentation and the tensile test, blocks of atoms need
to be displaced at time intervals. The user first defines the different sets of atoms
in the simulation. Then, for each set, the user can specify all the points in time
and the amount of displacement in each coordinate direction that the set of atoms
is to be moved.
Both the Velocity-Verlet method [227] and the Gear Fourth-Order predictor-
corrector method [228] to numerically integrate Newton’s second law were imple-
mented. To enable calculations that involve temperature control, the Nose-Hoover
thermostat method [229] and the velocity-scaling method proposed by Woodcock
[230] were included.





Atomic-scale units were used in the coding. The unit of energy was fixed as the
electron-Volt (eV), the unit of length was fixed as the angstrom (A˚) and the unit of
mass was fixed as the atomic mass unit (amu). One time unit (tu) can be worked
according to Equation (4.3) and is equivalent to 1.01805 × 10−14 s. Equivalent
units of force and pressure can also be derived and they are listed in Table 4.2.
The value of the Boltzmann constant, necessary for converting kinetic energy into
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Table 4.2: Atomic-Scale units used in the software
Quantity Atomic-Scale unit SI equivalent
Energy (E) eV 1.6021764610−19J
Mass (M) amu 1.6605388610−27 kg
Length (L) A˚ 1× 10−10 m
Force (F ) eV/A˚ 1.602× 10−9 N
Pressure(P ) eV/A˚3 1.602× 1011 Pa
Time (T ) tu 1.01805× 10−14 s
temperature, in the atomic scale units is then 8.617343× 10−5 eV/K [142].
The program is written in a serial manner and does not take advantage of
the availability of dual CPUs. When development work began, Intel had not yet
introduced hyperthreading, a feature that enabled a single CPU to process two
sets of instructions simultaneously, into its mass-market Pentium 4 processors.
Finally, the standard techniques to speed up MD calculations were imple-
mented. The function files are stored in a tabulated form with evenly-spaced
nodes. A neighbour-list is maintained for each atom. For the MEAM and EAM,
quantities calculated in the first for-loop which are repeated in the second for-loop
are stored. The organization of the program is shown in Figure 4.2.
The most critical component of the MD program is the subroutine that calcu-
lates the forces. In order to check that the forces have been programmed correctly,
the forces are estimated by a finite difference method and compared with the calcu-
lated forces. The finite difference procedure is as follows. To calculate the force in
the x direction, an atom is displaced a small displacement dx in both the positive
and negative directions and the energy of the entire system for each displacement
Eup, Edn is correspondingly recorded. Then the force on the atom is
fx = −∂E
∂xi
≈ −Eup − Edn
2dx
(4.4)
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Figure 4.2: Flowchart showing the organization of RidgeMD.











Figure 4.3: Description of the basal plane and the “ac plane”.
4.3.4 Unit Cell
It is more convenient to use the rectangular form “Cell A” of the NiAs unit cell
that is specified in Section 3.5.2. This unit cell is orthogonal with cell lengths
a× a√3× c, where a = 4.1189 A˚ and c = 5.1095 A˚. Hence, all references to unit
cells in this chapter will be to this particular form of the unit cell.
The arrangement of the unit cells to form the “sample” for MD simulation shall
be known as the “simulation box”. Hence the size of the simulation box can both
refer to the dimensions of the sample or the number of unit cell lengths on each
side.
For the simulations in sections 4.4 and 4.5, two orientations for the crack will
be used. They are the basal plane and the “ac plane”. The “ac plane” is formed
by the a-axis and c-axis. This is illustrated in Figure 4.3.









Figure 4.4: Periodic Crack
4.4 KIC calculation using the tensile loading on
a periodic crack
4.4.1 Method
A periodic array of cracks is illustrated in Figure 4.4. For this situation, an ana-
lytical solution for the fracture toughness for a given level of stress is described by







where a/W is the ratio of the crack half-length to the width of the sample and
σ is the far-field normal stress. This expression suggests that for the same a/W
ratio, a wider sample (i.e. larger W ) requires a lower stress to fracture.
A periodic crack can be studied using MD simulations as periodic boundary
conditions can be used. A schematic diagram is given in Figure 4.5. Firstly, a
perfect crystal is assembled. A pre-crack is created by removing a n × 1 row of



































Figure 4.5: Schematic diagram of the periodic crack simulation box. The side n
of the pre-crack is parallel to the c-axis.
unit cells through the thickness of the block. The size of n varies according to the
requirements of the simulation, as the dimensions of the block. Comparing this to
Figure 4.4, the half-crack length a in Equation (4.5) is given by n/2.
Periodic boundary conditions (pbc) is applied in the direction that is parallel
to the crack, thus creating a periodic array of cracks. Pbc is also applied to the
direction perpendicular to the plane of the crack. The boundary condition in the
remaining direction remains free. One layer of atoms on either side of the block of
atoms are prescribed to have zero velocity throughout the simulation.
A strain  in the direction perpendicular to the crack is applied to the entire
block of atoms. Hence, the coordinate of every atom is multiplied by (1+ ). This
step completes the specification of the starting configuration of the atoms.
The atoms are then allowed to move according to Newton’s second law. The
temperature of the system is maintained at 300 K by scaling the velocities of
the atoms using the velocity scaling method proposed by Woodcock [230]. This
method directly scales the velocities at each time step to achieve the desired sys-
tem temperature. Time integration was carried out using the Gear Fourth-Order
method with a time increment of ∆t = 0.1 tu, which is approximately 1 fs.
Several simulations are done with different starting values of . Typically, at
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Table 4.3: Description of the size of the simulation boxes used in this section. The
pre-crack size and box dimensions are given in terms of unit cell lengths.
Label Pre-crack size Box Dimensions Number of atoms a/W
PC1 1 × 1 21 × 2 × 13 4352 0.039
PC2 2 × 1 21 × 2 × 14 4672 0.071
PC2L 3 × 1 31 × 2 × 21 10368 0.071
PC3 3 × 1 21 × 2 × 13 4300 0.115
PC4 4 × 1 29 × 2 × 18 8288 0.111
low values, the crack remains stable. The strain value at which the crack is seen
to propagate is recorded. At this point, the stress can then be identified and the
KIC then identified using Equation (4.5).
4.4.2 Results
For the simulations in the ac plane, the number of unit cells in the c-direction
determines the value of W . Various box sizes are used and they are described in
Table 4.3.
Initially, it was found that creating a pre-crack of only one unit cell size i.e. case
PC1 is insufficient. After applying the strain and allowing the atoms to move, no
crack propagated from the initial pre-crack. Instead, the system fractured between
the immobile layers and the atoms that were free to move. This is illustrated in
Figure 4.6. Hence, further simulations with pre-cracks of 2 × 1 and 3 × 1 unit
cells i.e. cases PC2 and PC3 were carried out instead.
For case PC2 (2 × 1 pre-crack), it was found that the crack propagated only
at a strain of  = 0.20. The outcome is shown in Figure 4.7. Simulations with a
lower values of strains merely showed the pre-crack relaxing without any signs of
crack propagating.
For the 3 × 1 pre-crack (case PC3), it was found that the crack propagated
at a strain of  = 0.12. This is lower than for the 2 × 1 case (case PC2), and is









Figure 4.6: Configuration PC1. Snapshot at 20000 time steps with an initial strain
of  = 0.20 applied throughout. The sample cleaves between the immobile layer
and the mobile atoms and no crack propagates from the pre-crack.
 

Figure 4.7: Configuration PC2 with a initial strain of  = 0.20 applied throughout.
Snapshots at (a) 6500 time steps (b) 20000 time steps
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an expected result as a larger pre-crack means a weaker sample. The outcome is
shown in Figure 4.8. As before, simulations with a lower values of strains merely
showed the atoms on the surfaces created by the pre-crack relaxing without any
signs of crack propagating. For this case, the snapshot prior to fracture is plotted
again by representing atoms with circles and shown in Figure 4.9. The plane at
which the crack occurs can be clearly seen, and the fracture can be seen to be a
clean separation of planes of atoms.
In both cases, the crack propagates in the same direction as the crack and a
relatively flat fracture surface is seen. There is little sign of plastic deformation or
phase transformation, as the diagrams do not show any change in the arrangement
of atoms.
Considering the periodic boundary conditions imposed on these simulations, it
is akin to a series of voids that coalesce into a crack upon loading. Hence, it is to
be expected that the crack will travel horizontally to join the next void and this
is exactly what is seen in the simulations.
As mentioned earlier, Tada’s expression predicts that, for the same a/W ratio,
a larger W would result in a smaller σ needed to cause fracture. Using the data
for PC3 and PC4 from Table 4.3, the fracture stress is predicted to be 86.6%
lower. Assuming that a linear relationship between stress and strain is valid at
this point, this suggests that the failure strain for PC4 will be  = 0.104. Hence,
three simulations were conducted at strains of  = 0.09, 0.10, 0.11 for size PC4.
Fracture was seen for  = 0.10, 0.11 but not seen for  = 0.09, thus confirming the
prediction by the equation.
The fracture strain for case PC2 is rather large compared to cases PC3 and
PC4. To examine the size effect, simulations for case PC2L were performed. The
pre-crack size is 3 × 1 i.e. 1.5 times longer than that of PC2. The value of W is
increased by the same proportion, thus keeping the same a/W ratio. The fracture
strain for PC2L was found to be  = 0.12, which leads to a smaller fracture stress





Figure 4.8: Configuration PC3 with an initial strain of  = 0.12 applied through-
out. Snapshots at (a) 1200 time steps (b) 20000 time steps
Figure 4.9: Configuration PC3. Snapshot at 1200 time steps representing the
atoms as circles. All the atoms are superimposed on each other. The plane at
which the crack propagates can be clearly seen.
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Table 4.4: Values of stress and predicted KIC for the two cases, assuming that
σ = c11
Sample a/W  σ (GPa) KI (MPa
√
m)
PC2 0.071 0.20 25 1.01
PC2L 0.071 0.12 15 0.741
PC3 0.115 0.12 15 0.752
PC4 0.111 0.10 12.5 0.722
(15 GPa) compared to PC2 (25 GPa). This suggests that the box size used for
PC2 was insufficient to achieve a successful crack simulation with a/W = 0.071.
All these results are summarized in Table 4.4.
4.4.3 Calculating the fracture toughness
Once the fracture strain has been obtained, to calculate the critical fracture tough-
ness, the stress in each of the three cases must be obtained.
A straightforward way to estimate the stress is to take the failure strain and
multiply it by c11, observing that the strains in other directions are zero. This
makes the assumption that the far-field stress required to cause failure stress is
similar to that of a perfect sample without any void. The predicted critical fracture
toughness is summarized in Table 4.4.
It is seen that the results for PC2L, PC3 and PC4 all agree with each other,
while the result for PC2 is higher. This suggests that a pre-crack size of 2 × 1 is
not sufficient to conduct a successful periodic crack simulation.
4.4.4 Summary
Using MD simulations at a temperature of 300 K, the fracture toughness has been
estimated using a periodic array of cracks and Tada’s equation given in Equation
(4.5). From these simulations, the failure strain was found and the failure stress
estimated. With the failure stress, using Tada’s solution given in Equation (4.5),
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Figure 4.10: (a) Array of atoms (b) The simulation box after Sih’s equation is
applied to the atoms
the critical fracture toughness was estimated to lie in the range of 0.72 - 0.75
MPa
√
m for a crack lying in the ac plane.
4.5 KIC calculation using a crack-tip
displacement field
4.5.1 Method
Having calculated the critical fracture toughness using the periodic crack solution
by Tada [220], another method of calculating it is explored, using the crack-tip
displacement field solution by Sih et al. [212]. This method of calculating the
fracture toughness was also used by Becquart et al. [139].
In this method, an array of atoms is formed by building a block of unit cells.
One layer of atoms on either side of the array are prescribed to have zero velocity
throughout the simulation. This is illustrated in Figure 4.10(a). Unlike the study
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by Becquart, these zero-velocity layers are not displaced during the simulation.
The only function of this layer is to preserve the shape of the sample of atoms,
and they play no further role in the simulation.
A crack is then inserted by displacing all the atoms, including the immobile
atoms, according to the crack-tip displacement field for an anisotropic material
[212] for a given value of KI . The crack-tip displacement field is then applied
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2 − s2q1(cos θ + s1 sin θ) 12 ]
}
(4.6b)
where r and θ are polar coordinates of the atoms.
To obtain the variables s1, s2 in Equation 4.6, the roots of the following char-
acteristic equation are taken, where s is the variable.
S11s
4 − S16s3 + (2S12 + S66)s2 − 2S26s+ S22 = 0 (4.7)










the variables p1, p2, q1, q2, the following expressions are applied
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2 + S22 − S26s2
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(4.9d)
The resulting configuration is shown in Figure 4.10(b). Once the crack tip dis-
placement field has been obtained, boundary conditions can be decided. Periodic
boundary conditions are applied only in the direction of the short side of the block,
so as to mimic an infinitely thick block of atoms. The boundary conditions in the
other directions remain free. This step completes the specification of the initial
configuration of the atoms.
After all the initial conditions are specified, the atoms are then allowed to
move according to Newton’s Second Law for 20000 time steps, during which the
behaviour of the crack is observed. During this period, the layer of zero-velocity
atoms acts as a boundary to prevent the upper layers of mobile atoms from moving
too far away. The temperature of the system is maintained at 300 K by Wood-
cock’s velocity-scaling method. The Gear Fourth-Order method was used for time
integration with a time increment of ∆t = 0.1 tu.
Several separate simulations are performed with different displacement fields
that correspond to different values of KI . When the crack is seen to propagate,
this enables the value of KIC to be identified. The simulations are performed in
two planes, the basal plane and the ac plane, at a temperature of 300 K fixed by
the velocity-scaling method. The unit cell that is specified in Section 3.5.2 is used.
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Table 4.5: Different box sizes used in the study in this section
Label Unit cells Approximate lengths Number of atoms
Small 17 × 2 × 14 70 A˚× 14 A˚× 70 A˚ 3808
Large 24 × 2 × 19 100 A˚× 14 A˚× 100 A˚ 7296
4.5.2 ac plane
Two types of box sizes were used in the simulations described in this section. For
ease of description, the box sizes are either called “Small” or “Large” and their
dimensions are given in Table 4.5.
Using size Small, simulations were conducted at various values of KI and the
crack was found to propagate at KI = 0.80 MPa
√
m. The results for KI =
0.40, 0.64, 0.80 MPa
√
m will be shown in this section. Figure 4.11(a) shows the
outcome when an initial displacement according to KI = 0.4 MPa
√
m is applied.
In this case, the crack did not propagate, but some signs of the crack branching
into two directions can be seen. The atoms behind the crack is seen to rearrange
themselves into a cubic arrangement.
Starting from KI = 0.64 MPa
√
m, the branched crack is seen to propagate but
does not cleave the sample. This is shown in Figure 4.11(b). The crack is seen to
blunt when it stops.
With an initial displacement of KI = 0.80 MPa
√
m, the two branched cracks
are seen and the lower crack propagates across the sample to cleave it into two.
This is shown in Figure 4.12(a). The upper crack does not propagate, thus leaving
the portion of the atoms behind the crack to “swing” about.
In MD simulations, it is possible that the limited system size can influence
the phenomena that are displayed. For example, the crack could have propagated
through because of the short distance between the crack tip and the free surface
on the rear.
In order to examine the effect of size on this phenomenon, the simulation for
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KI = 0.80 MPa
√
m was repeated using size Large, shown in Figure 4.12(b). The
crack branching is still seen, as well as the phase transformation. In this case, since
there is more material behind the crack, the material behind the crack remains
relatively fixed.
To go deeper into the phenomenon shown in this simulation, the atoms in
Figure 4.12(b) are represented using circles instead of spheres. This is shown in
Figure 4.13(a). It can be seen where the atoms retain their ordered arrangement,
and where the atoms lose it. The region where the atoms show a cubic-type
arrangement is also clearly seen.
Figure 4.13(b) shows “tails”, which are lines indicating how each atom has
travelled from its original position. This gives an indication of how the cracks
form, and whether there are any slip planes.
A slip plane can be identified by two adjacent regions of atoms where the tails
point in different directions. From the figure, no slip planes can be seen as all the
tails indicate that the atoms are relaxing inwards towards the immobile atoms.
The tails also indicate that the lower branched crack is a result of two layers of
atoms travelling apart, while the upper crack is formed by just one layer of atoms
moving inwards. This thus explains why the upper crack does not propagate.
The critical fracture toughness predicted from section 4.4 was in the range of
0.72 - 0.75 MPa
√
m. Using a configuration with starting KI = 0.72 MPa
√
m, the
branched cracks were seen but did not propagate across the sample.
4.5.3 Basal plane
Two types of box sizes were used in the simulations described in this section. For
ease of description, the box sizes are either called “Small” or “Large” and their
dimensions are given in Table 4.5.
Similar to the previous section, simulations were run at various values of KI





Figure 4.11: ac plane: Snapshots of atomic configuration for size Small at 20000
time steps at 300 K for (a) KI = 0.40 MPa
√
m(b) KI = 0.64 MPa
√
m
Table 4.6: Different box sizes used in the study in this section
Label Unit cells Approximate lengths Number of atoms
Small 17 × 10 × 3 70 A˚× 14 A˚× 70 A˚ 4080
Large 24 × 14 × 3 100 A˚× 14 A˚× 100 A˚ 8064





Figure 4.12: ac plane: Snapshots of atomic configuration at 20000 time steps at
300 K for KI = 0.80 MPa
√
m. (a) Size Small (b) Size Large.
(a) (b)
Figure 4.13: ac plane: Size Large, KI = 0.80 MPa
√
m using circles to represent
the atoms. (a) without tails (b) with tails.
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and crack propagation was seen from KI = 0.64 MPa
√
m onwards. Results for
KI = 0.48, 0.64 MPa
√
m will be presented.
The snapshot at 20000 time steps for KI = 0.48 MPa
√
m is shown in Figure
4.14(a). The crack is seen to move for a short distance before blunting. No crack
branching is seen compared to the previous results.
ForKI = 0.64 MPa
√
m, the crack propagates but stops short of the free surface,
as illustrated in Figure 4.14(b). When the box of size Large was used at the same
value of KI , some interesting phenomena could be seen. A void first forms behind
the crack tip, before the crack finally propagates through it and cleaves the sample
into two. Regions of plastic deformation can be seen on both sides of the crack
surface. This is illustrated in Figure 4.15.
A representation using circles is shown in Figure 4.16(a). From the arrangement
of the atoms, the ordered arrangement is retained in most places. At the region
where the crack propagates through, the atoms show a disordered arrangement.
The tails are attached to the atoms in Figure 4.16(b). It is no surprise that the
tails are longest at where the crack propagates through. The atoms naturally have
to move a longer distance. They indicate a clean separation of the crack surfaces
without any dislocations or slips occurring.
4.5.4 Summary
MD simulations have been performed to predict the critical fracture toughness
using the crack-tip displacement field method. The calculations suggest that in
the basal plane, the KIC = 0.64 MPa
√
m, and in the ac plane, the KIC = 0.80
MPa
√
m. Some of the phenomena that was seen include the formation of a void
behind the crack tip, and branched cracks. In all the simulations, no dislocations
were seen.






Figure 4.14: Basal plane: snapshots of atomic configuration for size Small at 20000
time steps at 300 K for (a) KI = 0.48 MPa
√







Figure 4.15: Basal plane: snapshots of atomic configuration for Size Large at 20000
time steps at 300 K for various values of KI = 0.64 MPa
√
m. (a) 3100 time steps
(b) 20000 time steps
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(a) (b)
Figure 4.16: Basal plane: Size Large, KI = 0.64 MPa
√
m using circles to represent
the atoms. (a) without tails (b) with tails.
4.6 Discussion
4.6.1 Comparing the two simulation methods
Using the potential for Cu-Sn developed in Chapter 3, fracture simulations have
been conducted using two methods. Both a periodic crack configuration and a
crack-tip displacement field have been used. From these methods, predictions
have been made regarding the critical fracture toughness, and it is seen that both
methods do not produce identical values.
It is an expected result that the two methods do not produce identical values.
Due to the periodic boundaries in the periodic crack simulation, the crack that
exits one side of the box has to enter at the same position on the other side. In
contrast, there are no constraints of this kind in the crack-tip displacement field
method. That is why branched cracks are seen in the latter method.
For the ac plane, both methods have produced rather similar values for the
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predicted critical fracture toughness. The value of KIC = 0.80 MPa
√
m obtained
from the crack-tip displacement field is not too far away from the range of 0.72 -
0.75 MPa
√
m obtained by the periodic crack method. Combining the results of
the two methods, it can be said that the critical fracture toughness is in the range
of 0.72 - 0.80 MPa
√
m.
4.6.2 Comparison with experimental results
When comparing this range to the experimental results in Table 4.1, it is on the
lower end of the range of results. The results summarized in this table are too
widely spread and sparse to indicate any definitive experimental value. It is seen
that the buckling of thin film results tends to produce higher values while the
Vickers indentation (VI) method produces results across the range of values.
There seems to be some consistency among the two results using the buckling
of thin film method. The two values obtained are 2.63± 0.15 MPa√m(Ref [207])
and 2.36± 0.15 MPa√m(Ref [206]). In the experimental study by Balakrisnan et
al. [206], the crack was seen to propagate between grain boundaries.
In the VI method, the crack lengths that result from the indentation are mea-
sured and then input into one of several empirical calibration equations available.
All the authors that use the VI method mention that their values are just estimates
[19, 209, 42]. Recently, doubt has been cast on the validity of the VI method in
measuring the critical fracture toughness. Quinn et al. argued that the VI test
does not produce a reliable fracture toughness value[231]. They conducted VI
tests on a standard silicon nitride sample whose KIC value had been proved to
be constant. They showed that different calibration equations resulted in different
predicted values of the KIC , all of which did not agree with the standard value.
Quinn et al. also pointed out that the behaviour of cracks from an indentation
typically shows complex behaviour that does not correspond to the behavior seen
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in other fracture toughness testing methods. This was also observed by Ghosh
in his study of intermetallics. Very often, cracks would not propagate from the
corners of the indentation, or the cracks would branch after leaving the indentation
[42].
All the three VI method studies use the same calibration equation, but they
differ in how the sample was produced. The study by Fields et al. that used
bulk specimens made by powder metallurgy provides no information on whether
the indentation cracks occurred within a single grain [19]. Kang et al. used
a diffusion couple to make the intermetallic layer and mentions that the cracks
occurred within a single grain [209]. Ghosh produced homogenous samples by
means of casting and annealing, and mentions that the cracks occurred within a
single grain [42]. Ghosh’s results for KIC show a range of 2.43 - 2.80 MPa
√
m,
while Kang’s result is the lowest at 0.48 MPa
√
m.
Therefore, the results obtained in this chapter (0.72 - 0.80 MPa
√
m) seem to
be closest to Kang’s results. Kang also mentions that the crack propagated within
a single grain. This is similar to how the crack propagates within a single-crystal
sample shown in the simulations here. However, what prevents any firm conclusion
from being made is the fact that in light of Quinn’s study, it is not known how
accurate the calibration equation used is.
4.6.3 Qualitative features of the simulations
Having compared the experimental results with the values obtained from the sim-
ulation results, it is not known how accurate the values are. However, it is also
possible to examine the simulations qualitatively.
Both the methods have their unique features. In the crack-tip displacement
field sample, the distance between the crack tip and the free surface at the rear
is very short. It was reported by Ghosh that the indentation cracks were arrested
4.6. DISCUSSION 173
by the grain boundary [42]. This phenomenon cannot be reproduced by this sim-
ulation as the sample is a perfect crystal without any grain boundaries. Thus, the
fracture toughness values obtained in the simulations are for single-crystal samples
that are perfect.
Branched cracks were seen in the fracture simulations using the crack-tip dis-
placement field. Currently, no information from the experimental results are avail-
able to validate this phenomenon, as the thin film experiments saw intergranular
cracking. It is therefore difficult to make direct comparisons between the numer-
ical results obtained here and the sparse experimental results that are currently
available.
The boundary conditions in the periodic crack simulations suggest the crack
propagating in a network of voids in a thin film. Thus it may be argued that the
periodic crack simulations have some similarity to the bulk, as far as the presence
of voids is concerned. Typically, bulk intermetallic samples have some percentage
of porosity. For configuration PC3 and PC4, the porosity can calculated by taking
the ratio of the volume of the unit cells removed to the volume of the simulation
box, and the resulting value is about 1.1%. This value is comparable to the porosity
of 4.8% reported for a bulk sample of Ag3Sn made by hot-pressing[232].
4.6.4 How realistic is the interatomic potential?
Having considered the qualitative features of the simulation, the input that ul-
timately controls what the simulations display is the interatomic potential. The
interatomic potential was constructed empirically and is a first attempt at obtain-
ing one that fits the properties of Cu-Sn intermetallic compounds. Using a limited
set of properties, it was fitted to the NiAs unit cell reported by Gangulee et al.
[109], while the unit cell in the correct 6:5 stoichiometric ratio is given by Larsson
et al. [86].
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However, the simulation results have produced much evidence that the poten-
tial is realistic in some way. It has been already shown in Chapter 3 that the
surface energy is positive. In both types of simulations, no evidence of slip or dis-
locations which are signs of plastic deformation are seen as the crack propagated.
The fracture in the periodic crack simulations occurs cleanly between planes of
atoms. This ties in with the understanding that there is little plastic deformation
for brittle materials.
In other words, the interatomic potential indeed causes the simulations to show
behaviour typical of a brittle material. All this is encouraging evidence to under-
take further work in improving the interatomic potential.
4.7 Summary
Using the interatomic potential developed in Chapter 3, the critical fracture tough-
ness has been calculated by two methods, periodic cracks and the crack-tip dis-
placement field. It was found that the value of KIC lies in a range of 0.72 - 0.80
MPa
√
m. This value cannot be validated by the experimental results yet. The
simulations show typical brittle behaviour, which corresponds to what is known





Calculations at the atomic level have been performed in order to clarify conflict-
ing experimental data for the mechanical properties of Cu-Sn intermetallic com-
pounds. Firstly, DFT calculations were employed to elucidate the elastic proper-
ties of Cu6Sn5 and Cu3Sn. Following which, an MD potential was developed for
Cu6Sn5. This potential was then used to conduct MD simulations to understand
the fracture properties of Cu6Sn5.
It was shown that DFT calculations can yield accurate crystal properties for
Cu6Sn5 and Cu3Sn. The calculated lattice constants and internal crystal parame-
ters showed good agreement with experimental results. This validates the accuracy
of DFT in predicting crystal properties for these intermetallic compounds.
Following which, DFT calculations were performed to obtain the single crystal
elastic constants for Cu6Sn5 and Cu3Sn. These results are the first set of values that
are available, as hitherto no experimental results exists. Using the values found,
it was found that the directions of the largest single-crystal Young’s Modulus
coincided with planes of closely-packed atoms. Even though the elastic constants
cannot be directly validated, this provides evidence of the consistency of these
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values.
From these single crystal properties, bounds on the polycrystalline elastic mod-
uli were obtained using the method of Hill [102] and Hashin-Shtrikman [103]. It
was found that these bounds lie on the upper range of the experimental results.
These calculations involve perfect crystals and no defects are present. Hence, it can
be concluded that DFT calculations of the elastic properties with the Hill bounds
can provide the theoretical upper limit of the polycrystalline elastic properties of
these materials.
An interatomic potential tailored to the properties of Cu6Sn5 in the NiAs struc-
ture for MD simulations was developed in Chapter 3 as the existing Cu-Sn potential
by Ravelo and Baskes [157] was found unsuitable. Using optimization methods,
parameters in the MEAM formulation were found that enabled the potential to
reproduce a database of material properties. This database was constructed by in-
cluding experimental data of the lattice constants and data of the elastic constants
obtained from DFT calculations. Two sets of parameters were obtained.
Tests were carried out on both sets of parameters to validate their properties
and to make a choice. The set of parameters that was finally chosen reproduced
the lattice constants and elastic constants that were initially included in the fitting
database. The predictive power of the potential was then tested by calculating
the surface energy of two surfaces, properties that were not included in the fitting
database. The energies were found to be positive and close to the DFT predictions.
This is sufficient evidence to come to the conclusion that it is feasible to develop
a potential for the NiAs unit cell using the MEAM formulation.
Since an interatomic potential is available, it is now possible to simulate the
material behaviour of Cu6Sn5 at atomic length scales. As fracture is a atomic-
level phenomenon, simulations of the fracture toughness was carried out using
two methods, using a periodic crack and a crack-tip displacement field. In both
methods, the crack was seen to propagate by cleavage of atomic planes without
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any evidence of the emission of dislocations. This is behaviour consistent with
a brittle material. Hence, this shows that it is feasible to simulate the fracture
of intermetallic compounds with MD. This also suggests that the MD potential
developed can also reproduce the qualitative brittle behaviour of the intermetallic
compound Cu6Sn5.
The two methods were also used to predict the critical fracture toughness KIC .
It was found to lie in the range of 0.72 - 0.80 MPa
√
m, which is on the lower end
of the range of experimental data. No conclusions can be drawn regarding the
accuracy of this prediction, as the experimental data is sparse and do not show
agreement.
Nevertheless, it has been shown that it is feasible to perform DFT calculations
and MD simulations to obtain the mechanical properties of Cu-Sn intermetallic
compounds. With improvements to these computational methods, it is envisaged
that they can be used as tools in the design of electronic components at length
scales where atomic-scale effects will become important.
5.2 Recommendations for Future Work
The DFT calculations in this study have focussed on Cu6Sn5 and Cu3Sn, com-
pounds that are found in solder joints that make use of Sn-based solder. Such
calculations can be extended to Au-based and In-based intermetallic compounds
as solders containing these elements are playing a greater role in electronic pack-
aging.
The DFT calculations can be taken beyond merely calculating the elastic prop-
erties. Since the thermal loading in electronic packages is an important factor,
calculations of the thermal expansion coefficient can be performed. An investiga-
tion can be performed to extend the method developed by Jin et al., developed to
calculate the thermal expansion coefficient of cubic metals, to the lower-symmetry
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intermetallic compounds [233].
For the MD potential developed in Chapter 3, a small database consisting of
seven quantities were used. This certainly has scope for expansion, given that
the MEAM formulation has 23 parameters. The choice depends on the type of
simulations that is to be carried out. A potential to simulate the Cu-Cu6Sn5 inter-
face would require the properties of Cu to be explicitly included in the database
too. It is also possible to include the properties of Cu3Sn, and also the energies
of other crystal structures with similar stoichiometric ratio, in light of the results
in section 3.5.6. An expanded database beyond 23 quantities can also lead to the
theoretical development of the MEAM, as suitable modifications to the MEAM
functions must be investigated to expand the number of adjustable parameters.
With an improved MD potential for Cu-Sn, MD simulations of nanoindentation
can be conducted. The results can be compared with the experimental studies on
Cu6Sn5 making use of nanoindentation. This would enable further validation of
the potential to be carried out, and to examine the atomic-level processes that
occur during the procedure.
In Chapter 4, it has already been seen that the number of atoms does have an
effect on the results. Due to limitations in the computational resources available,
larger simulations were not performed. Future work can involve increasing the size
of these simulations to investigate the size effect.
There are also several possibilities for experimental work. As mentioned in sec-
tion 2.7.2, some researchers have suggested the possibility that the Young’s Modu-
lus obtained from nanoindentation does not reflect the average over all orientations.
Experimental work could be designed to test this hypothesis, and nanoindentation
simulations with MD could also be conducted to provide predictions.
More work could be done to provide experimental data on the fracture tough-
ness of Cu6Sn5 and Cu3Sn. This is necessary due to the sparsity of the experimen-
tal results. Also, as mentioned in section 4.1.2, out of the five results available,
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three employ the Vickers indentation method, whose accuracy and relevance in
determining the fracture toughness has been questioned.
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A.1 Orientation Dependance Of the Young’s Mod-
ulus




dependence of s1111 in the form of Einstein’s indicial notation is given by
s
′
1111 = a1ma1na1pa1qsmnpq (A.1)
A.1.1 Cubic Crystal


























a11, a12 and a13 are the direction cosines of the vector lying on the new axis x
′
1
with respect to the existing axes x1, x2 and x3. Given that the direction cosines







13 = 1 (A.3)
.












)2 − 2 (a211a212 + a211a213 + a212a223) (A.4)
= 1− 2 (a211a212 + a211a213 + a212a223) (A.5)
By convention, reducing the number of indices from four to two means that
s11 = s1111, s12 = 4s1122 and s44 = 4s2323. Hence, Equation A.2 is simplified to
s
′
11 = s11 − 2
(


















The work done in this thesis has been with orthorhombic and monoclinic crystal
structures. Equation A.1 can also be expanded for a monoclinic crystal, shown in
Equation A.7. This expression can also be used for an orthorhombic crystal by










































Internal Relaxations In a Crystal
B.1 Honeycomb Lattice
It is mentioned by Johnson that the possibility of internal relaxations within the
unit cell arises when there is more than one atom per primitive unit cell [202].
This Appendix demonstrates this for a honeycomb lattice, which is made up of
two particles per bravais lattice point.
Part of the honeycomb lattice is shown in Figure B.1(a). The coordination of
atom 1 is an equilateral triangle made up of atoms 2,3 and 4. This coordination
is similar to the coordination polyhedron of the Sn atom in Figure 3.10, which
consists of two planes of Cu atoms arranged in an equilateral triangle.
Assume that for this particular honeycomb lattice, the atoms are of unit dis-
tance apart and have only first neighbour interactions under a pairwise potential.
Hence, the force on atom 1 depends only on atoms 2,3 and 4. Since the interatomic
distances r12, r13 and r14 are the same, the forces are all the same and balanced,
hence the net force on atom 1 is zero.
When a shear strain  is applied, causing the new x-coordinate x′ = x + y,
atom 3 shifts to the right and atom 4 shifts to the left. This is shown in Figure



































Figure B.1: Part of the honeycomb lattice. The (x, y) coordinates are given beside
each particle. (a) Before shear, all particles are unit distance away from each other
(b) after shear. The arrows beside particles 3 and 4 shows how they have been
displaced
shear deformation destroys the 120◦ rotational symmetry as the angles within












Let the pairwise forces be f12,f13′ and f14′ , all three of which would have dif-
ferent values depending on the choice of interatomic potential. The net force on






































where φ(rij) is the pairwise function, Sij is the screening function, ρ¯i is the
electron density and F is the embedding function. Detailed expressions of these
terms are given in section 3.3.2.
C.2 Cu-Sn Interatomic Distance
In the NiAs crystal, there are two atoms in the basis. From the Atlas of Inter-
metallic Compounds [118], the Cu atom is located at (0,0,0) and the Sn atom is
APPENDIX C 213
located at (1/3,2/3,1/4). These coordinates are given in terms of the cell vectors
~a1 = (1/2)a~i+ (
√
3/2)a~j (C.2)
~a2 = (1/2)a~i− (
√
3/2)a~j (C.3)
~a3 = c~k (C.4)
The vector between the Cu and Sn atoms is
~rCuSn = (1/2)a~i−
√
3/6a~j + 1/4c~k (C.5)
Hence, this shows that the distance between the Cu atom and Sn atom is
rCu−Sn =
√
(1/4)a2 + (1/12)a2 + (1/16)c2 =
√
(1/3)a2 + (1/16)c2 (C.6)
C.3 MEAM Lattice Sums for the NiAs Crystal
The aim of this section is to show that through the analysis of the coordination
polyhedron, it can be shown that some of the partial electron densities of the
MEAM for the NiAs remain zero regardless of the value of the lattice constants a
and c. Since it is known that there is one Cu atom and one Sn atom in the basis,
the coordination polyhedron for each of them can be considered separately.
C.3.1 Sn atom
Using the data found in the Atlas [118], the components of the position vectors
from the Sn atom are given in Table C.1.
All the Cu atoms have the same distance from the Sn atom. Thus the value of
the atomic electron density d
(h)
j is not relevant in the lattice sums as its value can
be taken outside of the summation. From the data, it can be easily seen that
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Table C.1: Position vector components of the atoms in the coordination polyhedron
of the Sn atom
x y z
Cu 0.0 -0.577350a -0.25c
Cu 0.0 -0.577350a 0.25c
Cu 0.5a 0.288675a -0.25c
Cu -0.5a 0.288675a -0.25c
Cu -0.5a 0.288675a 0.25c






z = 0 (C.7)
thus leading to the conclusion that (ρ(1))2 for Sn is zero for all a and c.










y3 = −0.288a3 (C.9)
thus (ρ(2))2 and (ρ(3))2 for Sn are not zero.
C.3.2 Cu atom
The coordination polyhedron for the Cu basis atom contains both Cu atoms and
Sn atoms. In this case, the sums for the Cu-Cu interactions and Cu-Sn interactions
will have to be examined separately. The position vectors of the Cu atoms in the
coordination polyhedron are given in Table C.2
It can be seen that all the sums for Cu-Cu are zero except
∑
z2 = 0.5c2 (C.10)
For the Cu-Sn interactions, all the Sn atoms have the same distance from the
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Table C.2: Position vector components of the Cu atoms in the coordination poly-
hedron of the Cu atom
x y z
Cu 0.0 0.0 -0.5c
Cu 0.0 0.0 0.5c
Table C.3: Position vector components of the Sn atoms in the coordination poly-
hedron of the Cu atom
x y z
Cu 0.0 0.577350a 0.25c
Cu -0.5a 0.288675a -0.25c
Cu 0.5a 0.288675a -0.25c
Cu -0.5a -0.288675a 0.25c
Cu 0.5a -0.288675a 0.25c
Cu 0.0 -0.577350a -0.25c
Cu atom. Similarly, the value of the atomic electron density d
(h)
j is not relevant in
the lattice sums. Their position vectors are shown in Table C.3.
From this data, it is found that all the lattice sums for (ρ(1))2 and (ρ(3))2 are






z2 = 0.375c2 (C.11)
C.3.3 Conclusion
It has thus been shown that when the lattice constants a and c are varied, for the




This section of the Appendix presents the force equations from the MEAM. These
expressions are needed in order to write the force subroutine needed for MD simu-
lations. Typically, when interatomic potentials are published, the energy equation
is published, from which the force expressions must be derived by the user in order
to implement it in a computer code.
To obtain the force expressions, two methods can be used. The most common
way is to take the derivative of the total energy of the system E with respect to
the interatomic distance xij. Hence, the force on atom i in the direction x due to
atom j is
fx,ij = − ∂E
∂xij
(C.12)





















where the symbols have the same meaning as in section 3.1.
Another way is to take the derivative with respect to the atomic coordinates
themselves. This is done when three-body terms are present in the potential
[234]. Since such terms are found in the MEAM, this method is used. Hence, the
analytical expression of the pairwise force force on atom a in the x direction fx,a
is obtained by the partial derivative of Equation (C.1).
Let the MEAM energy in Equation (C.1) be expressed as























Hence, the contribution of the pairwise energy and the embedding energy to
the force will be looked at separately.
C.4.1 Derivative of the Pairwise energy














For the second term, it is non-zero only when i, j = a and Sij is treated as a
constant. Hence the forces due to this term can be considered separately by doing
a pairwise calculation instead, i.e.





This means that the force on the atoms due to the pairwise energy can be
calculated in two separate parts. The first part is to calculate the pairwise forces
using Equation C.4.1. The second part is done by calculating the forces on each
individual atom through the first term of Equation C.19, which is the force due
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to the derivative of the screening function. Its expression will be given in the
following section.
C.4.2 Derivative of the screening function


















By observing that this derivative is non-zero when i, j, k = a, only one terms










By writing a separate subroutine to calculate sijk,
∂sijk
∂xa
can be calculated by
finite differences.
C.4.3 Derivative of the Embedding Energy


















Note that the force on atom a has to take into account the embedding function
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for all atoms due to the three-body screening parameter within ρ(0) and Γ. While
∂G
∂Γ
is easy to obtain,
∂Γ
∂xa
is complicated due to the design of the partial electron
densities. The derivative of the partial electron density is introduced in section
C.4.4. This is needed for
∂Γ
∂xa
which will be given in section C.4.5.
C.4.4 Derivative of the partial electron densities
Overall Derivative
In this section, the derivative for the first partial electron density will be illustrated,
as the expressions for the other terms are similar. Let aα represent the direction















































Similarly, the calculation of this term can be separated into two parts, one
holding Sij constant, and the other considering the derivative of Sij.
Direction Cosines
The derivative of the direction cosines can then be obtained. Consider the following






with the individual terms being defined as

































C.4.5 Derivative of Γ
















This expression concludes this section on the MEAM force expression.
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Appendix D
Formation Energy of Cu6Sn5 with
DFT
The formation energy at 0 K is calculated as follows. Geometry optimizations are
performed on the ground state unit cells of Cu, Sn (i.e. α-Sn) and the B8 structure
of CuSn. Using both the GGA and the LDA, the convergence was examined with
two accuracy settings. The outcome of the Geometry Optimizations are the DFT
energy of the unit cell per formula unit (f.u.) Ed. The change in energy per atom




[Ed,CuSn − Ed,Cu − Ed,Sn] (D.1)
The numerical results from these equations are shown in Table D.1. A range
from -0.103 eV/atom to -0.163 eV/atom is found, which is -9.93 kJ/mol to -15.73
kJ/mol. This is not in agreement with Ghosh’s results of -3.2 kJ/mol to -4.0
kJ/mol [85]. One possible reason for this are the differences in DFT software used
and the choice of the pseudopotential. It must be noted that the inconsistency
is limited to the formation energy. Predictions by Ghosh of the lattice constants
were found to be in good agreement.
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Table D.1: DFT energies per atom for Cu (FCC) , Sn (DC) and CuSn (B8). The












GGA-1 -1352.93580 -97.98137 -1451.12352 -0.103
GGA-2 -1352.95687 -98.00744 -1451.17037 -0.103
LDA-1 -1349.66483 -97.47340 -1447.46404 -0.163
LDA-2 -1349.68385 -97.53613 -1447.51244 -0.146
Accuracy settings. 1: 320eV, 7 × 7 × 6, 2: 600eV, 14 × 14 ×10
f.u. - formula unit
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Appendix E
Negative Elastic Constants for a
monoclinic crystal
E.1 Introduction
In Tables 2.17 and Figure 2.10, the elastic constant c15 for Cu6Sn5 and c15, c35 for
Ni3Sn4 were found to be negative. Typically, in crystals of orthorhombic or higher
symmetry, all the entries in the stiffness matrix will be positive. This is so that
the crystal will be mechanically stable. Therefore, it seems out of order to find
constants with negative values in the stiffness matrix for these materials. This
appendix will explain why these negative values do not pose a problem. Using the
terminology by Wagner et al., the elastic constants c15, c25, c35 and c46 are termed
as “non-orthorhombic elastic constants” [235].
E.2 Literature Review
Negative values of the elastic constants from experimental studies have been re-
ported. McNeil et al. reported negative values of c15 and c35 for the elastic con-
stants of As2S3 [236]. Furthermore, the CRC Handbook of Chemistry and Physics
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contains data on the elastic constants of monoclinic crystals, some of which have
negative non-orthorhombic elastic constants [237].
Negative values have also been reported in other DFT studies. Wagner et al.
studied various forms of the intermetallic compound NiTi [235]. For one form with
a monoclinic crystal structure, a negative c35 was obtained, with the rest of the
elastic constants being positive. An analysis of the stability criteria found that
this particular form remained mechanically stable.
In summary, negative values of the non-orthorhombic elastic constants have
been reported in the scientific literature, for both experimental studies and DFT
calculations.
E.3 Eigenvalues
The stability requirement for the elastic constants has described in section 2.3.3.
In short, for deformations of the crystal to result in a positive energy change, the
eigenvalues of the stiffness matrix must be positive.
For the constants given in Figure 2.10, the eigenvalues for Cu6Sn5 are found
to be 37.2, 43.9, 53.1, 89.6, 108.36 and 287.4. Thus, it is proven that the elastic
constants suggest a mechanically stable crystal, in spite of the negative value of
c15.
E.4 Implications
The negative value of c15 found for Cu6Sn5 is considered in this section. A negative
c15 means that a shear strain 13 would result in a negative normal stress σ11. In
Cu6Sn5, this can be explained by observing the arrangements of the planes of
atoms. The (100) plane in Cu6Sn5 is shown in Figure E.1(a). Clearly defined
planes of atoms can be seen and they are schematically represented by dashed
APPENDIX E 225
Figure E.1: (a) (010) plane of Cu6Sn5 (b) Schematic diagram of the (010) plane.
The dashed lines represent the planes of atoms seen in (a) (c) Upon application
of the shear strain 13, the unit cell deforms according to the red dotted line. The
angle β is reduced (d) Bottom left corner of the unit cell. BC is shortened when
β is reduced.
lines in Figure E.1(b). When a shear strain 13 is applied, the unit cell changes
shape according to the red dotted line in Figure E.1(c). This means that the angle
β is reduced, thus shortening the dashed lines. Effectively, the planes of atoms
represented by the dashed lines are compressed in the 1-direction. This can be
illustrated further in Figure E.1(d), which shows the bottom left corner of the unit
cell. When β decreases, side AC goes nearer to the vertical and hence side BC
reduces in length. Thus, upon application of a shear strain 13, certain planes of




Negative values of the non-orthorhombic elastic constants for Cu6Sn5 and Ni3Sn4
have been found from DFT calculations in this work. Such negative values have
also been found in the scientific literature. This appendix has shown that a neg-
ative value of c15 for Cu6Sn5 has a physical cause. Hence, Negative values of the
non-orthorhombic elastic constants do not suggest a mechanically unstable crystal.
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Appendix F
Review of experimental work
F.1 Experimental Methods
The experimental studies done to date to find the Young’s Modulus are listed in
Table F.1 for both Cu6Sn5 and Cu3Sn. A variety of methods have been used to
make samples of the intermetallics to be tested, such as casting and annealing, dif-
fusion couples, powder metallurgy and thin films from electroplating and vacuum
deposition.
Casting and annealing involves mixing amounts of Cu and Sn in the right
proportions. The mixture is then heated for a period of time to cause the chemical
reaction to occur so as to obtain the intermetallic compound. Annealing is also
done to ensure that the resulting sample is homogenous.
With casting and annealing, more than one phase could be present even after
annealing. To overcome this, Fields et al. made fine powders of Cu6Sn5 by reacting
small drops of liquid Cu and Sn in an inert atmosphere[19]. A bulk sample was
then made by compressing the powders at high pressure, at temperatures that do
not cause any further chemical reaction.
A bulk sample does not reproduce the conditions at the solder joint.In order












Figure F.1: (a) nanoindentation load-displacement curve (b) Berkovich indenter
between two layers of Cu at temperatures of about 300 ◦C to obtain a thin layer
of the intermetallic compound. The sample is then cross-sectioned to reveal the
layers, and nanoindentation is used to obtain the properties of the intermetallic
layer.
From a bulk sample, most authors used the resonance method. This involves
propagating a stress wave in the sample, and by measuring the speed of this wave
v, the Young’s Modulus E can be obtained from the expression
E = v2ρ (F.1)
where ρ is the density of the material. In the case of Ostrovskaya et al. [50], as a
thin film sample was used, transverse vibrations of the sample was used instead.
To measure the properties of the intermetallic layer in the diffusion couple,
nanoindentation is used [238]. In nanoindentation, a diamond tip is pressed into
the surface of a material with increasing load to a user-specified maximum value,
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before being withdrawn. The shape of the tip used in the nanoindentation studies
in Table F.1 is the Berkovich indenter, which is a three-sided pyramid as shown
in Figure F.1(b). As the load increases, the penetration or displacement into the
sample increases. After the test is completed, a load-displacement curve such














is the gradient of the unloading curve at maximum load as shown in
Figure F.1(a). A is the contact area of indentation. Together with known values
of the Young’s Modulus Ei and the Poisson’s Ratio νi of the tip, the Young’s










This expression also requires the Poisson’s ratio of the sample, which is ap-
proximated to be 0.33 by Deng et al. [41] and Chromik et al. [44].
F.2 Discussion
From the information in Table F.1, it can be seen that there is little agreement in
the experimental values for both Cu3Sn and Cu6Sn5. The difference between the
smallest value and largest value is over 50 GPa for both compounds.
However, some trends can be discerned. For both Cu6Sn5 and Cu3Sn, the re-
sults from resonance measurement and compression testing on bulk samples pro-
duced lower values compared to those from nanoindentation. This seems intuitive
as bulk samples will usually contain defects such as voids and impurities that will
affect the results, while nanoindentation probes the properties of the materials
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at such small length scales such that these imperfections are not likely to affect
the results. The studies by Chromik et al.[44], Deng et al. [41], Jang et al. [47]
and Yang et al. [54] show good agreement with each other. These three studies
are similar in performing nanoindentation on the intermetallic layer in diffusion
couples.
The DFT calculations in Chapter 2 predict that the Young’s Modulus of Cu3Sn
> Cu6Sn5. This is also what all of the nanoindentation studies and some of the
studies on bulk samples in Table F.1 show. On the other hand, the studies by
Cabarat et al. and Subrahmanyan et al. have similar values for Cu6Sn5 and Cu3Sn.
Thus, Fields et al. raised concerns that their samples could have contained more
than one phase due to the sample preparation process [19].
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