ABSTRACT Motivation: Contig maps are a type of physical map that show the native order of a set of overlapping genomic clones.
INTRODUCTION
A contig map is a type of physical map that gives a partial ordering of a set of overlapping genomic clones. Contig maps aid in the positional cloning of genes, serve as a framework for genome sequencing (Chumakov et al., 1995; McPherson, 1997) , and can be used to study the large-scale organization of genomes (Prade et al., 1997) . Several types of assays are used to detect clone overlaps. * To whom correspondence should be addressed.
One that has been widely used is based on fingerprinting clones by treating them with restriction enzymes and then determining the size of the resulting fragments (Coulson et al., 1986; Olson et al., 1986 ). An advantage with this protocol is that chimeric clones can often be identified (McPherson, 1997) . Gel electrophoresis is commonly used to measure the size of restriction fragments. A shortcoming with electrophoresis is its inability to resolve fragments that are nearly the same size. Optical mapping technology has provided a solution to this problem (Cai et al., 1995) . However, the equipment costs are considerable. Algorithms for constructing maps using restriction digestion fingerprinting data are described in Coulson et al. (1986) , Carrano et al. (1989) , Stallings et al. (1990) , and Gillett et al. (1995) .
Another fingerprinting method is based on hybridization of clones to oligonucleotide probes (Lehrach, 1990) . Algorithms for recovering the ordering of clones with such data are described in Cuticchia et al. (1992) , Fu et al. (1992) , and Mayraz and Shamir (1999) . However, this protocol has seen only limited use in actual mapping projects (Mayraz and Shamir, 1999) . Two mapping protocols that have been more widely used are based on the detection of unique sequences within clones . These are mapping by hybridization to unique probes (Torney, 1990 ) and Sequence-Tagged Site (STS) content mapping (Green and Olson, 1990) . Algorithms for map construction with these data types usually focus on ordering the probes or STSs. Once they are ordered, a contig map can be created by overlaying clones on the ordered markers using the hybridization or STS content data (Mott et al., 1993) . The problem of ordering probes or STSs is difficult because of errors in detecting the sequences as well as the possible existence of chimeric clones (Greenberg and Istrail, 1995) .
The same algorithmic approaches can be used to order unique probes or STSs. For the purpose of brevity we will use the term marker to denote either of these. Most algorithms use a binary system for encoding exper-imental results. Marker content data are encoded in a matrix A, where a i j is 1 if the ith clone is believed to contain the jth marker, or 0 otherwise. One class of algorithms for ordering markers using such data is based on solving the Traveling Salesman Problem (TSP). A quasidistance metric between markers, such as Hamming distance (Cuticchia et al., 1992) , is defined, and an ordering of markers is sought that minimizes the sum of distances between adjacent markers. Typically a local search algorithm, such as simulated annealing, is used to minimize the distance-based objective function. Traveling salesman algorithms for ordering markers are described in Cuticchia et al. (1992) , Mott et al. (1993) , Wang et al. (1994) , and Bhandarkar and Machaka (1997) . Another class of algorithms for binary data is based on the consecutive 1's property. If there is no experimental error and the columns of A are permuted so they correspond to the true marker order, then in each row of the matrix, all 1's will occur consecutively (Greenberg and Istrail, 1995) . Algorithms based on the consecutive 1's property are described in Greenberg and Istrail (1995) , Alizadeh et al. (1995) , Jain and Myers (1997) , Christoff et al. (1997) , and Christoff and Kececioglu (1999) . Approaches for binary data based on minimal spanning trees (Mott et al., 1993; Nadkarni et al., 1996) and genetic algorithms (Tsai and Kao, 2000) have also been described. Kececioglu et al. (2000) describe a maximum likelihood model for ordering markers and estimating the distance between them using binary data.
A method for simultaneously building a contig map and sequencing the clones has been described by Venter et al. (1996) . This method relies on sequence alignment and has several advantages over the methods described above. Clones that minimally overlap can be identified, so a minimum number of clones covering the chromosome can be selected. There is no need to create a sequence-ready map prior to sequencing, as sequencing and mapping are carried out simultaneously. Improved sequence assembly algorithms developed at Celera Genomics (http://www. celera.com) purportedly eliminate the need to even create a sequence-ready contig map. Entire chromosomes can be shotgun sequenced and then assembled. Such algorithms at this time are however proprietary.
Despite the development of these new methods for generating contig maps and the entire chromosome sequence, the older mapping methods based on restriction digestion, hybridization to probes, and STS content provide relatively inexpensive approaches to rapidly create physical maps when sequence information is not needed. A hybridization-based mapping protocol is advantageous in that a high degree of parallelism can be achieved. DNA from thousands of clones can be fixed to a solid surface (e.g. a nylon filter). The clones can all be probed in parallel with the same radioactively or fluourescently labeled probe. If the clones have been partitioned into chromosome-specific libraries, then each filter can be probed with multiple probes from different chromosomes simultaneously to achieve a speedup proportional to the number of chromosomes.
Hybridization data from a filter can be automatically scored by software by applying a threshold to raw hybridization intensities measured from digitally captured images of the filter. Intensities greater than or equal to the threshold are scored as positive hybridizations, and intensities below the threshold are scored as negative. Figure 1 shows an autoradiograph of two radioactively probed filters. It can be seen that there are hybridizations that clearly should be scored as positive and hybridizations that clearly should be scored as negative. However, there are also hybridizations of intermediate value (examples are indicated by arrows in Figure 1 ). When scoring by thresholding, these intermediate intensities would be converted to 1 or 0. This may be a source of experimental error.
It has been recognized that allowing hybridization experiments to be scored with more than two values (e.g. high, medium, low, non-hybridizing) may be advantageous (Soderlund and Dunham, 1995; Sasinowska and Sasinowski, 1999) . Physical mapping algorithms based on data that can have more than two discrete values have been described in two papers that we are aware of. The program SAM (Soderlund and Dunham, 1995) accepts as input, hybridization data that are scored as high, medium, or low. The program computes a weight between each pair of markers and uses a stochastic optimization algorithm to place pairs of markers with large weights in adjacent positions. The weight between two markers is incremented by a value for each clone that hybridizes to both markers. This value is a function of the hybridization intensity.
Sasinowska and Sasinowski (1999) describe a clone ordering algorithm that uses hybridization data that can be scored with an arbitrary number of discrete values. (In their paper they used four values, 0, 3, 6, and 9.) The weight between two clones is equal to the scalar product of the vectors encoding the hybridization data for the clones, i.e. the weight between clones c i and c j is equal to the scalar product of a i and a j , the hybridization signatures of the clones. Contigs are built using a greedy algorithm and a novel statistical measurement of robustness for data consisting of multiple discrete values.
This paper explores an alternative to scoring with a system of discrete values. We describe two new algorithms for creating contig maps where the data may take any value over a range (e.g. [0, 1]). One is a TSP-based algorithm for ordering clones or probes. The other is a matrix-based algorithm for ordering unique probes when clones and probes are of the same size. The latter case arises in the sampling without replacement mapping protocol used in the mapping of Schizosaccharomyces pombe (Mizukami et al., 1993) and Aspergillus nidulans (Prade et al., 1997) and is currently being used to map the genome of Pneumocystis carinii (Arnold and Cushion, 1997) , and Nectria haematococca (Enkerli et al., 2000) . We also describe a modification of the algorithm of Sasinowska and Sasinowski (1999) for ordering probes using hybridization intensities. This algorithm uses an objective function based on the scalar product of vectors and a greedy search method. We further modify this algorithm by substituting a stochastic search algorithm in place of the greedy algorithm. The performance of these algorithms is evaluated against other algorithms for scored data. Simulations with hybridization intensities samples from actual mapping data from A.nidulans (Prade et al., 1997) suggest that using hybridization intensities rather than automatically scored data may yield more accurate physical maps.
SYSTEM AND METHODS
Hybridization experiments were carried out as follows. DNA from genomic libraries of Lambda-based cosmid clones were stamped onto 5 × 3.5 inch nylon membranes containing DNA from 3072 clones. Hybridization was carried out using 32 P-labeled probes. Probes were derived from the genomic library itself. Hybridization was detected by autoradiography.
Autoradiographs were digitized by a scanner. The resulting TIFF format files were converted into an 8-bit grayscale raster format using the UNIX graphics utility xv. Hybridization intensities for each clone in the image were computed by a program called AUTOREAD, that was developed internally. AUTOREAD provides the same basic functionality as commercial array reading applications, such as ArrayVision (http://imagingresearch. com). The program was written in C++ and compiled with the GNU g++ compiler on a Sun Enterprise 250 computer running Solaris 7. The program generates a text file containing a matrix of intensities, each of which corresponds to a clone in the image. Another C++ program then processes these files for input into the mapping programs as follows. The negatives of the values in the text file are computed by subtracting each value from 255 (the largest number that can be represented with 8 bits). Negatives are made so that strong hybridization intensities correspond to large values. All values from the filter are then normalized to the range [0, 1] as follows. The value background is computed by finding the average value of all pixels in the image. The value max intensit y is computed by finding the clone with greatest average grayscale value. The normalized hybridization intensity norm for a clone is computed by the following formula, norm = max 0, value − background max intensity − background where value denotes the raw hybridization intensity for the clone. The output of this program is a text file containing a matrix of normalized values.
All programs written to test the algorithms in this paper were written in C++ and compiled and executed on a Sun Enterprise 250 computer running Solaris 7.
ALGORITHMS
We first describe a TSP objective function that can be used in the ordering of either clones or unique probes. Without loss of generality we will describe the objective function in terms of ordering probes. Let A be a matrix where a ki gives the hybridization intensity measured between clone c k and probe p i . We first define a quasi-distance metric between two probes, p i and p j . (Note: this metric can also be used between clones.)
Informally, the distance between probes is equal to the sum of the magnitude of the differences in hybridization intensities between the probes. If the data are binary, then this metric is the Hamming distance. A TSPbased objective function is now presented. Let
By minimizing this objective, a permutation of probes is found such that the sum of distances defined by the above metric between all pairs of adjacent probes is a minimum. A matrix-based objective function for ordering unique probes is now described for the case where the probes and clones are of the same size. If this holds, and the probes are non-overlapping, then each clone should hybridize to at most two probes. If the data are noise-free (i.e. only the large hybridization intensities correspond to clones and probes that truly overlap), and if the columns of A are permuted so that they correspond to the correct ordering of probes, then in each row there should be at most two large values in adjacent positions. Let A π denote the matrix A where the columns are permuted to correspond to the probe permutation P π . We now define the second objective function as:
By maximizing this objective function we seek to place large values in the rows of A in adjacent positions. If the data are binary, a consecutive 1's matrix would maximize this objective function. For both functions (1) and (2) we used the microcannonical annealing algorithm (Creutz, 1983; Bhandarkar and Machaka, 1997) to search for a minimum or maximum value, respectively. This algorithm, with the parameters used in this study, is shown in Figure 2 . A modified version of the Sasinowska and Sasinowski (1999) algorithm that uses hybridization intensities is described. The Sasinowska and Sasinowski algorithm begins by selecting an initial 'comparison' clone. Contigs are built iteratively by selecting the unmapped clone with greatest weight relative to the comparison clone. This new clone then becomes the comparison clone for the next iteration. The weight between clones c i and c j is the scalar product of the vectors representing the two clones (i.e. rows a i and a j of A). The original algorithm also uses a statistical measurement of robustness based on multiple N is the number of probes. Parameters that were used are as follows: E max = 0.5, factor = 0.5, K = 3, MAXCOUNT = 100 × N . Note that as written this algorithm will find the permutation that minimizes the objective function. To find the permutation maximizing the objective function, the direction of the relational operators in lines 11 and 12 should be reversed. (e.g. becomes ).
discrete hybridization values. If fingerprinting data are available, these are utilized by the algorithm as well. Our modification consisted of dropping the measurement of robustness and not accepting restriction fingerprinting data. We will refer to this algorithm as SP-GREEDY (scalar product with a greedy search). We also evaluated an algorithm based on the scalar product but which uses microcannonical annealing (Creutz, 1983) rather than a greedy search. We will refer to this as SP-MCA. Table 1 summarizes the features and differences of all algorithms evaluated in this study.
IMPLEMENTATION
We evaluated algorithms (1), (2), SP-GREEDY, and SP-MCA on simulated clones that use hybridization intensities sampled from actual data. Data were generated by sampling hybridization intensities from the Aspergillus mapping project (Prade et al., 1997) . The source of these intensities consisted of autoradiographs of radioactively probed filters. The method used to capture intensities from the autoradiographs is discussed in the section System and methods. All intensities are in the range [0, 1]. Hybridization intensities were sampled from clone-probe pairs known to overlap or not to overlap. Let O denote the set of intensities from overlapping clones and probes and N O denote the set from non-overlapping pairs. The cardinality of these sets was 250 and 2500, respectively. The distribution of values for these two sets is shown in Figure 3 . Artificial data were generated to resemble data from the mapping of a small chromosome (e.g. from a typical fungus) via the sampling without replacement protocol (Prade et al., 1997) . First, clones and probes were simulated in silico. Clones of 40 kb in size were generated by a Poisson process to produce either a coverage of 5 or 15, for a 2 Mb chromosome. A maximal set of nonoverlapping clones was chosen from among all the clones and designated as the set of probes. For each clone-probe pair a hybridization intensity was generated. For simulated clone-probe pairs that overlapped, this was done by selecting a value at random from O with replacement. For non-overlapping simulated clone-probe pairs the value was selected randomly from N O with replacement. One hundred independent data sets were generated in this manner. The quality of the resulting probe orderings Non-overlapping Fig. 3 . Distribution of normalized hybridization intensities for clone and probe pairs that overlap, and for pairs that do not overlap. The cardinality of these sets was 250 and 2500, respectively. Data were sampled from A.nidulans physical mapping data (Prade et al., 1997) . Values in each of these sets were rounded to the next smallest 0.05 for plotting.
is reported in terms of the percentage of correct probe adjacencies recovered by the algorithms. Results are shown in Table 2 . It can be seen that at a coverage of 15, there is little difference in the performance of these algorithms. Nearly 100% of probe adjacencies are recovered on average for each algorithm. However, at a coverage of 5 there are clear differences. Algorithm (2) performed the best (80% of probe adjacencies recovered on average). Algorithms (1) and SP-MCA performed similarly (about 75% of probe adjacencies recovered on average). The SP-GREEDY algorithm performed the worst (66% of probe adjacencies recovered on average).
The best and worst performing algorithms above were compared to two algorithms that use binary scored data, the ODS algorithm of Cuticchia et al. (1992) and the maximum likelihood algorithm of Alizadeh et al. (1995) . The ODS algorithm is based on Hamming distance and simulated annealing. The maximum likelihood algorithm of Alizadeh et al. uses simulated annealing and a weighted sum of error objective function based on the consecutive 1's property. For each of these algorithms, microcannonical annealing (Creutz, 1983) was used in place of simulated annealing as it was shown to find as good a solution as simulated annealing an order of magnitude faster (Bhandarkar and Machaka, 1997) . We denote these algorithms as HD-MCA and ML-MCA, respectively. Data were scored by software for each algorithm. The same data sets that were used in Table 2 were also used here. Hybridization intensities greater than or equal to a threshold value were scored as 1, and intensities below the threshold were scored as 0. Several different thresholds were evaluated. The results from these simulations are shown in Figure 4 . The results from the best and worse performing algorithm from Table 2 are also plotted for comparison. It can be seen that at a coverage of 5 the choice of a threshold value is very important. At a threshold value of 0.15, HD-MCA and ML-MCA both recovered close to 75% of correct probe adjacencies on average. At a threshold of 0.05 and 0.25, these algorithms recovered around 60% of correct probe adjacencies on average. Neither recovered as many adjacencies on average at the best threshold value tested than algorithm (2), which again recovered 80% of adjacencies. Algorithms HD-MCA and ML-MCA performed better than SP-GREEDY at a threshold of 0.15. At a coverage of 15, HD-MCA and ML-MCA perform about as well as algorithm (2) and SP-GREEDY at threshold values 0.05, 0.15, and 0.25.
The Sasinowska and Sasinowski (1999) algorithm accepts data scored with multiple discrete values. This algorithm first builds contigs and then orders probes based on the clone ordering. All of the other algorithms examined in this study order probes first. Recall that the SP-GREEDY algorithm is similar to the Sasinowska and Sasinowski algorithm in that the objective function is based on the scalar product of vectors and that probes are ordered greedily. In evaluating the authors' program, we found that the software predicts clone overlaps very accurately. However, the SP-GREEDY algorithm better predicted the order of probes (data not shown). In order to fairly compare the authors' general approach with the other algorithms in this report, we evaluated the SP-GREEDY algorithm on data scored with multiple discrete values, instead of the authors' original program. In order to ascertain if using hybridization intensities instead of data scored with multiple discrete values has an impact on map quality, the data sets used in Table 2 were scored by soft- (2), SP-GREEDY, HD-MCA, and ML-MCA on simulated genomes with hybridization intensities sampled from data from A.nidulans (Prade et al., 1997) . For algorithms HD-MCA, and ML-MCA hybridization intensities were converted to binary numbers by applying a threshold. Each point represents the mean value of 100 independent data sets.
ware to generate data with 4 possible values, 0, 3, 6, and 9. Two thresholds were used. Intensities greater than 0, but less than the lower threshold were scored as 3. Intensities greater than or equal to the lower threshold but less than the upper threshold were scored as 6. Intensities greater than or equal to the upper threshold were scored as 9. Intensities of 0 were scored as 0. Algorithms SP-GREEDY and SP-MCA were run on these data. These sets of points are labeled DISCRETE-SP-GREEDY and DISCRETE-SP-MCA in Figure 5 , respectively. Three different ratios of lower threshold to upper threshold were evaluated, 0.25, 0.5, and 0.75 (data not shown). A lower threshold that was half of the upper threshold gave the best results. These results are presented in Figure 5 . Results from these algorithms on hybridization intensities which are reported in Table 2 are also plotted for comparison. It can be seen in this figure that for both algorithms at a coverage of 5, a greater percentage of correct probe adjacencies are recovered when hybridization intensities are used rather than discrete data. At a coverage of 15 the difference is less, as is the case in Figure 4 . As in Table 2 , SP-MCA performs better than SP-GREEDY.
DISCUSSION
There are likely a number of factors that can attenuate the measured intensity of clone-probe hybridization, including variations in the amount of DNA on the filter from different clones, and intrinsic features of certain sequences. Traditionally, hybridization data has been recorded using a binary system. With binary scored data, errors in scoring (i.e. false positive and false negative errors) contribute to the difficulty of constructing physical maps. Some algorithms (Alizadeh et al., 1995; Jain and Myers, 1997; Christoff et al., 1997; Christoff and Kececioglu, 1999; Kececioglu et al., 2000) explicitly model the problem of false positive and false negative errors. Allowing hybridization data to be recorded with more than two values enables hybridization values of intermediate intensity to be more 'safely' used in map construction. For instance, assume that a particular hybridization of intermediate intensity that would be scored as 1 under a binary system takes some value between 0 and 1 instead. Furthermore, assume that this hybridization places the clone in particular map location. If one or more strong hybridizations are observed that place the clone in another map position, then it can be reasonably assumed that the later is the correct placement. Likewise, in the absence of strong hybridization of a clone to any probe, intermediate hybridization intensities may indicate where to place the clone in the map. Under binary scoring such potentially useful information on hybridization intensity is lost. Scoring hybridizations as low, medium, and high (Soderlund and Dunham, 1995; Sasinowska and Sasinowski, 1999 ) is a very reasonable approach for capturing information about hybridization intensity when data scoring is done manually. In a high-throughput environment it is desirable to automate time-consuming and laborintensive tasks such as capturing data. Automation also makes data capture less subjective and more consistent. Data can be based on a measurable quality, such as the intensity of labeling at locations on an autoradiograph. Thus, differences in hybridization intensity can be more finely distinguished than when data are recorded using a system of multiple discrete values.
We describe in this paper an approach to physical map- (Prade et al., 1997) . The data points labeled SP-GREEDY and SP-MCA result from ordering probes using hybridization intensities. The data points labeled DISCRETE-SP-GREEDY and DISCRETE-SP-MCA are from results using data that has been scored with four possible values produced by applying two threshold values. The lower threshold was half the value of the upper threshold. Each points represents the mean of 100 independent data sets.
ping by hybridization that does not require the scoring of data using discrete values. Simulations carried out in this study suggest this may be a better approach in the context of automatic data capture than approaches based on scoring of data. We described two new algorithms for ordering probes using hybridization intensities. We also described modifications to an algorithm described in Sasinowska and Sasinowski (1999) that allow hybridization intensities to be used. Simulations suggest that algorithm (2) performs the best out of these (Table 2) . On these data, when the stochastic search algorithm microcannonical annealing (Creutz, 1983) was used with a scalar productbased objective function instead of a greedy search algorithm, a greater percentage of probe adjacencies was recovered (Table 2 , SP-GREEDY versus SP-MCA). In all simulations, the greatest number of adjacencies were recovered when hybridization intensities were used instead of scored data. The same algorithms (SP-GREEDY and SP-MCA) even recovered more probe adjacencies when the data consisted of hybridization intensities, rather than discrete values ( Figure 5) .
In Figures 4 and 5 the range of good threshold values increases from a coverage of 5 to a coverage of 15. At the best threshold value the algorithms that use discrete values do relatively well as compared to the algorithms that use hybridization intensities. The best threshold value for any data set would certainly depend on the distribution of intensities, and may not be easy to determine in practice, especially at low coverage. This consideration along with the results from the simulations in this study suggest that creating physical maps using hybridization intensities rather than scored data may be a better approach in the context of automatic data capture.
