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Let 17 be the fundamental group of a compact orientable genus m surface, and 
let G be a connected reductive algebraic group over an algebraically dosed field of 
characteristic zero. Define two free rank m subgroups of 17 by A = (a l , . . . ,  a,n) 
and B ~ (b~ . . . .  ,bin) , where 11 = (a 1 . . . . .  a, , ,b a . . . . .  b,, IFl'~=l[aj, bj]) is the 
standard presentation of 17. We consider epresentations of El, of A and of B into 
G. Restriction of representations i duces a morphism from C(II, G), the variety of 
closed conjugacy classes of representations of 17, to C(A, G) × C(B, G). We prove 
that if m is greater than the semisimple rank of G then this morphism is dominant 
and almost all fibers are finite. © 2000 Academic Press 
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1. INTRODUCTION 
Let R(F, G) be the variety of representations of a finitely generated 
group F into a reductive algebraic group G, that is, the set of representa- 
tions (abstract group homomorphisms) of F into G. Let C(F, G) be the 
variety of closed conjugacy classes of representations. (See Sections 3 and 
4 for detailed definitions.) These varieties have been the subject of much 
study, not only as interesting spaces in their own right (see [12], for 
instance), but also because of their many applications. 
Fix a positive integer m and let S be a compact orientable surface of 
genus m. Let H be the fundamental group of S, referred to as a surface 
group in the literature. It is often the case that C(H, G)--or the closely 
related space C(II, H), where H is a compact Lie group--parametrizes 
geometric structures of a certain type on S. For example, C(II, SU(2)) may 
be identified with the moduli space of flat connections on an SU(2)-bundle 
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over S. Goldman [6] showed that C(II, H)  admits a symplectic form, and 
Weitsman and Jeffrey [9] used the symplectic structure to carry out 
geometric quantization on C(II, SU(2)). 
Let F '  be a finitely generated subgroup of F. Restriction of representa- 
tions induces morphisms from R(F, G) to R(F' ,  G) (defined by p ~ pIF,) 
and from C(F, G) to C(F',  G). In [14, Section 6.2.5], the author showed 
that if the genus m is two then the real polarization of Weitsman and 
Jeffrey [9] can be interpreted in terms of restriction of representations to a 
rank m free subgroup of II. The purpose of this paper is to consider 
restrictions to a pai r  of free subgroups of H. 
It is well known that H has a presentation 
If m > 2 then II is nonabelian. However, if rn = 1 then II is free abelian 
on the two generators a = a 1, b = b 1. To exclude this special case we 
assume that m > 2 unless otherwise stated. Let A = (a 1 . . . .  , am), B = 
(b l , . . . ,  bin). The subgroups A, B are freely generated by the a i and the 
bi, respectively. Let i~: A ~ 17 and i8: B ~ 17 be the inclusion maps. 
The product of the restriction morphisms associated to the two sub- 
groups A, B of H gives a morphism rA, B from C(II, G) to C(A, G) × 
C(B, G). The central result of this paper is that if m is greater than the 
semisimple rank of G then almost all fibers of rA, B are finite. For a 
precise statement, see Theorem 7.1. 
Some important geometric properties of R(II, G) and C(H, G) have 
already been determined, particularly in the case G = GLn(k). Simpson 
[19] proved that R(II, GLn(k)) is normal, while Goldman [7] and Li [11] 
gave criteria for R(II, G) to be connected in the standard topology when 
k = C. Rapinchuk et al. [17] proved that R(H, GLn(k)) is rational and 
irreducible. Our theorem gives no further information about the compo- 
nents of C(H, G); indeed, it applies only to a single canonically defined 
component. It is not clear how to use the theorem to describe the 
geometry of C(II, G). 
A first step would be to calculate the degree of rA, B. A topological 
interpretation of the degree is given in [14, Section 5.5.2] where Theorem 
7.1 is shown to be a special case (M = S 3, the 3-sphere) of a construction 
involving homology 3-spheres M. In this setting one keeps G fixed and 
allows m to increase. On the other hand one often wishes to fix m and 
study, say, C(H, GLn(k)) for various values of n. The hypothesis on the 
genus is then satisfied for only finitely many values of n. However Amnon 
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Neeman [15] has recently removed this restriction by proving that Theo- 
rem 7.1 holds for any m > 2. 
There is a correspondence, due to Andr6 Weil, between the tangent 
space to a point x ~ C(F, G) and the 1-cohomology of a certain F-module 
(dependent on x). The proof of Theorem 7.1 reduces to showing that 
certain 1-cohomology classes are zero. This approach is motivated by 
Weil's method for deducing "rigidity results" (finiteness or discreteness of
C(F, G)) from the vanishing of 1-cohomology (see [21, Section 3, Theorem 
and the remarks that follow it]). 
Our methods are algebraic, and we consider epresentations i to reduc- 
tive algebraic groups rather than into compact Lie groups. This allows us 
to use methods from algebraic geometry and geometric invariant heory. 
Even if one is only interested in representations i to a compact Lie group 
H, this is still a fruitful approach. For the complexification H e of H is a 
complex reductive algebraic group, and we may identify R(F, H) with the 
set of real points of R(F, Hc). See [10, Section 1]. 
In Sections 2-5 we bring together f om various ources ome definitions 
and results concerning R(F, G) and C(F, G). Representations of free 
groups and surface groups are dealt with in Section 6. Little is new 
here--we merely observe that several known results hold in a slightly 
more general setting (for example, compare Proposition 4.8 with [12, 
Theorem 2.13]). In Section 7 we state and discuss our main result, 
Theorem 7.1. The technical details of the proof are given in Section 8. 
The author acknowledges the support of the Commonwealth Scholar- 
ship Commission in the United Kingdom (Commonwealth Scholarship), 
the New Zealand Vice Chancellors' Committee (L. B. Wood Travelling 
Scholarship), and the New Zealand Foundation for Research, Science and 
Technology (NZ Science and Technology Postdoctoral Fellowship 
ANU601). He is grateful to the referee for pointing out the paper [17] 
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2. PRELIMINARIES 
We fix an algebraically closed ground field k of characteristic zero. All 
varieties are assumed to be affine and defined over k; in particular, all 
algebraic groups are linear. For a reference on algebraic groups, see 
Borel's book [3]. We allow varieties to be reducible. Reductive algebraic 
groups are not required to be connected. Let 4~: X ~ Y be a morphism of 
varieties. We denote the Zariski tangent space of X at x by Tx(X) and the 
derivative of 4) at x by dx~b: Tx(X) ~ Te,(x)(Y). We say that almost all 
fibers of 4~ satisfy a given property if the property holds for all fibers above 
an open dense subset of the image of ~b. 
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The identity of a group F is denoted by e. If S c F then Zr(S), Nr(S) , 
(S) are, respectively, the centralizer of S, the normalizer of S, and the 
subgroup generated by S in F. The center of F is denoted by Z(F). All 
group actions are left actions. 
Homomorphisms of algebraic groups are understood tobe morphisms of 
the underlying varieties. We fix a connected reductive algebraic group G 
with Lie algebra g. The multiplicative group of k is denoted by k*. 
"l-psg" is short for "(multiplicative) one parameter subgroup." 
Let F be a finitely generated group. For future reference we fix a 
presentation 
F = (y~ . . . . .  7N 17"F) • (2) 
We write F~ for the free group on s generators. 
3. REPRESENTATION VARIETIES 
Much of the material in this and the next section is taken from the 
article [12] of Lubotzky and Magid. They consider only representations 
into a general linear group GLn(k), but many of their results carry over to 
the case of arbitrary reductive G. 
The set R(F, G) may be given the structure of a variety as follows. The 
function R(F, G) ~ G N, p ~ (P( 'Y l )  . . . .  , P(TN)) maps R(F, G) bijectively 
onto the closed subvariety of G u determined by the words in ~.  It is easy 
to see that the structure of a variety that R(F, G) inherits in this way is 
independent of the choice of generators. We call R(F, G) the representa- 
tion variety (o fF  into G ). 
In particular, R(FN, G) -- G N and we may regard R(F, G) as a closed 
subvariety of R(F N, G). We call F and G the base group and target group, 
respectively. We denote the trivial representation by P0. For 7 ~ F, define 
% : R(F, G) --* G by ev(p) = P(7). 
Here is the first part of Weil's cohomological construction [21, Sec- 
tion 3]. If g ~ G, v ~ g then we write g.v for Ad g (v), where Ad is the 
adjoint action of G on g. For each p ~ R(F, G) we have an action of F 
on g defined by 
p(v).v. 
We denote the resulting F-module by g(p). 
We choose an explicit realization of the 1-cohomology of g(p) as 
follows. The vector space of 1-cocycles ZI(F, g(p)) consists of those 
functions a: F ~ g satisfying 
 (v1 2) = + (3) 
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for all Yl, T2 ~ F. For v ~ ~ define Xv ~ zl(  F, g(P)) by 
Xv(7) = (e - p(y)) .v.  
The space of 1-coboundaries is defined by BI(F, g(p)) = { xolv ~ g}, and 
the 1-cohomology by Hi(F, g(p)) = Za(F, g(p))/BI(F, g(p)). If a 
ZI(F, ~(p)) then ~ denotes the image of a in Hi(F, g(p)). 
Let p ~ R(F, G). For X ~ Tp(R(F, G)), define Ap(X): F ~ g by 
Ap(X) (Y) = dp(~)Rp(~) 1 (dp , r (X ) ) ,  
where Rp(~)-l: G ~ G is right multiplication by p(y) -1. Then Ap is an 
injective k-linear mapping of Tp(R(F, G)) into ZI(F, g(p)). In general, Ap 
need not be surjective (see [12, (2.10.4)]). 
4. CONJUGACY CLASS VARIETIES 
There is an action of G on R(F, G) by conjugation: for g ~ G, p 
R(F, G), y ~ F, define 
(g.P)(T) =gP(T)g -1" 
We refer to the orbit [ p] as the conjugacy class of p. Representations i  
the same conjugacy class are said to be conjugate. The action G x R(F, G) 
R(F, G) is a morphism of varieties. There exists a quotient variety for 
this action in the sense of geometric invariant heory. We can identify the 
set of points of this variety with the set of closed conjugacy classes. Below 
we briefly recall some facts from Chapter 3 of Newstead's book [16] 
concerning the construction of the quotient of an affine variety by the 
action of a reductive group. 
Let k[R(F, G)] be the ring of regular functions of R(F, G). This ring is a 
finitely generated k-algebra on which G acts by k-algebra utomorphisms. 
The reductivity of G implies that the subring k[R(F, G)] c of invariants is 
also a finitely generated k-algebra, so k[R(F, G)] a is the ring of regular 
functions of a variety. We call this variety the conjugacy class variety (ofF 
into G)--often called the character variety in the literature--and we 
denote it by C(F, G). 
The inclusion of k[R(F, G)] G in k[R(F, G)] corresponds to a surjective 
morphism ZrF: R(F, G) ~ C(F, G). We shall write ~F,a instead of 1r F if it 
is necessary to distinguish between different arget groups. The quotient 
variety C(F, G) satisfies the following universal mapping property: given 
any morphism 4~ from R(F, G) to a variety X such that ~b is constant on 
conjugacy classes, there is a unique morphism ~: C(F, G) ~ X such that 
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(~ -~- ~t o 7TF, Closed invariant sets are mapped to closed sets by 7r F. Since 
G is connected the irreducible components of R(F, G) are invariant under 
the conjugation action. 
Points in C(F, G) correspond bijectively to closed conjugacy classes. Let 
p, p' ~ R(F, G). The closure of [ p] contains a unique closed conjugacy 
class, say [ t3] (where /3 is unique up to conjugacy), and ~'F maps p to the 
point in C(F, G) corresponding to [ t3]. The images of p and p' in C(F, G) 
are equal if and only if the closures of [ p] and [ p'] intersect nontrivially. It
should be noted that this can happen even when p and p' are not 
conjugate. See Proposition 4.2, for example. 
The following two propositions, both due to Richardson, characterize 
the closed conjugacy classes and the representations that are indistinguish- 
able from P0 in C(F, G). Richardson's proofs are given for the special case 
F = F N only. However, his striking discovery is that only the image of p is 
important--the base group F N plays no part--and his results generalize 
easily to arbitrary F. 
PROPOSITION 4.1 ([18, Theorem 3.6]). Let p ~ R(F,G). Then [p] is 
closed if and only if the Zariski closure of p(F) is a reductive subgroup of G. 
PROPOSITION 4.2 ([18, Theorem 3.7]). Let p E R(F, G). Then zrv( p) = 
~rF( PO) if and only if p(F) is a unipotent subgroup of G. 
Thus representations that are indistinguishable in C(F, G) from the 
trivial representation may nevertheless be far from trivial. Compare Exam- 
ple 7.4. 
When a reductive group acts on a variety, there is often an open set of 
points that is particularly well behaved. The appropriate notion here is 
that of a stable representation. 
DEFINITION 4.3. A representation p ~ R(F, G) is stable if p(F) is not 
contained in any proper parabolic subgroup of G. We say that p is good if 
p is stable and ZG(p(F)) = Z(G). We denote the set of stable representa- 
tions by R(F, G) s and we denote the image of R(F, G)s under 7r F by 
C(F, G)s. 
By [18, Theorem 4.1], p is stable if and only if [ p] is closed and 
Zo(p(F) ) /Z(G)  is finite, so our definitions agree with those of [18, 1.4], 
and [10, Section 1]. 
EXAMPLE 4.4. Let G = GLn(k) for some n. Since the proper parabolic 
subgroups of GLn(k) are precisely the stabilizers of nontrivial flags in k", 
the subset R(F, GL,(k)) s coincides with the set R~,(F) of n-dimensional 
irreducible linear representations of F (see [12, Definition 1.18]). 
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The next result, essentially Proposition 3.8 of [16], gives some properties 
of stable representations. 
PROPOSITION 4.5. (a) I f  p is stable then 7rFI ( ' /TF(p))  = [ p]--in partic- 
ular, [ p] is closed. 
(b) The subsets R(F, G) s and C(F, G) s are open in R(F, G) and 
C(F, G), respectively, and C(F, G) s is a geometric quotient of R(F, G)s in 
the sense of [16, Chapter 3, Section 4]. 
Stable/good representations do not always exist: for example if F is 
abelian and G is not then there are no good representations. The follow- 
ing lemma shows that good representations exist for a large class of 
groups, including surface groups (recall our convention that m _> 2). 
LEMMA 4.6. I f  F has F s as a quotient for some s > 2, then there exists a 
good representation i R(F, G). 
Proof It is enough to show that there exist g, h ~ G such that (g, h) 
is not contained in a proper parabolic subgroup of G and is centralized 
only by Z(G). Pick g ~ G such that Zv(g) is a maximal torus T of G. Let 
P1,-.., PI be the proper parabolic subgroups of G that contain T and let 
QI . . . . .  Qn be the proper connected reductive subgroups of G that contain 
T. Clearly each N6(Qi) is also a proper subgroup of G, and [2, 3.9 
Corollaire], implies that if H is a proper closed subgroup containing T 
then for some i, H c Pi or H c NG(Qi ). Pick h ~ G \ (P1 U ... U Pt u 
NG(Q1)  U ""  U NG(Qn)). 
If P is a parabolic subgroup such that g, h ~ P, then g (being semisim- 
pie) lies in a maximal torus of P. This torus can only be T, so our choice of 
h forces P = G. By a similar argument, if z ~ G centralizes g and h then 
Zo(z) = G. 
Let H be a closed subgroup of G not contained in any proper parabolic 
subgroup of G. No nontrivial unipotent subgroup of G is normalized by H, 
by 3.9 Corollaire of [2]. In particular, H is reductive and Zc(H)  consists of 
semisimple lements. 
LEMMA 4.7. Let H be a closed subgroup of G containing No(T) for some 
maximal torus T of G. Then no proper parabolic subgroup of G contains H. 
Moreover, if the commutator subgroup [G, G] is simply connected then 
Zo(H)  = Z(G). 
Proof Standard results on parabolic subgroups (see [3, Chapter IV, 
Section 14.17], for example) imply that the only parabolic subgroup P 
containing T that is invariant under conjugation by No(T) is G itself, so 
the first part of the proposition follows. In particular, H is reductive. Now 
let g ~ Zc(H).  The remarks above imply that g is semisimple, so if [G, G] 
is simply connected then Zc(g) is dosed and connected (the latter is an 
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easy consequence of [20, 3.9]). Thus to prove the second part it suffices to 
show that if H is connected then H = G. 
Let us assume that H is connected. The Weyl groups W of G and W' of 
H with respect to the maximal torus T are equal since H ~ No(T). 
Choose Borel subgroups B of G and B' of H such that T c B' c B. Let 
A be the basis associated to B for the set of roots of G and let S c W be 
the corresponding set of reflections. Similarly, define A' and S' corre- 
sponding to B' and H. Let o- ~ W. Then o- ~ S if and only if B u Bo-B is 
a group by [8, 29.3 Lemma C], and likewise tr ~ S' if and only if 
B' U B'trB' is a group. 
The Bruhat decomposition for H and for G implies that if B t2 BtrB is 
a group then B' U B'o-B' is a group. It follows that S' D S and A' D A. 
Every root of G lies in the W-orbit of some root in A, so H = G and we 
are done. 
We now examine the tangent spaces to C(F, G), which are also given a 
cohomological interpretation by Weil. Our approach ere is modeled on 
that of [12, Chapter 2]. 
PROPOSITION 4.8. Let p ~ R(F, G) be good. Then the image of rip([ p]) 
under Ap is BI(F, g(p)), the kernel of dp~ r is Tp([ p]) and dp~r F is 
surjective. There is an isomorphism A--pp of T~e( p)(C(F, G)) onto a subspace of 
Hi(F, ~(p)) given by 
(Recall from Section 3 that Ap(X)  denotes the cohomology class of the 
1-cocycle Ap( X).) 
Proof. An easy calculation shows that Ap takes Tp([ p]) bijectively to 
BI(F, ~(p)). The rest follows from Luna's &ale slice theorem [13, III, 
Section 1 Th6or~me], just as in [12, Theorem 2.13] for the special case of 
representations i to GLn(k). 
Remark 4.9. A corollary ([13, III, Section 1 Remarque 4]) to Luna's 
theorem implies that the set of good representations i  R(F, G) is open. 
DEFINITION 4.10. If the conclusions of Proposition 4.8 hold for p 
R(F, G) and [ p] is closed then we say that p is eohomologically regular, 
c-regular for short. If in addition Ap is surjective--equivalently, if Ap is 
surjective--then p is strongly cohomologically regular. 
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5. CHANGE OF BASE GROUP AND CHANGE OF 
TARGET GROUP 
Let ~b: F '  ~ F be a homomorphism of finitely generated groups. As 
observed by Lubotzky and Magid in [12, Proposition 1.7], we have a 
morphism ~b'~: R(F, G) ~ R(F ' ,  G) defined by ~b#(p) = p o ~b. The pre- 
scription F ~ R(F, G), ~b ~ ~b # determines a contravariant functor from 
the category of finitely generated groups to the category of varieties. We 
shall be interested in the case that ~b is the inclusion of a finitely 
generated subgroup into F (when 4, # is just restriction of representations). 
The map ~b * is equivariant with respect o the conjugation action, so we 
have a function ~b#: C(F, G)~ C(F ' ,G)  given by ¢~#(7"gF(p))= 
~rF,(~b~'(p)). This is a well-defined morphism by the universal mapping 
property given in Section 4. 
Let ~b: F '  ~ F be as above, let p ~ R(F, G), and let p' = ~b#(p). We 
may interpret ~b together with the identity map on ~ as a morphism from 
the F'-module ~(p' )  to the F-module fi(p), in the sense of [4, III, Section 
8]. This gives rise to morphisms of the corresponding cohomology spaces. 
In particular we have a linear map H1(4~): Hi (F ,  ~(p)) ~ H I (F  ', ~(p')), 
given at the level of cocycles by a map Zl(~b): ZI(F,  ~(p)) ~ ZI (F  ', ~(p')). 
Explicitly, if a ~ ZI(F, ~(p)) then Zl(~b)(a) = a o th. 
The cohomological interpretation of tangent vectors is well behaved 
under change of base group, in the following sense. 
OBSERVATION 5.1. (a) Let ~b, p and p' be as above. Diagram (4) 
commutes. 
dpq~ #
Tp(R(F, G)) , Tp,(R(F', G)) 
z l ( f ,  g (P ) )  , Z I (F  ', g(  P ')) 
z1(4~) (4) 
(b) Let x = 7rF(p) and let x '=  ~b#(x). If both p and p' are 
c-regular then Diagram (5) commutes. 
Proof. Just untangle the definitions. 
In Section 8 we shall use Observation 5.1 to allow us to analyze maps 
between certain conjugacy class varieties using 1-cohomology. 
EXAMPLE 5.2 [12, Proposition 1.7]. If q~: F u --) F is the homomorphism 
associated to the presentation (2), then ~b # is just the inclusion of R(F, G) 
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w 
in R(Fw, G) (as described in Section 3). It can be shown that the map ~b#: 
C(F, G) ~ C(F N, G) is a closed immersion. 
Tx(C(F, G)) dx6#> Tx,(C(F', G)) 
Ha(F, ~(p)) , Ha(F ', ~(p')) 
Hl (~b)  (5) 
Analogous results hold given a homomorphism of connected reductive 
groups ~: G ~ G'. We have morphisms q~#: R(F, G) ~ R(F, G') and ~-#~: 
C(F,G)  ~ C(F,G')  given by q~#(p) = q~op and ~-#~(~rF, a(p)) = 
1ry, a,(q~#(p)). The prescription G ~ R(F, G), • ~ ~# determines a co- 
variant functor from the category of connected reductive groups to the 
category of varieties. Let ~' be the Lie algebra of G'. There are linear 
maps Zl(q~): ZI(F, ~(p)) ~ ZI(F, ~'(~#(p)) and HI(~): Hi(F, ~(p)) 
Hi(F, ~ '(~#(p))) given by Zl(q~)(a) = (deq~)° a. The analogue of Obser- 
vation 5.1 holds. 
Consider the following special case. Let ~0: G ~ G be an isogeny of 
connected reductive groups. Note that although ~0 is surjective, if F is not 
free then ~0# and ~# need not be surjective. 
LEMMA 5.3. The morphisms ~0# and ~# are finite. 
Proof Both ~b # and ~b # in Example 5.2 are finite, so it suffices to 
consider the case F --Fw_ Being an isogeny of connected groups, ~0 is 
finite. Identifying R(FN, G), R(FN, G) with ~U, G N, respectively, we see 
that ~O# is simply the product of N copies of ~O, hence is finite and 
surjective. We can interpret ~0# as a finite surjective G-morphism of 
smooth irreducible varieties. Result 2.4.2 of [1] now implies that ~ is 
finite, which completes the proof. 
6. REPRESENTATIONS OF SURFACE GROUPS 
Now we turn our attention to representations of surface groups. First we 
consider epresentations of the flee group F m (recall that A = B -~ Fro). 
LEMMA 6.1. (a) The representation variety R(Fm, G) is smooth and 
irreducible with dimension m dim G. Good representations are strongly c- 
regular. 
(b) The conjugacy class variety C(Fm, G) is irreducible and has dimen- 
sion (m - 1)dim G + dim Z(G). 
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Proof. Since R(Fm, G) -~ G m the first part of (a) is trivial. By counting 
dimensions we see that Ap is surjective for all p; hence good representa- 
tions are not just c-regular (Proposition 4.8), but strongly c-regular. 
Stable representations exist by Lemma 4.6, so by Proposition 4.5 (a), 
almost all fibers of ~'Fm have dimension dim G - dim Z(G). The dimen- 
sion formula in (b) now follows. Finally, C(Fm, G) is irreducible because 
R( F m, G) is. 
The next result is due essentially to Goldman (compare [6, Proposi- 
tion 1.2]). 
LEMMA 6.2. (a) Let p ~ R(II, G) be stable. We have dimZX(II, g(p)) 
= (2m - 1)dim G + dim Z(G) and dim Hi(H, ~(p)) = (2m - 2)dim G + 
2 dim Z(G). I f  p is good then p is strongly c-regular. 
(b) Let C be an irreducible component of R(II, G) such that C n 
R(I-I, G)~ ¢ 0.  Then the dimension of C is (2m - 1)dim G + dim Z(G), 
and 7rn(C) is an irreducible component of C(II, G) with dimension (2m - 
2)dim G + 2 dim Z(G). 
Proof. The proof for the formulas in (a) is the same as for [6, Proposi- 
tion 1.2]: the crucial point is that ~ admits an Ad-invariant symmetric 
nondegenerate bilinear form because k has characteristic zero. We may 
regard R(H, G) as the fiber above e of the map from G 2m to [G, G] 
defined by the word Finn= l[ai, bj]. By a standard result on the dimensions of 
fibers (see [8, 4.1 Theorem]) we have 
dim C > dim G 2m - dim[G, G] = 2m dim G - (dim G - d imZ(G) ) .  
The first formula in (a) implies that this inequality is in fact equality and 
that Ap is surjective. This completes the proof of (a). 
Let D be an irreducible component of C(II, G) that contains ~-n(C). As 
7r n maps closed invariant sets to dosed sets, we can find an irreducible 
component C' of R(II, G) such that D = ~rn(C'). Because ~-~l(lrn(p)) = 
[ p] for p stable, we must have O ~ C • R(II, G) S c C'. This implies that 
C' = C (recall that R(H, G)s is open) and hence that D = 7rn(C). By 
hypothesis ~'n(C) meets C(H, G)s, so almost all fibers of ~'n above ~rn(C) 
have dimension dim G - dim Z(G). The second formula in (b) follows and 
we are done. 
Remark 6.3. Lemma 6.2 implies that if p ~ R(II, G) is stable then p is 
a smooth point of R(II, G), and if in addition p is good then ~rn(p) is a 
smooth point of C(II, G). 
Let p ~ R(A, G). Define p' ~ R(II, G) by p'(a i) = p'(b i) = p(ai). Let 
V c R(II, G) be the set of all representations arising in this way. Lemma 
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4.6 implies that R(A, G)~ ~ 0,  so V meets R(II, G) s. By Remark 6.3, some 
smooth point of R(H, G) belongs to V; therefore V is contained in a 
unique irreducible component ~(G)  of R(II, G). 
DEFINITION 6.4. We define ~(G) to be 7ru(~(G)), an irreducible 
component of C(II, G) by Lemma 6.2(b). 
7. THE MAIN THEOREM 
A - -  
Taking the Cartesian product gives us a morphism i~ × if: C(II, G) 
C(A, G) × C(B, G). Let r4 ' B be the restriction of this morphism to £(G). 
THEOREM 7.1. Let s = rankss G (the semisimple rank of G). Suppose 
that m > s + 1. There is a nonempty open subset U of C(A, G) × C(B, G) 
such that the fibers of rA, B above U are finite and nonempty. 
We defer most of the proof of the theorem to Section 8, but we can 
make a few preliminary remarks. The domain and range of rA, ~ are both 
of dimension (2m - 2)dim G + 2 dim Z(G) by Lemma 6.2(b) and Lemma 
6.1(b). Hence by a standard result involving dimensions of fibers ([8, 4.1 
Theorem]), we need only prove that some irreducible component of some 
fiber of rA, 8 is a single point. Moreover, if Theorem 7.1 holds then rA, B is 
dominant. Let d be the degree of the function field of ~(G) over the 
function field of C(A, G) × C(B, G). By choosing a smaller open set U ff 
necessary we may assume that the fibers of rA, B over U have cardinality d
--see, for example, the proof of [8, 4.6 Theorem]--and that U c C(A, G) s 
× C(B, G) S. Combining Theorem 7.1 with Proposition 4.5(a) gives the 
following result. 
COROLLARY 7.2. Under the hypotheses of Theorem 7.1 there is a nonempty 
open subset U of C(A, G) × C(B, G) with the following property: for all 
(PA,PB) ~ R(A, G) × R(B, G) such that (TrA(PA), ~rB( P~)) ~ U, there are 
exactly d distinct conjugacy classes of representations p in ~(G)  such that 
PIA is conjugate to PA and P[B is conjugate to PB" 
A version of Theorem 7.1 holds for m = 1 with no restriction on 
ranks~ G, and the degree d above can be calculated explicitly. 
PROPOSITION 7.3. Suppose that m = 1, and let us identify R(A, G), 
R(B, G) with G in the obvious way. Let U c C(A, G) × C(B, G) be the 
nonempty set of pairs 
{(TrA(g), 7re( h ) ) l g, h ~ G and ZG(g ), ZG(h ) are tori}. 
The fibers of i~ × if  over U have cardinality equal to that of the Weyl group 
of G. 
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Proof. Let g, h ~ G such that ZG(g) and Z~(h) are tori. By conjugat- 
ing h we may ensure that g and h belong to the same maximal torus T of 
G, so that (g, h) ~ R(II, G). Let W be the Weyl group with respect o T. 
Richardson's criterion Proposition 4.1 for closed orbits implies that if the 
conjugacy class of a representation p = (g', h') ~ R(II, G) c G × G is 
closed then g' and h' are semisimple (since the closure of (g' ,  h ' )  must 
be a commutative r ductive group), and conversely that if g',  h' lie in a 
common torus then [(g',h')] is closed in R(II, G). Moreover, ~rA(g')= 
~'A(g) if and only if g and g' are conjugate (this follows from [16, 
Proposition 3.8] and the fact that conjugacy classes of semisimple lements 
in algebraic groups are closed). Thus the fiber above (irA(g), ~rs(h)) 
consists precisely of those elements of the form ~n((g, w. h)), for w ~ W. 
Our choice of h implies that these elements are distinct for distinct w, so 
we are done. 
It can be shown that U in Proposition 7.3 is open. 
The proof for m > 2 is considerably more complicated. We choose a 
suitable representation p ~ ~(G)  and prove that ~'n(P) is isolated in its 
fiber by showing that d,rn( o)rA, B is injective. This amounts to showing that 
certain 1-cocycles are actually 1-coboundaries. Unfortunately we obtain no 
information about the cardinality of the fibers (other than that almost all 
are finite). 
Let p~, p~ denote the trivial representation of A, B, respectively, let 
xg = ZrA(p0A), and let xg = ~'8( Pff )- Although almost all fibers of rA, B are  
finite, the fiber above A 8 (X0, X o) may be exceptional. As the following 
example illustrates, there can exist many representations p such that p(A)  
and p(B) are unipotent groups but p(II) is not. 
EXAMPLE 7.4. Let G = GL4(k). By [17, Theorem 1], C(II, GL4(k)) is 
irreducible and so ~(GL4(k) )= C(II, GL4(k)). Choose x ~ k*. Define 
p c R(II, GL4(k)) by {ioo o) 1 x 0 
p(al )  = 0 1 0 ' 
0 0 1 { oo 
1 0 0 
P(a2) = 0 1 0 ' 
0 0 1 
and 
p(b l )  = 
p(b2) = 
1 0 
0 1 
0 0 
x 0 
1 0 
0 1 
0 x 
0 0 
0 0 
0 0 
1 0 ' 
0 1 
°i/ 0 1 0 
P(ai) = p(bi) = I (the identity) for 2 < i < m. 
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For y, z ~ k such that yZ + z z = 1, define Py, z by 
py,~(ai) = p(a i ) ,  
py, z(bi) = 
O z 
- z  y p( bi) 
0 0 
1 0 0 0 
0 y z 0 
0 - z  y 0 
0 0 0 1 
-1  
for 1 <__i<m. We have py~(b i )=p(b  i) for all i except i=2 .  The 
commutators [ py, ~(al), py, z(bl)] and [ py, z(a2), py, z(b2)] both vanish so py, z 
gives a well-defined representation f 11 for any value of y and z. Define 
x~, z = 7rn(py, z). It is clear that py, z(A) and pr,~(B) are unipotent, so 
ffA(Xy, z) = XO A by Proposition 4.2, and similarly for B. 
Define an invariant regular function f: R(II, GL4(k)) ~ k by 
f (p ' )  = Tr(p' (a lb2)   
(where "Tr" denotes "trace"). An easy calculation gives f( Py, z) = 4 + 
z rA, ~((X 0 , X 0 )) is infinite. y2x2, so (y, z) ~ Xy, is nonconstant. Hence -i ~ B
8. PROOF OF THEOREM 7.1 
Choose an isogeny qJ: G ~ G, where G is a connected reductive group 
such that [G, G] is simply connected (for example take G = Z × H, where 
Z is the identity component of Z(G) and H is the universal covering roup 
of [G,G], together with the obvious homomorphism). The morphisms 
~e(~) ---) ~(G), C(A, G) × C(B, G) ---) C(A, G) × C(B, G) induced by ~O 
are finite (Lemma 5.3) and clearly the latter is surjective, while surjectivity 
of the former follows from the dimension formula in Lemma 6.2(b). It is 
enough therefore to prove Theorem 7.1 in the special case that [G, G] is 
simply connected, so for the rest of the paper we shall assume this. We 
need only prove 
LEMMA 8.1. There is a representation p ~ ~(  G) with the following prop- 
erties: 
(a) The representations p, P]A and PIB are good. 
(b) For all a ~ Za(H, 9(P)) such that alA, OllB are 1-coboundaries, 
a is a 1-coboundary. 
For if P exists as in Lemma 8.1 then part (a) implies that p, plA, pl~ are 
strongly c-regular, by Lemma 6.2(a) and Lemma 6.1(a). Combining part (b) 
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of Lemma 8.1 with Observation 5.1(b)we see that  d~rn(p)rA, B is injective, 
and so Theorem 7.1 is proved (see Section 7). 
Proof (ofLemma 8.1). For notational convenience we assume that G is 
simple as an algebraic group: most of the calculations below involve only 
the Lie algebra g, which for an arbitrary reductive group in characteristic 
zero splits into simple summands and a central summand which plays no 
part. Fix a maximal torus T with Lie algebra t. Choose a base A = 
{ if1,--., ffs} for the space of roots qb of T. The Weyl group W with respect 
to T is generated by the corresponding reflections r 1 . . . . .  %. The action of 
W on the elements of the base is given in addition notation by rj. ffi = ~i - 
Ci j~, where the Cij are the Cartan integers. Note that rank G = rankss G 
since G is assumed to be simple. 
Let hs+ 1 = e. For each 1 < i < s, choose h i ~ N~(T) so that h i repre- 
sents r i in W. We may think of h,+~ = e as representing the identity 
element of W. For t = (t I . . . . .  t~+ 1) ~ T~+ 1 we set hi(t) = tih i and define 
Pt ~ 9(G)  by 
pt(ai) = { hi(t)e otherwiseifl<i<s+l', 
pt( bi) = pt( ai) for all i. 
Our chosen representation p will be of the form Pt for some t. 
Pick any t ~ T s+l. Let a ~ zs ( I I ,  g(pt))  such that alA and a18 are 
1-coboundaries: without loss of generality a [A = 0. Thus we have for some 
UE~,  
a(b)  = (e - pt(b)) .v for b ~ B 
a(a)  = 0 fo ra  ~A.  
The 1-cocycle a must kill the word FIj"_ l[aj, b i] which is trivial in II, so 
0= (,01Ia, 
s+I  
= - • (e - hi(t))2.v 
i=1 
applying the 1-cocycle relation (3). 
Let Et: g ~ g be the map sending v to ]Es+i=a, 1re - hi(t)) 2.v. We wish to 
show that Ker Et = 0 for some t, which would imply that a as above must 
be trivial. Write ~ = t • r, where r is the sum of the root spaces of T. 
The subspaces t and r are stable with respect to the adjoint action of 
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NG(T), so they are both _=t-stable. Thus we need only check that for some 
choice of t: 
(I) =~t restricted to t is nonsingular, and 
(II) Et restricted to r is nonsingular. 
To prove (I), we calculate the matrix of ~t  with respect o an explicit 
basis for t. The operation of any w ~ W on t is independent of the choice 
of representative of w in NG(T). This allows us to abuse notation and 
write, for v ~ t, 
E t (v)  = ~ (e - ~-g)2.v 
i=1 
= 2 ~ (e - 7 i ) .v  since each "ri 2 = e. 
i=1 
Let W: T ~ (k*) s be the product ffl × "'" × ~s- Because Ker W is finite, 
de W is an isomorphism. Let ~ be the basis for t obtained by pulling back 
the canonical basis for Te((k*) s) = k s. For g ~ G define Intg: G ~ G by 
Intg (x) --- gxg -1. If g is a representative for some element w c W then 
we again abuse notation and write Intw for the restriction of Intg to T. By 
definition of the action of W on (I) we have, for t ~ T and 1 < i, j < s, 
( ~'i olnt ~-j)(t) = (~-~l.~'i)(t) 
= (~ ' j .~ i ) ( t )  
= ~i(t)~.(t) -clj 
Taking the derivative of this equation gives, for v e t, 
ae i 2 (e - , j ) .v  =2 
j= l  
(interpreting the entries of Cij as elements of k). It follows that the 
/j-entry for the matrix of ~t with respect to ~ is 2Cij. The matrix of 
Cartan integers is nonsingular (see [5, p. 529]), so (I) is proved. 
If rank G = 1 then it is straightforward to write down a matrix represen- 
tation for ~t and check that it is nonsingular for some t, so we shall 
assume that rank G > 1. The set of roots q~ is the disjoint union of q~+, 
the set of positive roots, and • - ,  the set of negative roots. Write r = r + ~ 
r - ,  where the summands are the sums of the positive and negative root 
spaces, respectively. If ~ ~ • then r~ denotes the subspace of ~: associ- 
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ated to ~. Let ( , ) be the pairing between the 1-psgs of T and the roots 
of T. Choose a 1-psg /z of T such that (/x, ffi) > 0 for all 1 < i < s. We 
fix t l , . . . ,  ts and allow t~+a to vary: we set t~+ 1 =/~(x)  for x ~ k*. Choose 
bases for r+ and 1:- composed of basis vectors v¢ with v¢ ~ r ; ,  and v ¢ 
with v_ ¢ ~ r_ 5, where ff ranges over all the positive roots with some fixed 
ordering. The matrix of Et with respect o this basis, in block form, may be 
written as 
+ 
i=1 1C i ( t i )  Di(ti) 0 Q(x) 
Here P(x) is the diagonal matrix whose ffff-entry is (1 -xn0  2, where 
nc = (/x, ff ), and Q(x) is the diagonal matrix whose ffff-entry is (1 - x-nO 2. 
The ith term in the first summand is the matrix of (e - hi(t)) 2 (which 
depends only on t i) and the second summand is the matrix of (e - hs+ 1(0) 2. 
Consider the determinant of the above matrix for ~=t as a Laurent 
polynomial in x. We wish to show that this polynomial is not identically 
zero. The degree of the lowest order term is -2Ec  ~ 0÷ n:; the coefficient 
of this term is 
det(Is' + i~=lZi(ti)) ,
where s' is the cardinality of qb + and I s, (denoting the s' x s' identity 
matrix) comes from the top left quadrant of the second summand. We 
need only prove that this determinant is nonzero for suitable choice of t. 
Let 1 < i < s. Now we fix t t for all l ~ i and we allow t i to vary. Let M 
be an s' X s' matrix. We wish to determine conditions on M such that 
t i ~ det(M + Ai(ti)) is not the zero function on T. Let (E(ti)ce), (E'(ti)~ _) 
be the top left quadrant submatrices of the matrices of hi(ti), hi(ti) z, 
respectively. Let (Ec~) = (E(e)c¢) and let (E~¢) = (E'(e)c~). The square of 
~'i is trivial in W, so (E'(ti)ce) is diagonal. Each E'(ti)¢¢ is nonzero. We 
have 
Ai(ti)c~ = E'(ti)c~ - 2E(ti)c¢ + ~,  
where 6(.x.) is the Kronecker delta. A short calculation gives E(ti)~ = 
~(ti)E~ and E'(ti)~ = ~(ti)(~'i. ~)(ti)E~;~, so we have 
(Ai(ti) + M)¢ i 
[1 - 2¢(ti)Ec: + ff(ti)(ri.¢)(ti)E'c¢ + g¢¢, ¢= 
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Let A be any 1-psg of T such that (A, ~l} > 0 for all l v~ i and 
(A, ~' i )= 0. Then (A, f } > 0 for all positive roots other than ~'i. Set 
t i = A(y) for y ~ k*, so that the matrix entries (Ai(t  i) + M)z~¢ become 
polynomials in y. For every f ~ dP + apart from fi, the degree of r i . f  is 
positive because ri .f  is a positive root distinct from fi. Thus (Ai(t  i) + M)¢¢ 
is a nonzero polynomial for every ~ ~ ~b + except possibly f = fi. Now let 
us assume that 
(,) 1 - 2E;;~ + E'g/; i + MC~C, -~ O. 
This ensures that (Ai(t  i) + M);i;~ is a nonzero constant. 
Let o- be a permutation of r +. If ~" is not fixed by or then 
deg(Ai ( t i )  + M) ; ;  > deg(Ai ( t i )  + M)¢~(¢), 
with equality for only one value of f, namely, ff = fig. This implies that the 
leading diagonal term (corresponding to the identity permutation) in the 
expansion of det(Ag(t i) + M)  has degree strictly greater than that of any 
other term; for any nontrivial permutation of qb + must move at least two 
elements of ~b +, hence at least one of the inequalities above must be strict. 
It follows that det(Ai(ti) + M)  is a nontrivial polynomial in y. 
We are concerned with the case M = M( t )= I,, + E l~iAl ( t l ) .  Pick 
j 4~ i with 1 < j < s (this is possible by our hypothesis on rank G). The 
same arguments as for Ai(t  i) earlier show that tj ~ Aj(tj)~ c is noncon- 
stant, so we may choose t such that M(t) satisfies (*)  above, and (II) is 
proved. 
We have shown that ~t is nonsingular for some value of t. This is an 
open condition, so without loss of generality we may choose t ~ T *÷ 1 such 
that ~t is nonsingular and t~+l is regular. Set p = Pt- Since T is the only 
maximal torus to which t~+ 1 belongs and G is assumed to be simply 
connected, Lemma 4.7 implies that p, pla and RIB are good. This finishes 
the proof of Lemma 8.1. 
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