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ABSTRACT: We revisit the so-called “Geodesic Witten Diagrams” (GWDs) [1], proposed to be the
holographic dual configuration of scalar conformal partial waves, from the perspectives of CFT op-
erator product expansions. To this end, we explicitly consider three point GWDs which are natural
building blocks of all possible four point GWDs, discuss their gluing procedure through integration
over spectral parameter, and this leads us to a direct identification with the integral representation of
CFT conformal partial waves. As a main application of this general construction, we consider the
holographic dual of the conformal partial waves for external primary operators with spins. More-
over, we consider the closely related “split representation” for the bulk to bulk spinning propagator, to
demonstrate how ordinary scalar Witten diagram with arbitrary spin exchange, can be systematically
decomposed into scalar GWDs. We also discuss how to generalize to spinning cases.
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1 Introduction
One of the most powerful applications of AdS/CFT correspondence is that we can realize the im-
portant and sometimes complicated CFT observables such as correlation functions, through computa-
tionally simple geometric configurations inside the dual Anti-de Sitter space (See [2], [3] for selected
references, and [5] for a good review in this area.). Such an application often relies heavily on the
underlying conformal symmetries or equivalently the isometries of Anti-de Sitter space. Conformal
blocks, which allow us to disentangle what are universally constrained by conformal symmetries in
four point CFT correlation functions, from theory-dependent data, such as spectrum of scale dimen-
sions {∆i} and OPE coefficients {λijk}, offer a ideal venue for such a geometric realization in the
dual AdS space.
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Curiously, despite almost twenty years since the inception of AdS/CFT correspondence, the holo-
graphic dual configuration of conformal block, termed “geodesic Witten diagram” (GWD), have only
been constructed recently in a striking paper [1]. In a complete analogy with the CFT decomposition,
the ordinary scalar four point Witten diagrams which holographically computes the full four point
CFT correlation functions, can be shown to decompose into a summation over the GWDs. Moreover,
each of these scalar GWDs involved in the sum, can be identified directly with the conformal block
for single and double trace primary operator exchange.
However from the perspective of CFT operator product expansions, it is sometimes more illumi-
nating to think instead about the individual conformal block G∆,J(u, v) as being built from fusing
a pair of three point functions, each involving two of the external primary operators and the internal
exchange operator O∆,J itself (For good recent CFT reviews, see [6, 7] ). Indeed this fusion proce-
dure of three point functions was made explicit in [8] (and later extended in [9]), through defining the
so-called “shadow operators”, which yields the integral representation of conformal block. This will
be reviewed in the next section. It is therefore natural to ask if this further decomposition procedure of
individual conformal blocks themselves can also be seen in AdS space, perhaps directly cutting up a
four point GWD in the middle into two three point ones? It turns out that this intuitive picture is qual-
itatively correct, and the detailed justification comes from the non-trivial identity between the bulk to
bulk and bulk to boundary propagators we shall derive. We shall name the resulting building element:
three point geodesic Witten diagram, see Figure 3. The main difference from the ordinary three point
Witten diagram is now that the bulk interaction point is restricted to move along the geodesic con-
necting two our of three boundary points. As we will see in Section 2, this procedure of cutting and
rejoining also allows us to directly identify four point scalar GWD with the integral representation of
scalar conformal block by construction, hence provides an alternative proof for the results in [1].
As an main application of this understanding, the three point GWDs become particularly useful
when constructing the holographic dual of spinning conformal blocks [10, 11], as they allow us to
directly apply the earlier general parameterization of three point vertex for three symmetric traceless
tensor fields constructed in [12, 13] (up to certain modification to account for the restriction along
the geodesic) to study the precise nature of the interaction. The resultant calculations can then be ex-
pressed in terms of appropriate CFT tensor structures, we will provide explicit examples and illustrate
how general spinning geodesic Witten diagrams can be constructed in Section 4. We will review the
relevant CFT details in Section 3.
Finally, the analysis we have done is closely related to the so-called “Split representation” of bulk
to bulk propagator [14, 15]. in fact we will demonstrate its power by combining with the knowledge
of three point GWDs in Section 5. Explicitly we can rewrite the split representation of four point
scalar Witten diagrams with arbitrary spin-J exchange into a summation over products of three point
GWDs. By explicitly identifying the physical residues when performing the integration over so-
called “spectral parameter” ν, we can show that the summation contains one four point scalar GWD
for single trace operator with spin-J , plus infinite towers of four point scalar GWDs for double trace
primary operators with spins 0, 1, . . . , J . This is consistent with and completes analysis in [1] for
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J = 0, 1 cases. We also discuss how similar decompositions can be done for spinning Witten diagrams
into spinning GWDs.
We relegate some useful background materials and computational details into several appendices.
While this work is being finalized, two nice preprints [16], [17] appeared1, which have partial
overlaps with our results. However we hope our independent work, which has somewhat different
computational approaches and topical emphases, can complement their works. An earlier work [18],
which considered holographic dual of conformal block with single external operator with spin, also
contained a special case of our results2.
2 Scalar Four Point Geodesic Witten Diagrams Revisited
Let us begin by reviewing the essential details about the geodesic Witten diagram in d + 1 dimen-
sional Anti-de Sitter space AdSd+1 [1]. This was proposed to be the holographic dual configuration of
the d-dimensional scalar conformal partial wave associated with the exchange of a primary operator
O∆,J of scaling dimension ∆ and spin J and its conformal descendants between two pairs of external
local scalar primary operators O∆1(P1), O∆2(P2) and O∆3(P3), O∆4(P4):
WO∆,J (P1, P2, P3, P4) =
(
P24
P14
)∆12
2
(
P14
P13
)∆34
2 GO∆,J (u, v)
(P12)
∆1+∆2
2 (P34)
∆3+∆4
2
, (2.1)
where ∆ij = ∆i − ∆j . In this note we will mostly use so-called “embedding formalism” reviewed
in Appendix A and follow the conventions in [6]. Here Pi labels the position of operator O∆i(Pi) in
d+ 2 dimensional embedding space, and their separations are:
Pij = −2Pi · Pj , i, j = 1, 2, 3, 4. (2.2)
We can express the “scalar conformal block” GO∆,J (u, v) for O∆,J as a function of the two indepen-
dent conformally invariant cross-ratios:
u =
P12P34
P13P24
, v =
P14P23
P13P24
. (2.3)
The closed form expressions of GO∆,J (u, v) for even d-dimensions have been solved explicitly in
terms of hypergeometric functions using quadratic Casimir operators [8, 20]; more recently the precise
connections of GO∆,J (u, v) with the eigenfunctions of quantum integrable systems have also been
established for arbitrary d-dimensions in [21, 22].
1 Another nice paper [4] has appeared simultaneously when we submitted version 1 of this work to arXiv, and their work
also has some partial overlaps.
2Please also see [19] for the interesting connections between so-called “OPE blocks” and geodesic Witten diagrams.
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Figure 1. Four point scalar geodesic Witten diagram where the orange curves describe the geodesics and the
blue lines are bulk to boundary propagators, such that the interaction vertices move along geodesics γ12 and
γ34.
Now imagine these external scalar primary operators {O∆i} are inserted at the boundary of AdSd+1
at points {Pi}, and use γ12 and γ34 to denote the geodesics connecting the points P1,2 and P3,4
respectively, the four point scalar geodesic Witten diagram is defined through the double integral (See
Figure 1):
W∆,J(Pi) =
∫
γ12
∫
γ34
2∏
c=1
Π∆c(X(λ), Pc) Πˆ∆,J
(
X(λ), X˜(λ′);
dX(λ)
dλ
,
dX˜(λ′)
dλ′
)
4∏
c′=3
Π∆c′ (X˜(λ
′), Pc′) .
(2.4)
Here −∞ < λ, λ′ < +∞ are the line parameters of γ12 and γ34 which we integrate along with,
in terms of bulk AdSd+1 coordinates XA(λ) and X˜A(λ′), the two geodesics are given by following
curves:
γ12 : X
A(λ) =
PA1 e
λ + PA2 e
−λ
(P12)
1
2
, γ34 : X˜
A(λ′) =
PA3 e
λ′ + PA4 e
−λ′
(P34)
1
2
. (2.5)
The integrand in (2.4) consists of the pull-back of bulk to boundary scalar propagators3:
Π∆1,2(X(λ), P1,2) =
C∆1,2
(−2P1,2 ·X(λ))∆1,2 , Π∆3,4(X˜(λ
′), P3,4) =
C∆3,4
(−2P3,4 · X˜(λ′))∆3,4
, (2.6)
and the pull-back of bulk to bulk propagator of spin-J tensor field between XA(λ) and X˜A(λ′) on
the two geodesics:
Πˆ∆,J
(
X(λ), X˜(λ′);
dX(λ)
dλ
,
dX˜(λ′)
dλ′
)
=
(
dX(λ)
dλ
)
A1,...AJ
(
dX˜(λ′)
dλ′
)
A˜1,...,A˜J
Π
{A1...AJ},{A˜1...A˜J}
∆,J (X, X˜).
(2.7)
3Here the overall normalization constant C∆ = Γ(∆)
2pi
d
2 Γ(∆+1− d
2
)
is defined as a special case of (2.18).
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Here Π{A1...AJ},{A˜1...A˜J}∆,J (X, X˜) is a (doubly) symmetric, traceless and transverse (STT) tensor whose
form will be specified momentarily, such that each set of indices satisfy XA1Π
{A1A2...AJ} = 0 and
ηA1A2Π
{A1,A2...AJ} = 0. In (2.7), we have introduce the short-hand notation:
Y A1...AJ ≡ Y A1 . . . Y AJ (2.8)
to denote symmetric tensor built from the products of identical vector or vectorial operator Y A. The
proposal of geodesic Witten diagram [1] is such that instead of integrating the bulk interacting vertices
(X, X˜) over the entire AdSd+1 as in computing the holographic correlation functions, they are pulled
back to move only along the geodesic trajectories (2.5) and the integration in (2.4) is taken along the
line parameters λ and λ′. By showing (2.4) satisfies the eigenvalue equation of quadratic conformal
Casimir operator, the authors of [1] explicitly established:
W∆,J(Pi) ≡WO∆,J (Pi) (2.9)
up to an unimportant overall normalization constant, in our subsequent computations, we will do the
same unless otherwise stated. Moreover, we will provide an alternative proof for (2.9) by considering
three point geodesic Witten diagrams momentarily.
The doubly STT tensor Π{A1...AJ},{A˜1...A˜J}∆,J (X, X˜) in (2.7) can be obtained from the following
index-free generating polynomial [14]:
Π∆,J(X, X˜;W, W˜ ) =
J∑
k=0
(W · W˜ )J−k
(
(W · X˜)(W˜ ·X)
)k
gk(u), u = −1−X · X˜ (2.10)
where WA (and W˜A) is the auxiliary polarization vector satisfying W · X = W ·W = 0 and the
function gk(u) can be explicitly obtained from the equation of motion for a massive spin J particle
in terms of hypergeometric functions. Next we act on (2.10) with the product of projection operators
KA and K˜A˜:
Π
{A1...AJ},{A˜1...A˜J}
∆,J (X, X˜) =
1
[J !(d−12 )J ]
2
KA1...AJ K˜A˜1...A˜JΠ∆,J(X, X˜;W, W˜ )
=
J∑
k=0
G
{A1
B1
. . . G
AJ}
BJ
G˜
{A˜1
B˜1
. . . G˜
A˜J}
B˜J
ηB1B˜1 . . . ηBJ−kB˜J−kX˜BJ−k+1 . . . X˜BJXB˜J−k+1 . . . XB˜J gk(u) ,
(2.11)
where the Pochhammer symbol is defined to be (x)J =
Γ(x+J)
Γ(x) . The explicit form of KA is given
in (A.16), it satisfies KAKB = KBKA (symmetric), KAKA = 0 (traceless) and XAKA = 0
(transverse), it allows us to implement the contraction between various STT tensors before we restrict
to geodesics. Here we have also introduced the induced AdS metric GAB and the projection operator
GA
B in the embedding space:
GAB = ηAB +XAXB, GA
B = δBA +XAX
B, GA
CGC
B = GA
B, GA
BXB = X
AGA
B = 0.
(2.12)
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When contracting product of GAB with an arbitrary tensor in embedding space, such a tensor is
then projected into the one satisfying the transverse condition, hence in the interior of hyperboloid
corresponding to AdSd+1. Identical quantities can be defined for the other bulk vertex point with
X → X˜ and i = 1, 2 → i = 3, 4. We can see that under the action of KA operators, (2.11)
automatically satisfy the symmetric, traceless and transverse conditions.
Figure 2. Cutting the four point scalar geodesic Witten diagram into the three point ones.
It was shown in [14] that the bulk to bulk propagator can be related to the harmonic function
Ω∆,J(X, X˜;W, W˜ ) in AdS space as:
Ων,J(X, X˜;W, W˜ ) =
iν
2pi
(
Πh+iν,J(X, X˜;W, W˜ )−Πh−iν,J(X, X˜;W, W˜ )
)
(2.13)
where h = d2 . We can invert this relation by considering following integral identity:
Π∆,J(X, X˜;W, W˜ ) =
∫ +∞
−∞
dν
1
ν2 + (∆− h)2 Ων,J(X, X˜;W, W˜ )
=
∫ +∞
−∞
dν
2pii
ν
ν2 + (∆− h)2
(
Πh−iν,J(X, X˜;W, W˜ )−Πh+iν,J(X, X˜;W, W˜ )
)
,
(2.14)
where in the last line as Πh∓iν,J(X, X˜;W, W˜ ) only converges for Im(ν) → ±∞, we have closed
the integration contour in the upper (lower) half complex ν-plane for first (second) term of the inte-
grand. Moreover it was shown in [14] that it also admits following representations in terms of bulk to
boundary propagators:
Ων,J(X, X˜;W, W˜ ) =
ν2
piJ !(h− 1)J
∫
∂
dP0Πh+iv,J(X,P0;W,DZ0)Πh−iv,J(X˜, P0; W˜ , Z0).
(2.15)
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Here the spin-J bulk to boundary propagator is:
Π∆,J(X,P ;W,Z) = C∆,J (2(X · Z)(P ·W )− 2(X · P )(Z ·W ))
J
(−2P ·X)τ = C∆,J
(2X · C ·W )J
(−2P ·X)τ ,
(2.16)
where τ = ∆ + J and for later purpose we have also defined the boundary anti-symmetric tensor
CAB = ZAPB − PAZB, Z · P = Z · Z = 0 (2.17)
with ZA being the auxiliary polarization vector associated with boundary point PA. Notice that CAB
hence bulk to boundary propagator (2.16) is manifestly invariant under the shift ZA → ZA + αPA.
The overall normalization constant is fixed to be:
C∆,J = (J + ∆− 1)Γ(∆)
2pih(∆− 1)Γ(∆ + 1− h) . (2.18)
In (2.15), we have also introduced the projection operator DZ0 := DZA0 defined in (A.17), which
executes the tensor index contractions. Combining (2.13), (2.14) and (2.15), we can directly relate
bulk to bulk and bulk to boundary propagators through the following “cutting identity”4:
Π∆,J(X, X˜;W, W˜ ) =
∫ +∞
−∞
dν
∫
∂
dP0
ν2
piJ !(h− 1)J
1
ν2 + (∆− h)2 Πh+iv,J(X,P0;W,DZ0)Πh−iv,J(X˜, P0; W˜ , Z0).
(2.19)
We will refer to the complex integration parameter ν as the “spectral parameter”.
Given the relation (2.19), we can now use it to rewrite the bulk to bulk propagator entering (2.4).
More explicitly as in (2.11), we can extract the STT tensor structures from (2.19) using the projection
operator KA:
1
J !(d−12 )J
KA1...AJΠ∆,J(X,P ;W,Z) = C∆,J
(2X · C){A1...AJ}
(−2P ·X)τ (2.20)
where (2X · C)A = 2XBCBA = −2CABXB satisfies both transverse (2X · C)AXA = 0 and
traceless ηAB(2X · C)A(2X · C)B = 0 properties. Moreover (2X · C)BGBA = (2X · C)A simplifies
the resultant expression.
Effectively upon the substitution, we have cut the four point geodesic Witten diagram into a pair of
three point ones, and we call them “three point geodesic Witten diagrams” or “three point GWDs”,
see Figure 3. We can now explicitly consider the general interaction vertex at X(λ) (or X˜(λ′)),
which includes two massive scalar fields Φ1,2(X) and a rank-J massive STT tensor field ΞJ(X),
corresponding to the holographic duals of the CFT operators O∆1,2(P1,2) and Oh+iν,J(P0, Z0):
gΦ1Φ2ΞJ
∫
X=X(λ)
dX∇C1 . . .∇CrΦ1(X)∇Cr+1 . . .∇CJΦ2(X)Ξ(X)C1...CJ , (2.21)
4Here we refrain from using the terminology of closely related “split representation” to avoid confusion, as discussed in
Section 5, split representation of bulk to bulk propagator involves boundary to boundary propagators with lower spins.
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where r = 1, . . . , J encode all possible permutations of covariant derivatives and gΦ1Φ2ΞJ is the
coupling constant. In contrast with the usual three point Witten diagram, where the interaction point
X is integrated over the entire AdSd+1 space X2 = −1, here we restrict the interaction point only
along the geodesic γ12 : X = X(λ). Such that when we move the covariant derivatives using
integration by parts and apply equation of motion, we need to carefully treat the boundary terms, this
has interesting effect when we consider geodesic Witten diagrams involving external spinning fields.
Figure 3. Three point scalar geodesic Witten diagram
If we now perform the integration along γ12 first, the three point vertex (2.21) generates the follow-
ing integral:∫
γ12
(K · ∇)r C∆1
(−2P1 ·X)∆1 (K · ∇)
J−r C∆2
(−2P2 ·X)∆2
[
Ch+iν,J (2X · C0 ·W )
J
(−2P0 ·X)h+iν+J
]
= C∆1C∆2Ch+iν,J(∆1)r(∆2)J−r
∫
γ12
(2P1 ·G ·K)r(2P2 ·G ·K)J−r
(−2P1 ·X)∆1+r(−2P2 ·X)∆2+J−r
[
(2X · C0 ·W )J
(−2P0 ·X)h+iν+J
]
= C∆1C∆2Ch+iν,J(∆1)r(∆2)J−r
∫ ∞
−∞
dλ
(−1)J−r
(
dX(λ)
dλ ·K
)J
(−2P1 ·X(λ))∆1(−2P2 ·X(λ))∆2
(2X(λ) · C0 ·W )J
(−2P0 ·X(λ))h+iν+J
= C∆1C∆2Ch+iν,J(∆1)r(∆2)J−r
∫ ∞
−∞
dλ
(−1)J−rJ ! (d−12 )J [2V0,12]J
(−2P1 ·X(λ))∆1(−2P2 ·X(λ))∆2(−2P0 ·X(λ))h+iν+J
= 2J(−1)J−rJ !
(
d− 1
2
)
J
(∆1)r(∆2)J−rC∆1C∆2Ch+iν,Jβ∆12,h+iν+J
∆1 ∆2 h+ iν0 0 J
0 0 0
 . (2.22)
The lengthy calculation presented above requires some explanations. In the second line of (2.22), we
have used the identity:
(W · ∇)J−l (2X · C0 ·W )
l
(−2P0 ·X)∆+l = (∆ + l)J−l
(2P0 ·W )J−l(2X · C0 ·W )l
(−2P0 ·X)∆+J . (2.23)
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Restricting along the geodesic γ12, we also have the following relations in the third line:
(2P1 ·G)A = (−2P1 ·X(λ))dXA(λ)
dλ
, (2P2 ·G)A = −(−2P2 ·X(λ))dXA(λ)
dλ
, (2.24)
which yield the product of dX(λ)dλ and
dX˜(λ′)
dλ′ appearing in (2.7). Finally in the last two lines, we
introduced the independent tensor basis for three point functions defined in (3.3) and (3.5), and we
have performed the integral using the result in Appendix B. In particular, the ν-dependent pre-factor
is:
β∆12,h+iν+J =
Γ
(
h+iν+J+∆12
2
)
Γ
(
h+iν+J−∆12
2
)
2Γ(h+ iν + J)
. (2.25)
We can also consider analogous three point vertex to (2.21) along the geodesic γ34 : X˜ = X˜(λ) for
the holographic duals ofO∆3,4(P3,4) andO d
2
−iν,J(P0, Z0), and obtain the same tensor structure as in
(2.22) with trivial substitution (∆1,∆2, h+ iν)→ (∆3,∆4, h− iν).
Gluing together the pair of resultant geodesic three point Witten diagrams forO∆1,2(P1,2),O d
2
−iν,J(P0, Z0)
and O∆3,4(P3,4),O d
2
−iν,J(P0, Z0) given in (2.22), by contracting their indices and integrating their
common boundary point P0, we obtained an integral representation of four point scalar geodesic Wit-
ten diagramW∆,l(Pi):
SJ,r,r′∆1,2,3,4
∫
dP0
∫ ∞
−∞
dν
ν2Ch+iν,JCh−iν,Jβ∆12,h+iν+Jβ∆34,h−iν+J
ν2 + (∆− h)2
∆1 ∆2 h+ iν0 0 J
0 0 0
 ·
∆3 ∆4 h− iν0 0 J
0 0 0

=
SJ,r,r′∆1,2,3,4
24pid
∫
dP0
∫ ∞
−∞
dνBd,J(ν)K∆12,∆34;J (h+ iν, h− iν)
ν2 + (∆− h)2
∆1 ∆2 h+ iν0 0 J
0 0 0
 ·
∆3 ∆4 h− iν0 0 J
0 0 0
 .
(2.26)
Here the overall constant is given by:
SJ,r,r′∆1,2,3,4 = C∆1C∆2C∆3C∆4
[
2JJ !
(
d− 1
2
)
J
]2
(∆1)r(∆2)J−r(∆3)r′(∆4)J−r′ . (2.27)
The dot “·” product between the two box tensor basis for the three point functions indicates that we
have replaced Z0 by DZ0 in the first term as in (2.19) to perform the index contractions. We have also
defined the following short hand notations and composite functions:
Γ(x± b) = Γ(x+ b)Γ(x− b), (x± b)J = (x+ b)J(x− b)J , (2.28)
Bh,J(ν) = 1
(h− 1± iν)J Γ(±iν)
, K∆12,∆34;J(x, y) = Γ
(
x+ J ±∆12
2
)
Γ
(
y + J ±∆34
2
)
.
(2.29)
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We can also deduce an analogous integral representation for the conformal partial wave W∆,J(Pi),
which also involves the so-called “shadow operator” O˜∆˜,J(P0, Z0) of the exchanged operatorO∆,J(P0, Z0)
[8] [9], carrying the scaling dimension ∆˜ = d − ∆ and the same spin J . Our starting point is the
equation (3.25) of [8], which relates the linear combination of the conformal block GO∆,J (u, v) and
its shadowGO˜∆˜,J (u, v), with an integral containing a pair of three point functions involvingO∆,J and
O˜∆˜,J . By multiplying the appropriate pre-factors as in (2.1), we can deduce the following equation
for the conformal partial wave and its shadow 5 :
(−1)JK∆12,∆34,J (h+ iν, h− iν)
pi
d
2
∫
dP0
∆1 ∆2 h+ iν0 0 J
0 0 0
 ·
∆3 ∆4 h− iν0 0 J
0 0 0

=
1
2JcJ
(K∆12,∆34,J (h+ iν, h+ iν)
kh−iν,J
WOh+iν,J (Pi) +
K∆12,∆34,J (h− iν, h− iν)
kh+iν,J
WO˜h−iν,J (Pi)
)
,
(2.30)
where we have set ∆ = h+ iν and defined:
cJ =
(
d−2
2
)
J
(d− 2)J k∆,J =
Γ(∆− 1)Γ(d−∆ + J)
Γ(∆− 1 + J)Γ(∆− h) . (2.31)
Now to revert the relation (2.30) and extract WO∆,J (Pi), we first multiply both sides with
Bh,J (ν)
ν2+(h−∆)2
and integrate over ν, clearly the LHS is now proportional to (2.26), while from RHS we obtained the
following integral:
1
2JcJ
∫ ∞
−∞
dν
1
ν2 + (h−∆)2
(
f∆12,∆34,J (h+ iν)WOh+iν,J (Pi) + f∆12,∆34,J (h− iν)WO˜h−iν,J (Pi)
)
,
(2.32)
where
f∆12,∆34,J (h± iν) =
K∆12,∆34,J (h± iν, h± iν)
Γ(±iν)Γ(h± iν + J)(h± iν − 1)J . (2.33)
In the first integrand of (2.32), since WOh+iν,J (Pi) → 0 as Im(ν) → −∞, assuming ∆ > h, we
close the contour in the lower half plane to pick up the residue at ν = −i(∆ − h), similarly for the
second integrand of (2.32), we can close the contour in the upper half plane to pick up the residue at
ν = +i(∆− h). Moreover one can check that provided
J + h > |∆12|, |∆34| (2.34)
is satisfied, the factor f∆12,∆34,J (h± iν) does not contain any additional poles in the lower/upper
half plane6. Collecting all the factors we see that the conformal partial wave then takes the following
5We can verify by direct computation that the embedding space building blocks V0,12 and V0,34 can be projected
into physical space as V0,12 =
x201x
2
02
x212
Xνz
ν
0 and V0,34 = −x
2
03x
2
04
x234
X¯νz
ν
0 , where Xµ and X¯µ are the vectors defined
in equations (3.6) of [8]. We can then make identifications between the three point functions in physical space and the
embedding space box tensor basis as in (2.30).
6This is obviously satisfied by identical scalars ∆12 = ∆34 = 0 .
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integral representation7:
W∆,J(Pi) = F∆12,∆34,J(∆)
∫
dP0
∫ ∞
−∞
dν Bh,J(ν)K∆12,∆34,J (h+ iν, h− iν)
ν2 + (∆− h)2
∆1 ∆2 h+ iν0 0 J
0 0 0
·
∆3 ∆4 h− iν0 0 J
0 0 0

(2.35)
where F∆12,∆34,J(∆) =
(−2)J (∆−h)cJ
2pih+1f∆12,∆34,J (∆)
. We see that up to overall constants the integral rep-
resentation of four point scalar geodesic Witten diagram (2.26) precisely matches with the integral
representation of the scalar conformal partial wave (2.35). This provides an alternative proof of the
results in [1]. In particular, we have done so by using the relation (2.19) to build the scalar four point
geodesic Witten diagram using three point ones, through the integration with the corresponding mea-
sure as in (2.26). This is completely analogous to how we construct the conformal blocks using three
point functions.
Closely related computation has been done in [14] and [15], which builds the four point Witten
diagrams from the three point ones8, it is somewhat expected that the three point Witten and geodesic
Witten diagrams for scalar-scalar-spin-J exchange are both proportional to the same tensor structure,
as there is only single one available. The crucial difference here however is the different ν-dependent
pre-factors generated through integration over entire AdSd+1 and only along geodesics. The pre-factor
for three point Witten diagrams, upon integrating with the same 1
ν2+(∆−h)2 typically yields conformal
blocks for operatorO∆,J plus infinite towers of double trace operatorO∆(12)m , l andO∆(34)n , l where 0 ≤
l < J and the dimensions ∆(12)m, l and ∆
(34)
m, l are defined in (5.20). While the corresponding pre-factor
for three point geodesic Witten diagram (2.25) does not contain these infinite double trace operator
poles, such that upon integration (2.26) we precisely only have conformal block for O∆,J exchange.
In section 5, we will start from the so-called “split representation” of the four point Witten diagram to
recover their decompositions into four geodesic Witten diagrams for single and double trace operator
exchanges with arbitrary spins. We will see that the three point geodesic Witten diagrams play the
role of building block for various four point geodesic Witten diagrams.
3 Spinning Three Point Functions and Conformal Blocks
Having demonstrated how the integral representation of scalar conformal partial waves can be di-
rectly realized through cutting up the four point scalar GWDs, and identify the resultant three point
GWDs with the three point correlation functions, this procedure becomes even more useful when
systematically constructing the holographic dual configuration for conformal partial waves/conformal
blocks for external operators carrying arbitrary integer spins. Here we will restrict ourselves here to
only the exchange of symmetric traceless field, as in the case of scalar conformal partial waves we
just reviewed. Even though there can be additional exchange channels involving mixed tensor fields
(see e. g. [24–26] ), we leave the detailed holographic analysis to the future work.
7Special case of this expression for identical scalars was also obtained in [27].
8More comprehensive analysis can also be found in [27].
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Let us begin by reviewing CFT side of the story, this was done throughly in [10, 11]. The external
primary operators with scaling dimension ∆i and spin li are labeled as O∆i,li(Pi, Zi), where Pi is
the position in the embedding space as before and Zi is the auxiliary polarization vector. Such that
O∆i,li(Pi, Zi) is a homogenous polynomial in Zi of degree li, and we can recover the STT tensor field
in embedding space through differential operator DZi defined in (A.17). We again collect the relevant
details about the embedding space representatives for d-dimensional tensors in the Appendix A.
The three point correlation functions involving {O∆i,li(Pi, Zi)} are crucial building blocks for
higher point correlation functions, their form can be completely fixed by conformal symmetries man-
ifest in the embedding space, which lead to the classifications in [10, 11]:
< O∆1,l1(P1, Z1)O∆2,l2(P2, Z2)O∆3,l3(P3, Z3) >=
∑
n12,n13,n23≥0
λn12,n13,n23
∆1 ∆2 ∆3l1 l2 l3
n23 n13 n12
+O(Z2i , Zi·Pi).
(3.1)
Here λn12,n13,n23 are theory dependent constant expansion coefficients, and in addition to the integer
spins {li}, we have also introduced triplet of non-negative integers {n12, n13, n23} satisfying the
following constraint:
m1 = l1 − n12 − n13 ≥ 0, m2 = l2 − n12 − n23 ≥ 0 m3 = l3 − n13 − n23 ≥ 0. (3.2)
The elementary structures of the three point correlation function, which we shall call “box tensor
basis” are then given by:∆1 ∆2 ∆3l1 l2 l3
n23 n13 n12
 = Vm11,23Vm22,31Vm33,12Hn1212 Hn1313 Hn2323
(P12)
1
2
(τ1+τ2−τ3) (P13)
1
2
(τ1+τ3−τ2) (P23)
1
2
(τ2+τ3−τ1)
. (3.3)
Here we have defined the six linearly independent tensor basis for three operators with integer spins:
Hij = −2 [(Zi · Zj)(Pi · Pj)− (Zi · Pj)(Zj · Pi)] = −Tr(Ci · Cj), (3.4)
Vi,jk =
(Pj · Zi) (Pi · Pk)− (Pj · Pi) (Zi · Pk)
(Pj · Pk) =
(Pj · Ci · Pk)
(Pj · Pk) , i, j, k = 1, 2, 3. (3.5)
Notice that Hjk is symmetric and Vi,jk is anti-symmetric under the exchange of j and k indices, such
that we only have altogether six independent basis. They combine to form transverse polynomial of
degree li in each Zi (also each Pi) in the numerator of (3.3), the tensorial structure of (3.3) is revealed
through the action of DZi operators. The number of the set of non-negative integers satisfying (3.2)
is the possible elementary structures listed in (3.3), for l3 ≥ l2 ≥ l1 and p = max(0, l1 + l2 − l3), it
is given by:
N(l1, l2, l3) =
(l1 + 1)(l1 + 2)(3l2 − l1 + 3)
6
− p(p+ 2)(2p+ 5)
24
− 1− (−1)
p
16
. (3.6)
The remaining terms labeled O(Z2i , Zi · Pi) arise from (Ci · Ci), (Ci · Pi) or (Ci · Zi) types of
contractions which are not independent and can be determined when taking into account of light cone
and transversality conditions.
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Another very useful basis for expressing the structures of three point functions involve the following
differential operators:
D11 =
(
(P1 · P2)ZA1 − (Z1 · P2)PA1
) ∂
∂PA2
+
(
(P1 · Z2)ZA1 − (Z1 · Z2)PA1
) ∂
∂ZA2
, (3.7)
D12 =
(
(P1 · P2)ZA1 − (Z1 · P2)PA1
) ∂
∂PA1
+
(
(P2 · Z1)ZA1
) ∂
∂ZA1
, (3.8)
D22 =
(
(P1 · P2)ZA2 − (Z2 · P1)PA2
) ∂
∂PA1
+
(
(P2 · Z1)ZA2 − (Z1 · Z2)PA2
) ∂
∂ZA1
, (3.9)
D21 =
(
(P1 · P2)ZA2 − (Z2 · P1)PA2
) ∂
∂PA2
+
(
(P1 · Z2)ZA2
) ∂
∂ZA2
, (3.10)
and they only have the following non-vanishing commutators:
[D11,D22] =
H12
2
(
Z1 · ∂
∂Z1
− Z2 · ∂
∂Z2
+ P1 · ∂
∂P1
− P2 · ∂
∂P2
)
, (3.11)
[D12,D21] =
H12
2
(
Z1 · ∂
∂Z1
− Z2 · ∂
∂Z2
− P1 · ∂
∂P1
+ P2 · ∂
∂P2
)
, (3.12)
while all other commutators vanish, including [Dij ,H12] = 0. We shall express such differential basis
using curly brackets, and they are defined through the following relations:
∆1 ∆2 ∆3
l1 l2 l3
n23 n13 n12
 = Hn1212 Dn1312 Dn2321 Dm111 Dm222 Σl1+n23−n13,l2+n13−n23
∆1 ∆2 ∆30 0 l3
0 0 0
 ,
= Hn1212 D
n13
12 D
n23
21 D
m1
11 D
m2
22
τ˜1 τ˜2 ∆30 0 l3
0 0 0
 , (3.13)
where the shift operators Σa,b which shifts the scaling dimensions (∆1,∆2) to (∆1 + a,∆2 + b),
such that τ˜1 = τ1 + (n23 − n13) and τ˜2 = τ2 + (n13 − n23). Notice that for given integer spins
{l1, l2, l3}, (3.13) are also labeled by triplet of non-negative integers {n12, n13, n23} satisfying (3.2),
we therefore have equal number N(l1, l2, l3) of differential basis (3.13) as in the original box basis
(3.3), and they are related by linear transformation with constant coefficients.
In contrast with the box basis (3.3), where we can cyclicly permute the three primary operators
involved, in the differential basis we break this cyclicity such that the differential operators (3.7)-(3.10)
only act on (P1,2, Z1,2), moreover the remaining box tensor structure in the RHS of (3.13) is precisely
the one arising in the integral representation of conformal partial wave (2.35) after identifying (∆3, l3)
with (h + iν, J). We can therefore regard the remaining primary operator as the internal exchange
operator when constructing the four point correlation function, this allows us to relate four point
correlation functions for operators with spins:
< O∆1,l1(P1, Z1)O∆2,l2(P2, Z2)O∆3,l3(P3, Z3)O∆4,l4(P4, Z4) >, (3.14)
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with the scalar ones. More explicitly, unlike scalar case (2.1) whose conformal partial wave for a given
exchanged operator O∆,J can be packaged into a single scalar function of cross-ratios; the conformal
partial wave for (3.14) for a given exchange operator consists of multiple terms each with independent
tensor structures. When restricting to only the exchange of symmetric traceless operators, we can
construct it by fusing the differential basis for a pair of three point correlation functions involving
primary operators O∆1,2,l1,2 ,O∆,J and O∆3,4,l3,4 , O˜d−∆,J and the resultant conformal partial wave
schematically contains the following tensor structures:
W
{n10,n20,n12};{n30,n40,n34}
O∆,J (Pi, Zi) := D
n10,n20,n12
Left Dn30,n40,n34Right WO∆,J (Pi). (3.15)
Here the composite operators are given by:
Dn10,n20,n12Left = Hn1212 Dn1012 Dn2021 Dm111 Dm222 Σl1+n20−n10,l2−n20+n10 , (3.16)
Dn30,n40,n34Right = Hn3434 Dn3034 Dn4043 Dm333 Dm444 Σl3+n40−n30,l4−n40+n30 . (3.17)
They are now labeled by two sets of triplet of integers {n10, n20, n12} and {n30, n40, n34} satis-
fying (3.2), and we have denoted the exchanged operator as O∆0,l0 ≡ O∆,J . Summing over all
N(l1, l2, l0) × N(l3, l4, l0) possible tensor structures listed in (3.15), we can express the resultant
conformal partial wave for O∆,J as:∑
{n10,n20,n12}{n30,n40,n34}
W
{n10,n20,n12};{n30,n40,n34}
O∆,J (Pi, Zi) =
(
P24
P14
) τ1−τ2
2
(
P14
P13
) τ3−τ4
2
∑
k fk(u, v)Q
(k)(Pi;Zi)
(P12)
τ1+τ2
2 (P34)
τ3+τ4
2
.
(3.18)
Here Q(k)(Pi, Zi) are transverse polynomials of degree li in Zi and can be built from H12, H34 and
Vi,jk given in (3.4) and (3.5), now with i, j, k = 1, 2, 3, 4. fk(u, v) denote the functions of purely
cross ratio (u, v) which can be obtained by mechanical differentiations involving Dij operators, and
they consist of derivatives of the scalar conformal block for the same exchange operator GO∆,J (u, v)
with respect to cross ratios (u, v). It is interesting to note that all the differential operators Dij (3.13)
only act on the external position and polarization vectors (Pi, Zi), we can thus readily obtain confor-
mal partial waves for spinning primary operators in terms of the scalar ones.
We can also easily deduce the integral representation for the spinning conformal blocks from the
one for scalar conformal block [9]. This amounts to simply replacing the box tensor structures for
O∆1,2(P1,2) and Oh+iν,J(P0, Z0) three point function appearing in (2.35) with the differential ba-
sis (3.13), and identify (∆, l3) with (h + iν, J), and similarly for the O∆3,4(P3,4) and the shadow
O˜h−iν,J(P0, Z0) three point function. The result is thus:
W
{n10,n20,n12};{n30,n40,n34}
O∆,J (Pi, Zi)
∝ Dˆn10,n20,n12Left Dˆn30,n40,n34Right
∫
dP0
∫ ∞
−∞
dν Bh,J(ν)Kτ˜12,τ˜34,J (h+ iν, h− iν)
ν2 + (∆− h)2
τ˜1 τ˜2 h+ iν0 0 J
0 0 0
 ·
τ˜3 τ˜4 h− iν0 0 J
0 0 0
 ,
=
∫
dP0
∫ ∞
−∞
dν Bh,J(ν)Kτ˜12,τ˜34,J (h+ iν, h− iν)
ν2 + (∆− h)2

∆1 ∆2 h+ iν
l1 l2 J
n20 n10 n12
 ·

∆3 ∆4 h− iν
l3 l4 J
n40 n30 n34
 . (3.19)
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where DˆLeft and DˆRight are defined similarly to (3.16) and (3.17) up the shift operators Σa,b, whose
action on the scaling dimensions has been absorbed into the integral. This makes clear that we have a
integral representation of a scalar conformal partial wave in the second line above with {∆i} → {τ˜i},
followed by the action of differential operators DˆLeft and DˆRight. We will see in the next section that
exactly the same integral representation naturally appearing in the holographic reconstruction of the
spinning conformal blocks.
4 Spinning Conformal Partial Waves from Anti-de Sitter Space
Let us begin holographic reconstruction of spinning conformal partial waves given in terms of
the basis in (3.15). Our strategy is simple, given the success of cutting up the four point geodesic
Witten diagram into three point ones to reproduce the integral representation of scalar conformal
blocks reviewed in Section 2, we will again first consider the geodesic three point Witten diagrams
involving the holographic duals of spinning primary operators O∆1,2,l1,2(P1,2, Z1,2) and the operator
O∆0,l0(P0, Z0) in their operator product expansion. We will first prove that all possible conformally
invariant three point interaction vertices, when restricting along geodesic, can be expressed as linear
combinations of the box tensor basis given in (3.3), where the expansion coefficients only depend
on scalar products (Pi · Pj), i, j = 1, 2, 3, 4. Given the box tensor basis can be cast into differential
tensor basis (3.13) by linear transformations, moreover the composite differential operators (3.16) and
(3.17) commute with the integration over boundary point P0, we can apply the same gluing procedure
as in the scalar case to obtain the holographic reconstruction of the various integral representation of
spinning conformal partial waves schematically given in (3.15).
Working again in the d+ 2 dimensional embedding space, let us begin by considering all possible
non-vanishing Lorentz invariant contractions among three bulk to boundary propagators of scale di-
mensions ∆1,2,0 and spins l1,2,0 with metric tensor ηAB and arbitrary number of covariant derivatives
∇A. They can appear in the integrand for three point functions generated by all possible three point
interaction vertices, whose explicit form we will discuss momentarily. Using the equation (2.23) and
∇A(X · Ci)B = GA′A GB
′
B CiA′B′ , we can see that the numerator in a generic term consists of all
possible invariant contractions among PAi , C
AB
i and X
A;∫
X=X(λ)
dλ
Q({Pi, Zi, X})
(P1 ·X)τ1(P2 ·X)τ2(P0 ·X)τ0 . (4.1)
Restricting the bulk coordinate X along the geodesic γ12 given in (2.5), the polynomial Q now only
depends only P1,2 and Z1,2. MoreoverQ is invariant under the shift Zi → Zi+αPi, asQ depends on
Zi only through Ci and Ci is invariant under such a shift. According to the discussion in [11] or done
in more details in Appendix D, it can be represented by using only Hij and Vijk defined in (3.4) and
(3.5) respectively. Therefore three point geodesic Witten diagram with an arbitrary interaction gives
a linear combination of the box tensor basis (3.3).
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Next we would like to consider the complete three point interaction vertices involving three sym-
metric traceless fields in AdSd+1 for the three point geodesic Witten diagrams, in terms of the embed-
ding coordinates, it can be succinctly written in the following form:
Vl1,l2,l0 =
∑
0≤nr≤lr
gn1,n2,n0l1,l2,l0 J
n1,n2,n0
l1,l2,l0
(T r), r = 1, 2, 3. (4.2)
Here {gn1,n2,n0l1,l2,l0 } are the theory dependent bulk coupling constants which can be eventually related the
CFT OPE coefficients, and the integers {n1, n2, n0} need to satisfy the conditions9:
l1 − n2 − n0 ≥ 0, l2 − n1 − n0 ≥ 0, l0 − n1 − n2 ≥ 0. (4.3)
While the interaction vertices along the geodesic γ12 are parameterized by:
J n1,n2,n0l1,l2,l0 (T r) = Y
l1−n2−n0
1 Y l2−n0−n12 Y l0−n1−n23 Hn11 Hn22 Hn00 T 1(X1,W1)T 2(X2,W2)T 0(X0,W0) |Xr=X(λ),
=
(
ηA1B1 . . . ηAn0Bn0
) (
ηAn0+1C1 . . . ηAn0+n2Cn2
) (
ηBn0+1Cn2+1 . . . ηBn0+n1Cn2+n1
)
×
[
∂
∂X
](Cn1+n2+1...Cl0 )
T 1{A1...Al1}(X)T
2
{B1...Bl2}(X)
[
∂
∂X
](An2+n0+1...Al1 )(Bn1+n0+1...Bl2 )
T 0{C1...Cl0}(X) |X=X(λ),
(4.4)
where T r{A1...Alr}(X) is a STT embedding space tensor field which is projected to symmetric traceless
tensor field in AdSd+1 and various differential operators are defined to be:
Y1 = ∂W1 · ∂X0 , Y2 = ∂W2 · ∂X0 , Y3 = ∂W0 · ∂X1 , (4.5)
H1 = ∂W2 · ∂W0 , H2 = ∂W0 · ∂W1 , H0 = ∂W1 · ∂W2 . (4.6)
Here we have almost adopted the general parameterizations found in [12, 13] with an essential mod-
ification on the choice of operator Y1, which is changed from ∂W1 · ∂X2 → ∂W1 · ∂X0 , we shall now
explain the need for this modification. Notice that in original parameterization, which integrates over
the entire AdS space, such a change is equivalent up to equation of motion and a boundary term which
we can safely discard. However restricting along the geodesic γ12, we have made an explicit choice
of external legs, i.e. the curves connecting X(λ) and P1,2 and internal leg connecting X(λ) and P0
which will be joined to form four point geodesic Witten diagram as in Section 2, such a cyclic sym-
metry permuting the three tensor fields is explicitly broken. If we use the original parameterization,
certain tensor structures appearing in the corresponding CFT three point function become missing.
Let us workout a simple example of spin-scalar-scalar (l, 0, 0) case to illustrate this. First we
consider the parameterization used in [12, 13]
I0,0,0l,0,0 = (∂W1 · ∂X2) lT1 (X1,W1) T2 (X2,W2) T0 (X0,W0) |Xr=X , (4.7)
9Notice that while {n1, n2, n0} satisfy the same conditions {n10, n20, n12} (3.2), as we will see from explicit compu-
tation, they are not directly identified with each other in obvious manner.
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and when we apply this vertex to integrate over the entire AdS-space, we have:∫
AdS
dX
(2P2 · C1 ·X)l
(−2P1 ·X) ∆1+l
1
(−2P2 ·X) ∆2+l
1
(−2P0 ·X) ∆0
∝ (P2 ·DP1)lA∆1,∆2,∆03 (P1, P2, P0) ∝ [V1,20]lA∆1+l,∆2,∆03 (P1, P2, P0) . (4.8)
Here DAPi is given by:
DAPi = Z
A
i
(
Zi · ∂
∂Zi
− Pi · ∂
∂Pi
)
+ PAi
(
Zi · ∂
∂Pi
)
(4.9)
and A∆1,∆2,∆03 is given by the scalar integral (B.2) in the appendix. This vertex (4.7) precisely repro-
duces the only and correct corresponding tensor structure in CFT side as we expected. However if we
use the same interaction vertex as before but now restricted along geodesic γ12:
I0,0,0l,0,0 = (∂W1 · ∂X2) lT1 (X1,W1) T2 (X2,W2) T0 (X0,W0) |Xr=X(λ), (4.10)
we now have ∫ +∞
−∞
dλ
(2P2 · C1 ·X(λ))l
(−2P1 ·X(λ)) ∆1+l
1
(−2P2 ·X(λ)) ∆2+l
1
(−2P0 ·X(λ))∆0
= 0 (4.11)
due to the accidental orthogonality condition 2P2 · C1 · X(λ) = 0 which only occurs along γ1210.
Now if use the new parametrization given in (4.4) instead, again we only have one type of interaction
given by:
J 0,0,0l,0,0 = (∂W1 · ∂X0) lT1 (X1,W1) T2 (X2,W2) T0 (X0,W0) |Xr=X(λ) . (4.12)
The corresponding computation along the geodesic γ12 is given by (up overall constant):∫ +∞
−∞
dλ
(2P0 · C1 ·X(λ)) l
(−2P1 ·X(λ)) ∆1+l
1
(−2P2 ·X(λ)) ∆2
1
(−2P0 ·X(λ)) ∆0+l ∝ [V1,20]
lA∆1+l∆2∆03
(4.13)
where we have used 2P0 ·C1 ·X(λ) = −e−λ
√−2P1 · P2V1,02. We have now seen that the modified
parameterization instead gives the desired CFT tensor structure.
We shall adopt the minimally modified parameterization (4.2) in our computation of the three point
geodesic Witten diagrams for symmetric traceless tensor fields. One important feature here is that
for given (l1, l2, l0), the allowed range of the non-negative integers {n1, n2,n0} imply that we have
the same number (3.6) of independent interaction vertices as the independent box tensor structures
given in (3.3), this implies that we should be able to express the resultant three point GWDs as
linear combinations of these box tensor structures, echoing our general argument in the beginning
of this section. Moreover as shown in [13], the three point Witten diagrams produced by the original
parameterization of three point vertices can also be expressed in terms of the same set of box tensor
structures, this implies that we should also be able to expand the ordinary three point Witten diagrams
10Similar cancelation was also noted in the recent preprint [16].
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in terms of three point GWDs. We will explicitly do so in a example that follows. One further remark
is that the we have chosen Y3 = ∂W0 · ∂X1 in (4.2), the possible choice is Y3 = ∂W0 · ∂X2 . But this
choice is equivalent to starting with cyclically permuted three point vertices in [13], then make similar
modification of the differential operator to switch the partial derivative to act on X0. We believe for
this other choice and the story should go through the same.
4.1 The (l1, l2, 0) case
Let us first consider the case with two external symmetric tensor fields with spins l1,2 and one
internal scalar field. We have the counting:
l0 = 0, l1 − n0 ≥ 0, l2 − n0 ≥ 0, n1 = n2 = 0. (4.14)
The corresponding interaction vertices in this case are:
J 0,0,n0l1,l2,0 = (∂W1 ·∂X0)l1−n0(∂W2 ·∂X0)l2−n0(∂W1 ·∂W2)n0T 1(X1,W1)T 2(X2,W2)T 0(X0,W0) |Xr=X(λ)
(4.15)
which yield the following integral:
C
∫
γ12
ηA1B1 . . . ηAn0Bn0
(2X · C1)A1...Al1
(−2P1 ·X) τ1
(2X · C2)B1...Bl2
(−2P2 ·X) τ2
(
∂
∂X
)An0+1...Al1 ( ∂
∂X
)Bn0+1...Bl2 1
(−2P0 ·X) ∆0
= C2l1+l2−2n0(−1)l1−n0βτ12,∆0
(
τ12 + ∆0
2
)
l2−n0
(
∆0 − τ12
2
)
l1−n0
∆1 ∆2 ∆0l1 l2 0
0 0 n0
 (4.16)
where C =
∏3
r=1 C∆r,lr . In this case, happily we found exact one box tensor structure for each
interaction vertex.
4.2 The (1, 1, 2) case
In the most general case involving three symmetric traceless fields with spins l1,2 and l0, as noted
in [12, 13], the corresponding three point ordinary Witten diagrams can only be expressed in terms
of linear combination of box tensor basis (3.3). The same thing happens for the geodesic vertices in
(4.2) and the resultant three point geodesic Witten diagrams, they can only be expressed in terms of
linear combination of box basis.
As an illustrative example, we consider the case where (l1, l2, l0) = (1, 1, 2). First from the corre-
sponding CFT three point correlation function, we expect there are five box tensor structures arising,
they are:
[I1] :=
∆1 ∆2 ∆01 1 2
0 0 0
 , [I2] :=
∆1 ∆2 ∆01 1 2
1 0 0
 , [I3] :=
∆1 ∆2 ∆01 1 2
0 1 0
 , [I4] :=
∆1 ∆2 ∆01 1 2
1 1 0
 , [I5] :=
∆1 ∆2 ∆01 1 2
0 0 1
 .
(4.17)
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From the vertex parameterization (4.2), we now also have five independent interaction vertices. Let us
denote the integral for the resultant three point geodesic Witten diagram for each vertex by
[
Jn1,n2,n01,1,2
]
.
The order of {n1,n2,n0} we pick is
[J1] :=
[
J0,0,01,1,2
]
, [J2] :=
[
J1,0,01,1,2
]
, [J3] :=
[
J0,1,01,1,2
]
, [J4] :=
[
J1,1,01,1,2
]
, [J5] :=
[
J0,0,11,1,2
]
. (4.18)
The actual calculations producing them are complicated but somehow mechanical, however we can
keep using the recursive relations of for the anti-symmetric tensor CiAB listed in Appendix D to show
that they can all be expressed in terms of box tensor structures given in (4.17).
We can express the final results through the following matrix multiplication: [Ja] = Tab[Ib], a, b =
1, . . . , 5 where the mixing matrices Tab for simplified case ∆2 = ∆1,∆0 = ∆ is given by:
Tab = 4 (1 + ∆1)β0,∆+2C
− (−4 + ∆2) (2 + ∆1) 2(2+∆)(1+∆+∆1)∆ 2(2 + ∆) (2 + ∆1) 2(2+∆)(1+∆+∆1)∆ 0
−∆ −1−∆ −∆+∆2+2∆1∆+∆∆1 −
(1+∆)(∆+∆1)
∆(1+∆1)
0
−2 + ∆ −2 −1− 2∆ + ∆ −1+∆∆ 0
1
1+∆1
1+∆
∆+∆∆1
1+∆
∆+∆∆1
1+∆
∆+∆∆1
0
0 0 0 0 ∆1

. (4.19)
In particular, one can check that T is invertible such that:
Det[Tab] ∝
(−1 + ∆)3(2 + ∆)2∆21 (1 + ∆1) 3
(
2(1 + ∆)2 +
(
2 + 2∆ + ∆2
)
∆1
)
∆3
6= 0, (4.20)
This implies that we can equivalently express each three point function tensor structures listed in
(4.17) in terms of linear combination of three point GWDs for various vertices in (4.18). This clearly
illustrate that, the holographic dual of three point function for primary operators with spins, as ex-
pressed in the box tensor basis, generally requires more than one type of interaction vertices, and to
find the ideal basis for two sets of quantities which give one to one correspondence, this essentially
becomes a matrix diagonalization problem 11. Moreover, recalling that we further can connect the
box tensor basis appearing in (4.17) with their corresponding differential tensor basis (3.13):
{D1} :=

∆1 ∆2 ∆0
1 1 2
0 0 0
 , {D2} :=

∆1 ∆2 ∆0
1 1 2
1 0 0
 , {D3} :=

∆1 ∆2 ∆0
1 1 2
0 1 0
 ,
{D4} :=

∆1 ∆2 ∆0
1 1 2
1 1 0
 , {D5} :=

∆1 ∆2 ∆0
1 1 2
0 0 1
 . (4.21)
11Here we should however mention here that in recent preprint [17], using the new CFT tensor basis constructed from
linear combination of (3.4) and (3.5), and suitably constructed AdS space differential operators, the progress for direct
identifications between CFT tensor structures and AdS interaction vertices has been made.
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Again for ∆1 = ∆2 and ∆0 = ∆, their mixing matrix is given by:
Aab =

1− 14∆(4 + ∆) −∆2 −∆2 −12 2−∆4
−14(−2 + ∆)∆ ∆2 1− ∆2 12 −∆4
−14(−2 + ∆)∆ 1− ∆2 ∆2 12 −∆4
−14(−2 + ∆)2 12(−2 + ∆) 12(−2 + ∆) −12 2−∆4
0 0 0 0 1
 (4.22)
such that {Da} = Aab[Ib], one can show that A−1ab is again invertible and agrees with Example 3.3.3
in [10] for l = 2. It should now be clear that, through two successive matrix multiplications, we
can directly relate the differential tensor basis, which are somewhat more natural for constructing the
integral representation of spinning conformal partial waves as explained in the previous section, to the
three point GWDs for different interaction vertices. We can succinctly summarize it as:
{Da} = (AT−1)ab[Jb], (4.23)
again it would be very interesting to find the new combination of interaction vertices which diago-
nalizes the matrix AT−1, such that we can have the simple one to one correspondence with the CFT
differential tensor basis.
Comments on Gluing Procedure
So far, we have considered three point geodesic diagrams with a certain interaction. Here we
assume generic three point GWDs with external spins (l1, l2, J) and an arbitrary interaction. To use
the gluing identity (2.35), the dimension ∆0 is taken as h+ iν. 12 After the geodesic integration, the
resultant three point GWD is written in terms of the box tensor structures, and we can reproduce the
same box tensor structure using a summation of the differential operators as in (3.13) . Therefore we
can write the following relation;
D(l1,l2,J)Left I(0,0,J)GWD = (coeff.) I(l1,l2,J)GWD , (4.24)
where I(0,0,J)GWD is the three point GWD with (0, 0, J) external spins which computed in Section 2 and
D(l1,l2,J)Left is a linear summation of operators Dn10,n20,n12Left defined in (3.16) which produces the same
tensor structures as I(l1,l2,J)GWD . The coefficient in RHS, denoted as (coeff.) comes from the action of
DLeft . DLeft produces only the Pochhammer symbols involving ν which do not give any additional
poles when performing the ν integration. For I(0,0,J)GWD , we already know how these two geodesic
diagrams can be glued together in Section 2, c. f. (2.26). If DLeft and DRight act on the both side of
(2.35), in the RHS, we obtain the same differential basis as in (4.24) . On the other hands, the LHS
becomes the corresponding spinning conformal partial wave. In this way, we can concern the gluing
process for an arbitrary pair of three point GWDs.
12 For the right side diagram, it is taken as h− iν .
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Having illustrated how the three point interaction vertices parameterized in (4.2) can be expressed
in terms of the linear combination of box tensor basis, we can summarize the general strategy for
constructing four point spinning GWDs which are holographic dual to the spinning conformal partial
wave listed in (3.15) as follows:
1. First consider a pair of triplets of CFT primary operators with scaling dimensions and spins
(∆1,2, l1,2) and (h+ iν, J) and (l3,4,∆3,4) and (h− iν, J), compute all the resultant three point
spinning GWDs for a given pair of vertices parameterized (4.2), and express them in terms of
the linear combination box tensor basis, i. e. working out the T-matrix.
2. For each box tensor basis appearing, we further rewrite them into corresponding differential
tensor basis, i.e. working out the A matrix.
3. We can next fuse the resultant differential basis together to obtain the direct relation between
the four point spinning GWDs constructed from this pair of three point vertices and the spinning
conformal partial waves.
4. Finally, if we consider all possible pairs of interaction vertices for the operators involved, and
repeat the steps 1,2,3, we can then invert the relation between the spinning GWDs and spinning
conformal partial waves, and express the spinning conformal partial waves in terms of linear
combination of spinning GWDs instead.
5 Decomposition of Witten Diagrams via Split Representation
In this section, we discuss how to decompose both four point scalar and spinning Witten diagrams
involving general spin-J exchange into four point geodesic Witten diagrams for the single and double
trace operators. The original analysis of decomposition have been done in [1] for J = 0, 1 exchanges,
the analysis we perform here rely on the so-called “split representation” of the bulk to bulk propagator
introduced in [14], and this makes clear why we can naturally construct various four point geodesic
Witten diagrams from the three point ones, and their connection with the integral representation of
conformal block itself. One can regard the cutting identity (2.19) which was used in the previous
sections as the natural consequence of the split representation.
We should clarify here that the analysis in this section can be regarded as a recasting the conformal
partial wave decompositions of the four point ordinary scalar Witten diagrams done in [14, 15, 27]
directly in terms of geodesic Witten diagrams. To do so we precisely identify the three point GWD
contributions in the resultant split representation, while the remaining factors determine the spectrum
of exchanged operators, the computational details can be found in Appendix E. We will see this some-
what easier approach, which is different from the one used in [1], directly leads to the decomposition
of ordinary Witten diagrams into GWDs for arbitrary spin J and it is easier to generalize to the Witten
diagrams for external operators with spins13.
13We are grateful to Charlotte Sleight, whose comments encouraged us to explain our intentions better.
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Figure 4. Left: Normal exchange Witten diagram with four scalar external fields and a spin-J internal field,
Right: A split diagram
It was shown in [14] the bulk to bulk propagator (2.10) in so-called traceless gauge14, can be
expressed as:
Π∆,J(X, X˜;W, W˜ ) =
J∑
l=0
∫ ∞
−∞
dνal(ν)(W · ∇)J−l(W˜ · ∇˜)J−lΩν,l(X, X˜;W, W˜ ) . (5.1)
Ων,l(X, X˜;W, W˜ ) =
ν2
pil!(h− 1)l
∫
∂
dP0 Πh+iν,l(X,P0;W,DZ0)Πh−iv,l(X˜, P0; W˜ , Z0) .
(5.2)
Here the embedding space covariant derivative∇A (or ∇˜A˜) is defined in (A.19), and it satisfies prop-
erties XA∇A = 0 and ∇AGBC = 0. The function Ων,l(X, X˜;W, W˜ ) is the spin-l harmonic in
AdSd+1 space, P0 and Z0 denote the coordinate of the boundary point to be integrated over and
its auxiliary polarization vector. The key feature of the representation here is that we have ex-
pressed the AdS-harmonic functions in terms of the products of the bulk to boundary propagator
Πh±iν,l(X,P0;W,Z0), hence the name “split representation”. Here the meromorphic functions al(ν),
l = 0, 1, . . . , J have been obtained in [14] by comparing with the spectral functions in the conformal
partial wave expansion of the corresponding CFT four point correlation function:
aJ(ν) =
1
ν2 + (∆− h)2 , (5.3)
al(ν) =
J−l∑
q=1
(l + q)!
l!q!
(−1)q+1
2q−1(q − 1)!(h+ l)q−1
al+q(i(h− 1 + l))
ν2 + (h+ l + q − 1)2 . (5.4)
It is interesting to note that only aJ(ν) contains simple poles whose locations explicitly depend on
scale dimension ∆, while al(ν) for l < J are determined recursively by demanding the cancelation
of the residues for spurious poles in CFT spectral functions.
14One should note that bulk-bulk propagator for spin-J tensor field can also be expressed in other gauge choice [15].
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In the following, we will demonstrate how spin-J exchange diagrams with scalar external fields are
decomposed into conformal partial waves/geodesic Witten diagrams. The spin-J operator exchange
Witten diagram with 4 external scalar fields is given (See the left diagram in Figure 4):
W
4-pt.
(0,0),J,(0,0) ≡
1(
J !
(
d−1
2
)
J
)2 ∫ dXdX˜ 1(−2P1 ·X)∆1 (K · ∇X)J 1(−2P2 ·X)∆2
× 1
(−2P3 · X˜)∆3
(K˜ · ∇X˜)J
1
(−2P4 · X˜)∆4
Π∆,J(X, X˜;W, W˜ ) . (5.5)
Here we dropped unimportant normalization factors C∆i,0 . This diagram can be decomposed into
product of three point Witten diagrams by using the split representation (5.1) for the bulk to bulk
propagator Π∆,J(X, X˜;W, W˜ ) (See the right digram in Figure 4):
W
4-pt.
(0,0),J,(0,0) =
J∑
l=0
∫
∂
dP0
∫ ∞
−∞
dν
ν2
pi
1
l! (h− 1)!al(ν) (5.6)
×
[
Ch+iν,l
J !
(
d−1
2
)
J
∫
dX
1
(−2P1 ·X)∆1 (K · ∇X)
J 1
(−2P2 ·X)∆2 (W · ∇X)
J−l
(
V0(X,DZ0) ·W
)l
(−2P0 ·X)h+iν+l
]
×
[
Ch−iν,l
J !
(
d−1
2
)
J
∫
dX˜
1
(−2P3 · X˜)∆3
(K˜ · ∇X˜)J
1
(−2P4 · X˜)∆4
(W˜ · ∇X˜)J−l
(
V0(X˜, Z0) · W˜
)l
(−2P0 · X˜)h−iν+l
]
,
where we have defined the vector:
V A0 (X,Z) ≡ V A0 (X) = 2(X · C0)A = 2((X · Z0)PA0 − (X · P0)ZA). (5.7)
We will concentrate on three point Witten diagrams in the square parentheses:
I∆1,∆2,h+iν(J,l) ≡ (5.8)
1
J !
(
d−1
2
)
J
∫
AdS
dX
1
(−2P1 ·X)∆1 (K · ∇)
J 1
(−2P2 ·X)∆2 (W · ∇)
J−l (W · V0(X))l
(−2P0 ·X)h+iν+l .
We can simplify the integrands involved as:
1
J !
(
d−1
2
)
J
(K · ∇)J 1
(−2P2 ·X)∆2 (W · ∇)
J−l (W · V0(X))l
(−2P0 ·X)h+iν+l (5.9)
=
J−l∑
p=0
J−lCp(∆2)J(h+ iν + l)J−l(−2P20)J−l−p (−2P2 · V0(X))
l
(−2P2 ·X)∆2+J−p(−2P0 ·X)h+iν+J−p ,
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where pCq = p!(p−q)!q! is the combinatorial factor in binomial expansion. We can explicitly evaluate
the integral (5.8) for these three point Witten diagrams as15 :
I∆1,∆2,h+iν(J,l) =
J−l∑
p=0
J−lCp
(−2)l(∆2)J(h+ iν + l)J−l
(h+ iν + J − l − p)l (−2P20)
J−l−p (5.10)
×(D02)l
∫
dX
1
(−2P1 ·X)∆1
1
(−2P2 ·X)∆2+J−p
1
(−2P0 ·X)h+iν+J−l−p
=
J−l∑
p=0
J−lCp
(−2)l(∆2)J(h+ iν + l)J−l
(h+ iν + J − l − p)l (−2P20)
J−l−pN∆1,∆2+J−p,h+iν+J−l−p
×(D02)lAˆ∆1,∆2+J−p,h+iν+J−l−p
=
J−l∑
p=0
J−lCp
(−2)J−p(−1)lpih(∆2)J
Γ(∆1)Γ(∆2 + J − p) (h+ iν + J − p)p Γ
(
∆1 + ∆2 − h± iν + l
2
)
×
(
∆1 + ∆2 − h+ iν + l
2
)
J−l−q
(−∆12 + h+ iν + l
2
)
J−l−q
× β∆12,h+iν+l
∆1 ∆2
d
2 + iν
0 0 l
0 0 0
 .
Here the factorN∆1,∆2,∆3 and Aˆ in the second line are defined in (C.11) and derivative operator D02
is defined as
D02 ≡ (Z0 · P2)
(
Z0 · ∂
∂Z0
− P0 · ∂
∂P0
)
+ (P0 · P2)
(
Z0 · ∂
∂P0
)
, (5.11)
and satisfies useful identitiy:
(D02)
l 1
(−2P0 ·X)a = (a)l
(P2 · V0(X))l
(−2P0 ·X)a+l ,
In the second equality in (5.10), we used the result in Appendix C, and in the last equality in (5.10),
note that we used the notation Γ(a± b) = Γ(a+ b)Γ(a− b) for simplicity. Moreover in the last line
we have also isolated the piece which can identified with the integrated results from three point GWD,
c. f. (2.22) or more generally (B.5). In Appendix E, we make this identification more explicit through
direct computations.
Now moving to perform the decomposition analysis, we need to consider gluing the product of
three point Witten diagrams we just evaluated together by integrating over the spectral parameter ν,
the singularity structure of the ν-dependent function multiplying the three point GWD piece crucially
determines possible spectrum of the four point GWDs or equivalently scalar conformal blocks can
15 The same diagram is calculated in [14] by using the series expansion of Gegenbauer polynomials.
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appear. The original four point Witten diagram (5.5) can be expressed as:
W
4-pt.
(0,0),J,(0,0) =
J∑
l=0
∫
∂
dP0
∫ ∞
−∞
dν
al(ν)
pi l! (h− 1)!
J−l∑
p=0
J−l∑
p′=0
ΛJ,l,p,p
′
∆1,2,3,4
(h+ iν + J − p)p(h− iν + J − p′)p′
×RJ,l,p∆1,∆2,h+iνR
J,l,p′
∆3,∆4,h−iνΓ
(
∆1 + ∆2 − h± iν + l
2
)
Γ
(
∆3 + ∆4 − h± iν + l
2
)
× ν2 Ch+iν,lCh−iν,lβ∆12,h+iν+lβ∆34,h−iν+l
∆1 ∆2 h+ iν0 0 l
0 0 0
 ·
∆3 ∆4 h− iν0 0 l
0 0 0

=
J∑
l=0
∫
∂
dP0
∫ ∞
−∞
dν
al(ν)
pi l! (h− 1)!
J−l∑
p=0
J−l∑
p′=0
ΛJ,l,p,p
′
∆1,2,3,4
(h± iν + l)J−l
× R
J,l,p
∆1,∆2,h+iν
RJ,l,p′∆3,∆4,h−iν
(h+ iν + l)J−l−p(h− iν + l)J−l−p′ Γ
(
∆1 + ∆2 − h± iν + l
2
)
Γ
(
∆3 + ∆4 − h± iν + l
2
)
× Bh,l(ν)K∆12,∆34,l(h+ iν, h− iν)
∆1 ∆2 h+ iν0 0 l
0 0 0
 ·
∆3 ∆4 h− iν0 0 l
0 0 0
 . (5.12)
Let us unpack the various contributions appearing above. Here ΛJ,l,p,p
′
∆1,2,3,4
is a factor which does not
depend on ν:
ΛJ,l,p,p
′
∆1,2,3,4
≡ J−lCpJ−lCp′
l! (h− 1)!
(−2)2J−p−p′pid−1(∆2)J(∆4)J
Γ(∆1)Γ(∆2 − J − p)Γ(∆3)Γ(∆4 − J − p′) , (5.13)
andRJ,l,p∆1,∆2,h+iν is also a regular function of ν:
RJ,l,p∆1,∆2,h+iν ≡
(
∆1 + ∆2 − h+ iν + l
2
)
J−l−p
(−∆1 + ∆2 + h+ iν + l
2
)
J−l−p
. (5.14)
RJ,l,p′∆3,∆4,h−iν is also defined in the similar way. Finally we notice that the last line of (5.12) is almost
identical to the integrand appearing in the integral representation of four point scalar GWD (2.35) for
spin l, l = 0, 1, . . . , J , except now we need to carefully examine the pole structures multiplying it.
We will again start with the relation (2.30) with J → l, but now multiply both sides with the following
factor and integrate over ν:
al(ν)(h± iν + l)J−lRJ,l,p∆1,∆2,h+iνR
J,l,p′
∆3,∆4,h−iν
Bh,l(ν)
(h+ iν + l)J−l−p(h− iν + l)J−l−p′
×Γ
(
∆1 + ∆2 − h± iν + l
2
)
Γ
(
∆3 + ∆4 − h± iν + l
2
)
. (5.15)
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The LHS is what we have in the summation of (5.12) except for some overall constant factors, the
RHS becomes∫ ∞
−∞
dν al(ν) (h± iν + l)J−l
RJ,l,p∆1,∆2,h+iνR
J,l,p′
∆3,∆4,h−iν
(h+ iν + l)J−l−p(h− iν + l)J−l−p′ (5.16)
× 1
2l cl
Γ
(
∆1 + ∆2 − h± iν + l
2
)
Γ
(
∆3 + ∆4 − h± iν + l
2
)
×
[ K∆12,∆34,l(h+ iν, h+ iν)
(h+ iν − 1)lΓ(iν)Γ(h+ iν + l)WOh+iν,l +
K∆12,∆34,l(h− iν, h− iν)
(h− iν − 1)lΓ(−iν)Γ(h− iν + l)WO˜h−iν,l
]
.
In the following, we will focus on the integral above and perform the integration over ν separately for
each l, since they spectral function al(ν) (5.3) differs.
The Highest Spin l = J Contribution
Here we consider the contribution from the highest spin exchange l = J case in (5.16) . Note that
in this case, p and p′ can be taken as only p = p′ = 0 . Then the integration in (5.16) becomes∫ ∞
−∞
dν aJ(ν)
1
2J cJ
Γ
(
∆1 + ∆2 − h± iν + J
2
)
Γ
(
∆3 + ∆4 − h± iν + J
2
)
(5.17)
×
[ K∆12,∆34,J(h+ iν, h+ iν)
(h+ iν − 1)JΓ(iν)Γ(h+ iν + J)WOh+iν,J +
K∆12,∆34,J(h− iν, h− iν)
(h− iν − 1)JΓ(−iν)Γ(h− iν + J)WO˜h−iν,J
]
.
As in the calculation in Section 2, the conformal partial wave WOh+iν converges in the lower half
plane in the ν integration, for the first term the integration contour should be taken in the lower half
plane. In the second term, the contour is taken in the upper half plane for the same reason. In the first
term, aJ(ν) and gamma functions in the first line have the following poles in the lower half plane:
ν = −i(∆− h) , (5.18)
ν = −i(∆(12)m,J − h) , ν = −i(∆(34)m,J − h) , m = 0, 1, 2, . . . (5.19)
where the pole in (5.18) comes from the coefficient aJ(ν) and the poles in (5.19) come from gamma
functions. Here ∆(12)m,J is defined as
∆
(12)
m,J ≡ ∆1 + ∆2 + J + 2m, (5.20)
and ∆(34)m,J is also defined in the similar way. These poles contribute the integration in the first term.
(5.18) corresponds to the contribution from the single trace operator exchange and it is precisely
the origin of the integral representation of scalar GWD (2.26). While the remaining poles (5.19)
corresponds to the double trace operator exchange. Similarly, in the second term, the following poles
contribute;
ν = +i(∆− h) , (5.21)
ν = +i(∆
(12)
m,J − h) , ν = +i(∆(34)m,J − h) , m = 0, 1, 2, . . . (5.22)
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Then combining the contribution from the first and second term and multiplying some constant factors
to (5.17), we can obtain the following decomposition,
W
4-pt.
(0,0),J,(0,0)
∣∣∣
l=J
= α˜∆,JWO∆,J +
∞∑
m=0
α˜
∆
(12)
m,J ,J
WO
∆
(12)
m,J
,J
+
∞∑
m=0
α˜
∆
(34)
m,J ,J
WO
∆
(34)
m,J
,J
, (5.23)
where each coefficient is determined by the residue of the corresponding poles. Each conformal partial
wave WO∆,J , WO
∆
(12)
m,J
,J
and WO
∆
(34)
n,J
,J
in the RHS is proportional to the corresponding GWDs as in
Section 2. This expansion leads to the following decomposition into GWDW ,
W
4-pt.
(0,0),J,(0,0)
∣∣∣
l=J
= α∆,JWO∆,J +
∞∑
m=0
α
∆
(12)
m,J ,J
WO
∆
(12)
m,J
,J
+
∞∑
m=0
α
∆
(34)
m,J ,J
WO
∆
(34)
m,J
,J
. (5.24)
The Spin l < J Contributions
Next we consider the 0 ≤ l < J cases in (5.16). Let us first consider the contributions from the
double trace operators, as encoded within the Γ-functions in the second line of (5.16). In the first
term, after the ν-integration, non-vanishing residues arise from the poles at
ν = −i(∆(12)m,l − h) , ν = −i(∆(34)m,l − h) , m = 0, 1, 2, . . . (5.25)
and in the second term, the the poles at
ν = +i(∆
(12)
m,l − h) , ν = +i(∆(34)m,l − h) , m = 0, 1, 2, . . . (5.26)
give similar residues 16. After integrating over ν and multiplying some constants, we obtain the
following decomposition for the lower spin l < J case;
W
4-pt.
(0,0),J,(0,0)
∣∣∣
l<J
=
∞∑
m=0
α
∆
(12)
m,l ,l
WO
∆
(12)
m,l
,l
+
∞∑
m=0
α
∆
(34)
m,l ,l
WO
∆
(34)
m,l
,l
. (5.27)
Here the coefficients come from the residues corresponding to each double trace poles.
Together with the result of the highest spin case (5.23) and the lower spin case (5.27), the normal
four point exchange diagram with a spin-J internal field can be decomposed as;
W
4-pt.
(0,0),J,(0,0) = α∆,JWO∆,J +
J∑
l=0
( ∞∑
m=0
α
∆
(12)
m,l ,l
WO
∆
(12)
m,l
,l
+
∞∑
m=0
α
∆
(34)
m,l ,l
WO
∆
(34)
m,l
,l
)
. (5.28)
However to complete our decomposition analysis here, we notice an essential difference for l < J
cases is that there can be so-called “spurious pole contributions” arises [14, 28], from al<J(ν) as
defined in (5.3). For fixed l, they are located at:
ν = ±i(h+ l + q − 1) . q = 1, . . . , J − l (5.29)
16Note that in fact some of the poles are canceled by zeros of the Pochhammer symbols in (5) .
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along the imaginary axis in complex ν-plane, such that when we close contour in either lower or
upper half plane in (5.16), they give four point GWDs/conformal partial waves associated with integer
scaling dimensions which do not depend on ∆i or ∆. To illustrate these contributions are unphysical,
consider the relations (5.1) and (2.15), and the following consistency relation is obtained:
Π∆,J(X, X˜;W, W˜ ) = (5.30)
J∑
l=0
∫ ∞
−∞
dν al(ν)(W · ∇)J−l(W˜ · ∇˜)J−l
(
Πh+iν,l(X, X˜;W, W˜ )−Πh−iν,l(X, X˜;W, W˜ )
)
.
After the ν integration, from the highest spin term l = J , we can obtain the original bulk to bulk
propagator, therefore the remaining l = 0, 1, . . . , J − 1 summation which only pick up residues from
spurious poles must sum to zero. From this point of view, the spurious pole contributions give no
physical contributions. However, when we substitute the split representation (5.1) into the four point
Witten diagram, we have performed the X and X˜ integration first (or equivalently λ and λ′), before
performing ν-integration, there are additional poles such as the double trace operators poles listed in
(5.25) and (5.26) plus regular ν-dependences appearing. In other words, X and X˜ integrations do
not commute with ν integration as should be expected. However crucially for our integrand (5.5),
these additional poles do not coincide with the spurious poles or affect convergence of subsequent ν-
integration, as far as the final residues arising from the spurious poles are concerned, the ν integration
commutes with X and X˜ integrations. We can thus use the (5.30) to argue that the residues arising
from the spurious poles in (5.16), when we sum over all the l = 0, . . . , J−1 contributions, should total
to zero. This slightly simplified argument is in accord with the recursive relations imposed on al(ν)
[14], which in turns arise from the cancelation of the spurious residues in the dual Mellin amplitude
[28]. This completes our generalization of the decomposition for four point scalar Witten diagrams
into four point scalar GWDs done in [1] for J = 0, 1 to arbitrary J .
To close this section, we would like to consider possible Mellin representation [29] of scalar GWDs.
The Mellin representation of CPWs is already written in [8, 28], which can be identified with its
integral representation obtained from two copies of three point functions (2.35) hence the three point
GWDs (2.26), explicitly we have the following relation:
W∆.J(u, v) ∝
∫ ∞
−∞
dν
Bh,J(ν)
ν2 + (∆− h)2
∫ i∞
−i∞
dtds
(4pii)2
u
t
2 v
−(s+t)
2 Pν,J(s, t)(h± iν − 1)J
×Γ
(
h± iν − J − t
2
)
Γ
(
t+ s
2
)
Γ
(
t+ s+ ∆12 −∆34
2
)
Γ
(−∆12 − s
2
)
Γ
(
∆34 − s
2
)
,
∝
∫ ∞
−∞
dν
Bd,J(ν)
ν2 + (∆− h)2K∆12,∆34;J (h+ iν, h− iν)
∫
dP0
∆1 ∆2 h+ iν0 0 J
0 0 0
 ·
∆3 ∆4 h− iν0 0 J
0 0 0
 ,
(5.31)
where s, t are Mellin integration variables and Pν,J(s, t) is the Mack polynomial which is defined in
the Appendix B in [28]. It is known that [30] that Mellin amplitudes exhibits factorization properties
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when considering the residues associated with the infinite sequence of simple poles located at:
t = h+ iν − J + 2m, m = 0, 1, 2, . . . (5.32)
and also their shadows with +iν → −iν. Such that for each spin-J exchange, we can express the
residues in terms of the lower point Mellin amplitudes, joined together by certain function which in flat
space limit can be identified with the propagator of spin-J particle. In the simplest non-trivial case, we
have four point Mellin amplitudes factorized into two copies of three point Mellin amplitudes, joined
together by the “propagator”. Given the conformal partial waves are building blocks of four point
correlation functions, its Mellin representation given in first line of (5.31) inherits such a factorization,
and the resultant pieces should be closely related to the building blocks of its holographic counterpart,
i.e. three point GWDs, it would be very interesting to clarify such a relation.
Comments on fields with spins
Here we consider the simple extension of Witten diagrams with external spinning fields. The basic
idea is to use the derivative operators defined in (3.7)-(3.10). A simple example can be obtain by using
derivative operators D12. If we consider D12 operator acting on the integration (5.8), the following
three point diagram appears:
(D12)
l1I∆1,∆2,h+iνb,(J,l) (5.33)
= (D12)
l1 1
J !
(
d−1
2
)
J
∫
AdS
dX
1
(−2P1 ·X)∆1 (K · ∇)
J 1
(−2P2 ·X)∆2 (W · ∇)
J−l (W · V0(X))l
(−2P0 ·X)h+iν+l
=
1
J !
(
d−1
2
)
J
l1!
(
d−1
2
)
l1
(∆1)l1
(∆2)l1
∫
AdS
dX
(K˜ · V1(X))l1
(−2P1 ·X)∆1+l1
×(W˜ · ∇)l1(K · ∇)J 1
(−2P2 ·X)∆2−l1 (W · ∇)
J−l (W · V0(X))l
(−2P0 ·X)h+iν+l .
This corresponds to (l1, l2, l0) = (l1, 0, J) case with an interaction like
T
µ1,...,µl1
(l1)
∇µ1,...,µl1 ,ν1,...,νJΦ T
ν1,...,νJ
(J) . (5.34)
After calculating the integration in (5.33) with D12, the integral is proportional to the following dif-
ferential basis: 
∆1 ∆2 h+ iν
l1 0 l
0 0 0
 , (5.35)
as the result of the integration (5.33) should be same as the last line of (5.10) acting with (D12)l1 . The
coefficient in front of this basis (5.35) can have ν-dependence through the action of the derivative D12
acting on Aˆ∆1,∆2,h+iν , however this only resulted in the Pochhammer symbol which does not give
additional poles. In this case, we can decompose the spinning Witten diagram with the interaction
in (5.34) in a similar way and as in the scalar case, now the conformal partial waves in (5.28) are
changed as (D12)l1WO where WO can be the scalar conformal partial wave for single and double
trace operators in the RHS of (5.28).
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Even if we consider more general cases with arbitrary external spins and interaction, the 3-point
integration can be done basically and the result should be written in terms of the box basis for the
same reason as in Appendix D17. Then after the same argument, we obtain the single trace and the
double trace contribution from the ν integration. The resulting decomposition is expanded in terms of
spinning conformal partial waves like DleftDrightWO .
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A Appendix: Embedding Formalism
In this appendix we review the essential details about the embedding space formalism for encoding
the tensors in both euclidean d+ 1 dimensional Anti-de Sitter space and the d-dimensional euclidean
space living on its boundary, this formalism is particularly convenient for studying AdSd+1 / CFTd
correspondence. It is useful to realize the common SO(d, 1) isometry group of AdSd+1 space and
conformal group of its d-dimensional boundary as the Lorentz group of a d+2 dimensional Minkowski
space. The essence of the embedding formalism is that we can realize the non-linear isometry and
conformal transformations of the lower dimensional spaces as the linear Lorentz transformation of the
associated embedding space, this becomes beneficial when dealing with tensors.
In d + 2 dimensional embedding space Md+1,1, the euclidean AdSd+1 space is defined by the set
of future directed unit vectors satisfying:
AdSd+1 : X ·X = ηABXAXB = −1, ηAB = diag(−1, 1, . . . , 1), X0 > 1 (A.1)
which can also be viewed as a d+ 1 dimensional hyperboloid, and we have set the radius of curvature
to be 1. We can parametrize the solutions to (A.1) explicitly in the light cone coordinates:
(X+, X−, Xa) =
1
z
(1, y2 + z2, ya), X ·X = −X+X− + δabXaXb, a, b = 0, . . . , d− 1
(A.2)
in terms of the Poincare coordinates xµ = (z, ya) of AdSd+1 space. Towards the boundary AdSd+1,
the hyperboloid asymptotes to the light cone X ·X = 0, i. e. the conformal boundary Rd is identified
17 It is difficult to specify the box basis corresponding to an arbitrary interaction. It seem that we should consider on
case-by-case basis.
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with the projective cone of light rays in the embedding space. They are given by the homogeneous
coordinates subjected to the projective identification:
Rd : P · P = 0, PA ∼ λPA, λ 6= 0. (A.3)
In terms of Poincare coordinates, the boundary points up to projective identification above are param-
eterized as:
(P+, P−, P a) = (1, y2, ya). (A.4)
Next we consider embedding physical tensor fields in AdSd+1 and Rd into embedding space Md+1,1.
Explicitly, given an arbitrary rank-r tensor field in AdSd+1 or Rd, they are related to their embedding
space counterparts through the pull-back operations:
AdSd+1 : T (AdS)µ1...µr(x) =
∂XA1
∂xµ1
. . .
∂XAr
∂xµr
TA1...Ar(X), Rd : F (R)a1...ar(y) =
∂PA1
∂ya1
. . .
∂PAr
∂yar
FA1...Ar(P ).
(A.5)
In particular, the AdSd+1 and Rd metrics are given by:
AdSd+1 : g
(AdS)
µν =
∂XA
∂xµ
∂XB
∂xµ
ηAB, Rd : δ
(R)
ab =
∂PA
∂ya
∂PB
∂yb
ηAB. (A.6)
However the pull-back operations defined in (A.5) are surjective but not injective, in other words given
a physical tensor in AdSd+1 or Rd, they do not have a unique representative in the embedding space
Md+1,1, but rather the embedding introduces redundant unphysical degrees of freedom. We can see
this from the orthogonal conditions:
XA
∂XA
∂xµ
X·X=−1 = 0, PA
∂PA
∂ya
P ·P=0 = 0, (A.7)
we can see that any tensor components proportional toX(A1HA2...Ar)(X) and P(A1H
′
A2...Ar)
(P ) con-
tained respectively in TA1...Ar(X) and FA1...Ar(P ) vanish under the pull-back operations in (A.5),
hence unphysical. Geometrically we can regard these extra components as being normal to the hy-
persurface (A.1) and (A.3) respectively. We can thus eliminate these unphysical redundant degrees of
freedom in the embedding space tensors by further imposing the transverse condition:
XA1TA1...Ar(X) |X·X=−1= 0, PA1FA1...Ar(P ) |P ·P=0= 0 (A.8)
such that TA1...Ar(X) and FA1...Ar(P ) only contain the components which are tangent to AdSd+1 and
Rd respectively. These are the embedding representatives of the AdSd+1 and Rd tensor fields.
Moreover in the main text, we would like to consider symmetric traceless AdSd+1 and Rd tensor
fields. To construct their representatives in embedding spaceMd+1,1 they need to be symmetric trace-
less also transverse (STT) from the discussion above, let us first introduce the following generating
polynomials:
T (X,W ) = WA1 . . .WArTA1...Ar(X), X ·W = W ·W = 0, (A.9)
F (P,Z) = ZA1 . . . ZArFA1....Ar(P ), P · Z = Z · Z = 0. (A.10)
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Here we have introduced the auxiliary vectors WA and ZA, X · W = 0 and W · W = 0 imply
TA1...Ar(X) is defined up to equivalence∼ X(A1HA2...Ar)(X)+η(A1A2SA3...Ar)(X), the contraction
with WAs only picks up the symmetric, traceless and transverse components. Similarly the prop-
erties of the auxiliary vector PA ensures the contraction only picks up the transverse and traceless
(plus symmetric) components of FA1...Ar(P ). It is worth however noting that under the rescaling
FA1...Ar(λP ) = λ
−∆FA1...Ar(P ), λ > 0, it is a homogenous polynomial of degree −∆.
To recover embedding space STT tensors representing symmetric traceless AdSd+1 and Rd tensors
directly from (A.9) and (A.10), it is convenient to define the operators KA and DA which act on the
symmetric products of WA and ZA respectively as:
1
r!
(
d−1
2
)
r
KA1 . . .KArW
B1 . . .WBr = GB1{A1 . . . G
Br
Ar} = G
B1
(A1
. . . GBrAr) − traces, (A.11)
1
r!
(
d−2
2
)
r
DA1 . . . DArZ
B1 . . . ZBr = Πa1...ar
b1...br ∂PA1
∂ya1
. . .
∂PAr
∂yar
∂PB1
∂yb1
. . .
∂PBr
∂yar
(A.12)
where (. . . ) in the above implies total symmetrization of indices and
Πa1...ar
b1...br = δb1(a1 . . . δ
br
ar)
− traces, ∂P
A
∂yb
= (0, 2xb, δ
a
b ). (A.13)
In other words we obtain the manifestly symmetric, traceless and transverse tensorial projectors, and
the resultant embedding space tensors
T{A1...Ar}(X) = G
B1
{A1 . . . G
Br
Ar}TB1...Br(X) (A.14)
F{A1...Ar}(P ) = Πa1...ar
b1...br ∂PA1
∂ya1
. . .
∂PAr
∂yar
∂PB1
∂yb1
. . .
∂PBr
∂yar
FB1...Br(P ) (A.15)
are the desired STT representatives of AdSd+1 and Rd tensors in the embedding space Md+1,1. For
completeness, explicit expression for the operators KA and DA can be given in terms of following
differential operators:
KA =
d− 1
2
(
∂
∂WA
+XA
(
X · ∂
∂W
))
+
(
W · ∂
∂W
)
∂
∂WA
+ XA
(
W · ∂
∂W
)(
X · ∂
∂W
)
− 1
2
(
∂2
∂W · ∂W +
(
X · ∂
∂W
)(
X · ∂
∂W
))
, (A.16)
DA =
(
d− 2
2
+ Z · ∂
∂Z
)
∂
∂ZA
− 1
2
ZA
∂2
∂Z · ∂Z , (A.17)
however we mostly will not use these somewhat lengthy expressions in the main text, only the formal
operations (A.11) and (A.12) will be sufficient. When the contracted embedding space tensor in the
generating polynomial is already traceless and transverse, the action of KA simplifies to
KA =
(
d− 1
2
+W · ∂
∂W
)
∂
∂WA
(A.18)
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Finally, we can consider the embedding space representative of AdSd+1 covariant derivative, it acts on
the embedding space tensor satisfying the transverse condition (A.8), and the resultant tensor should
remain so after its action. The following differential operator in Md+1,1 satisfies such requirement:
∇A = ∂
∂XA
+XA
(
X · ∂
∂X
)
+WA
(
X · ∂
∂W
)
= GA
B ∂
∂XB
+WA
(
X · ∂
∂W
)
(A.19)
we can clearly see that XA∇A = 0, and moreover if the contracted tensor in (A.9) already satisfies
the transverse condition, the action of the last term is trivial. We can express the action of∇A on such
a tensor which is the representative of an AdSd+1 tensor as:
∇BTA1...Ar(X) = GBCGA1C1 . . . GArCr
∂
∂XC
TC1...Cr(X). (A.20)
In particular, it is worth noting that induced AdSd+1 metric GAB itself also satisfies transverse condi-
tion XAGAB = GABXB = 0, we have
∇CGAB = GCC′GAA′GBB′ ∂
∂XC′
GA′B′ = 0 (A.21)
as required for∇A to be the metric covariant derivative in the embedding space.
B Integrals for Three Point Geodesic Witten Diagrams
Scalar Integral
Here we compute the integral associated with the three point scalar geodesic Witten diagram, which
is frequently used in the main text:
A∆1∆2∆03 (P1, P2, P0) ≡
∫ ∞
−∞
dλ
1
(−2P1 ·X(λ))∆1
1
(−2P2 ·X(λ))∆2
1
(−2P0 ·X(λ))∆0 . (B.1)
where X(λ) is given in (2.5). This can be computed readily using the integral definition of Beta
function B(a, b) = Γ(a)Γ(b)Γ(a+b) , after the direct substitution of geodesic coordinate, we can express the
integral above as:
A∆1∆2∆03 (P1, P2, P0) = P
− 1
2
(∆1+∆2−∆0)
12 P
−∆0
10
∫ ∞
−∞
dλ e(−∆1+∆2+∆0)λ
(
P20
P10
e2λ + 1
)−∆0
= P
− 1
2
(∆1+∆2−∆0)
12 P
−∆0
10
(
P10
P20
) 1
2
(−∆1+∆2+∆0) ∫ ∞
0
dt˜
2t˜
t˜
1
2
(−∆1+∆2+∆0) (t˜+ 1)−∆0
=
β∆12,∆0
P
1
2
(∆1+∆2−∆0)
12 P
1
2
(∆2+∆0−∆1)
20 P
1
2
(∆0+∆1−∆2)
10
, (B.2)
where
β∆12,∆0 ≡
1
2
B
(
∆0 + ∆12
2
,
∆0 −∆12
2
)
=
Γ
(
∆0+∆12
2
)
Γ
(
∆0−∆12
2
)
2Γ(∆0)
. (B.3)
In the second line in (B.2), we have made the following change of integration variable: t˜ = P20P10 e
2λ.
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Spin-l Integral
Here we consider the spin-l, l = 0, 1, . . . J − 1 generalization of the computation for spin-J case
done in (2.22). The corresponding three point interaction vertex is:
gΦ1Φ2Ξl
∫
X=X(λ)
dX∇C1 . . .∇CrΦ1(X)∇Cr+1 . . .∇CJΦ2(X)∇C1 . . .∇CJ−lΞ(X)CJ−l+1...CJ .
(B.4)
The vertex (B.4) generates the following three point geodesic Witten diagram:∫
γ12
(K · ∇)r C∆1
(−2P1 ·X)∆1 (K · ∇)
J−r C∆2
(−2P2 ·X)∆2 (W · ∇)
J−l
[
Ch+iν,l (2X · C0 ·W )
l
(−2P0 ·X)h+iν+l
]
= P l,J−r∆1,∆2,h+iν
∫
γ12
(2P1 ·G ·K)r(2P2 ·G ·K)J−r
(−2P1 ·X)∆1+r(−2P2 ·X)∆2+J−r
[
(2P0 ·W )J−l(2X · C0 ·W )l
(−2P0 ·X)h+iν+l
]
= P l,J−r∆1,∆2,h+iν(−1)J−r
∫ ∞
−∞
dλ
(
dX(λ)
dλ ·K
)J
(−2P1 ·X(λ))∆1(−2P2 ·X(λ))∆2
(2P0 ·W )J−l(2X(λ) · C0 ·W )l
(−2P0 ·X(λ))h+iν+J
= P l,J−r∆1,∆2,h+iν(−1)J−rJ !
(
d− 1
2
)
J
∫ ∞
−∞
dλ
[2V0,12]
l
(
(−2P0·P2)
(−2P2·X(λ)) −
(−2P0·P1)
(−2P1·X(λ))
)J−l
(−2P1 ·X(λ))∆1(−2P2 ·X(λ))∆2(−2P0 ·X(λ))h+iν+J
= 2l(−1)J−rJ !
(
d− 1
2
)
J
Pl,J−r∆1,∆2,h+iνCh+iν,lβ∆12,h+iν+l
∆1 ∆2 h+ iν0 0 l
0 0 0
 (B.5)
The overall factor is defined to be:
P l,J−r
∆1,∆2,
d
2
+iν
= C∆1C∆2Ch+iν,l(∆1)r(∆2)J−r (h+ iν + l)J−l , (B.6)
Pl,J−r∆1,∆2,h+iν = C∆1C∆2(∆1)r(∆2)J−r
J−l∑
s=0
(J − l)!(−1)J−l−s
s!(J − l − s)!
(
h+ iν + l −∆12
2
)
s
(
h+ iν + l + ∆12
2
)
J−l−s
.
(B.7)
Up to an overall factor Pl,J−r∆1,∆2,h+iν , which despite its dependence on ν, does not introduce additional
singularities for ν integration, we see that spin-l case (B.5) takes exactly same expression for its spin-J
counterpart (2.22) with trivial substitution J → l.
C Integrals for Three Point normal Witten Diagrams
Here we consider the integration of normal three point Witten diagram with scalar fields. The
following calculation is based on [29]:
I3-pt ≡
∫
dX
1
(−2P1 ·X)∆1
1
(−2P2 ·X)∆2
1
(−2P3 ·X)∆3 . (C.1)
Using the Schwinger parameterization,
1
(−Pi ·X)∆i =
1
Γ(∆i)
∫ ∞
0
dti
ti
t∆ie−(−2Pi·X)ti , (C.2)
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we can rewrite the integration as
I3-pt =
1
Γ(∆1)Γ(∆2)Γ(∆3)
∫ ∞
0
dt1
t1
dt2
t2
dt3
t3
t∆11 t
∆2
2 t
∆3
3
∫
dXe2Q·X , (C.3)
where Q is defined as Q ≡∑3i=1 tiPi . Because Q ·X is a scalar under the Lorentz transformation in
the embedding space Md+1,1 , we can choose Q as |Q|(1, 1, 0) where |Q|2 = ∑i>j titjPij . Now the
coordinate X is parametrized as (1, z2 + y2, yµ)/z, we can evaluate the AdS integration∫
dXe2Q·X =
∫ ∞
0
dz
z
∫
Rd
ddy
zd
e−
|Q|
z
(z2+y2+1)
= pih
∫ ∞
0
dz
z
1
(z|Q|)h e
− |Q|
z
(z2+1)
= pih
∫ ∞
0
dz
z
1
zh
e
−
(
z+
|Q|2
z
)
, (C.4)
in the last line, z is scaled as z → |Q|−1z . Scaling ti as ti → ti
√
z, we can perform the z integration
I3-pt =
pih
Γ(∆1)Γ(∆2)Γ(∆3)
∫ ∞
0
dt1
t1
dt2
t2
dt3
t3
∫ ∞
0
dz
z
z
∆1+∆2+∆3−d
2 e−z−|Q|
2
=
pih
Γ(∆1)Γ(∆2)Γ(∆3)
Γ
(∑3
i=1 ∆i − d
2
)∫ ∞
0
dt1
t1
dt2
t2
dt3
t3
t∆11 t
∆2
2 t
∆3
3 e
−∑i>j titjPij .(C.5)
By utilizing the following parameterization:
t1 =
√
m1m3
m2
, t2 =
√
m1m2
m3
, t3 =
√
m2m3
m1
, (C.6)
the ti integration can be calculated as∫ ∞
0
dt1
t1
dt2
t2
dt3
t3
t∆11 t
∆2
2 t
∆3
3 e
−∑i>j titjPij (C.7)
=
1
2
∫ ∞
0
dm1
m1
dm2
m2
dm3
m3
m
∆1+∆2−∆3
2
1 m
∆2+∆3−∆1
2
2 m
∆3+∆1−∆2
2
3 e
−m1P12−m2P23−m3P31
=
1
2
Γ
(
∆1 + ∆2 −∆3
2
)
Γ
(
∆1 −∆2 + ∆3
2
)
Γ
(
∆2 −∆1 + ∆3
2
)
×P−
1
2
(∆1+∆2−∆3)
12 P
− 1
2
(∆2+∆3−∆1)
23 P
− 1
2
(∆3+∆1−∆2)
31 . (C.8)
Therefore the three point scalar diagram (C.1) can be evaluated as
I3-pt = N∆1,∆2,∆3Aˆ∆1,∆2,∆3 , (C.9)
where
N∆1,∆2,∆3 ≡ (C.10)
pihΓ
(∑3
i=1 ∆i−d
2
)
2Γ(∆1)Γ(∆2)Γ(∆3)
Γ
(
∆1 + ∆2 −∆3
2
)
Γ
(
∆1 −∆2 + ∆3
2
)
Γ
(
∆2 −∆1 + ∆3
2
)
,
Aˆ∆1,∆2,∆3 ≡ P−
1
2
(∆1+∆2−∆3)
12 P
− 1
2
(∆2+∆3−∆1)
23 P
− 1
2
(∆3+∆1−∆2)
31 . (C.11)
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D Rewriting tensor structures and some useful identities
In this appendix we consider more explicit proof of the statement that the three point geodesic
Witten diagrams involving spins, formed by arbitrary Lorentz invariant vertices, can be expressed in
terms of linear combination of box tensor basis, filling in some details for the general arguments given
in [11].
Here we show that a transverse polynomialQ(Pi, Zi) (i = 1, 2, 3) be built only from Hij and Vi,jk .
We assume that the polynomial Q(Pi, Zi) has degree li in Zi and it is transverse in each Zi, in other
wards, Q(Pi, Zi) is invariant under the following shift of Zi;
Zi → Zi + αiPi , (D.1)
where αi are arbitrary constants. Because this polynomial Q do not have the Lorentz indices, Q can
only consist of three scalar products; Pi · Pj , Zi · Pj and Zi · Zj . The combination Zi · Zj to Hij is
replaced to Hij and other scalar product through (3.4). Then Q can be represented as;
Q(Pi, Zi) =
(l1,l2,l3)∑
(m1,m2,m3)=(0,0,0)
Rm1,m2,m3((Pi · Pj) , (Zi · Pj), Hij) , (D.2)
where Rm1,m2,m3 is a polynomial consisted of Pi · Pj , Zi · Pj and Hij and it contains mi Zi besides
Hij . We can decompose Rm1,m2,m3 further;
Rm1,m2,m3 =
m1∑
n=0
cn,m1−n (Z1 · P2)n (Z1 · P3)m1−n . (D.3)
Here we focus on the specific Z1 dependence. The coefficient cn,m1−n depends on Z1 only through
H12 or H31 . Q should satisfy the transverse condition;
Q(Pi, Zi) = Q(Pi, Zi + βiPi) , (D.4)
therefore the following equation should be satisfied
∂
∂β
[
m1∑
n=0
cn,m1−n(Z1 · P2 + βP1 · P2)n(Z1 · P3 + βP1 · P3)m1−n
]
= 0 . (D.5)
Because this condition should satisfied at each order of (Z1 · P2) or (Z1 · P2), we can obtain the
following recursion equation;
(m1 − n) cn,m1−n(P1 · P3) + (n+ 1) cn+1,m1−n−1(P1 · P2) = 0 . (D.6)
According to this relation, cn,m1−n is determined as
cn,m1−n = m1Cn
(
−P1 · P3
P1 · P2
)n
c 0,m1 . (D.7)
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Then the decomposition in (D.3) is just a binomial expansion and Rm1,m2,m3 can be rewritten as;
Rm1,m2,m3 = c 0,m1
(
−P2 · P3
P1 · P2 V1,23
)m1
. (D.8)
The discussions for Z2 and Z3 go through similarly. Therefore transverse polynomials Q should
depend on depends on Zi only through Hij and Vi,jk .
Here we also list out few useful identities which involve the contractions among triplets of anti-
symmetric CABi associated with O∆i,li(Pi, Zi), i = 1, 2, 3, which are useful in the actual explicit
computations:
(Ci · Cj)AB =
1
2
Hij
(Pi · Pj)PiAPjB −
(Pj · Ci)A (Pi · Cj)B
(Pi · Pj) , (D.9)
(Ci · Cj · Ck)AC =
Hij
2
PiA (Pj · Ck)C
(Pi · Pj) −
Hjk
2
PkC (Pj · Ci)A
(Pi · Pj)
+
(Pj · Ci)A (Pj · Ck)C
(Pi · Pj) (Pj · Pk) (Pk · Cj · Pi) , (D.10)
(Ci · Cj · Ci)AC = −
Hij
2
CiAC (D.11)
(Ci · Cj · Ck · Cj)AD =
−HijHjk
4
PiAPjD
(Pi · Pj) +
Hjk (Pj · Ci)A (Pi · Cj)D
2 (Pi · Pj) , (D.12)
(Ci · Cj · Ck · Ci)AD =
HijHki
4
(Pj · Pk)PiAPiD
(Pi · Pj) (Pk · Pi) −
1
4
Vj,kiVk,ij (Pj · Ci)A (Pj · Ci)D
−1
2
Hjk
(Pj · Ci)A (Pk.Cj)D
(Pi · Pj) −
1
2
Hij
Vk,ijPiA (Pk · Ci)D
(Pk · Pi)
+
1
2
Hki
Vj,ki (Pj · Pk)
(Pi · Pj) (Pj · Ci)A PiD. (D.13)
Along with the obvious identity (Ci · Ci)AB = 0, all other successive contractions of CABi can ob-
tained by repeatedly using these identities. It should be clear from above that any invariant scalars
constructed from contacting (D.9)-(D.13) with either a pair of Pi or a CiAB are all transverse polyno-
mials and can all be expressed in terms products of Hij and Vi,jk with coefficients only depending on
(Pi ·Pj). These will be needed when we study the tensor structures of the three point geodesic Witten
diagrams.
E Computational Details for Decomposition Analysis
In Section 5, we have demonstrated that ordinary four point scalar Witten diagram can be written
as a summation of four point scalar CPWs. In this case, each CPW is proportional to a GWD, this
leads us to the claimed results, here we present the computational details to see such decomposition.
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In (5.10), we can replace Aˆ with a geodesic diagram as follows;
I∆1,∆2,h+iν(J,l) =
J−l∑
p=0
J−lCp
(−2)l(∆2)J(h+ iν + l)J−l
(h+ iν + J − l − p)l (−2P20)
J−l−pN∆1,∆2+J−p,h+iν+J−l−p
×(D02)lAˆ∆1,∆2+J−p,h+iν+J−l−p
=
J−l∑
p=0
J−lCp
(∆2)J(h+ iν + l)J−l
(h+ iν + J − l − p)l (−2)
J−pN∆1,∆2+J−p,h+iν+J−l−p
×
(
∆12 + h+ iν − l
2
)
l
(−V0,12)lA∆1,∆2,h+iν+l
=
J−l∑
p=0
R˜J,l,p∆1,∆2,h+iνΓ
(
∆1 + ∆2 + l − h± iν
2
)
(E.1)
× 1
l!
(
d−1
2
)
l
∫
γ12
dλ
1
(−2P1 ·X)∆1 (K · ∇)
l 1
(−2P2 ·X)∆2
(W · V0(X))l
(−2P0 ·X)h+iν+l ,
where in the last line we used the following relation:
1
l!
(
d−1
2
)
l
∫
γ12
dλ
1
(−2P1 ·X)∆1 (K · ∇)
l 1
(−2P2 ·X)∆2
(W · V0(X))l
(−2P0 ·X)h+iν+l
= (∆2)l(−2)lβ∆1,∆2,h+iν+l(−V0,12)lA∆1,∆2,h+iν+l , (E.2)
and R˜J,l,p∆1,∆2,h+iν is a regular function of ν:
R˜J,l,p∆1,∆2,h+iν ≡ J−lCp
pih(−2)J−l−p(∆2 + l)J−l
Γ(∆1)Γ(∆2 + J − p) (h+ iν + J − p)p (E.3)
×
(−∆12 + h+ iν + l
2
)
J−l−p
(
∆1 + ∆2 − h+ iν + l
2
)
J−l−p
.
Using (E.1), now we can rewrite (5.12) as:
W
4-pt.
(0,0),J,(0,0) =
J∑
l=0
∫
∂
dP0
∫ ∞
−∞
dν al(ν)
ν2
pil! (h− 1)!
J−l∑
p=0
J−l∑
p′=0
R˜J,l,p∆1,∆2,h+iνR˜
J,l,p′
∆3,∆4,h−iν (E.4)
×Γ
(
∆1 + ∆2 + l − h± iν
2
)
Γ
(
∆3 + ∆4 + l − h± iν
2
)
× Ch+iν,l
l!
(
d−1
2
)
l
∫
γ12
dλ
1
(−2P1 ·X)∆1 (K · ∇)
l 1
(−2P2 ·X)∆2
(W · V0(X,DZ0))l
(−2P0 ·X)h+iν+l
× Ch−iν,l
l!
(
d−1
2
)
l
∫
γ34
dλ′
1
(−2P3 · X˜)∆3
(K˜ · ∇˜)l 1
(−2P4 · X˜)∆4
(W˜ · V0(X˜, Z0))l
(−2P0 · X˜)h−iν+l
.
From (2.13) and (2.15), the two bulk to boundary propagator can be glued together:∫
∂
dP0 al(ν)
ν2
pil! (h− 1)!Ch+iν,l
(W · V0(X,DZ0))l
(−2P0 ·X)h+iν+l Ch−iν,l
(W˜ · V0(X˜, Z0))l
(−2P0 · X˜)h−iν+l
=
iν
2pi
(
Πh+iν,l(X, X˜;W, W˜ )−Πh−iν,l(X, X˜;W, W˜ )
)
, (E.5)
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then (E.4) becomes
W
4-pt.
(0,0),J,(0,0) =
J∑
l=0
∫ ∞
−∞
dν al(ν)
iν
2pi
J−l∑
p=0
J−l∑
p′=0
R˜J,l,p∆1,∆2,h+iνR˜
J,l,p′
∆3,∆4,h−iν
×Γ
(
∆1 + ∆2 + l − h± iν
2
)
Γ
(
∆3 + ∆4 + l − h± iν
2
)
× (Wh+iν,l(Pi)−Wh−iν,l(Pi)) , (E.6)
whereW∆,l(Pi) is a four point GWD;
W∆,l(Pi) = 1(
l!
(
d−1
2
)
l
)2 ∫
γ12
dλ
∫
γ34
dλ′
1
(−2P1 ·X)∆1 (K · ∇)
l 1
(−2P2 ·X)∆2
× 1
(−2P3 · X˜)∆3
(K˜ · ∇˜)l 1
(−2P4 · X˜)∆4
(
Πh+iν,l(X, X˜;W, W˜ )−Πh−iν,l(X, X˜;W, W˜ )
)
.
(E.7)
In (E.6), the intermediate states are determined by the pole structure of ν integration. The ν depen-
dence is similar as in (5.16), the single trace contribution comes form the highest spin coefficient
aJ(ν), and the double trace ones come from the gamma functions. In this more direct computation,
we can see the decomposition into GWDs without passing through CPWs.
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