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Abstract: This paper proposes a modied Monte-Carlo tree search (abbreviated as MCTS) for playing 1919
go. Diversifying playout causes the MCTS to have behavior just like a best-rst search in a more uniformly-
broadened tree without extending toward depth direction. The diversication of playout could be brought about
by the process of excluding the same game states obtained from successive playouts. So as to achieve the diversity,
each leaf node in the searching tree includes multiple tabu lists, whose element is a game state. Here, a game state
is expressed as a value of Zobrist hash. The rst game state, which has a hash value, to several ones from starting
a playout are sequentially enqueued into the tabu lists. If a game state is labeled as \tabu", then the move to
lead the same game state is treated as a prohibited move during a preset tabu tenure. Thereby, it is possible to
select a good move which may be the best move, because the varieties of candidate move in the Monte-Carlo tree
have been widening. Furthermore, we also propose two update methods about game state tabu lists. One is a








の局面数はチェス 1050 や将棋 1071 と比較して格段に大き







Search: 略して MCTS)3) と呼ばれる。乱数を使った原始
モンテカルロ囲碁に UCB1値 4) を組み込んだ木探索手法
である。UCBとは Upper Condence Boundの略である。













































隅を A1 とし、右上隅を T19 とする。つまり碁盤の横軸
方向を記号 `I'を除く ABCDEFGHJKLMNOPQRST で、






















































ノード uでの UCBu の定義を式 (1)に示す。




; C: constant: (1)
ここで、Xu はノード uの勝率、nu はノード u以降のプ
レイアウト回数、nは uの親ノードでのプレイアウト総数
である。図 1にある葉ノード v や内部ノード X でもすべ
てのノードで UCB値は適宜更新される。
モンテカルロ木探索の改善で顕著な功績を挙げているの






じ構造をもった RAVE 値を使い、この両者を式 (2) のよ
うにパラメータ 0 <  < 1で重み付けして探索木の葉ノー
ド探索に利用する。




































より均一的に木を成長させる Virtual Loss の考え方に近



































hash(s) = hash(r) ^ rand(x) (3)
ここで、2 項演算子 ^ はビット単位の排他的論理和であ
る。19路盤囲碁では通常、ハッシュ値、乱数値ともに 64
ビットを割り当てる。







1. 局面 Aのハッシュ値 hash(A) = 1011
2. ● C4の乱数値 rand(C4) = 0110
3. ○ E3の乱数値 rand(E3) = 0011
4. ● D3の乱数値 rand(D3) = 1010
5. ○ E4の乱数値 rand(E4) = 0001
プレイアウトを実行して局面 Aから 4手進んで局面 B
になるまでには図 2(b) で❶! ②! ❸! ④と局面が変
化する。これらの局面をそれぞれ A1, A2, A3, A4 と記す。
もちろん局面 A4は局面 B のことである。一方、同じ局面
Aから別のプレイアウトを実行して 4手進んで局面 C に
なるまでには図 2(c)のようにやはり❶!②!❸!④と
局面が変化する。これらの局面を今度は A01, A02, A03, A04
で表す。先の A1, A2, A3, A4 と明確に区別するためであ
る。やはり局面 A04は局面 Cと同じである。排他的論理和
の ^演算だけで A4  A04 となる同一ハッシュ値が得られ
ることを確認してみる。
まず、局面 A!局面 B ( A4)を確認する。
hash(A1) = hash(A) ^ rand(C4)
= 1011 ^ 0110 = 1101
hash(A2) = hash(A1) ^ rand(E3)
= 1101 ^ 0011 = 1110
hash(A3) = hash(A2) ^ rand(D3)
= 1110 ^ 1010 = 0100
hash(A4) = hash(A3) ^ rand(E4)
= 0100 ^ 0001 = 0101 (= hash(B)) (4)
次に、局面 A!局面 C ( A04)を計算してみる。
hash(A01) = hash(A) ^ rand(D3)












= 0110 ^ 0011 = 0101 (= hash(C)) (5)
式 (4)と式 (5)のハッシュ値 hash(B)と hash(C)が等
しくなり、着手順序が異なっても同一局面 (B  C)を識
別できることが分かる。
このゾブリストハッシュを局面タブーリストの要素と
して利用する。従来法では着手点の C4, E3, D3, E4をタ
ブーリストに登録していた。これを局面のハッシュ値に切
136
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説明する。図 2は 19路盤でプレイアウト❶初手から④ 4
手目までを示している。
明らかに局面 B と局面 C で第 1 手目から第 4 手目ま
で、プレイアウト中の手はすべて異なっている。従って手
をタブーリストに登録する場合、局面 B が既出であって










再び図 1 を参照して、葉ノード v の深さを k (=
depth(v))、葉ノード vが管理するタブーリスト (Tabu List)
の集合を TLv とする。TLv はプレイアウト初手から第M
手目までのM 個のキュー (queue) Qm; m = 1; 2;    ;M
で実現する。つまり、TLv = fQ1; Q2;    ; QMg である。
キュー Qm の要素数 jQmj がタブーリストのサイズ Lk
である。これを以下、タブーサイズと呼ぶことにする。



































図 3 第M 手目までに導入した局面タブーリストの構造
jQ1j =    = jQM j = Lk を仮定する。
第 m手目のタブーリスト Qm の先頭要素を qfrontm 、末
尾要素を qrearm とする。図 1の葉ノード v にプレイアウト
初手から第M 手目までに局面タブーリストを内包させた
のが図 3 である。図 1 の葉ノード u にも同様の構造をも
つ TLu を内包させる。







局面が r xm  ! sに変化したとする。このとき式 (3)によっ
て局面 sのハッシュ値は次式で求めることができる。




hash(s) if hash(s) =2 Qm
NIL if hash(s) 2 Qm;
(6)
Qm  Qm [ fnew qrearm g   fqfrontm g: (7)
ここで、演算子 [ と   は要素 fg のキューへの追加と
削除であり、具体的にはキュー Qm への Enqueue操作と
Dequeue操作を示す。式 (6)の記号NILは空を意味する。
もし得られた局面 sのハッシュ値 hash(s)がタブーリス
ト Qm に未登録ならば hash(s) を、登録済ならば代わり
に NIL をキュー Qm に追加する。new qrearm = NIL の




し、NIL が連続 Lk 回続けば、その次は必ず登録可能な
ハッシュ値が得られる。キューの大きさ jQmjが Lk なの
で、\hash(s) 2 Qm"が連続 Lk 回続けば、キュー内のすべ
ての要素が NILになるからである。タブーリストに一旦
登録された局面はタブーサイズ Lk 期間だけ探索できず、
Lk + 1 回目ではじめて再探索可能になる。これが結局は
プレイアウトの多様性に繋がる。
局面タブーリストにはプレイアウト初手から第 m手目


















L if 1  k  b 14N2c
2
3L if b 14N2c+ 1  k  b 23N2c
1
3L if b 23N2c+ 1  k:
(8)
一般に、短縮スケジュールは L0 = L; Lk 1  Lk 










更新法である。プレイアウト第 m 手目のキュー Qm
に対し、fDequeue(qfrontm ) & Enqueue(NIL)g 操作と
fDequeue(qfrontm ) & Enqueue(hash(s))g操作を明確に区
別する。局面ハッシュ値の Dequeue操作と Enqueue操作
において式 (6)式 (7)の更新手順を次のように改める。
まず、プレイアウトの第m手目 (1  m M)で局面タ
ブーリストに阻まれたケースだけを正しくキュー Qm に
反映させる。(
new qrearm = NIL if hash(s) 2 Qm





bufm = hash(s) if hash(s) =2 Qm: (10)
1 回のプレイアウトが完全に終了した時点ですべての
バッファ bufm (1  m M)の値は確定している。
最後に、自分手番で始まるそのプレイアウトが負けた場
合のみ(
new qrearm = bufm for all m
Qm  Qm [ fnew qrearm g   fqfrontm g
(11)
によってバッファに溜めてあったM 個の局面ハッシュ値
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表 1 19路盤囲碁で使用した手法と各種パラメータの設定一覧
手法 MCTS プレイアウト総数 閾値 タブーリスト タブーサイズ 初手から 登録 勝敗利用
gnugo { { { { { { { {
gnugo-uct  8000 1 { { { { {
gTabu0  8000 30 { { { { {
gTabu18  8000 30  18 5手まで 手 {
gTabu18-hash  8000 30  18 5手まで 局面 {








ソースの GNU Go 3.81 に組み込んだ。19路盤の対局で




覧を表 1 に示す。表 1 の gnugo はモンテカルロ木探索を





UCB 値に関する式 (1) 係数 C は、C = 1:5 を採用した。
gnugo-uctと gnugoを対局させコミ 6目半で先手後手の勝
率がほぼ 50%になるように調整するための措置である。
gnugo-uct に文献 6) のタブーリストを組み込んだ手法




が gTabuX-hash-win である。X の部分には本来タブー
サイズの L が入る。しかし、対局実験ではタブーサイズ
18(L = 18) のみに限定した。説明の煩雑さを避けるため
である。モンテカルロ木で葉ノードを展開する閾値は 30
とした。そしてタブーリストの導入であるが、これはプレ




文献 6) を含めた提案手法の gTabuX, gTabuX-hash,
gTabuX-hash-win には式 (8) のタブーサイズ短縮スケ
ジュールを組み込んだ。19路盤なのでN = 19であり、回
1 GNU Go http://www.gnu.org/software/gnugo/




18 if 1  k  90
12 if 91  k  240
6 if 241  k:
5・2 19路盤での対局結果












の p値が有意水準  = 0:05を越えているため、gnugoと統
計上の有意な差はない。つまり棋力の明確な向上は得られ
なかった。一方で最も勝率が高かった gTabu18-hash-win




















表 2 19路盤囲碁で gnugoと対局した結果
黒手番での 白手番での 合計勝数
手法 勝数 勝率 勝数 勝率 勝数 勝率
gnugo 513 | 487 | 513/1000 51.3%
gnugo-uct 266/500 53.2% 253/500 50.6% 519/1000 51.9%
gTabu18 239 47.8% 252 50.4% 491 49.1%
gTabu18-hash 264 52.8% 259 51.8% 523 52.3%
gTabu18-hash-win 277 55.4% 263 52.6% 540 54.0%
表 3 19路盤囲碁での対 gnugoに対する二項検定の結果
手法 p値 信頼区間 p値 < 有意水準 
gnugo 0.429 0.482 { 0.544 No
gnugo-uct 0.242 0.488 { 0.550 No
gTabu18 0.591 0.460 { 0.522 No
gTabu18-hash 0.155 0.492 { 0.554 No
gTabu18-hash-win 0.012 0.509 { 0.571 Yes
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表 4 19 路盤囲碁で 1 回のプレイアウト中に　
タブーになる候補手総数と平均候補手数
Method+ タブーになる タブーになる



































ただし、n = N2   L M とおいた。 ' 0:57721はオイ
ラー定数（Euler's constant）15) である。
19 路盤（N = 19）でタブーサイズ 12 のタブーリスト
（L = 12）をプレイアウト開始 5手まで（M = 5）に導入し
























































































オペレーティングシステム: Ubuntu 14.04.1 (x86 64)
プロセッサ: Intel Core i7-4790 CPU @3.6 GHz
メモリ: 32 GB
節 5・2では先手 500局、後手 500局の計 1000局対戦
させ、その勝敗から二項検定を使って棋力を統計的に処理
した。そのときの 1 局あたりの gnugo を基準とする平均
思考時間の差異をグラフ化したのが図 6である。
gnugoの平均思考時間を基準値 0.0とすると、すべての
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