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Metallic glasses have so far attracted considerable attention for their applications as bulk materials. 
However, new physics and applications often emerge by dimensional reduction from three 
dimension (3D) to two dimension (2D). Here, we study, by molecular dynamics simulations, how 
the liquid-to-glass transition of a binary Cu50Zr50 MG is affected by spatial dimensionality. We 
find clear evidence that crystal-like structural ordering controls both dynamic heterogeneity and 
slow dynamics, and thus plays a crucial role in the formation of the 2DMG. Although the 2DMG 
reproduces the dynamical behaviors of its 3D counterpart by considering Mermin-Wagner-type 
fluctuations specific to 2D, this atomic-scale structural mechanism is essentially different from 
that for the 3DMG in which icosahedral clusters incompatible with crystallographic symmetry 
play a key role in glassy behaviors. Our finding provides a new structural mechanism for the 
formation of 2DMGs, which cannot be inferred from the knowledge of 3DMGs. The results 
suggest a structural basis for the glass transition in 2DMG and provide possible explanations for 
some previous experimental observations in ultrathin film MGs.   
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I. INTRODUCTION 
Striking breakthroughs toward new physics and applications are often made by the reduction 
of spatial dimensionality of materials from three dimensions (3D) to (quasi-) two-dimensions (2D). 
Some distinguished examples are quantum Hall effect, topological and structural phase transitions, 
superconductivity, melting mechanism and ultra-stable glasses [1-4]. Recently, the general impact 
of spatial dimensionality on the glass transition phenomena, one of the deepest and most 
controversial unsolved problem in condensed matter physics and materials sciences, has also been 
actively debated from a viewpoint of fluctuations specific to low-dimensional systems [5-9]. For 
atomic metallic glass-formers, main attentions have so far been paid to the bulk systems due to 
their promising applications as structural materials. Thus, computer simulations are primarily 
devoted to establishing the structure-property relationship in 3D metallic glasses (3DMGs) [10]. 
There have been a large number of simulation studies on 2D glass-formers, but which have been 
limited to model systems only: there have so far been few researches addressing a question of how 
MGs can form in 2D. It is quite interesting to ask what atomic-scale structural mechanism leads to 
the formation of 2DMGs and what is the similarity and difference between 2D and 3DMGs. 
Answers to these fundamental questions remain unknown up to now. Answering them not only 
could assist in understanding some long-standing fundamental issues such as glass transition and 
formation and glass-forming ability (GFA) of MGs, but also is of practical significance to promote 
functional applications of quasi-2D thin film MGs in microelectromechanical systems, biomedical 
and energy-related areas [11,12]. 
Addressing the above problems in experiments is currently difficult because of the limited 
microscopic resolution to track atom motions and the difficulties in synthesizing 2DMGs. In this 
work, we try to fabricate a realistic model 2DMG and investigate the liquid-to-glass transition in 
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detail at an atomistic scale by molecular dynamics simulations to answer the above questions. 
Crystallization happens inevitably for all metallic glass-forming liquids if they were cooled slower 
than their critical cooling rates, i.e. meeting the nose in the time-temperature-transformation (TTT) 
diagram [13]. It is known that some alloys are easy to vitrify and have good GFA while others not. 
The system we considered here is Cu50Zr50, which is known to almost have the best GFA in 3D 
among binary metallic systems. Unlike its 3D system where icosahedral clusters incompatible with 
crystallographic symmetry are believed to play a key role in the glassy behaviors, here we found 
that crystal-like structural ordering controls both dynamic heterogeneity and slow dynamics in the 
2D system, and thus plays a crucial role in the formation of the 2DMG. This finding demonstrates 
that there can be a significant influence of spatial dimensionality on the structural mechanism of 
glass transition in MG. 
 
II. METHODS 
We performed molecular dynamics simulations using the Large-scale Atomic/Molecular 
Massively Parallel Simulator (LAMMPS) [14]. The optimized embedded-atom method (EAM) 
potential is used to describe the interatomic interactions [15]. This semi-empirical potential is 
developed by combining experimental characterization data and results from first-principle 
calculations. It aims to provide suitable description for the liquid and amorphous Cu-Zr alloys. 
More details about the potential are available in Ref. [15]. To avoid large fluctuations in pressure 
in 2D, we carried out the standard canonical ensemble (NVT) simulations over a range of 
temperatures with periodic boundary conditions. Here we note that although our simulations were 
carried out in the NVT ensemble the results will not be altered by an ensemble used. The number 
density ρ designed is 0.15 Å -2 and the atom number N is 10 000. The time step dt used for 
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integration is 0.001 and 0.002 ps. The temperature is maintained by the Nośe-Hoover thermostat. 
To characterize the GFA of Cu50Zr50 in 2D, we quenched the equilibrium metallic liquid at 1500 
K to 1.0 K continuously at different cooling rates and checked whether first order phase transition 
happens or not in these processes. For all the simulations in the supercooled liquid states, the 
sample was first equilibrated for at least 100𝜏𝛼 at the target temperature and then the production 
runs were carried out also for at least 100𝜏𝛼. 10-15 independent simulations were performed for 
each state point for ensemble average.  
 
III. RESULTS AND DISCUSSION 
We successfully fabricated this binary MG in 2D and performed molecular dynamics 
simulations in canonical ensemble. Figure 1(a) shows the temperature (T) dependence of the 
atomic potential energy 〈𝑈〉 at several cooling rates. The lowest cooling rate is 109 K s-1 and the 
cooling time is 1499 ns. This is almost the lowest cooling rate ever accessed in simulating MGs 
by continuous cooling. The absence of a discontinuous jump in the 〈𝑈〉 − 𝑇 curves unambiguously 
demonstrates the good GFA of the 2DMG, at least in the simulation accessible timescale. The 
glass transition shifts to lower temperatures for smaller cooling rates [16].  
To unveil how the 2DMG forms, we studied the liquid-to-glass transition and characterized its 
structural and dynamical properties during cooling. The overall static structure of the supercooled 
2DMG is characterized by the radial distribution functions g(𝑟) =
1
2𝜋𝑟∆𝑟𝜌(𝑁−1)
〈∑ 𝛿(𝑟 − |𝑟𝑗𝑘|)𝑗≠𝑘 〉 
and the static structure factors S(q) =
1
𝑁
⟨∑ ∑ 𝑒−𝑖q⃗⃗∙(r⃗𝑘−r⃗𝑗)𝑗𝑘 ⟩ where r⃗𝑘 is the positional vector of 
atom k and 𝑖 = √−1. The changes in g(𝑟) and S(q) upon reducing temperatures are shown in Fig. 
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1(b) and 1(c), respectively. Both g(𝑟) and S(q) include information on two-point density-density 
correlation. The quick decay of g(𝑟) indicates the absence of long-range translational order in the 
supercooled 2DMG while the splitting of the second peak at lower temperatures suggests the 
emergence of some structural ordering at medium-range [17]. Thus, the supercooled 2DMG shows 
typical static structural features of metallic glass-forming liquids. Compared to the complex local 
coordination structures in 3DMGs [18,19], the fluctuations of the coordination number Z of an 
atom in 2D is small:  Z~5-7. The neighbors of each atom are defined by the cutoff distances equal 
to the positions of the first minimums in the partial g(r). Taking advantage of easy visualization in 
2D, we show the distribution of Z in Fig. 2(a), in which atoms mainly have 6 nearest neighbors 
resulting from denser packing and lower configurational (or, higher vibrational) entropy. There 
are also dispersed topological defects with 𝑍 ≠ 6, which are crucial to frustrate crystallization [20]. 
This frustration may be regarded to be of entropic origin. To probe the characteristic feature of the 
local structure, we employed the hexatic order parameter 𝜓6
𝑗 =
1
𝑛𝑗
∑ 𝑒𝑖6𝜃𝑚
𝑗𝑛𝑗
𝑚=1   where 𝜃𝑚
𝑗
 is the 
angle between (r⃗𝑚 − r⃗𝑗) and the x-axis, and 𝑛𝑗  is the number of the nearest neighbors of atom j. 
We then defined the parameter Ѱ6
𝑗
 by averaging 𝜓6
𝑗
 over the relative structural relaxation time 𝜏𝛼,R 
measured through the overlap function (see below), Ѱ6
𝑗 =
1
𝜏𝛼,R
∫ 𝑑𝑡|𝜓6
𝑗|
𝑡0+𝜏𝛼,R
𝑡0
, to characterize a 
local structure. Ѱ6
𝑗 = 1 means the perfect hexagonal arrangement of six nearest neighbor atoms 
around particle j while Ѱ6
𝑗 = 0 represents a random rearrangement. Time-averaging is only to 
remove short-time fluctuations in the real space representation and is not physically essential for 
equilibrium supercooled liquids. Figure 2(b) is an exemplified snapshot of the spatial distribution 
of Ѱ6
𝑗
 at 670 K. It is evident that some spatially extending crystal-like structural ordering develops 
heterogeneously in 2DMG, which are anti-correlated with the topological defects shown in Fig. 
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2(a). The spatial correlation of  𝜓6  is calculated as  g6(𝑟) =
1
2𝜋𝑟∆𝑟𝜌(𝑁−1)
〈∑ 𝛿(𝑟 −𝑗≠𝑘
|𝑟𝑗𝑘|) 𝜓6
𝑗𝜓6
𝑘∗〉 where * represents the complex conjugate. The structural correlation length 𝜉6 is 
then evaluated by fitting the envelope of g6(𝑟) g(𝑟)⁄  to the 2D Ornstein-Zernike (OZ) function 
~𝑟−1 4⁄ exp(−𝑟 𝜉6⁄ ), as illustrated in Fig. 2(c) [21]. The division by  g(𝑟) is to remove the effect 
of short-range translational ordering. The exponential-like decay of g6(𝑟) g(𝑟)⁄  indicates the 
absence of long-range orientational order in the 2DMG and further eliminates a possibility of 
crystallization. Here we emphasize that the local crystal-like bond orientational ordering should 
not be confused with crystal nuclei. The absence of crystals can also be confirmed by the fact that 
the ordering is not associated with any density change, which is evidenced by the absence of excess 
scattering in the low q region of S(q) [Fig. 1(c)]. In addition, when averaged over a longer time, 
the structural heterogeneity associated with the hexatic order disappears (not shown here). This 
indicates that this heterogeneity has a finite lifetime and does not grow with time. The lifetime and 
spatial extent of the local crystal-like orientational order both increase with decreasing temperature 
[Fig. 2(c)]. When comparing the cage relative mobility field in Fig. 2(d) with the static structure 
in Fig. 2(b), we can clearly see that atoms with higher degree of local crystal-like ordering move 
slower, or particles in more disordered regions are more mobile. This strongly demonstrates a link 
of static heterogeneity in local crystal-like orientational order to dynamic heterogeneity. 
In order to further confirm the connection between the structure and dynamics, we adopted a 
statistical method - isoconfigurational ensemble [22]. We performed 100 simulations starting from 
the same initial configuration but with different velocity distributions. The local structure was then 
characterized by using Ѱ6
𝑗
 from all simulations over a time 𝜏𝛼,R 10⁄ , so the structural information 
⟨Ѱ6
𝑖 ⟩
iso
was obtained through isoconfigurational average, as visualized in Fig. 3(a) [23]. We also 
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evaluated the corresponding dynamical properties in isoconfigurational ensemble by local Debye-
Waller factor and dynamic propensity, which are associated with the probability of an atom in the 
initial configuration undergoing a relative displacement within time intervals of 𝜏𝛼,R 100⁄  and 𝜏𝛼,R, 
respectively. The local Debye-Waller factor characterizes the short-time fluctuations when atoms 
are rattling in the cages formed by their neighbors (fast β relaxation) whereas dynamic propensity 
is related to the cage-break motion in the diffusive regime (α relaxation). When comparing the 
isoconfigurational averaged structure and dynamics in Fig. 3(a)-3(c), atoms with higher crystal-
like ordering have larger solidity and are less mobile. The correspondence between structure and 
dynamics is impactful not only for the fast β relaxation, but also for the α relaxation. Besides the 
established relationship between short-time and long-time dynamic heterogeneities [22], we make 
further efforts in finding out the structural precursor of the subsequent inhomogeneous dynamics. 
The direct atomic-scale correspondences have never been reported for MGs in 3D. Particularly 
interesting is the fact that for 3D bulk Cu50Zr50 only icosahedral clusters incompatible with 
crystallographic symmetry has been considered to be responsible for slow glassy dynamics. This 
indicates that a different selection mechanism of structural ordering works between 2D and 3D at 
least for CuZr, which has a crucial impact on the material design of low dimensional MGs.  
Next we show the time-space correlation in the 2DMG. The most prominent feature of glass 
transition is the dramatic increase of the structural relaxation time 𝜏𝛼 when T decreases moderately. 
Unveiling the glass formation mechanism is almost equivalent to understanding how and why 𝜏𝛼 
grows drastically. To evaluate the relaxation times, we considered the decay of an overlap function 
𝑄(𝑡) = ∑ 𝜔(|r⃗𝑗(0) − r⃗𝑗(𝑡)|)
𝑁
𝑗=1  where 𝜔(𝑟) = 1 if 𝑟 ≤ 𝑎 and zero otherwise. The threshold a 
was set to be 1.0 Å . 𝑄(𝑡) characterizes the number of atoms moving less than a distance over time 
𝑡  [24]. 𝜏𝛼  is determined when 〈𝑄(𝑡)〉 𝑁⁄  decays to 𝑒
−1 . In addition to the standard dynamic 
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quantities evaluated from the absolute displacement |∆𝑟𝑖|  of atom i, we also measured the 
dynamics using the displacement |∆?⃗?𝑖| relative to the cage to isolate the diffusive motion from 
low-frequency vibrational modes, which are Mermin-Wagner-type fluctuations specific to 2D 
systems [7-9,23]. The relative displacement |∆?⃗?𝑖| is defined as  |?⃗?𝑖(𝑡) − ?⃗?𝑖(0)| of atom 𝑖 with 
respect to its 𝑛𝑖 nearest neighbors: ?⃗?𝑖 = 𝑟𝑖 − (1 𝑛𝑖⁄ ) ∑ 𝑟𝑗
𝑛𝑖
𝑗 . Therefore, the cage relative overlap 
function 〈𝑄R(𝑡)〉 (a subscript R means a relative quantity) is defined as 𝑄R(𝑡) = ∑ 𝜔(|R⃗⃗𝑗(0) −
𝑁
𝑗=1
R⃗⃗𝑗(𝑡)|)  and the relative structural relaxation times 𝜏𝛼,R  are also determined when 
〈𝑄R(𝑡)〉 𝑁⁄  decays to 𝑒
−1. This strategy is also known to be effective to reduce the strong finite-
size effects in 2D [6,7,9]. We show the results of the dynamics obtained from |∆?⃗?𝑖|  in the 
manuscript. By fitting 𝜏𝛼,R to the Vogel-Fulcher-Tammann relation  
                     𝜏𝛼,R = 𝜏0,Rexp[𝐷R𝑇0,R (𝑇 − 𝑇0,R)⁄ ],                  (1) 
the fragility index 𝐷R and the ideal glass transition point 𝑇0,R are determined to be around 4.65 and 
420 K, respectively. Thus, we may say that the binary 2DMG is a typical fragile glass-former [25]. 
The spatial heterogeneity of the dynamics was then characterized by a relative four-point dynamic 
susceptibility 𝜒4,R(𝑡) = 𝑁
−1[⟨𝑄R(𝑡)
2⟩ − ⟨𝑄R(𝑡)⟩
2] and a relative four-point structure factor of 
immobile atoms 𝑆4,R(𝑞; 𝑡) =
1
𝑁
[〈𝑊R(q⃗⃗, 𝑡)𝑊R(−q⃗⃗, 𝑡)〉 − 〈𝑊R(q⃗⃗, 𝑡)〉〈𝑊R(−q⃗⃗, 𝑡)〉]  where 
𝑊R(q⃗⃗; 𝑡) = ∑ exp[𝑖q⃗⃗ ∙ r⃗𝑗(0)]𝜔(|R⃗⃗𝑗(𝑡) − R⃗⃗𝑗(0)|)
𝑁
𝑗=1  [24,26]. The T-dependence of 𝜒4,R(𝑡) in Fig. 
4(a) shows a peak at an intermediate timescale 𝜏𝑝  that increases with reducing temperature, 
manifesting growing dynamic heterogeneity. To evaluate the dynamic correlation length 𝜉4,R, we 
calculated 𝑆4,R(𝑞; 𝑡) at 𝜏𝑝 [24]. As shown in Fig. 4(b), 𝜉4,R is determined by fitting 𝑆4,R(𝑞; 𝜏𝑝) to 
the OZ function 𝑆4,R(𝑞; 𝜏𝑝) = 𝑆4,R(𝑞 = 0; 𝜏𝑝) [1 + (𝑞𝜉4,R)
2
]⁄  in the low q region. In the scaled 
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plot of  𝑆4,R(𝑞; 𝜏𝑝) 𝑆4,R(𝑞 = 0; 𝜏𝑝)⁄  versus 𝑞ξ4,R (see the inset), all data can be collapsed. Here we 
should mention that the four-point dynamic correlation length would be overestimated if we do 
not consider the influence of Mermin-Wagner-type fluctuations in 2D. It is striking that  𝜉4,R is 
proportional to 𝜉6 in the supercooled 2DMG and 𝜉4,R 𝜉4,R0⁄ ≅ 𝜉6 𝜉60⁄ , as depicted in Fig. 4(c). 
The hand-by-hand growth of the structural and dynamical correlation lengths on cooling shares 
the same trend through the power-law relation   
                  𝜉 = 𝜉0[(𝑇 − 𝑇0,R) 𝑇0,R⁄ ]
−𝜈
 (𝜉 = 𝜉6; 𝜉4,R),             (2) 
where 𝑇0,R is determined independently by Eq. (1), 𝜉0 and 𝜈 are the free fitting parameters. We 
obtain 𝜈 ≅ 1.0 . This behavior strongly implies that dynamic heterogeneity in 2DMG originates 
from the fluctuations of the crystal-like structural ordering, which is quite different from the 3D 
counterpart [10,19]. The value of 𝜈 (≅ 1.0) is equal to the exponent of the correlation length in the 
Ising universality class, 𝑑 2⁄ ,  where 𝑑  is the spatial dimension, indicating that critical-like 
fluctuations belonging to the Ising universality class may be behind the glass transition [21,27]. 
To find out what controls the drastic growth of 𝜏𝛼,R, we combine Eq. (1) and Eq. (2) to reach the 
following empirical relation 
    𝜏𝛼,R = 𝜏0,Rexp[𝐷R(𝜉 𝜉0⁄ )] (𝜉 = 𝜉6; 𝜉4,R).            (3) 
We show the comparison of the data with Eq. (3) in Fig. 4(d). We note that this comparison 
requires no fitting parameters. This relation is consistent with the predictions of the two-order 
parameter (TOP) model [28] and random first-order transition (RFOT) theory [29]. Here we note 
that the coherent growth of static and dynamic correlation length is more consistent with the former 
than the latter, since in the RFOT theory the metastability is necessary to have static correlation 
[29] and thus the dynamic correlation is predicted to grow faster than the static one upon cooling. 
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The log𝜏~𝜉 scaling relation between dynamics and structure further indicates that the crystal-like 
structural ordering may be the origin of dynamic heterogeneity and slow dynamics in this 2DMG. 
To our knowledge, such a relation has never been reported for MGs.  
We propose a possible atomic-scale structural mechanism of how the MG forms in 2D, based 
on the above results of the formation of 2DMG and the liquid-to-glass transition behavior. While 
crystallization is frustrated by dispersed topological defects with five- or seven-fold symmetry, 
which may originate from entropic effects, the growth of the correlation length of transient local 
crystal-like order with lower mobility upon cooling directly leads to that of the dynamic correlation 
length, i.e. dynamic heterogeneity. Following the growing length and lifetime of the static 
correlation, the energy barrier of local cooperative rearrangements increases rapidly, resulting in 
the dramatic slowdown. The growth of structural order also accompanies the decrease of the 
configurational entropy. This atomic structural mechanism of 2DMG formation is distinct from 
the current understanding of its 3D counterpart and some other 3DMGs, in which the formation of 
icosahedral clusters is believed to govern the glass transition [10,19,30]. Our finding also indicates 
that although the glassy dynamics of the 2DMG is basically the same as that of its 3D counterpart 
besides the presence of Mermin-Wagner-type fluctuations specific to 2D, as shown in Refs. [7-9], 
the nature of structural order (spatial extendability) behind slow glassy dynamics can be quite 
different in 2D and 3D, at least for the CuZr system studied here. 
The findings are of both theoretical and practical significance to understand MGs. On one hand, 
the results suggest a structural basis for the glass transition in 2D and imply a causal link between 
vitrification and crystallization [28], compatible with the previous findings in colloidal and 
granular liquids [20,21]. In the scenario of TOP, vitrification is the result of frustration on the way 
to crystallization [20,21,28]. This is also reasonable in 2DMGs since the thermodynamic ground 
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state is crystal but frustration effects strongly impede crystallization during cooling. On the other 
hand, the formation mechanism of 2DMGs is vital to understand the properties of quasi-2D thin 
film MGs. Although this crystal-like ordering is hidden in scattering experiments since the order 
cannot be detected by two-body density correlation, it is measurable in sophisticated experiments 
by high-resolution transmission electron microscopy (HRTEM) and fluctuation electron 
microscopy [11,31-34]. This frozen order in disorder is probably the reason why tiny regions of 
crystal-like order have been detected by HRTEM in ultra-thin amorphous film [34] and in as-
deposited quasi-2D Zr-, Fe- and Cu-based thin film MGs [11]. These results, in turn, validate that 
these orderings are intrinsic because no crystallization shall happen in these good glass-formers at 
high cooling rates in deposition. Due to the low interfacial energy between a region of a liquid 
with crystal-like ordering and a crystal, the crystal-like order formed in a supercooled liquid could 
act as a precursor for crystallization [34,35]. This indicates that the ordering should play a crucial 
role in the thermal stability of (quasi-) 2DMGs. Such structural ordering would also influence the 
mechanical properties of the amorphous solids.  
 
IV. SUMMARY 
In summary, by simulating a binary MG in 2D, we found that local crystal-like orientational 
ordering is closely linked to both dynamic heterogeneity and slow dynamics, and thus facilitate 
formation of the 2DMG. This is markedly different from the currently believed structural 
mechanism in its 3D counterpart. This difference in the type of structural order may not be general 
among all MGs since in some 3DMGs tiny crystal-like clusters have been detected in experiments 
[31-33]. Crystal-like structural orderings likely take place in some 3DMGs, on noting that our 
results are consistent with previous findings in experiments and simulations of metallic and non-
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metallic glass-formers [21,31-33,36,37]. However, our study clearly indicates that for some 
systems such as CuZr the spatial dimension can seriously affect the type of structural ordering 
favored in a supercooled state and thus the glass-formation mechanism. Quite interestingly, our 
study shows that the dimensional reduction from 3D to 2D in the studied system Cu50Zr50 leads to 
the change in locally favored particle configuration from non-crystallographic isosahedral-like 
structures to crystal-like hexagonal structures. This finding suggests that we cannot apply a 
knowledge in 3D to 2D systems in a straightforward manner. It would be quite interesting to study 
how the nature of structural ordering in MGs changes in the case of thin film as a function of film 
thickness using the protocol of Ref. [38]. For example, it is expected that the GFA and fragility 
would change as a function of the film thickness. Thus, our work is also of practical significance 
in understanding and designing the properties of quasi-2D thin film MGs.  
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Figure Captions 
Figure 1. Formation of 2DMG.  (a) T-dependence of the atomic potential energy during cooling 
at different cooling rates. The absence of a distinct jump demonstrates glass formation in 2DMG. 
(b) and (c) are the radial distribution functions g(r) and the structure factors S(q) during cooling. 
The temperature range in (b) and (c) is 670, 700, 800, 900 and 1000K. The data have been shifted 
for clarity. 
Figure 2. Atomic-scale correlation between structure and dynamics. (a) spatial distribution of the 
coordination number Z at 𝑡0 at 670 K; (b) spatial distribution of Ѱ6
𝑗
 of the same system in (a); (c) 
decaying behavior of g6(𝑟) g(𝑟)⁄  at different temperatures, with 2D OZ fits to the envelope (solid 
lines); (d) spatial distribution of the atomic relative mean-square displacements 〈∆𝑅2(𝜏𝛼,R)〉 for 
the same system in (a) and (b).  
Figure 3. Structure-dynamics correlation in isoconfigurational ensemble. (a-c) are the 
isoconfigurational averaged local crystal-like orientational ordering ⟨Ѱ6
𝑖 ⟩
iso
, local Debye-Waller 
factor ⟨∆𝑅2(𝜏𝛼,R 100⁄ )⟩iso and dynamic propensity ⟨∆𝑅
2(𝜏𝛼,R)⟩iso for the same system at 670 K, 
respectively. The displacement is measured by using relative motion over 𝜏𝛼,R. 
Figure 4. Time-space correlation in 2DMG with cage-relative displacements.  (a) T-dependence 
of the relative dynamic susceptibilities 𝜒4,R(𝑡) ; (b) T-dependence of the relative four-point 
dynamic structure factors fitted to the OZ function (solid lines). The inset shows the data collapse 
for the OZ fits; (c) consistent growth of the dynamic (𝜉4,R) and static (𝜉6) correlation lengths on 
cooling. It is obvious that 𝜉4,R 𝜉4,R0⁄ ≅ 𝜉6 𝜉60⁄  where  𝜉4,R0 ≅ 10.15 and 𝜉60 ≅ 5.42. The data are 
fitted by Eq. (2); (d) scaling relationship between timescale and length scales through Eq. (3). 
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