In this paper we propose a large{step analytic center method for smooth convex programming. The method is a natural implementation of the classical method of centers. It is assumed that the objective and constraint functions ful l the socalled Relative Lipschitz Condition, with Lipschitz constant M > 0. A great advantage of the method, above the existing path{following methods, is that the steps can be made long by performing linesearches. In our method we do linesearches along the Newton direction with respect to a strictly convex potential function if we are far away from the central path. If we are su ciently close to this path we update a lower bound for the optimal value. We prove that the number of iterations required by 
Introduction
Since Karmarkar 6] presented his projective method for the solution of the linear programming problem in 1984, many other variants have been developed by researchers. Among them are the large{step path{following methods such as proposed by Roos and Vial 9], Gonzaga 3] , and Den Hertog, Roos and Terlaky 1], and the potential reduction methods such as proposed by Ye 12] , Freund 2] , and Gonzaga 4] . The advantages of these methods are that they don't use projective transformations as the projective methods do, and that they don't need to follow the socalled central path closely, contrary to the small{step path{following methods. In Jarre 5] and Mehrota and Sun 8] small{step path{following algorithms are proposed for smooth convex programming problems. Again, the great disadvantage of these methods is that they are based on very small stepsizes to remain in the vicinity of the central trajectory. This characteristic makes these methods unattractable for practical use. To accelerate his method, Jarre proposed a (higher order) extrapolation scheme. In this paper we propose a large{step path{following method for smooth convex programming problems, which ful l the socalled Relative Lipschitz Condition. Jarre 5] also uses this condition. Our method is a generalization of our method for linear programming in 1] and is also based on Jarre's paper. In our method we do a linesearch along the Newton direction with respect to a certain strictly convex potential function. If we are close to the current analytic center we update the lower bound somehow, whereafter we do linesearches aiming at getting close to the analytic center associated with the new lower bound. We proof that after a linesearch the potential value reduces at least with a certain constant. Using this result, we proof that the number of iterations required by the algorithm to converge to an {optimal solution is bounded by a polynomial in , the dimension of the problem and the Lipschitz constant. We note that Kojima, Mizuno and Yoshise 7] already proposed a primal{dual potential reduction algorithm for for linear complementarity problems. To our knowledge our algorithm is the rst large{step algorithm for (a class of) smooth convex programming. Our algorithm can also be viewed as a natural implementation of the classical method of centers. In a coming report we will deal with a natural implementation of the logarithmic barrier function method. This paper is organized as follows. In Section 2 we will do some preliminary work. In Section 3 we describe our algorithm. Then, in Section 4 we prove some lemmas, needed for the convergence analysis in Section 5.
Preliminaries
We consider the primal formulation of the smooth convex programming problem:
(CP) min ff 0 (y) : y 2 Fg; where F denotes the feasible region, which is given by F := fy 2 I R m : f i (y) 0; 1 i ng; 1 the functions f i (y), 0 i n, are convex functions with continuous rst and second order derivatives in F. We assume an additional smoothness condition, namely that the Hessian matrix of f i (y), 0 i n, ful ls the socalled Relative Lipschitz Condition, which will be speci ed later on. where z is a lower bound for the optimal value z , and q a positive integer value, which will be discussed later on. For q = n this potential function is exactly the same as the one used by Jarre 5] .
It can be proved that (y; z) is strictly convex on its domain F (see Jarre 5] 
Using this it can easily be veri ed that y(z) lies on the socalled central path of the problem, which is the set of analytic centers for F \ fy : b T y g, where varies from ?1 to z . We can rewrite (y; z) as If no confusion is possible we will write, for shortness sake, g and H instead of g(y; z) and H(y; z).
In the sequel of this paper we will also use the quadratic approximation q y (x; z) for (y; z) when x is near the point y, de This condition is also used by Jarre 5] . In general the condition might be hard to check for a given problem.
The algorithm
In our algorithm we don't need to stay close to the central path, as in Jarre 5] . If we are far away from the central path we do a linesearch along the Newton direction with respect to (y; z). The Newton direction p(y; z) associated with (y; z) at y is given by p(y; z) = ?H(y; z) ?1 g(y; z) = ?H ?1 g: If no confusion is possible we will write, for shortness sake, p instead of p(y; z). This process is repeated until we are su ciently close to the central path. More precisely, we stop doing 3 linesearches if kpk H , where is a certain tolerance. This proximity criterion is also used by Jarre 5] . In the algorithm we will use = 1 8(1+2M ) , which will appear to be appropriate later on.
(Note that kpk H = 0 if and only if y = y(z)). If the proximity criterion is satis ed, we update the lower bound z as follows: z := z + (b T y ? z), for some 0 < < 1, and the whole process is repeated again and again until some stopping criterion is satis ed. Note that z is really a lower bound, because z < b T y z .
We can now describe the algorithm.
Algorithm
Input:
is the updating factor, 0 < < 1; For nding the initial point that satis es the input assumptions of the algorithm we refer the reader to Jarre 5] and Mehrota and Sun 8] . Later on the 'centering assumption' will be alleviated.
Preliminary lemmas
In Section 5 we will prove the complexity result on the Algorithm. In this section we deal with some lemmas which will be needed to obtain an upper bound for the total number of outer and inner iterations. The lemmas are built up as follows:
Lemma 1 gives an upper bound for the error in the quadratic approximation if the functions f i (y) are linear or quadratic;
Lemma 2 states the same as Lemma 1, but now for general convex constraint functions;
Lemma 3 states that if the proximity criterion holds then y lies close to the exact center y(z) (with respect to the H{norm); Lemma Hence (y + p + h; z) > (y + p; z). Thus, in the center y + p of the ellipsoid the potential value is less than the value on its boundary. Therefore by the strict convexity of , the minimum of is in the interior of the ellipsoid, which means that ky ? y(z)k H kp + hk H . Now using (5) Proof:
The proof is simple and straightforward. The exact center y(z) minimizes the potential function for z. The necessary and su cient conditions for these minima are (1) . From these conditions we derive that (u(z); y(z)) is dual feasible.
Moreover, using z b T y(z) ? P n i=1 u i (z)f i (y(z)), it follows that
Consequently,
This means
where the last inequality follows from Lemma 7. This proves the lemma.
2
The next lemma generalizes an inequality of Vaidya 10] for the LP{case to the present convex case.
Lemma 9 The gap b T y(z) ? z decreases monotonically if z < z increases. Proof:
We have that u(z) and y(z) satisfy the Karush{Kuhn{Tucker conditions (1) . Taking the derivative with respect to z of the last two equations in (1) 
where the prime denotes the derivative with respect to z and H i denotes the Hessian matrix of f i (y). The Jacobian of this system of equations is clearly nonsingular for z < z , and hence, as a consequence of the implicit function theorem, we may conclude that u 0 and y 0 exist for z < z . Multiplying (9) with u i and using (1) , the theorem follows. where is the guaranteed decrease in each inner iteration, and This is substituted into (12) 
