We demonstrate that subject to certain regularity conditions any invertible matrix whose inverse is subordinate to a chordal graph G may be inverted via a simple formula involving only the inverses of its principal submatrices corresponding to the maximal cliques and minimal vertex separators of the graph G. The resulting formula is reminiscent of known formulae for the determinant and inertia of matrices whose inverses are subordinate to a chordal graph.
Introduction
Let G be an undirected graph whose vertex set is [n] = {1,..., n}, and let A = (aij) be an n x n matrix over a field I z. We say that the (i,j)-entry of A is a primary entry of A if either i = j or {i,j} is an edge of G. We say that A is subordinate of G if aij = 0 whenever {i,j} is not an edge of G. In this paper we show that, if G is a chordal graph (this and other relevant terminology will be described shortly) and the inverse of A is subordinate to G (assuming that A is invertible) then we may calculate A -j via a surprisingly simple formula involving only the primary entries of A.
Our main result, Theorem 1, is similar to known formulae for the determinant and (in the Hermitian case) inertia of matrices whose inverses are subordinate to a chordal graph, in which these quantities are expressed in terms of determinants and inertias of principal submatrices all of whose entries are primary [1, 2] . In addition, when the inverse of a matrix is subordinate to a chordal graph then it is possible to express the nonprimary entries of the matrix as rational functions of the primary entries [3] . In these results the formulae may in some sense be "read off" directly from the chordal graph; more accurately, the formulae may be easily written in terms of an auxiliary graph known as a clique tree (this too will be defined below). In some of these results (the determinantal formula of [1] and the entry formula of [3] ) it is necessary to impose certain conditions on the matrix besides nonsingularity, namely that a few of its principal submatrices certain ones associated with these so-called clique trees also be nonsingular. In our current result the same restrictions will also be in force.
The primary motivation, and most natural interpretation, for our results is the subject of matrix completions. IfA = (a~j) is an n x n combinatorially symmetric (aij is specified if and only ifaji is and each ai~ is specified) partial matrix, the graph of whose specified entries is chordal, then, under necessary regularity conditions on certain key specified principal minors of A, there is a unique completion ~i of A with zeros in its inverse in the unspecified positions of A. This completion has a natural interpretation in various applications. Attractive formulae for the completing entries of A are known [3] , leaving only the question of the entries of ~i -1 in the specified positions of A. Recently, these entries too have become crucial in understanding certain completion problems (e.g., [4, 5] ), and here we show that there are also attractive and useful formulae for such entries in terms of inverses of specified blocks of A.
Notation and terminology
For a positive integer n we will set In] = {1,... The tree
is then a clique tree for G, as one may easily check, However, the tree
is not a clique tree, since even though/~ lies on the path from ? to 6.
A graph is chordal if it contains no chordless circuits of length four or more. Chordal graphs have a very useful characterization: A connected graph G is chordal if and only if there exists a clique tree for G. We refer the reader to [6] or [7] for further background on chordal graphs and clique trees.
The main result
Suppose that A is an invertible matrix whose inverse is subordinate to a chordal graph G, let ~ denote the set of maximal cliques of G, and let = (~, .~') be a clique tree for G. It was shown in [1] that
provided that A[~ R/~] is nonsingular whenever {~,/~} E .~. When A is an invertible Hermitian matrix whose inverse is subordinate to a chordal graph G, then, as shown in [2] , the inertia of A satisfies
in which ,Y-= (~, E) is a clique tree for G. Note the similarity of Eqs. (1) and (2) . Also note that each term in the right-hand sides of Eqs. (1) and (2) involves only primary entries of A. The hypothesis required in Eq. (1), namely that all the denominator terms be non-zero, is referred to as G-regularity, and this hypothesis will appear in the main result of this note as well. To be precise, let G be a chordal graph on vertex set [n 1, let J = (~, g) be a clique tree for G; an n × n matrix A over is said to be G-regular ifA[~ N/3] is nonsingular for every {~,/3} E o ~. Though it may seem that this definition is dependent on the choice of a clique tree (which in general is not unique), in fact the collection of sets {~ N/3: {~,/3} E g} is the same for every clique tree and in every case is the collection of minimal vertex separators in G (see [6] ).
Here now is our main result.
Theorem 1. Let G be a connected chordal graph on vertex set [n], and let ,Y-= (~, ~) be a clique tree for G. Let A be an invertible n × n G-regular matrix whose inverse is subordinate to G. Then
For example, suppose that [B2
Observe that G-regularity in this case means simply that A22 is nonsingular. Also, it so happens that under this assumption the only way in which A -~ could be in the desired form is for Here we used the fact that A13 = AI2A21A23, mentioned earlier. The remaining calculations are similar, and we will therefore omit them. Now let G be an arbitrary connected chordal graph, let A be G-regular, and assume that A 1 is subordinate to G. Let Y = ((g, g) be a clique for G, and let {~l, ~2} be any edge in J~. Removal of the edge {~l, ~2} disconnects 3-into two components; let (g~ denote the set of vertices of the component of #--containing ~, and let ~2 denote the set of vertices of the component of .Y-containing ~2. Note that (gl and ~2 simply partition the family of maximal cliques of G. Next, let/~j denote the union of the members of cSj and/~2 denote the union of the members of ~2, and let G' denote the chordal graph whose maximal cliques are/~ and/~2. Then G C_ G', and thus A -~ is subordinate to G'. Furthermore, ~1 and ~2 are the sets of maximal cliques of the chordal graphs G/~ and G/~z, respectively, and J~ and J/--~2 are clique trees.
Since A -~ is subordinate to G', we now have the special case of two maximal cliques that we considered initially, and we thus have 
