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Abstract
In this paper, we consider robust optimization problems in
high dimensions. Because a real-world dataset may contain
significant noise or even specially crafted samples from some
attacker, we are particularly interested in the optimization
problems with arbitrary (and potentially adversarial) outliers.
We focus on two fundamental optimization problems: SVM
with outliers and k-center clustering with outliers. They are in
fact extremely challenging combinatorial optimization prob-
lems, since we cannot impose any restriction on the adversar-
ial outliers. Therefore, their computational complexities are
quite high especially when we consider the instances in high
dimensional spaces. The Johnson-Lindenstrauss (JL) Trans-
form is one of the most popular methods for dimension re-
duction. Though the JL transform has been widely studied in
the past decades, its effectiveness for dealing with adversar-
ial outliers has never been investigated before (to the best of
our knowledge). Based on some novel insights from the ge-
ometry, we prove that the complexities of these two problems
can be significantly reduced through the JL transform. More-
over, we prove that the solution in the dimensionality-reduced
space can be efficiently recovered in the originalRd while the
quality is still preserved. In the experiments, we compare JL
transform with several other well known dimension reduction
methods, and study their performances on synthetic and real
datasets.
1 Introduction
Johnson-Lindenstrauss (JL) Transform is a popular tool for
solving high-dimensional problems and has been exten-
sively studied in different areas, such as optimization (Sarlos
2006), compressive sensing (Baraniuk et al. 2006), and pri-
vacy preserving (Blocki et al. 2012). Comparing with the
data-aware dimension reduction techniques (e.g., PCA and
feature selection) (Cunningham and Ghahramani 2015), JL
transform is a data-oblivious technique that is more con-
venient to implement in practice, especially for distributed
computing and streaming data. In general, given a set of n
points in a d-dimensional Euclidean space, the well-known
JL-Lemma shows that only O( logn2 ) dimensions, which is
independent of d, are sufficient to approximately preserve
their pairwise distances.
Copyright c© 2021, Association for the Advancement of Artificial
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Lemma 1 ((Johnson and Lindenstrauss 1984)). Given  >
0, n ∈ Z+, and d˜ = O( logn2 ), for any set P of n points in
Rd, there exists a mapping f : Rd → Rd˜ such that for all
p, q ∈ P ,∣∣∣||p− q||2 − ||f(p)− f(q)||2∣∣∣ ≤ ||p− q||2. (1)
Here, we use ||p − q|| to denote the Euclidean distance
between two points p and q. The mapping f in Lemma 1
is called the “JL transform”.
In the past decades, a large amount of articles focused on
the construction of “f”. Actually, a simple way is to build a
d˜ × d matrix A where each entry is an independent Gaus-
sian N (0, 1) random variable (Dasgupta and Gupta 2003).
(Achlioptas 2003) proposed a different construction method
with entries belonging in {0,±1}; so its implementation
is much easier especially for using SQL in a database en-
vironment. Inspired by Heisenbergs Uncertainty Principle,
(Ailon and Chazelle 2009) provided a faster implementation
of JL transform by applying Walsh-Hadamard matrix. Fur-
ther, a number of improvements on the sparsity of the ma-
trix A have been proposed, such as (Kane and Nelson 2014;
Dasgupta, Kumar, and Sarlo´s 2010).
1.1 Our Contributions
In this paper, we study the effectiveness of JL transform in
particular for the optimization problems with outliers in high
dimensions. Our motivations for considering outliers are
twofold. (i) A real-world dataset often contains a significant
amount of outliers that can seriously affect the final result of
machine learning or data mining (Beyer and Sendhoff 2007;
Zimek, Schubert, and Kriegel 2012). (ii) The field of adver-
sarial machine learning concerning about the potential vul-
nerabilities has attracted a great amount attentions in recent
years (Biggio and Roli 2018). For example, an attacker can
inject a small set of outliers to the dataset so as to make the
decision boundary severely deviate and cause unexpected
mis-classification (Biggio, Nelson, and Laskov 2012; Jagiel-
ski et al. 2018). Therefore, designing robust machine learn-
ing algorithms are urgently needed to meet these challenges.
We consider two fundamental optimization problems in high
dimensions: support vector machine (SVM) with outliers
and k-center clustering with outliers. Moreover, we do not
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impose any restriction on the outliers; that is, the outliers can
be located arbitrarily or adversarially in the space.
However, existing methods for the problems of SVM with
outliers and k-center clustering with outliers often have high
complexities (more related works are shown in Section 2.2).
In the past years, JL transform has been widely studied for
reducing the time complexities for the clustering (Kerber
and Raghvendra 2014; Boutsidis et al. 2014; Cohen et al.
2015; Makarychev, Makarychev, and Razenshteyn 2019)
and SVM (Arriaga and Vempala 2006; Balcan, Blum, and
Vempala 2006; Kumar, Bhattacharya, and Hariharan 2008;
Shi et al. 2012; Paul et al. 2014) problems. But its effective-
ness for the case with arbitrary outliers has never been
studied, to the best of our knowledge.
Another key issue considered in this paper is the “recov-
ery” step. If one has a good solution in the dimensionality-
reduced space, in particular when adversarial outliers exist,
whether the solution can be efficiently recovered in the origi-
nal Rd while the quality (e.g., the radius for k-center cluster-
ing or the separating margin for SVM) can still be preserved.
Note that the “recovery” step is important, especially for
clustering/classifying new coming data and extracting other
useful information from the original space (Zhang et al.
2013). It is worth to emphasize that most of the previous ar-
ticles on using JL transform (even only for the case without
outliers, e.g., (Balcan, Blum, and Vempala 2006; Shi et al.
2012; Paul et al. 2014)) are in lack of the discussion on the
recovery step.
In this paper, we answer the above questions in the af-
firmative. Specifically, we provide a unified framework for
dimension reduction and recovery. Under such a frame-
work, the complexities of SVM with outliers and k-center
clustering with outliers can be significantly reduced by
using JL transform; furthermore, their solutions in the
dimensionality-reduced space can be efficiently recovered
in the original space. Another highlight is that any existing
algorithm for SVM with outliers or k-center clustering with
outliers can be used as the black box in our framework. Gen-
erally, our framework can be summarized as the follow-
ing three steps:
1. Apply the JL transform f to reduce the dimensionality of
the input dataset P .
2. Run any existing algorithm A in the dimensionality-
reduced space and obtain the solution x¯.
3. Recover the solution f−1(x¯) in the original space by us-
ing the sparse approximation techniques.
Hence the whole complexity consists of three parts corre-
sponding to these three steps. In practice, the time complex-
ities of the first and third steps are neglectable. Furthermore,
since we reduce the dimensionality in the second step, the
whole complexity is reduced consequently. We will discuss
the time complexities in Section 3 and 4 with more details.
Due to the space limit, we leave the detailed experi-
mental results to our supplement.
2 Preliminaries
Below, we introduce several definitions that will be used in
the paper. As mentioned before, we do not impose any re-
striction on the potentially adversarial outliers. Therefore,
we define the following combinatorial optimization prob-
lems inspired by the popular “trimming” idea from robust
statistics (Rousseeuw and Leroy 1987).
For the SVM problem, we consider one-class and two-
class separately. Let o be the origin of the Rd space. Given a
point x ∈ Rd, denote byHx the hyperplane passing through
x and being orthogonal to the vector x − o. We use | · | to
denote the size of a given point set.
Definition 1 (One-class SVM with Outliers). Given a set
P of n points in Rd and γ ∈ (0, 1), the problem of one-class
SVM with outliers is to find a point x such that |P ∩H+x | =
(1−γ)n and the (Euclidean) norm ||x|| is maximized, where
H+x denotes the closed half space that is bounded byHx and
excludes the origin o. The norm ||x|| is in fact the width of
the margin separating o andHx.
Definition 2 (Two-class SVM with Outliers). Given two
point sets P1 and P2 in Rd and two small parameters
γ1, γ2 ∈ (0, 1), the problem of two-class SVM with out-
liers is to find two subsets P ′1 ⊂ P1 and P ′2 ⊂ P2 with|P ′1| = (1− γ1)|P1| and |P ′2| = (1− γ2)|P2|, and a margin
separating P ′1 and P
′
2, such that the width of the margin is
maximized. The margin is the region bounded by two paral-
lel hyperplanes.
We use B(c, r) to denote the ball centered at a point cwith
radius r > 0.
Definition 3 (k-Center Clustering with Outliers). Given
a set P of n points in Rd, k ∈ Z+, and γ ∈ (0, 1), k-center
clustering with outliers is to find a subset P ′ ⊆ P , where
|P ′| = (1 − γ)n, and k centers {c1, · · · , ck} ⊂ Rd, such
that maxp∈P ′ min1≤j≤k ||p− cj || is minimized.
In other words, the problem is to find k equal-sized balls,
{B(c1, r), · · · ,B(ck, r)}, to cover at least (1 − γ)n points
of P , and the radius r is minimized.
Obviously, in the above definitions, if we set γ = 0 (γ1 =
γ2 = 0), the problems will become the ordinary one-class
(two-class) SVM and k-center clustering.
Approximation ratio. We also need to clarify the “ap-
proximation ratio” of a solution when analyzing its quality.
Let λ ≥ 1. For the SVM with outliers problems (Definition 1
and 2), denote by wopt the width of the margin induced by
the optimum solution. Then, for any solution having the mar-
gin width w ≥ 1λwopt, we say that it is a 1λ -approximate
solution. For k-center clustering with outliers (Definition 3),
denote by ropt the radius induced by the optimum solution.
Then, for any solution having radius r ≤ λropt, we say that
it is a λ-approximate solution.
2.1 The Gilbert’s Algorithm and BC’s Algorithm
We briefly introduce two algorithms which will be used
as the sub-routines in our framework. Gilbert’s algo-
rithm (Gilbert 1966) is to compute the shortest distance from
the origin to the convex hull of a given set of points. (Ba˘doiu
and Clarkson 2003) proposed an elegant core-set algorithm
for finding the center of the minimum enclosing ball for a
given set of points (we call it BC’s algorithm for short). In
oxixi+1
pi
pi |xi
v vi
vi
Figure 1: An illustration of step 2 in Algorithm 1. After find-
ing the point pi, the algorithm updates vi to vi+1.
Algorithm 1 Gilbert’s Algorithm (Gilbert 1966)
Input: A point set S in Rd, the origin o, and  ∈ (0, 1).
1. Initialize i = 1 and v1 to be the closest point in S to o.
2. Iteratively perform the following steps until vi is an -
approximation as Definition 4.
(a) Find the point pi ∈ S who has the small-
est projection distance to o on ovi, i.e., pi =
arg minp∈S{||p |vi ||} (see Figure 1).
(b) Let vi+1 be the point on segment vipi closest to the
origin o; update i = i+ 1.
Output: vi.
fact, these two algorithms both fall under the umbrella of
the Frank-Wolfe method (Frank and Wolfe 1956), which has
been systematically studied by (Clarkson 2010).
Gilbert’s algorithm. The algorithm is designed for solv-
ing the following polytope distance problem:
Assume o is the origin and let S be a given set of points
in Rd. The problem is to find a point q inside the convex hull
of S (denoted as conv(S)) such that the norm ||q|| is mini-
mized. The obtained norm, i.e., minq∈conv(S) ||q||, is called
the polytope distance between o and S.
For any two points p and q ∈ Rd, denote by p |q the
orthogonal projection of p on the supporting line of segment
oq. The norm ||p |q || is called the “projection distance” of p
to the origin o on oq.
Definition 4 (-Approximation of Polytope Distance). Let
q ∈ conv(S) and  ∈ (0, 1). The point q is an -
approximation of the polytope distance if ||q|| ≤ 11− ||p |q ||
for any p ∈ S.
Obviously, minp∈S{||p |q ||} is no larger than the real
polytope distance. Thus, if q is an -approximation, its norm
||q|| is no larger than 11− times the real polytope distance.
Gilbert’s algorithm (Algorithm 1) is a standard greedy al-
gorithm that improves the current solution by selecting the
point pi ∈ S having the smallest projection distance in each
iteration, until an -approximation is achieved.
Proposition 1 ((Ga¨rtner and Jaggi 2009; Clarkson 2010)).
Suppose D = maxp,q∈S ||p − q|| and ρ ≥ 0 is the polytope
distance between o and S, and let E = D2/ρ2. For any  ∈
(0, 1), Algorithm 1 takes at most 2d2E/e steps to achieve
an -approximation of polytope distance.
The selected set of points T = {pi | 1 ≤ i ≤ 2d2E/e}
in Algorithm 1 is called the “coreset” of polytope distance.
BC’s Algorithm. Let 0 <  < 1 and S be a set of points
in Rd. The BC’s algorithm is an iterative procedure for com-
puting an approximate center of MEB(S) (for convenience,
we use MEB(·) to denote the minimum enclosing ball of a
given point set). Initially, it selects an arbitrary point from
S and places it into an initially empty set T . In each of the
following d2/e iterations, the algorithm updates the center
of MEB(T ) and adds to T the farthest point from the current
center of MEB(T ). Finally, the center of MEB(T ) yields a
(1+)-approximation for MEB(S). The selected set of d2/e
points (i.e., T ) is called the “coreset” of MEB.
Remark 1. (sparse approximation) A by-product of these
two algorithms is that the solution, the approximate ball cen-
ter of S or the point vi inside conv(S), can always be rep-
resented by a convex combination of the obtained coreset T
(which in fact is a sparse approximation of the optimal solu-
tion). Moreover, the coefficients of this convex combination
have been simultaneously generated after running the algo-
rithm (since these coefficients are always recorded when up-
dating the solution in each iteration). In our following algo-
rithms, we will use these coefficients to recover the solution
from the JL transform.
2.2 Related Works
Robust SVM and SVM with outliers. SVM is a popular
model for classification (Chang and Lin 2011). A number
of methods have been proposed, such as (Cortes and Vapnik
1995; Platt 1999; Crisp and Burges 1999; Scholkopf et al.
2000; Tsang, Kwok, and Cheung 2005), for the ordinary
SVM problem. In recent years, several methods were also
developed for dealing with the case that a significant fraction
of outliers are mixed in the dataset (Xu, Crammer, and Schu-
urmans 2006; Yang et al. 2010; Suzumura et al. 2014; Ding
and Xu 2015; Xu et al. 2017). One-class SVM has also been
used as an efficient approach for anomaly detection (Erfani
et al. 2016; Scho¨lkopf et al. 1999).
Beyond the aforementioned JL transform based dimen-
sion reduction methods for SVM in Section 1.1, a number
of other methods (e.g., feature selection) were also proposed
for speeding up the SVM procedure (Rahimi and Recht
2008; Paul, Magdon-Ismail, and Drineas 2015). However,
to the best of our knowledge, it is still unclear about their
quality guarantees in the presence of adversarial outliers.
k-center clustering with outliers. (Charikar et al. 2001)
proposed a 3-approximation algorithm for k-center cluster-
ing with outliers in arbitrary metrics. The time complex-
ity of their algorithm is quadratic in data size. A following
streaming (4+)-approximation algorithm was proposed by
(McCutchen and Khuller 2008). (Chakrabarty, Goyal, and
Krishnaswamy 2016) gave a 2-approximation algorithm for
metric k-center clustering with outliers based on the LP re-
laxation techniques. (Ba˘doiu, Har-Peled, and Indyk 2002)
o y1 = (a, 0)
y2 = (a, b)
o y′1 = (a0, 0)
y′2 = (a
′, b′)
Figure 2: An illustration for Lemma 2.
proposed a coreset based approach but having an exponen-
tial time complexity if k is not a constant. Recently, (Ding,
Yu, and Wang 2019) provided a greedy algorithm that yields
a bi-criteria approximation (returning more than k clusters)
based on the idea of (Gonzalez 1985).
3 SVM with Outliers
To solve the SVM with outliers problems, we introduce an
important geometric result below. Let ∆oy1y2 be a right
triangle in a two-dimensional plane, where o is the origin,
y1 = (a, 0), and y2 = (a, b) with a, b > 0 (see Figure 2).
Suppose the points y1 and y2 are moved to the new locations
y′1 = (a0, 0) and y
′
2 = (a
′, b′), respectively. Consequently,
they form a new triangle ∆oy′1y
′
2.
Lemma 2. (triangle preservation) Let δ be a small positive
value. If the three sides of the new triangle ∆oy′1y
′
2 satisfy
||y′1 − o||2 ∈ ||y1 − o||2 ± δ,
||y′2 − o||2 ∈ ||y2 − o||2 ± δ,
||y′1 − y′2||2 ∈ ||y1 − y2||2 ± δ,
 (2)
then we have a′ ≥ 2a2−3δ
2
√
a2+δ
.
Proof. From (2), we directly know
a20 ∈ a2 ± δ; (3)
(a′ − a0)2 + (b′)2 ∈ b2 ± δ; (4)
(a′)2 + (b′)2 ∈ (a2 + b2)± δ. (5)
Through (4) and (5), we obtain
(a2 + b2)− δ ≤ (a′)2 + (b′)2
= (a′ − a0)2 + (b′)2 + 2a0a′ − (a0)2
≤ b2 + δ + 2a0a′ − (a0)2.
=⇒ a2 + a20 ≤ 2a0a′ + 2δ. (6)
Further, we have
2a2 − 3δ ≤︸︷︷︸
by (3)
a2 − 2δ + a20
≤︸︷︷︸
by (6)
2a0a
′ ≤︸︷︷︸
by (3)
2
√
a2 + δa′. (7)
Finally, we have the inequality a′ ≥ 2a2−3δ
2
√
a2+δ
from (7). So
we complete the proof.
Algorithm 2 ONE-CLASS SVM WITH OUTLIERS
Input: A set P of n points in Rd, , 0 > 0, and γ ∈
(0, 1).
1. Apply the JL transform f to reduce the dimensionality
d to be O( 12 log n), and run any existing algorithm A
for SVM with outliers on the new instance (f(P ), γ).
2. Suppose the normal vector returned by A is v. Then,
we project all the points f(P ) to the vector v, and find
the margin along v such that exactly (1 − γ)n points
of f(P ) are separated from the origin. These (1− γ)n
points form the set of inliers f(S).
3. Compute an 0-approximate solution for the polytope
distance problem of f(S) through Gilbert’s algorithm,
and denote by x¯ the obtained point in conv(f(S)).
• In Gilbert’s algorithm, x¯ is represented as a con-
vex combination of the points of f(S), say x¯ =∑
q∈f(S) αqq where
∑
q∈f(S) αq = 1 and αq ≥ 0
for ∀q ∈ f(S).
• Let f−1(x¯) = ∑q∈f(S) αqf−1(q) (see Remark 2 for
the explanation on f−1).
Output: f−1(x¯) as the solution.
3.1 One-class SVM with Outliers
To present our result, we need to relate polytope distance to
one-class SVM through the following proposition. Let S ⊂
Rd and x 6= o be a point in Rd.
Proposition 2 ((Ga¨rtner and Jaggi 2009; Clarkson 2010)).
(i) If x is the optimal solution of the polytope distance from
o to S, then x also corresponds to the optimal solution for
the one-class SVM on S, i.e., the hyperplane Hx yields the
maximum margin separating the origin and S.
(ii) Suppose x is an -approximation of the polytope dis-
tance from the origin o to S (see Definition 4). Let y =
(1 − )x. Then the hyperplane Hy separates o and S, and
its width, i.e., the norm ||y||, is at least (1 − ) times the
maximum width.
Proposition 2 (ii) suggests that we can find an approx-
imate solution for one-class SVM through Gilbert’s Algo-
rithm. Now, we further show how to apply it to the case
with outliers. Given an instance (P, γ) of one-class SVM
with outliers, we suppose that xopt is the point yielding the
optimal separating margin for the instance (P, γ), and sup-
pose Popt is the set of induced inliers; that is, the hyperplane
Hxopt separates the origin o and Popt. Similar with the nota-
tions defined in Proposition 1, we let D = maxp,q∈P ||p −
q||, ρ = ||xopt||, and E = D2/ρ2.
Our algorithm (Algorithm 2) follows the generic frame-
work introduced in Section 1.1. The high-level idea is as fol-
lows. First, we apply the JL transform f to P and solve the
new instance (f(P ), γ) by any existing algorithm for one-
class SVM with outliers. Suppose the obtained solution is
x¯ and it can be represented by a convex combination of a
subset of f(P ) through Gilbert’s algorithm. Then, we trans-
form the solution x¯ back to the original space Rd by using
the coefficients of the convex combination (see Remark 1).
Theorem 1. (margin preservation) We set 0 ∈ (0, 1) and
 = 15
0
E+1 in Algorithm 2. Suppose λ ≥ 1 and the algo-
rithm A used in Step 1 yields a 1/λ-approximate solution
of one-class SVM with outliers. The returned vector f−1(x¯)
of Algorithm 2 yields a 1λ (1− 0)3-approximate solution for
the instance (P, γ) with constant probability1.
Remark 2. (the recovery step) The mapping f is not a bi-
jection, so we cannot directly define f−1 for an arbitrary
point in the space. However we can view f as a bijeciton if
restricting the domain to be the input set: from P to f(P ).
So f−1 can be well defined for the points in f(P ) (i.e.,
f−1
(
f(p)
)
= p for any p ∈ P ). For an arbitrary point q
in the dimensionality-reduced space, if it can be represented
as a convex combination of the points in f(P ), we can define
f−1(q) as well based on the coefficients because f is linear
(e.g., if q = 13f(p1) +
2
3f(p2) with p1 and p2 ∈ P , then
f−1(q) = f−1
(
1
3f(p1)+
2
3f(p2)
)
= 13p1 +
2
3p2). We define
f−1(x¯) by this way as the final output of Algorithm 2.
Before proving Theorem 1, we first introduce the follow-
ing lemma that was proved in (Agarwal, Har-Peled, and Yu
2007; Sheehy 2014). The result can be viewed as an ex-
tension of the original JL Lemma (Lemma 1). A key of
Lemma 3 is that it relaxes the error bound to be a unified
rad(S)2 (we use rad(S) to denote the radius of the min-
imum enclosing ball of S), rather than the bound ||p− q||2
in the inequality (1).
Lemma 3. Let f be the JL transform of P from Rd to
RO(
1
2
logn). With constant probability, for any subset S ⊆
P , any point p ∈ S, and any point q inside conv(S), we
have∣∣||p− q||2 − ||f(p)− f(q)||2∣∣ ≤  rad(S)2. (8)
Proof. (of Theorem 1) For any point p ∈ Popt, denote
by τ(p) the projection of p on the vector xopt. Then,
we focus on the right triangle ∆oτ(p)p and its image,
∆of
(
τ(p)
)
f(p), in the lower dimensional space induced by
the JL transform f (w.l.o.g., we assume the two spaces share
the same origin o). See Figure 3. From Proposition 2, we
know that xopt should be inside conv(Popt). Consequently,
the triangle ∆oτ(p)p is inside the convex hull of {o}∪Popt.
Moreover, the set {o}∪Popt is covered by a ball with radius
no larger than D+ρ. Therefore, through Lemma 3, we have
||f(τ(p))− o||2 ∈ ||τ(p)− o||2 ± (D + ρ)2;
||f(p)− o||2 ∈ ||p− o||2 ± (D + ρ)2;
||f(τ(p))− f(p)||2 ∈ ||τ(p)− p||2 ± (D + ρ)2.
We apply Lemma 2 to ∆oτ(p)p by letting y1 = τ(p), y2 =
p, y′1 = f
(
τ(p)
)
, y′2 = f(p), and δ = (D + ρ)
2. For
1The “constant probability” directly comes from the success
probability of JL transform. Let η ∈ (0, 1). Specifically, if we set
the reduced dimensionality d˜ = O( 1
2
log n
η
), the success proba-
bility will be 1 − η (Dasgupta and Gupta 2003). For simplicity, in
this paper we always assume η is a fixed small constant and say
that the JL transform achieves a constant success probability.
convenience, we use the same notations as Lemma 2 and
have
a′ ≥ 2a
2 − 3δ
2
√
a2 + δ
=
√
a2 + δ − 5δ
2
√
a2 + δ
. (9)
Note that a = ||τ(p)|| ≥ ρ and  = 15 0E+1 withE = D2/ρ2;
then we have
a′ ≥
√
ρ2 + δ − 5δ
2
√
ρ2 + δ
≥ ρ− 5
2
δ
ρ
=︸︷︷︸
plug the values of δ and 
ρ− 0
2
· (D + ρ)
2
E + 1
· 1
ρ
≥ ρ− 0
2
· 2D
2 + 2ρ2
E + 1
· 1
ρ
= (1− 0)ρ. (10)
(10) implies that for any point p ∈ Popt, f(p)’s projec-
tion on the vector f(xopt) has distance ≥ (1 − 0)ρ to the
origin. That is, the vector f(xopt) yields a solution for the
instance
(
f(P ), γ
)
with separating margin width at least
(1 − 0)ρ. Further, because v yields a 1λ -approximate so-
lution for
(
f(P ), γ
)
(step 2 of Algorithm 2), we have
wv ≥ 1
λ
(1− 0)ρ (11)
where wv denotes the margin width induced by v. Also,
since x¯ is an 0-approximation of the polytope distance
problem for the instance f(S), through Proposition 2 we
know that the vector x¯ yields a margin separating the ori-
gin and f(S) with the width
||(1− 0)x¯|| ≥ (1− 0)wv ≥ 1
λ
(1− 0)2ρ. (12)
Then, we consider the inverse mapping f−1 from
RO(
1
2
logn) to Rd. For any q ∈ f(S), consider the right tri-
angle ∆oτ(q)q and its image, ∆of−1(τ(q))f−1(q) in Rd,
where τ(q) is the projection of q on the vector x¯. Since
τ(q) ∈ conv({o} ∪ f(S)), it can be represented as a con-
vex combination of {o} ∪ f(S); therefore, we can define its
image f−1(τ(q)) as the convex combination of {o}∪S (see
Remark 2). So we can apply the same manner for proving
the above (10) with replacing f and Popt by f−1 and f(S)
respectively. For any point q ∈ f(S), f−1(q)’s projection
on the vector f−1(x¯) has distance at least
(1− 0)||(1− 0)x¯|| ≥ 1
λ
(1− 0)3ρ (13)
to the origin by (12). In other words, if we let S be the set of
inliers, the vector f−1(x¯) yields a 1λ (1−0)3-approximation
for the instance (P, γ).
oxopt
p
τ(p)
o
f(xopt)
f(p)
f
(
τ(p)
)
a′
Figure 3: Because the JL transform f is linear mapping, the
point f
(
τ(p)
)
is located on the line determined by the vec-
tor f(vopt). The point f(p) has projection distance a′ to the
origin o.
Time complexity. Suppose the black box algorithm A of
Algorithm 2 has the time complexity Γ(n, d) for an instance
of n points in d-dimensional space. We reduce the dimen-
sionality from d to d˜ = O( 12 log n) = O(
E2
20
log n) (since
we require  = 15
0
E+1 ). Obviously, the total time complexity
of Algorithm 2 consists of three parts:
TimeJL + Γ(n, d˜) + Timerec, (14)
where TimeJL indicates the time complexity of JL trans-
form, and Timerec indicates the time complexity of the re-
covery step (Step 3). For JL transform, if we simply use
the random Gaussian matrix (Dasgupta and Gupta 2003),
TimeJL will be O(n · d · d˜); the time complexity can be
further improved by using the techniques like (Ailon and
Chazelle 2009). For the recovery step, we run Gilbert’s al-
gorithm in the dimensionality-reduced space and compute
f−1(x¯) based on the coefficients in the original space; there-
fore, according to Proposition 1, Timerec = O
(
E
0
·(n·d˜+d))
(there are only O(E0 ) non-zero coefficients). It is worth not-
ing that TimeJL and Timerec are usually much lower than
the second term Γ(n, d˜). For example, most of the existing
robust SVM algorithms (see Section 2.2) take the time com-
plexity at least quadratic in the number of input points n.
3.2 Two-class SVM with Outliers
The idea of Section 3.1 can be naturally extended to han-
dle two-class SVM with outliers. Consider the connection
between polytope distance and two-class SVM first. Let Q1
and Q2 be two point sets in Rd. The Minkowski Differ-
ence MD(Q1, Q2) is the set of all difference vectors, i.e.,
MD(Q1, Q2) = {u − v | u ∈ conv(Q1), v ∈ conv(Q2)}.
Note that MD(Q1, Q2) is also a convex polytope. To find
the maximum margin separating Q1 and Q2, (Ga¨rtner and
Jaggi 2009) showed that we only need to find the maxi-
mum margin separating the origin and MD(Q1, Q2). How-
ever, directly computing MD(Q1, Q2) takes quadratic time
O(|Q1||Q2|d). Actually, we do not need to explicitly com-
pute MD(Q1, Q2) for its polytope distance. Recall that we
just select the point pi having the closest projection to o in
each iteration of Gilbert’s algorithm; the point “pi” should
be the difference vector qi−q′i, where qi ∈ Q1 and q′i ∈ Q2,
and pi |vi= qi |vi −q′i |vi . Therefore, qi should be the point
having the closest projection to o from Q1, while q′i should
be the point having the farthest projection to o from Q2. So
Algorithm 3 k-CENTER CLUSTERING WITH OUTLIERS
Input: A set P of n points in Rd, k ∈ Z+, and γ,  ∈
(0, 1).
1. Apply the JL transform f to reduce the dimensionality
d to be O( 12 log n), and run any existing algorithm A
for k-center clustering with outliers on the new instance
(f(P ), γ).
2. Let f(C1), f(C2), · · · , f(Ck) be the k clusters of f(P )
obtained by the algorithm A. ∑kj=1 |f(Cj)| = (1 −
γ)n.
3. Compute a (1 + )-approximate MEB for each f(Cj)
through BC’s algorithm, and denote by c¯j the obtained
ball center.
• Each center c¯j is represented as a convex combina-
tion of the points of f(Cj), say c¯j =
∑
q∈f(Cj) αqq
where
∑
q∈f(Cj) αq = 1 and αq ≥ 0 for ∀q ∈
f(Cj).
• Let the k points f−1(c¯j) =
∑
q∈f(Cj) αqf
−1(q) for
1 ≤ j ≤ k (see Remark 2 for the explanation on
f−1).
Output: f−1(c¯j), 1 ≤ j ≤ k, as the k cluster centers.
we can separately select the points qi and q′i in each iteration,
and thus the complexity for computing the polytope distance
is still linear. Due to the space limit, we leave the details to
our supplement.
4 k-Center Clustering with Outliers
Similar with Section 3, we also follow the generic frame-
work introduced in Section 1.1 and present our algorithm
for k-center clustering with outliers (Algorithm 3). To ex-
plain our idea more clearly, we first consider the minimum
enclosing ball (MEB) with outliers problem (i.e., the case
k = 1), and then extend the result to the general k-center
clustering with outliers problem.
Theorem 2. (radius preservation for MEB with outliers)
Let k = 1 and λ ≥ 1. Suppose the algorithm A used in Step
1 of Algorithm 3 yields a λ-approximate solution of MEB
with outliers. The returned point f−1(c¯1) of Algorithm 3
yields a λ
√
(1+)3
1− -approximate solution for the original in-
stance (P, γ) in Rd with constant probability.
Proof. We use Popt and ropt to denote the optimal subset
and radius for the instance (P, γ). Let copt be the center of
MEB(Popt). Obviously copt is inside the convex hull of Popt.
Thus, using the inequality (8) in Lemma 3, we have
∀p ∈ Popt, ||f(p)− f(copt)||2 ≤ ||p− copt||2 + r2opt
≤ (1 + )r2opt
=⇒ max
p∈Popt
||f(p)− f(copt)||2 ≤ (1 + )r2opt. (15)
That is, the ball B
(
f(copt),
√
1 + ropt
)
covers the whole
set f(Popt). Therefore, if we denote the optimal radius of
the instance
(
f(P ), γ
)
as r′opt, we have
r′opt ≤
√
1 +  · ropt. (16)
Next, we prove the upper bound of the radius induced by
f−1(c¯1). Since c¯1 is inside the convex hull of f(C1), the
point f−1(c¯1) should be inside the convex hull of C1. Also,
because the JL transform f is linear,
f
(
f−1(c¯1)
)
=
∑
q∈f(C1)
αqf
(
f−1(q)
)
= c¯1. (17)
Applying the inequality (8) again, ∀p ∈ C1, we have
||p− f−1(c¯1)||2
≤︸︷︷︸
f
(
f−1(c¯1)
)
=c¯1
||f(p)− c¯1||2 +  rad(C1)2
≤ max
q∈C1
||f(q)− c¯1||2 +  rad(C1)2
≤ max
q∈C1
||f(q)− c¯1||2 + 
1−  rad
(
f(C1)
)2
≤ 1
1−  maxq∈C1 ||f(q)− c¯1||
2, (18)
where the last inequality comes from the fact
rad
(
f(C1)
)2 ≤ maxq∈C1 ||f(q) − c¯1||2 (otherwise,
we can let c¯1 be the center of f(C1) and the resulting
radius maxq∈C1 ||f(q) − c¯1||2 < rad
(
f(C1)
)2
, which is a
contradiction). Recall that c¯1 is a (1+)-approximate center
of the λ-approximate solution of the instance
(
f(P ), γ
)
. So
max
q∈C1
||f(q)− c¯1|| ≤ (1 + ) · λ · r′opt. (19)
Thus, (18) implies that
∀p ∈ C1, ||p− f−1(c¯1)||2 ≤ (1 + )
2
1−  λ
2(r′opt)
2
≤ (1 + )
3
1−  λ
2r2opt, (20)
where the last inequality comes from (16). (20) indicates
that the ball B
(
f−1(c¯1),
√
(1+)3
1− λropt
)
covers the whole
set C1, i.e., f−1(c¯1) yields a
√
(1+)3
1− λ-approximate solu-
tion for the instance (P, γ).
The proof of Theorem 2 can be extended for the follow-
ing Theorem 3. We also use ropt and r′opt to denote the opti-
mal radii of the instances (P, γ) and
(
f(P ), γ
)
, respectively.
Then, we have the same claim of (16), r′opt ≤
√
1 + ropt.
Consequently, the inequality (20) is replaced by: for any
1 ≤ j ≤ k and any p ∈ Cj ,
||p− f−1(c¯j)||2 ≤ (1 + )
3
1−  λ
2r2opt. (21)
Thus, the set ∪kj=1Cj is covered by the union of
the k balls ∪kj=1B
(
f−1(c¯j),
√
(1+)3
1− λropt
)
, i.e.,
{f−1(c¯1), f−1(c¯2), · · · , f−1(c¯k)} yields a
√
(1+)3
1− λ-
approximate solution for the instance (P, γ).
Theorem 3. (radius preservation for k-center clustering
with outliers) Let λ ≥ 1. Suppose the algorithm A used in
Step 1 of Algorithm 3 yields a λ-approximate solution of k-
center clustering with outliers. The returned set of k points
{f−1(c¯1), f−1(c¯2), · · · , f−1(c¯k)} of Algorithm 3 yields a
λ
√
(1+)3
1− -approximate solution for the original instance
(P, γ) in Rd with constant probability.
Time complexity. The time complexity of Algorithm 3
also consists of the three parts as (14). We reduce the dimen-
sionality d to be d˜ = O( logn2 ). If the black box algorithmA of Algorithm 3 has the time complexity Γ(n, d) for an
instance of n points in d-dimensional space, the total com-
plexity of Algorithm 3 should be
TimeJL + Γ(n, d˜) + Timerec, (22)
where TimeJL = O( 12nd log n) and Timerec = O
(
1
 · (n ·
d˜ + k · d)
)
(because BC’s algorithm runs in O( 1 ) steps in
the d˜-dimensional space). Similar with (14), the second term
Γ(n, d˜) often dominates the whole complexity in practice.
5 Conclusion And Future Work
In this paper, we study the effectiveness of JL transform for
dealing with two fundamental high-dimensional optimiza-
tion problems, SVM and k-center clustering, in the pres-
ence of adversarial outliers. Besides the theoretical results,
we also investigate its performance in practice. Due to the
space limit, we provide the complete experimental results in
our supplement. Specifically, we compare JL transform with
several other widely studied dimension reduction methods,
such as PCA, approximate PCA, and the SVD based fea-
ture selection method (Boutsidis et al. 2014; Paul, Magdon-
Ismail, and Drineas 2015). We also consider various types
of outliers, including the randomly generated outliers and
the outliers generated by the publicly available adversarial
attack software such as (Koh, Steinhardt, and Liang 2018).
Beyond the SVM and k-center clustering problems stud-
ied in this paper, it is worth to study the effectiveness of
JL transform for other robust optimization problems in fu-
ture. Also, though we use the (approximate) PCA and fea-
ture selection methods as the baselines in our experiments,
an interesting question is that their quality guarantees in the-
ory are still unclear, especially in the presence of adversarial
outliers.
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