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THE COMPLEXITY OF COMBINATIONS OF QUALITATIVE
CONSTRAINT SATISFACTION PROBLEMS
MANUEL BODIRSKY AND JOHANNES GREINER
Abstract. The CSP of a first-order theory T is the problem of deciding for
a given finite set S of atomic formulas whether T ∪ S is satisfiable. Let T1
and T2 be two theories with countably infinite models and disjoint signatures.
Nelson and Oppen presented conditions that imply decidability (or polynomial-
time decidability) of CSP(T1 ∪ T2) under the assumption that CSP(T1) and
CSP(T2) are decidable (or polynomial-time decidable). We show that for a
large class of ω-categorical theories T1, T2 the Nelson-Oppen conditions are not
only sufficient, but also necessary for polynomial-time tractability of CSP(T1∪
T2) (unless P=NP).
1. Introduction
Two independent proofs of the finite-domain constraint satisfaction tractabil-
ity conjecture have recently been published by Bulatov and Zhuk [20, 29], settling
the Feder-Vardi dichotomy conjecture. In contrast, the computational complex-
ity of constraint satisfaction problems over infinite domains cannot be classified
in general [8]. However, for a restricted class of constraint satisfaction problems
that strictly contains all finite-domain CSPs and captures the vast majority of the
problems studied in qualitative reasoning (see the survey article [9]) there also is a
tractability conjecture (see [3–5, 16]). The situation is similar to the situation for
finite-domain CSPs before Bulatov and Zhuk: there is a formal condition which
provably implies NP-hardness, and the conjecture is that every other CSP in the
class is in P.
For finite domain CSPs, it turned out that only few fundamentally different al-
gorithms were needed to complete the classification; the key in both the solution of
Bulatov and the solution of Zhuk was a clever combination of the existing algorith-
mic ideas. An intensively studied method for obtaining (polynomial-time) decision
procedures for infinite-domain CSPs is the Nelson-Oppen combination method; see,
e.g., [2,28]. The method did not play any role for the classification of finite-domain
CSPs, but is extremely powerful for combining algorithms for infinite-domain CSPs.
In order to conveniently state what type of combinations of CSPs can be studied
with the Nelson-Oppen method, we slightly generalise the notion of a CSP. The
classical definition is to fix an infinite structure B with finite relational signature τ ;
then CSP(B) is the computational problem of deciding whether a given finite set of
atomic τ-formulas (i.e., formulas of the form x1 = x2 or of the form R(x1, . . . , xn)
for R ∈ τ and variables x1, . . . , xn) is satisfiable inB. Instead of fixing a τ -structure
B, we fix a τ-theory T (i.e., a set of first-order τ -sentences). Then CSP(T ) is the
computational problem of deciding for a given finite set S of atomic τ -formulas
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whether T ∪S has a model. Clearly, this is a generalisation of the classical definition
since CSP(B) is the same as CSP(Th(B)) where Th(B) is the first-order theory of
B, i.e., the set of all first-order sentences that hold in B. The definition for theories
is strictly more expressive (we give an example in Section 2 that shows this).
Let T1 and T2 be two theories with disjoint finite relational signatures τ1 and τ2.
We are interested in the question when CSP(T1 ∪ T2) can be solved in polynomial
time; we refer to this problem as the combined CSP for T1 and T2. Clearly, if
CSP(T1) or CSP(T2) is NP-hard, then CSP(T1 ∪T2) is NP-hard, too. Suppose now
that CSP(T1) and CSP(T2) can be solved in polynomial-time. In this case, there
are examples where CSP(T1 ∪ T2) is in P, and examples where CSP(T1 ∪ T2) is NP-
hard. Even if we know the complexity of CSP(T1) and of CSP(T2), a classification
of the complexity of CSP(T1 ∪T2) for arbitrary theories T1 and T2 is too ambitious
(see Section 5 for a formal justification). But such a classification should be feasible
at least for the mentioned class of infinite-domain CSPs for which the tractability
conjecture applies.
1.1. Qualitative CSPs. The idea of qualitative formalisms is that reasoning tasks
(e.g. about space and time) is not performed with absolute numerical values, but
rather with qualitative predicates (such as within, before, etc.). There is no univer-
sally accepted definition in the literature that defines what a qualitative CSP is, but
a proposal has been made in [9]; the central mathematical property for this proposal
is ω-categoricity. A theory is called ω-categorical if it has up to isomorphism only
one countable model. A structure is called ω-categorical if and only if its first-order
theory is ω-categorical. Examples are (Q;<), Allen’s Interval Algebra, and more
generally all homogeneous structures with a finite relational signature (a structure
B is called homogeneous if all isomorphisms between finite substructures can be
extended to an automorphism; see [6,24]). The class of CSPs for ω-categorical the-
ories arguably coincides with the class of CSPs for qualitative formalisms studied
e.g. in temporal and spatial reasoning; see [9].
For an ω-categorical theory T , the complexity of CSP(T ) can be studied using
the universal-algebraic approach that led to the proof of the Feder-Vardi dichotomy
conjecture. A signature is a set of function and relation symbols together with an
arity for each symbol. Let τ be a signature. A τ-structure B is a set B together with
an n-ary function on B for each n-ary function symbol in τ and an n-ary relation
overB for each n-ary relation symbol in τ . All signatures of structures in this article
are assumed to be countable. One of the central concepts for the universal-algebraic
approach is the concept of a polymorphism of a structure B, i.e., a homomorphism
from Bk to B for some k ∈ N. It is known that the polymorphisms of a finite
structure B fully capture the complexity of CSP(B) up to P-time reductions (in
fact, up to Log-space reductions; see [23] for a collection of survey articles about the
complexity of CSPs), and the same is true for structures B with an ω-categorical
theory [15]. In order to understand when we can apply the universal-algebraic
approach to study the complexity of CSP(T1 ∪ T2), we need to understand the
following fundamental question.
Question 1: Suppose that T1 and T2 are theories with disjoint finite relational
signatures τ1 and τ2. When is there an ω-categorical (τ1 ∪ τ2)-theory T such that
CSP(T ) equals CSP(T1 ∪ T2), i.e., for all sets S of atomic (τ1 ∪ τ2)-formulas, we
have that S ∪ T is satisfiable if and only if S ∪ (T1 ∪ T2) is satisfiable?
Note that ω-categorical theories are complete, i.e., for every first-order sentence
φ either T implies φ or T implies ¬φ. In general, it is not true that CSP(T1 ∪ T2)
equals CSP(T ) for a complete theory T (we present an example in Section 2).
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Question 1 appears to be very difficult in general, in particular when considering
the work of Braunfeld [18] in the context of Proposition 2.1. However, we present
a broadly applicable condition for ω-categorical theories T1 and T2 with infinite
models that implies the existence of an ω-categorical theory T such that CSP(T1 ∪
T2) equals CSP(T ) (Proposition 1.1 below). The theory T that we construct has
many useful properties. In particular T1 ∪ T2 ⊆ T and
(1) if φ1(x¯) is a τ1-formula and φ2(x¯) is a τ2-formula, both with free variables
x¯ = (x1, . . . , xn), then T |= ∃x¯(φ1(x¯) ∧ φ2(x¯) ∧
∧
i<j xi 6= xj) if and only if
T1 |= ∃x¯(φ1(x¯) ∧
∧
i<j xi 6= xj) and T2 |= ∃x¯(φ2(x¯) ∧
∧
i<j xi 6= xj);
(2) For every (τ1∪τ2)-formula φ there exists a conjunction of τ1 and τ2 formulas
that is equivalent to φ modulo T .
In fact, T is uniquely given by these three properties (up to equivalence of theories;
see Lemma 2.8) and again ω-categorical, and we call it the generic combination of
T1 and T2. Let B1 and B2 be two ω-categorical relational structures whose first-
order theories have a generic combination T ; then we call the (up to isomorphism
unique) countably infinite model of T the generic combination of B1 and B2.
1.2. The Nelson-Oppen Criterion. Let T1, T2 be theories with disjoint finite
signatures τ1, τ2 and suppose that CSP(T1) is in P and CSP(T2) is in P. Nelson
and Oppen gave sufficient conditions for CSP(T1 ∪T2) to be solvable in polynomial
time, too. Their conditions are:
(1) Both T1 and T2 are stably infinite: a τ -theory T is called stably infinite if
for every quantifier-free τ -formula φ(x1, . . . , xn), if φ is satisfiable over T ,
then there also exists an infinite model A and elements a1, . . . , an such that
A |= φ(a1, . . . , an).
(2) for i = 1 and i = 2, the signature τi contains a binary relation symbol 6=i
that denotes the disequality relation, i.e., Ti implies the sentence ∀x, y (x 6=i
y ⇔ ¬(x = y));
(3) Both T1 and T2 are convex (here we follow established terminology). A
τ -theory T is called convex if for every finite set S of atomic τ -formulas the
set T ∪S∪{x1 6= y1, . . . , xm 6= ym} is satisfiable whenever T ∪S∪{xj 6= yj}
is satisfiable for each j ≤ m.
The assumption that a relation symbol denoting the disequality relation is part of
the signatures τ1 and τ2 is often implicit in the literature treating the Nelson-Oppen
method. It would be interesting to explore when it can be dropped, but we will not
pursue this question here. The central question of this article is the following.
Question 2. In which settings are the Nelson-Oppen conditions (and in partic-
ular, the convexity condition) not only sufficient, but also necessary for polynomial-
time tractability of the combined CSP?
Again, for general theories T1 and T2, this is a too ambitious research goal;
but we will study it for generic combinations of ω-categorical theories T1, T2 with
infinite models. In this setting, the first condition that both T1 and T2 are stably
infinite is trivially satisfied. The third condition on Ti, convexity, is equivalent
to the existence of a binary injective polymorphism of the (up to isomorphism
unique) countably infinite model of Ti (see Theorem 3.1). We mention that binary
injective polymorphisms played an important role in several recent infinite-domain
complexity classifications [11, 12, 25].
1.3. Results. To state our results concerning Question 1 and Question 2 we need
basic terminology for permutation groups. A permutation group G on a set A is
called
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• n-transitive if for all tuples b¯, c¯ ∈ An, each with pairwise distinct entries,
there exists a permutation g ∈ G such that g(b¯) = c¯ (unary functions
applied to tuples or multiple arguments act componentwise and result in
tuples). G is called transitive if it is 1-transitive.
• n-set-transitive if for all subsets B,C of A with |B| = |C| = n there exists
a permutation g ∈ G such that g(B) := {g(b) | b ∈ B} = C.
A structure is called n-transitive (or n-set-transitive) if its automorphism group is.
The existence of generic combinations can be characterised as follows (see Section 2
for the proof).
Proposition 1.1. Let B1 and B2 be countably infinite ω-categorical structures
with disjoint relational signatures. Then B1 and B2 have a generic combination if
and only if either both B1 and B2 do not have algebraicity (in the model-theoretic
sense; see Section 2) or one of B1 and B2 does have algebraicity and the other has
an automorphism group which is n-transitive for all n ∈ N.
Our main result concerns Question 2 for generic combinations B of countably
infinite ω-categorical structures B1 and B2; as we mentioned before, if the generic
combination exists, it is up to isomorphism unique, and again ω-categorical.
Our result does not apply if one of the structures is too inexpressive. To state
the expressivity requirement we introduce further terminology. A primitive positive
formula (pp-formula) is a conjunction of atomic formulas where some variables can
be existentially quantified. Likewise, a relationR ⊆ Bn is pp-definable in a structure
B if there exists a pp-formula φ such that R = {x¯ ∈ Bn | B |= φ(x¯)}. We call a
tuple injective if all its coordinates are pairwise distinct.
For a fixed τ -structureB and a τ -formula φ(x1, . . . , xn) a map s : {x1, . . . , xn} →
B such that φ(s(x1), . . . , s(xn)) is true in B is a solution to φ. The expressivity
requirement for our result is captured in the following notion.
Definition 1.2. A structure B can prevent crosses if there exists a pp-formula φ
such that
(1) φ(x, y, u, v)∧x = y has a solution s over B such that s(x, u, v) is injective,
(2) φ(x, y, u, v)∧u = v has a solution s over B such that s(x, y, u) is injective,
(3) φ(x, y, u, v)∧x = y ∧u = v has no solution over B.
Any such formula φ will be referred to as a cross prevention formula of B.
To explain the naming, consider solutions s1, s2 to a cross prevention formula φ
of a structure B with images (x1, x1, u1, v1) and (x2, y2, u2, u2) respectively, such
that (x1, u1, v1) and (x2, y2, u2) are injective. Let f : B
k → B be a polymorphism
of B. If R is a relation in B and t1, . . . , tk ∈ R, then f(t1, . . . , tk) ∈ R because
f is a homomorphism (f preserves R). Preservation of relations transfers to any
relation which is pp-definable over B. Therefore, there is no binary polymorphism
f of B such that
f(x1, x2) = f(x1, y2) and
f(u1, u2) = f(v1, u2),
because the arguments of f are in the relation defined by φ, but the image is not.
This means that in Figure 1 either the vertical or the horizontal identity (indicated
by dashed lines) cannot hold, i.e., we will not see a cross.
To simplify the presentation of our result and its proof, we introduce the following
shortcut.
Definition 1.3. A countably infinite ω-categorical structure has Property J if it
• has a relational signature containing a binary symbol for the disequality
relation,
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u1 x1, y1 v1
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Figure 1. An illustration of the property to prevent crosses from
Definition 1.2. Dashed edges indicate (potential) equalities be-
tween function values.
• is 2-set-transitive,
• can prevent crosses and
• does not have algebraicity.
An easy example for such a structure is (Q;<, 6=). Further examples of structures
with Property J come from expansions of the countable random tournament (see,
e.g., Lachlan [26], see Section 2 for the definition of expansion) and the countable
homogeneous local order S(2) (also see [22]). More examples for structures with
Property J will be presented in Section 4.
We now state our main result for Question 2. The proof can be found in Section 3.
Theorem 1.4. Let B be the generic combination of two countably infinite ω-
categorical structures B1 and B2 with Property J and finite relational signature
such that CSP(B1) and CSP(B2) are in P. Then one of the following applies:
• Th(B1) or Th(B2) is not convex; in this case, CSP(B) is NP-hard.
• Each of Th(B1) and Th(B2) is convex, and CSP(B) is in P.
In other words, either the Nelson-Oppen conditions apply, and CSP(B) is in P,
or otherwise CSP(B) is NP-complete.
Again, the easiest examples for structures satisfying the assumptions of Theo-
rem 1.4 come from (Q, <) (see Section 4). The CSPs for first-order reducts of (Q, <)
(see Section 2 for the definition of first-order reduct) have been called temporal CSPs
and their computational complexity has been classified [13]. There are many in-
teresting polynomial-time tractable temporal CSPs that have non-convex theories,
which makes temporal CSPs a particularly interesting class for understanding the
situation where the Nelson-Oppen conditions do not apply. Generic combinations
of temporal CSPs are isomorphic to first-order reducts of the countable random
permutation introduced in [21] and studied in [27]; a complexity classification of
the CSPs of all reducts of the random permutation (as e.g. in [11,13,25] for simpler
structures than the random permutation) is out of reach for the current methods.
In principle, the method of canonical functions (see [14]) can be applied but leads
to a huge amount of cases and seems combinatorially intractable at the moment.
1.4. Outline of the article. The rest of the article is organized as follows. In
Section 2 we introduce generic combinations, study existence and uniqueness and
prove a result that will help us to prove satisfiability of conjunctions of formulas.
Afterwards, in Section 3, we prove the main result about the computational com-
plexity of generic combinations of CSPs. In Section 4 we present examples for
structures with Property J and for Theorem 1.4. Finally, in Section 5 we show
that a general complexity classification for all generic combinations is not feasible.
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2. Generic Combinations
We already mentioned that our definition of CSPs for theories is a strict gen-
eralisation of the notion of CSPs for structures, and this will be clarified by the
following proposition which is an immediate consequence of Proposition 2.4.6 in [6].
Proposition 2.1. Let T be a first-order theory with finite relational signature.
Then there exists a structure B such that CSP(B) = CSP(T ) if and only if T has
the Joint Homomorphism Property (JHP), that is, for any two models A, B of T
there exists a model C of T such that both A and B homomorphically map to C.
Example 2.2. A simple example of two theories T1, T2 with the JHP such that
T1 ∪ T2 does not have the JHP is given by
T1 := {∀x, y ((O(x) ∧O(y))⇒ x = y)}
T2 := {∀x. ¬(P (x) ∧Q(x))}
Suppose for contradiction that T1 ∪ T2 has the JHP. Note that
T1 ∪ T2 ∪ {∃x(O(x) ∧ P (x))} and T1 ∪ T2 ∪ {∃y(O(y) ∧Q(y))}
are satisfiable. The JHP implies that
T1 ∪ T2 ∪ {∃x(O(x) ∧ P (x)), ∃y(O(y) ∧Q(y))}
has a model A, so A has elements u, v satisfyingO(u)∧O(v)∧P (u)∧Q(v). Since A |=
T1 we must have u = v, and so A does not satisfy the sentence ∀x. ¬(P (x) ∧Q(x))
from T2, a contradiction.
For general theories T1, T2 even the question whether T1∪T2 has the JHP might
be a difficult question. But if both T1 and T2 are ω-categorical with a countably
infinite model that does not have algebraicity, then T1 ∪ T2 always has the JHP
(a consequence of Lemma 2.5 below). A structure B (and its first-order theory)
does not have algebraicity if for all first-order formulas φ(x0, x1, . . . , xn) and all
elements a1, . . . , an ∈ B the set {a0 ∈ B | B |= φ(a0, a1, . . . , an)} is either infinite
or contained in {a1, . . . , an}; otherwise, we say that the structure has algebraicity.
Next, we will introduce strong amalgamation which has a tight link to algebraic-
ity. The age of a relational τ -structure B is the class of all finite τ -structures
that embed into B. A class K of structures has the amalgamation property if for
all A,B1,B2 ∈ K and embeddings fi : A → Bi, for i = 1 and i = 2, there exist
C ∈ K and embeddings gi : Bi → C such that g1 ◦ f1 = g2 ◦ f2. It has the strong
amalgamation property if additionally g1(B1)∩ g2(B2) = g1(f1(A)) = g2(f2(A)). If
K is a class of structures with relational signature which is closed under isomor-
phism, substructures, and has the amalgamation property, then there exists an (up
to isomorphism unique) countable homogeneous structure B whose age is K. This
structure B is called Fra¨ısse´-limit of K (see [24], page 326). Moreover, in this case,
we have the following:
Proposition 2.3 ([24], p. 330). If K is the age of a countable structure B, then
B has no algebraicity if and only if K has the strong amalgamation property.
The significance of strong amalgamation in the theory of combining decision
procedures has already been pointed out by Bruttomesso, Ghilardi, and Ranise [19].
A structureB1 is called a reduct of a structureB2, andB2 is called an expansion
of B1, if B1 is obtained from B2 by dropping some of the relations of B1. If B1
is a reduct of B2 with the signature τ then we write B
τ
2 for B1. An expansion
B2 of B1 is called a first-order expansion if all additional relations in B2 have a
first-order definition in B1. A structure B1 is called a first-order reduct if B2 is a
reduct of a first-order expansion of B2. Note that if a structureB is 2-set-transitive
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then so is every first-order reduct of B (since its automorphism group contains the
automorphisms of B).
Let τ1 and τ2 be disjoint relational signatures, and letKi be a class of isomorphism-
closed finite τi-structures, for i ∈ {1, 2}. Then K1 ∗K2 denotes the class of (τ1∪τ2)-
structures given by {A | Aτ1 ∈ K1 and Aτ2 ∈ K2)}.
If a¯ = (a1, . . . , an) ∈ Bn and G is a permutation group on B then Ga¯ :=
{(α(a1), . . . , α(an)) | α ∈ G} is called the orbit of a¯ (with respect to G); orbits
of pairs (i.e., n = 2) are also called orbitals. Orbitals of pairs of equal elements
are called trivial. In this article, whenever we have a fixed structure B and not
otherwise noted, G will always be the automorphisms group of B.
The following theorem is one of the most important tools when dealing with
ω-categorical structures.
Theorem 2.4 (Engeler, Ryll-Nardzewski, Svenonius, see [24] p. 341). Let B be
a countably infinite structure with countable signature. Then, the following are
equivalent:
(1) B is ω-categorical;
(2) for all n ≥ 1 every orbit of n-tuples is first-order definable in B;
(3) for all n ≥ 1 there are only finitely many orbits of n-tuples.
Theorem 2.4 implies that a homogeneous structure with finite relational signa-
ture is ω-categorical, and the expansion of an ω-categorical structure by all first-
order definable relations (i.e., all orbits of its age) is homogeneous. We are now
ready to prove the first result about generic combinations.
Lemma 2.5. Let T1 and T2 be ω-categorical theories with disjoint relational sig-
natures τ1 and τ2, with infinite models without algebraicity. Then there exists an
ω-categorical model B of T1 ∪ T2 without algebraicity such that
for all k ∈ N, a¯, b¯ ∈ Bk injective : Aut(Bτ1)a¯ ∩ Aut(Bτ2)b¯ 6= ∅ and(1)
for all k ∈ N, a¯ ∈ Bk injective : Aut(Bτ1)a¯ ∩ Aut(Bτ2)a¯ = Aut(B)a¯ .(2)
Proof. Let Bi be a countably infinite model of Ti without algebraicity for i = 1 and
i = 2. Consider the σi-expansion Ci of Bi by all orbits of Aut(Bi), and choose the
signatures of C1 and C2 to be disjoint. Then, by definition, Ci is homogeneous and
ω-categorical and Theorem 2.4 implies that Ci is first-order interdefinable with Bi
and thus without algebraicity. Hence, Age(Ci) is a strong amalgamation class and
therefore, K := Age(C1) ∗ Age(C2) is a strong amalgamation class, too. Let C be
the Fra¨ısse´-limit of K. By construction of C two n-tuples t, s are isomorphic over
C iff t and s satisfy the same n-ary relations from C1 and C2. Therefore, there are
only finitely many non-isomorphic n-tuples over C, and hence, homogeneity of C,
there are only finitely many orbits of n-tuples over C. This implies ω-categoricity
of C. By strong amalgamation of K and Proposition 2.3, C has no algebraicity.
Hence, the (τ1 ∪ τ2)-reduct B of C is ω-categorical and has no algebraicity. To
show (1), let a¯, b¯ ∈ Bk be injective tuples and let A be the (σ1 ∪ σ2)-structure
with domain A = {1, . . . , k} such that i 7→ ai is an embedding of A into Cσ1
and i 7→ bi is an embedding of A into Cσ2 . Then A ∈ Age(C), so there exists
an embedding e : A → C. Let c¯ := (e(1), . . . , e(k)). By the homogeneity of Cσi
there exists αi ∈ Aut(Cσi ) such that α1(c¯) = a¯ and α2(c¯) = b¯, showing that
c¯ ∈ Aut(Bτ1)a¯ ∩ Aut(Bτ2)b¯. Finally, (2) follows directly from the homogeneity of
C. 
Note that properties (1) and (2) for B, Bτ1 , Bτ2 are equivalent to items (1)
and (2) in Section 1.1 for T = Th(B), T1 = Th(B
τ1), T2 = Th(B
τ2), respectively,
because B is ω-categorical. Lemma 2.5 motivates the following definition.
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Definition 2.6 (Generic Combination). Let B1 and B2 be countably infinite ω-
categorical structures with disjoint relational signatures τ1 and τ2, and let B be a
model of Th(B1) ∪ Th(B2). If B satisfies item (1) then we say that B is a free
combination of B1 and B2. If B satisfies both item (1) and item (2) then we say
that B is a generic combination (or random combination; see [1]) of B1 and B2.
In later proofs we will need means to prove satisfiability of conjunctions of for-
mulas in the presence of parameters. This is facilitated by the following lemma.
For tuples c¯ we will use Autc¯(B) for {α ∈ Aut(B) | α(c¯) = c¯}.
Lemma 2.7. Let B be the generic combination of the structures B1 and B2 with
relational signatures τ1, τ2 respectively. Let B be the domain of B and a¯, b¯ ∈ B
n
injective tuples and c¯ ∈ Bm such that all entries of c¯ are distinct from all entries
of a¯ and b¯. Then
Autc¯(B
τ1)a¯ ∩Autc¯(B
τ2)b¯ 6= ∅ and(3)
Autc¯(B
τ1)a¯ ∩Autc¯(B
τ2)a¯ = Autc¯(B)a¯.(4)
Proof. There exists d¯ ∈ Aut(Bτ1)(c¯, a¯) ∩ Aut(Bτ2)(c¯, b¯) by Property (1) of generic
combination. Notice that we did not require c¯ to be injective. We can neverthe-
less apply Property (1) by removing duplicate entries in c¯, applying the property
to the injective version and reintroducing the duplicates afterwards. In particular,
(d1, . . . , dm) ∈ Aut(Bτ1)c¯ ∩ Aut(Bτ2)c¯ = Aut(B)c¯ by Property (2) of generic com-
bination. Hence, there exists γ ∈ Aut(B) such that γ((d1, . . . , dm)) = c¯. Further-
more, there exist α ∈ Aut(Bτ1), β ∈ Aut(Bτ2) such that α((c¯, a¯)) = d¯ = β((c¯, b¯)).
Hence, γ ◦ α ∈ Autc¯(B
τ1) and γ ◦ β ∈ Autc¯(B
τ2) and (γ ◦ α)a¯ = (γ ◦ β)b¯ ∈
Autc¯(B
τ1)a¯ ∩ Autc¯(Bτ2)b¯.
For equation (4), ⊇ is trivial and ⊆ is implied by Property (2) of generic combi-
nation as follows. Let d¯ ∈ Autc¯(Bτ1)a¯∩Autc¯(Bτ2)a¯. Then (c¯, d¯) ∈ Aut(Bτ1)(c¯, a¯)∩
Aut(Bτ2)(c¯, a¯) and therefore (c¯, d¯) ∈ Aut(B)(c¯, a¯). Hence, there exists γ ∈ Aut(B)
such that γ(c¯, a¯) = (c¯, d¯), i.e., d¯ ∈ Autc¯(B)a¯. 
Lemma 2.7 can be used to show the uniqueness of generic combinations.
Lemma 2.8. Let B1 and B2 be countable ω-categorical relational structures. Then
up to isomorphism, there is at most one generic combination of B1 and B2.
Proof. Let B and B′ be two generic combinations of B1 and B2. We prove that
B and B′ are isomorphic by a back-and-forth argument. For this, we inductively
extend a bijection α between finite subsets of B and B′ such that α preserves
all first-order τ1-formulas and τ2-formulas. The empty map α trivially preserves
all first-order formulas. Both structures satisfy the same first-order τ1-formulas
without free variables and τ2-formulas without free variables, since they are models
of Th(B1) ∪ Th(B2). Now suppose that we have already constructed α for the
finite substructure of B induced by the elements of the tuple b¯ ∈ Bn and want
to extend α to another element bn+1 of B. By the ω-categoricity of Ti, for i = 1
and i = 2, there exists an element ci of B
′ such that (b¯, bn+1) satisfies the same
formulas in Bτi as (α(b¯), ci) satisfies in (B
′)τi . By Property (3) of Lemma 2.7 there
exists c such that (α(b¯), c) is in the same (B′)τi orbit as (α(b¯), ci) for i = 1 and
i = 2. We define α(bn+1) := c. Then, (α(b¯), bn+1) satisfies the same formulas in B
′
as (b¯, bn+1) satisfies in B by Condition (2) for generic combinations.
Extending α−1 to another element of B′ is symmetric. This concludes the back-
and-forth construction of an isomorphism between B and B′. 
Due to Lemma 2.8 we can now define B1 ∗B2 as the generic combination of B1
and B2 for structures B1,B2 where a generic combination exists.
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We now prove Proposition 1.1 that we already stated in the introduction, and
which states that two countably infinite ω-categorical structures with disjoint rela-
tional signatures have a generic combination if and only if both have no algebraicity,
or at least one of the structures has an automorphism group which is n-transitive
for all n ∈ N.
Proof of Proposition 1.1. If both B1 and B2 do not have algebraicity then the
existence of an ω-categorical generic combination follows from Lemma 2.5. If on
the other hand one of them, say B1, is n-transitive for all n then B1 is isomorphic
to a first-order reduct of (N; =). The generic combination B1 ∗B2 can then easily
be seen to be a first-order expansion of B2.
We prove the converse direction by contradiction. Let B be the generic combina-
tion of the τ1-structureB1 and the τ2-structureB2. Recall thatB
τi is isomorphic to
Bi, for i ∈ {1, 2}. By symmetry between B1 and B2, we will assume towards a con-
tradiction thatBτ1 has algebraicity and Aut(Bτ2) is not n-transitive for some n ∈ N.
Choose n to be smallest possible, so that Aut(Bτ2) is not n-transitive. Therefore
there exist tuples (b0, . . . , bn−1) and (c0, . . . , cn−1) in B
n, each with pairwise distinct
entries, that are in different orbits with respect to Aut(Bτ2). By the minimality of
n, there exists α ∈ Aut(Bτ2) such that α(b1, . . . , bn−1) = (c1, . . . , cn−1). The alge-
braicity of Bτ1 implies that there exists a first-order τ1-formula φ(x0, x1, . . . , xm)
and pairwise distinct elements a1, . . . , am of B such that φ(x, a1, . . . , am) holds
for precisely one element a0 other than a1, . . . , am. By adding unused extra vari-
ables to φ we can assume that m ≥ n − 1. Choose elements bn, . . . , bm of B
such that the entries of (b0, . . . , bn−1, bn, . . . , bm) are pairwise distinct and define
ci := α(bi) for i ∈ {n, . . . ,m}. Since B is a free combination, there exist tuples
(b′0, . . . , b
′
m), (c
′
0, . . . , c
′
m) and β1, γ1 ∈ Aut(B
τ1) and β2, γ2 ∈ Aut(Bτ2) such that
β2(b0, . . . , bm) = (b
′
0, . . . , b
′
m), β1(b
′
0, . . . , b
′
m) = (a0, . . . , am),
γ2(c0, . . . , cm) = (c
′
0, . . . , c
′
m), γ1(c
′
0, . . . , c
′
m) = (a0, . . . , am).
Because γ−11 ◦ β1 ∈ Aut(B
τ1) and γ2 ◦ α ◦ β
−1
2 ∈ Aut(B
τ2) both map (b′1, . . . , b
′
m)
to (c′1, . . . , c
′
m), and due to Condition (2) for generic combinations, there exists µ ∈
Aut(B) such that µ(b′1, . . . , b
′
m) = (c
′
1, . . . , c
′
m). Since any operation in Aut(B
τ1)
preserves φ, we have γ1 ◦µ◦β
−1
1 (a0, . . . , am) = (a0, . . . , am). Therefore µ must map
b′0 to c
′
0. Hence, γ
−1
2 ◦µ◦β2 ∈ Aut(B
τ2) maps (b0, . . . , bn−1) to (c0, . . . , cn−1), contra-
dicting our assumption that they lie in different orbits with respect to Aut(Bτ2). 
3. On the Necessity of the Nelson-Oppen Conditions
In this section we prove that for theories with Property J the conditions of
Nelson and Oppen are not only sufficient, but also necessary for the polynomial-
time tractability of generic combinations (unless P = NP). In particular, we prove
Theorem 1.4 from the introduction. In order to avoid an excess of superscripts we
will drop the bar above tuples in this section. We need the following characterisation
of convexity of ω-categorical theories.
Theorem 3.1 (Lemma 6.1.3 in [6]). Let B be a countably infinite ω-categorical
relational structure and let T be its first-order theory. Then the following are equiv-
alent.
• T is convex;
• B has a binary injective polymorphism.
Moreover, if B contains the relation 6=, these conditions are also equivalent to the
following.
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• If S is a finite set of atomic τ-formulas such that S ∪ T ∪ {x1 6= y1} is
satisfiable and S∪T∪{x2 6= y2} is satisfiable, then T∪S∪{x1 6= y1, x2 6= y2}
is satisfiable, too.
The construction of the binary injective polymorphism, which is at the core of
this theorem, first finds an injective homomorphism from a finite substructure of
B2 to B and then uses compactness of first-order logic to expand its domain to
B2.
An operation f : Bk → B is called essentially unary if there exists an i ≤ k and
a function g : B → B such that f(x1, . . . , xk) = g(xi) for all x1, . . . , xk ∈ B. The
operation f is called essential if it is not essentially unary. Hence, if a function
f : B2 → B is essential then there exist p, q, r, s ∈ B2 such that p2 = q2 and r1 = s1
and f(p1, p2) 6= f(q1, q2) and f(r1, r2) 6= f(s1, s2). The tuples (p, q) and (r, s) are
called witnesses for the essentiality of f .
The following fact is well-known. We give a short proof to illustrate how it
follows from known results.
Proposition 3.2. Let B be an infinite ω-categorical structure with finite relational
signature containing the relation 6= and such that all polymorphisms of B are es-
sentially unary. Then CSP(B) is NP-hard.
Proof. Let E be the set of all relations (on the domain of B) that have a first-order
definition over the empty signature. If all polymorphisms of B are essentially unary
and preserve 6=, they preserve all relations in E. Therefore, all relations in E are
pp-definable in B (see [15], Theorem 4). In this case, there is a finite signature
reduct of B which has an NP-hard CSP (see [12], Theorem 1). 
Hence, it suffices to show that the existence of an essential polymorphism of the
generic combination of two countably infinite ω-categorical structures B1 and B2
implies the existence of a binary injective polymorphism. The key technical result
is the following proposition.
Proposition 3.3. Let B be the generic combination of two ω-categorical relational
structures B1 and B2 such that the following holds:
• B has a binary essential polymorphism,
• both B1 and B2 are without algebraicity,
• B1 can prevent crosses,
• B2 is 2-set-transitive and 6= is pp-definable in B2.
Then B2 has a binary injective polymorphism.
To make the technical part of the proof of Proposition 3.3 more accessible and
clarify which condition is needed where, we will break it into two lemmata.
Lemma 3.4. Let B be the generic combination of two ω-categorical relational
structures B1 and B2. Let B1 be a structure which can prevent crosses and without
algebraicity and let ϕ(x1, x2, x
′
1, y1, y2, y
′
2; a) be a first-order formula over B2 with
parameter tuple a such that there exists a solution s for ϕ which is injective and the
image of s does not contain any value from a. Then, for any binary polymorphism
f ∈ Pol(B1) there exist x1, x2, x′1, y1, y2, y
′
2 such that
(5) ϕ(x1, x2, x
′
1, y1, y2, y
′
2, a)∧
(
f(x1, x2) 6= f(x
′
1, x2)∨ f(y1, y2) 6= f(y1, y
′
2)
)
.
Proof. Let θ be a cross prevention formula of B1. Define ρ(x1, x2, x
′
1, y1, y2, y
′
2) :≡
θ(x1, x
′
1, y1, y1)∧ θ(x2, x2, y2, y
′
2). Because B1 is without algebraicity and there are
injective solutions for θ(x1, x
′
1, y1, y1) and θ(x2, x2, y2, y
′
2) we can use Neumann’s
lemma (see Corollary 4.2.2 in [24]) to find a solution t1 for ρ that is injective and
avoids all entries in a in its image. Hence, there are injective solutions t1, t2 for
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Figure 2. An illustration of Case 1 in the proof of Lemma 3.5.
Dashed edges indicate (potential) disequalities between function
values.
ρ, ϕ respectively that avoid all values in a in their image and therefore Lemma 2.7
is applicable and there exists a solution t for ρ∧ϕ.
We now look at the images of f :
f(t(x1), t(x2)) = x
f(t(x′1), t(x2)) = x
′
f(t(y1), t(y2)) = y
f(t(y1), t(y
′
2)) = y
′
As f is a polymorphism of B1 the tuple (x, x
′, y, y′) must satisfy θ. Hence, either
x 6= x′ or y 6= y′. 
Lemma 3.5. Let B be the generic combination of two ω-categorical relational
structures B1 and B2, both of which are without algebraicity. Furthermore, assume
that B1 can prevent crosses and that B2 is 2-set-transitive. Let B be the domain
of B and choose a, b, c, d ∈ B2 such that a1 6= b1, a2 = b2 and c1 = d1, c2 6= d2.
Then, for any binary essential polymorphism f ∈ Pol(B1) there exist a˜, b˜, c˜, d˜ ∈
B2 such that f(a˜1, a˜2) 6= f(b˜1, b˜2) and f(c˜1, c˜2) 6= f(d˜1, d˜2) and (a˜i, b˜i, c˜i, d˜i) ∈
Aut(B2)(ai, bi, ci, di) for i = 1 and i = 2.
Proof. Case 1: Both (c1, a1, b1) and (a2, c2, d2) are injective tuples (see Figure 2).
Define O1 := Aut(B2)(c1, a1, b1) and O2 := Aut(B2)(a2, c2, d2). Notice that O1
and O2 can be defined by first-order formulas because B2 is ω-categorical. We
start by using one of the witnesses of essentiality of f that is guaranteed to exist
by definition, i.e., p, q ∈ B2 such that f(p1, p2) 6= f(q1, q2) with p2 = q2. Due to 2-
set-transitivity, we can assume that there exists α ∈ Aut(B2) such that α(p1) = a1
and α(q1) = b1 (otherwise, swap p and q). Now look at all c˜1 ∈ B such that
(c˜1, p1, q1) ∈ O1. If for a˜ := p, b˜ := q there are c˜2, d˜2 such that (a˜, b˜, c˜, d˜) is a witness
for the statement of the lemma, we are done. Otherwise, for all c˜1, c˜2, d˜2 ∈ B the
following holds:
(c˜1, p1, q1) ∈ O1 ∧(p2, c˜2, d˜2) ∈ O2 ⇒ f(c˜1, c˜2) = f(c˜1, d˜2)
In this case we consider the second witness of essentiality of f guaranteed to exist
by definition, i.e., r, s ∈ B2 with f(r1, r2) 6= f(s1, s2) and r1 = s1. Again due to
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Figure 3. An illustration of the subcases of Case 2 (up to per-
mutation of variables) in the proof of Lemma 3.5. Dashed edges
indicate (potential) disequalities between function values.
2-set-transitivity, there exists β ∈ Aut(B2) such that β(r2) = c2 and β(s2) = d2
(otherwise swap r and s). Assume now, that for all a˜1, b˜1, a˜2 ∈ B the following
holds:
(6) (r1, a˜1, b˜1) ∈ O1 ∧(a˜2, r2, s2) ∈ O2 ⇒ f(a˜1, a˜2) = f(b˜1, a˜2).
We now argue why we can apply Lemma 3.4 to
φ(x1, x2, x
′
1, y1, y2, y
′
2; p1, p2, q1, r1, r2, s2) :≡ (y1, p1, q1) ∈ O1 ∧(p2, y2, y
′
2) ∈ O2 ∧
(r1, x1, x
′
1) ∈ O1 ∧(x2, r2, s2) ∈ O2,
where p, q, r, s are parameters. Define the set T := {y1 | (y1, p1, q1) ∈ O1}. T is non-
empty because there is an automorphism α such that α(p1) = a1 and α(q1) = b1
and hence α−1(c1) ∈ T . Furthermore, a1 6= c1 6= b1 and hence p1 6= α−1(c1) 6= q1.
Therefore, T is infinite because B2 has no algebraicity. In a similar way, when
considering all solutions for any other conjunct of φ, each variable can take infinitely
many values. For the two conjuncts with two free variables Neumann’s lemma
guarantees the existence of infinitely many tuples with pairwise distinct entries in
the orbit. Therefore, φ is a first-order formula with parameters in B2 which has an
injective solution without any of the parameter values in its image.
An application of Lemma 3.4 yields that Implication (6) must be false. Hence,
there are a˜1, b˜1, a˜2 ∈ B such that (r1, a˜1, b˜1) ∈ O1 and (a˜2, r2, s2) ∈ O2 and
f(a˜1, a˜2) 6= f(b˜1, a˜2). Together with c˜ := r and d˜ := s, the points a˜, b˜, c˜, d˜ sat-
isfy all conditions from the statement.
Case 2: (c1, a1, b1) or (a2, c2, d2) are not injective, i.e., c1 = a1 or c1 = b1 or
a2 = c2 or a2 = d2 (see Figure 3).
In this case, the witnesses can be constructed using Case 1 by starting with
suitable injective tuples. If c1 = a1 we consider a new tuple (c
′
1, a
′
1, b
′
1) which
is injective such that the B2 orbits of (c1, b1), (c
′
1, a
′
1) and (c
′
1, b
′
1) are the same
(for c1 = b1 we do the same but with the B2 orbit of (c1, a1) instead of (c1, b1)).
This tuple exists due to no-algebraicity of B2. Likewise, if a2 = c2 we can find
(a′2, c
′
2, d
′
2) injective such that the B2 orbits of (a2, d2), (a
′
2, c
′
2) and (a
′
2, d
′
2) are the
same (for a2 = d2 we use the B2 orbit of (a2, c2) instead of (a2, d2)). If (c1, a1, b1)
or (a2, c2, d2) was injective already, we keep this tuple but name them a
′
i etc. to
simplify the presentation.
Now, we can apply Case 1 to (c′1, a
′
1, b
′
1) and (a
′
2, c
′
2, d
′
2) to find a˜
′, b˜′, c˜′, d˜′ ∈ B2
as promised by this lemma.
For c1 = a1 both (c˜
′
1, a˜
′
1, c˜
′
1, c˜
′
1) and (c˜
′
1, b˜
′
1, c˜
′
1, c˜
′
1) are in the same orbit as
(a1, b1, c1, d1) because (c˜
′
1, a˜
′
1), (c˜
′
1, b˜
′
1) and (c1, b1) have the same orbit and a1 =
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c1 = d1. Likewise for a2 = c2 in the second coordinate, both (a˜
′
2, a˜
′
2, a˜
′
2, d˜
′
2) and
(a˜′2, a˜
′
2, a˜
′
2, c˜
′
2) are in the same orbit as (a2, b2, c2, d2).
However, if f(a˜′1, a˜
′
2) 6= f(b˜
′
1, a˜
′
2) then either f(a˜
′
1, a˜
′
2) 6= f(c˜
′
1, a˜
′
2) or f(b˜
′
1, a˜
′
2) 6=
f(c˜′1, a˜
′
2). Likewise, either f(c˜
′
1, a˜
′
2) 6= f(c˜
′
1, c˜
′
2) or f(c˜
′
1, a˜
′
2) 6= f(c˜
′
1, d˜
′
2). Therefore,
there is a tuple (a′, b′, c′, d′) = ((a′1, b
′
1, c
′
1, d
′
1), (a
′
2, b
′
2, c
′
2, d
′
2)) in{
(c˜′1, a˜
′
1, c˜
′
1, c˜
′
1), (c˜
′
1, b˜
′
1, c˜
′
1, c˜
′
1)
}
×
{
(a˜′2, a˜
′
2, a˜
′
2, c˜
′
2), (a˜
′
2, a˜
′
2, a˜
′
2, d˜
′
2)
}
,
which satisfies the lemma.
The procedure is analogous for other identifications. 
Notice that Lemma 3.5 also holds for polymorphisms of B because Pol(B) ⊆
Pol(B1). We are now ready to prove Proposition 3.3.
Proof of Proposition 3.3. Let φ be a (finite) conjunction of atomic formulas overB2
such that φ∧ x 6= y and φ∧u 6= v are satisfiable and s1, s2 are satisfying assign-
ments respectively. AsB2 is ω-categorical and 6= is pp-definable inB2, Theorem 3.1
is applicable. Hence, it is sufficient to prove satisfiability of φ∧x 6= y ∧u 6= v
in B2. Let f ∈ Pol(B) be a binary essential polymorphism. If s1(u) 6= s1(v)
or s2(x) 6= s2(y) we have found a satisfying assignment for φ∧ x 6= y ∧u 6= v,
which is what we wanted. Otherwise, due to Lemma 3.5 above, there are witnesses
x˜, y˜, u˜, v˜ ∈ B2 of essentiality of f such that (x˜1, y˜1, u˜1) is in the same B2 orbit as
s1(x, y, u) and (x˜2, u˜2, v˜2) is in the same B2 orbit as s2(x, u, v). Hence, there exist
automorphisms α1, α2 ∈ Aut(B2), such that
f(α1(s1(x)), α2(s2(x))) = f(x˜1, x˜2)
6= f(y˜1, x˜2)
= f(α1(s1(y)), α2(s2(x)))
= f(α1(s1(y)), α2(s2(y))) and
f(α1(s1(u)), α2(s2(u))) = f(u˜1, u˜2)
6= f(u˜1, v˜2)
= f(α1(s1(u)), α2(s2(v)))
= f(α1(s1(v)), α2(s2(v))).
Therefore, z 7→ f((α1 ◦ s1)(z), (α2 ◦ s2)(z)) for any variable z that occurs in φ∧ x 6=
y∧ u 6= v is a solution for φ∧x 6= y ∧u 6= v. 
To apply Proposition 3.3, we need to prove the existence of binary essential
polymorphisms of generic combinations B. For this, we use an idea that first
appeared in [13] and was later generalized in [6], based on the following concept.
A permutation group G on a set B has the orbital extension property (OEP) if
there is an orbital O such that for all b1, b2 ∈ B there is an element c ∈ B where
(b1, c) ∈ O and (b2, c) ∈ O. Notice that such c must always be distinct from b1 and
b2. The relevance of the OEP comes from the following lemma.
Lemma 3.6 (Ka´ra’s Lemma; see [6], Lemma 5.3.10). Let B be a structure with an
essential polymorphism and an automorphism group with the OEP. Then B must
have a binary essential polymorphism.
To apply this lemma to the generic combination B of B1 and B2, we have to
verify that Aut(B) has the OEP.
Lemma 3.7. Any 2-set-transitive permutation group on a set with at least 4 ele-
ments has the OEP.
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Proof. Let G be a 2-set-transitive permutation group on a set B. If G is even 2-
transitive then the statement is obvious. Otherwise, observe that there are exactly
two orbitals O and P such that x 6= y if and only if (x, y) ∈ O and (y, x) ∈ P .
Let b1, b2 ∈ B be distinct. Consider the tournament induced on B by the edge
relation O and let ({x, y, u, v} ;O) be any 4-element substructure of (B;O). There
exists a node in {x, y, u, v}, say x, with two incoming edges, say (y, x), (u, x) ∈ O.
By 2-set-transitivity there exists α ∈ G such that α({b1, b2}) = {y, u}. Choose
c := α−1(x) and we get (b1, c), (b2, c) ∈ O. 
Lemma 3.8. Let B be a generic combination of two ω-categorical relational struc-
tures B1 and B2 with the OEP. Then B has the OEP.
Proof. For i = 1 and i = 2, let Oi be the orbital that witnesses the OEP in Bi.
Then P := O1 ∩O2 is an orbital in B, and we claim that it witnesses the OEP in
B. Let b1, b2 be elements of B. Choose ci such that (b1, ci) ∈ Oi and (b2, ci) ∈ Oi
for i = 1 and i = 2. Because c1, c2 will be distinct from b1, b2, Lemma 2.7 yields
that there exists c ∈ Autb1,b2(B1)c1∩Autb1,b2(B2)c2, which implies (b1, c) ∈ P and
(b2, c) ∈ P . 
Finally, we prove Theorem 1.4. Property J from Definition 1.3 is needed in order
to apply Proposition 3.3 twice.
Proof of Theorem 1.4. If all polymorphisms of B are essentially unary then Propo-
sition 3.2 shows that CSP(B) is NP-hard. Otherwise, B has a binary essential poly-
morphism by Lemma 3.6, because B has the OEP by Lemma 3.7 and Lemma 3.8.
Property J states that Bi, for i = 1 and i = 2, is 2-set-transitive, contains a binary
relation symbol that denotes 6= and is without algebraicity. This implies that B1
and B2 satisfy the assumptions of Proposition 3.3. It follows that B1 has a binary
injective polymorphism. By Theorem 3.1, this shows that Th(B1) is convex.
By symmetry also Th(B2) is convex. Now, the Nelson-Oppen combination pro-
cedure implies that CSP(B) is in P. 
4. Examples
We will now present examples of structures with Property J .
Example 4.1. All first-order expansions of (Q; 6=, <) have Property J . It is easy to
check that (Q;<) is 2-set transitive, ω-categorical and without algebraicity. These
properties are generally preserved when expanding a structure with first-order de-
finable relations. A cross prevention formula for these structures is
φ(x, y, u, v) :≡ x < v ∧ y > u.
Furthermore, all polynomial-time tractable first-order expansions of (Q;<) are
known (see [13]) and there exist tractable expansions which are not convex. One
such structure is (Q; 6=,≤, Rmi) with
Rmi := {(x, y, z) ∈ Q
3 | x ≥ y ∨ x > z}.
Example 4.2. Let C be the binary branching homogeneous C-relation on a count-
ably infinite set [10]. The computational complexity of the CSPs of all first-order
expansions of this structure has been fully classified in [11]. All these first-order
expansions (some of which are polynomial-time tractable) have Property J . Here,
a cross prevention formula is φ(x, y, u, v) :≡ ∃a
(
C(x, u; a)∧C(y, a; v)
)
.
Furthermore, we can describe a large family of structures with Property J :
Lemma 4.3. Let B be a countably infinite homogeneous relational structure with
finitely many relations, each of arity at least 3 where each tuple in every relation
of B has pairwise distinct entries. Then B is 2-set-transitive.
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Proof. AsB is homogeneous with finite relational signature,Bmust be ω-categorical.
For 2-set-transitivity, consider any four elements a, b, c, d ∈ B such that a 6= b and
c 6= d. Because no relation from the signature holds on a, b or c, d, there is an
isomorphism between the substructure induced by {a, b} in B and the substructure
induced by {c, d} in B that maps (a, b) to (c, d). Due to homogeneity of B, this iso-
morphism extends to an automorphism of B. Therefore, B is 2-set-transitive. 
Example 4.4. An example for a structureB satisfying the conditions of Lemma 4.3
is the Fra¨ısse´-limit of all finite 3-uniform hypergraphs which do not embed a tetra-
hedron (a surface of the tetrahedron corresponds to a hyperedge). Let B be this
limit structure with its ternary edge relation E and add 6= to the signature. Then
B is 2-set-transitive by Lemma 4.3. Furthermore, a cross prevention formula for B
is
φ(x, y, u, v) :≡ ∃a, b
(
E(x, a, b)∧E(u, a, b)∧E(x, u, a)∧E(y, v, b)
)
.
This formula describes a tetrahedron between a, b, x, u, except that the edgeE(x, u, b)
is replaced by E(y, v, b). It is easy to check that both φ(x, y, u, v)∧ x = y and
φ(x, y, u, v)∧ u = v allow solutions s1, s2 respectively, such that s1(x, u, v) and
s2(x, y, u) are injective but φ(x, y, u, v)∧ x = y ∧u = v is unsatisfiable. Further-
more, Age(B) has the strong amalgamation property and therefore, B does not
have algebraicity and hence it has Property J by Proposition 2.3.
The example can be generalized to work with any complete 3-uniform hypergraph
on n vertices for n ≥ 4 instead of a tetrahedron (i.e., n = 4).
To give examples for Theorem 1.4 that are not covered by the Nelson-Oppen
combination criterion we need structures with Property J , with polynomial-time
tractable CSP, and without convexity. Here is one such structure and an ostensibly
harmless combination partner:
Example 4.5. Let B1 be the relational structure (Q; 6=, <,Rmi) where Rmi is
defined as in Example 4.1. Let B2 := (Q;≺) where ≺ also denotes the strict order
of the rationals (we chose a different symbol than < to make the signatures disjoint).
It is easy to see that B1 and B2 satisfy the assumptions of Proposition 1.1, so they
have a generic combination B.
From Example 4.1 we know that B1 has Property J and both have polynomial-
time tractable CSPs. Notice that Rmi prevents binary injective polymorphisms,
i.e., it ensures that B1 does not have a convex theory (see Theorem 3.1). To apply
Theorem 1.4 we need a symbol for the disequality relation in B2. Let 6≈ be another
symbol for the disequality relation on B2. Then B1 ∗ (Q, 6≈,≺) has the same CSP
as B1∗B2, because 6≈ and 6= will denote the same relation in B1∗(Q, 6≈,≺). Hence,
Theorem 1.4 implies that the CSP of B1 ∗B2 is NP-complete (and we invite the
reader to find an NP-hardness proof without using our theorem).
This example shows how expansion of the signature, application of Theorem 1.4,
and subsequent reduction of the signature can extend the scope of Theorem 1.4.
Concluding this section, we would like to state the following corollary.
Corollary 4.6. Let B1 and B2 be two first-order expansions of (Q;<, 6=) with
finite relational signatures. Rename the relations of B1 and B2 so that B1 and
B2 have disjoint signatures. Then CSP(Th(B1) ∪ Th(B2)) is in P if CSP(B1)
and CSP(B2) are in P and if both Th(B1) and Th(B2) are convex. Otherwise,
CSP(Th(B1) ∪Th(B2)) is NP-hard.
This follows from Proposition 1.1 which characterises the existence of a generic
combination of T1 and T2, and from Theorem 1.4 which classifies the computational
complexity of the generic combination.
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5. Difficulties for a General Complexity Classification
Let T1 and T2 be ω-categorical theories with disjoint finite relational signatures
such that CSP(T1) is in P and CSP(T2) is in P. The results in this section suggest
that in general we cannot hope to get a classification of the complexity of CSP(T1∪
T2). We use the result from [8] that there are homogeneous directed graphs B
such that CSP(B) is undecidable. There are even homogeneous directed graphs B
such that CSP(B) is coNP-intermediate, i.e., in coNP, but neither coNP-hard nor
in P [8] (unless P = coNP). All of the homogeneous graphs B used in [8] can be
described by specifying a set of finite tournaments T . Let C be the class of all finite
directed loopless graphs A such that no tournament from T embeds into A. It can
be checked that C is a strong amalgamation class; the Fra¨ısse´-limits of those classes
are called the Henson digraphs.
Proposition 5.1. For every Henson digraph B there exist ω-categorical convex
theories T1 and T2 with disjoint finite relational signatures such that CSP(T1) is
in P, CSP(T2) is in P, and CSP(T1 ∪ T2) is polynomial-time Turing equivalent to
CSP(B).
Proof. Let B1 be the structure obtained from B by adding a new element a and
adding the tuple (a, a) to the edge relation E of B. Clearly, B1 is ω-categorical
and CSP(B1) is in P. Let B2 be (N, 6=). Let Ti be the theory of Bi, for i = 1 and
i = 2. We first present a polynomial-time reduction from CSP(B) to CSP(T1 ∪T2).
First observe that x 7→ a is the only solution to the instance {E(x, x)}. Hence,
given an instance S of CSP(B) with variables x1, . . . , xn, we can give the following
to an algorithm for CSP(T1 ∪ T2):
S∗ := {E(x0, x0), x0 6= x1, . . . , x0 6= xn} ∪ S
If there is a solution s for S∗ in CSP(T1 ∪ T2), then the values s(x1), . . . , s(xn) are
distinct from a and therefore s|{x1,...,xn} is a solution for S in B. Likewise, if there
is a solution s for S in B, then s and x0 7→ a gives a solution for S∗ in CSP(T1∪T2).
Next, we give a polynomial-time reduction from CSP(T1 ∪ T2) to CSP(B). Con-
sider an instance S of CSP(T1 ∪ T2) and assume without loss of generality that
there is no conjunct of the form x = y (substitute y with x otherwise and revert the
substitution after the algorithm otherwise). Now we consider the directed graph
(V ;R) where V is the set of variables occurring in the instance S and R is the set
of pairs (xi, xj) such that E(xi, xj) is in S.
Let C1, . . . , Cn be the connected components of (V ;R) where two nodes count as
connected if there is some edge between them, regardless of its direction. Further-
more define D := {(xi, xj) | xi 6= xj is a constraint in S} and label all Ck where
{E(xi, xj) ∈ S | xi, xj ∈ Ck} has no solution in B with a. The algorithm proceeds
as follows: If there exists (xi, xj) ∈ D such that both xi and xj are in components
labeled with a, then reject. Accept the instance otherwise.
To see that this is correct, notice that a connected component labeled a can only
be satisfied by setting all variables in that component to a. Therefore, all rejected
cases must be unsatisfiable.
Now, consider an instance S′ of CSP(B) obtained by this reduction. There is a
solution to the instance iff no tournament GF ∈ T can be embedded in the graph
GS′ given by the edge constraints in S
′. If there is an embedding f : GF →֒ GS′
for some GF ∈ T , then either E(xi, xj) or E(xj , xi) is in S′ for all variables xi, xj
in the image of f . Hence, if we started with an additional constraint xi 6= xj
(for two variables xi, xj with i 6= j), removing this constraint would never make
an otherwise unsatisfiable instance satisfiable, because the same GF would still be
embeddable. Therefore, any satisfiable instance of CSP(B) is also satisfiable when
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arbitrary additional 6=-constraints between different variables are enforced. Hence,
to construct a solution for the non-rejected cases of S, we take an injective solution
s for the union of all unlabeled Ck of S
′ such that a is not in the image of s and
map all other variables to a. It is easy to check that this satisfies all constraints in
S. 
Wemention that another example of two theories such that CSP(T1) and CSP(T2)
are decidable but CSP(T1 ∪ T2) is not can be found in [17].
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