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Abstract
Improving model performance is always the key prob-
lem in machine learning including deep learning. However,
stand-alone neural networks always suffer from marginal
effect when stacking more layers. At the same time, ensem-
ble is a useful technique to further enhance model perfor-
mance. Nevertheless, training several independent stand-
alone deep neural networks costs multiple resources. In
this work, we propose Intra-Ensemble, an end-to-end strat-
egy with stochastic training operations to train several sub-
networks simultaneously within one neural network. Ad-
ditional parameter size is marginal since the majority of
parameters are mutually shared. Meanwhile, stochastic
training increases the diversity of sub-networks with weight
sharing, which significantly enhances intra-ensemble per-
formance. Extensive experiments prove the applicability of
intra-ensemble on various kinds of datasets and network ar-
chitectures. Our models achieve comparable results with
the state-of-the-art architectures on CIFAR-10 and CIFAR-
100.
1. Introduction
Ensemble learning has been proved impactful in tradi-
tional machine learning [1, 2]. Concurrently, it is widely
applied in deep learning as well. Many works [3, 4, 5, 6, 7]
utilize ensemble to enhance final performance on differ-
ent tasks. Nevertheless, most applications of ensemble in
deep learning follow the traditional strategy, simply com-
bining several individually trained neural networks. This
strategy introduces multiple extra parameters and compu-
tational resources, which is extravagant for most practical
applications. On the other hand, the design of many famous
CNN architectures was partly inspired by the idea of ensem-
ble. The most famous Inception series [8, 9, 10] concate-
nate different branches with various filter types or depths
∗Authors contribute equally.
Figure 1: Intra-Ensemble Network (IENet). Sub-net 0 in-
dicates the original network with all channels and layers.
Sub-net 1, sub-net 2, sub-net 3 share different channels and
layers of the original network.
in each layer. Other architectures like ResNet [11] and
DenseNet [12] sum or concatenate different features from
previous layers. With such feature-map ensemble skills,
even though each branch only contains partial features, the
combination of them has a generalized view of all previous
outputs. SENet [13] focuses on channel relationship and
uses SE block to recalibrate channel-wise features. This
work also inspires us to employ different combination skills
to enhance ensemble.
Our work is mainly inspired by one-shot model [14] and
slimmable neural networks [15]. One-shot model proposes
to train a neural network with multiple optional operations
in each position with certain drop probability. At evaluation
time, operations are selected randomly to check which sub-
network leads to the best accuracy. Different sub-networks
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are naturally generated by keeping different operations at
each position. The positive correlations make it possible to
estimate the stand-alone model’s accuracy using its corre-
sponding sub-network in one-shot model. The sampled sub-
network with best evaluation performance can be regarded
as the best architecture of stand-alone network. However,
owing to relatively large search space, there are thousands
of underlying combinations to form various sub-networks.
Parameters shared in sub-networks conflict with each other,
leading to a serious accuracy decrease compared to corre-
sponding stand-alone networks. Recently, Yu et al. [15]
find a general method to train a single network executable at
different widths by switchable batch normalization(S-BN).
This work makes it available to train several weight-sharing
sub-networks within one neural network without loss of per-
formance. Different sub-networks mutually share weights
so total parameter size is nearly the same as the stand-alone
one.
Based on the studies introduced above, we attempt to
make use of the redundancy in deep neural networks instead
of pruning it. We verify the possibility to train one neu-
ral network into several sub-networks with different widths
and depths. The sketch-map in figure 1 shows the relation
between original network and sub-networks and the con-
ception of intra-ensemble. However, training a switchable
network directly will create a series of sub-networks with
similar properties, which is obviously harmful to ensemble.
For this reason, the key problem is to train high-accuracy
and low-correlation sub-networks to keep the generalization
ability [16]. Once networks have uncorrelated outputs to
solve different kinds of hard cases, ensemble can take effect
and contribute to the final performance.
To this end, we propose intra-ensemble with several
stochastic training operations called random cut(RC), ran-
dom offset(RO), shuffle channel(SC) upon width, and ran-
dom skip(RS), shuffle layer (SF) upon depth to produce di-
versity for sub-networks. These stochastic training oper-
ations successfully diversify the sub-networks. Based on
high-accuracy and diversity, we implement simple combi-
nation strategies on sub-networks rather than picking up
the best one described in one-shot method. We interest-
ingly find that, although sub-networks may suffer a negli-
gible accuracy drop, intra-ensemble result can still surpass
the stand-alone neural network with almost same parameter
size. Another important issue is time consumption. Giving
several sub-networks, training them one-by-one like previ-
ous works will greatly increase training time. So we provide
independent data loaders for each sub-network. Benefited
from weight sharing, this simple modification accelerates
training speed significantly.
The main contributions of this work are as follows:
• we verify the feasibility of efficiently training one neu-
ral network into several sub-networks with different
depths and widths while keeping accuracy.
• we propose intra-ensemble with several stochastic
training operations to significantly increase the diver-
sity of sub-networks and boost performance under lim-
ited parameter size.
• Through extensive experiments we show the applica-
bility of intra-ensemble on various kinds of datasets
and network architectures. Our IENets achieve highly
competitive results on CIFAR-10 and CIFAR-100.
2. Related Works
Ensemble learning Ensemble learning [17, 18, 19, 20]
is a traditional machine learning technique to break through
the performance limitation of a single model. These tech-
niques increase the stability and generalization ability of
the final model by reducing their variance, noise, and bias.
There are three essential ensemble learning methods. Boot-
strap aggregating or so-called bagging [21] trains several
models with differently distributed data to reduce primally
the global variance. Boosting [22] technique iteratively
trains several weak models to reduce the bias of the entire
model. Stacking [23] technique trains an extra model based
on the results of several weak models to generalize the final
result. Ensemble learning can also be applied to deep neural
networks [7, 4, 5, 6]. Performance can be further enhanced
by combining several well trained neural networks.
Neural architecture search Recently, neural architec-
ture search(NAS) [24, 25, 26] has shown great improvement
in designing smaller and more accurate network architec-
tures. Under carefully designed search space and search al-
gorithms, the searched architecture can attain a good trade-
off between accuracy and latency. One-shot models [14, 27]
train a cumbersome network with different optional opera-
tions each layer to approximately estimate the stand-alone
model using its corresponding sub-network. This work in-
spires us to utilize the diversity and flexibility of one-shot
model while maintaining the accuracy of its sub-networks.
DARTS [28], ProxylessNas [29] and FBNet [30] propose
differentiable strategies to implement efficient search of net-
work architecture without any controller or hypernetwork.
Parameter sharing Guided by the thought of minimiz-
ing training cost, parameter sharing succeed in improv-
ing model performance while reducing model size. This
idea has been used in some works on NAS and network
morphism. ENAS [31] and EPNAS [32] increase train-
ing efficiency by sharing weights and One-shot [14] uses
shared weights cumbersome network with optional opera-
tions to estimate the performance of stand-alone child net-
works. Meanwhile, some works apply network morphism
to transfer information between networks [33, 34]. Based
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Algorithm 1: Training procedure of IENet M
1 Definition Define width list W and depth list D for IENet M .
2 Initialization Initialize M with independent S-BN parameters for each width w in W and the combination layer V .
3 for i← 1 to niters do
4 Initialize an empty list Lensemble as the recorder of sub-network logits.
5 for width wi in W do
6 Switch to the BN adapting current width wi.
7 for depth dj in D do
8 Arrange the layers for sub-network Mij according to dj .
9 Execute sub-network yˆij = Mij(x) and append yˆij to Lensemble.
10 Compute loss, lossij = criterion(yˆij , y).
11 Compute gradients, lossij .backward().
12 end
13 end
14 Execute combination layer, yˆv = V (Lensemble).
15 Compute loss and gradient for V , lossv = criterion(yˆv, y); lossv.backward().
16 Update weights, optimizer.step(); voting optimizer.step().
17 end
on network morphism, Elsken et al. [4] search for well-
performing CNN architectures based on a simple hill climb-
ing procedure. Another inspiring work called slimmable
neural networks [15] shows that it is feasible to train several
sub-networks within a single network without great loss of
accuracy. In our work, we make use of its switchable tech-
niques to train weight sharing sub-networks.
3. Train Sub-networks within One Network
Parameter redundancy can be tactfully utilized by train-
ing several sub-networks within one neural network while
sharing most weights. Here we define W , a list of width ra-
tios and D, a list of convertible depths passing or skipping
different layers. Our work presents an end-to-end strategy
to train a single neural networkM into a set of sub-networks
MS = {Mwd}w∈W,d∈D with different widths and depths,
as shown in figure 2. Algorithm 1 illustrates a detailed im-
plementation of this strategy.
Width For any width ratio wi ∈ W , wi is the ratio
of used channels per layer. To be specific, giving a layer
with n channels, if wi = 0.8, the corresponding i-th sub-
network use 0.8n channels of the original network in this
layer. Still, naive training or incremental training(a.k.a.
progressive training) [35] with different widths will cause
a great performance decline for each sub-network. To ad-
dress this issue, we use slimmable [15] as a reference and
borrow their idea of switchable batch normalization(S-BN).
With S-BN, we can easily train one neural network at differ-
ent widths with a marginal increase of parameter size, while
keeping their high performance.
Depth As for depth, inspired by incremental training
method [36], we assign different combinations of layers
Figure 2: Different sub-networks in one neural network.
Arrows indicate data flow.
to different sub-networks. Given a depth list D, for any
di ∈ D, di is a list of layer indexes indicating layers
used in the forward and backward propagation in its cor-
responding sub-network. For example, if we design to
train a 5 layer network M into 3 sub-networks MS =
{M1,M2,M3} with different depths, the depths list may
be d1 = {l1, l2, l3, l4, l5}, d2 = {l1, l2, l3, l5}, d3 =
{l1, l2, l4, l5}, corresponding to M1,M2,M3.
Although sub-networks are trained with different widths
and depths, the vast majority of network parameters are mu-
tually shared. Layers with different widths employ indepen-
dent batch normalization to accumulate their own feature
statistics, which ensures stability in both training and infer-
ence. With several sub-networks available within one neural
network, intra-ensemble can be applied to further enhance
3
Figure 3: Different stochastic training operations increase the diversity of sub-networks. (a) random offset. (b) random cut.
(c) shuffle channel.
network performance.
Accelerate training with shuffled data Previous works
train the whole network with same data for each sub-
network per batch. Such naive training is inefficient and
wasteful because sub-networks share most weights with
each other. Shuffling data is a special trick to deal with the
issue above. We use different data loaders for different sub-
networks. Each data loader is shuffled differently to ensure
different permutations. With shuffled data, sub-networks
with shared weights are able to learn more information in
each batch.
As shown in figure 4, sub-networks training with shuf-
fled data converge faster from the start of training process.
According to our experiments, while switching from shuf-
Figure 4: Shuffling data speeds up training process.
fled data to normal data, the training accuracy will meet a
slight drop due to the change of feature statistics. This accu-
racy drop is more ignorable in the early epochs of training.
Moreover, the acceleration effect of shuffling data is more
noticeable during the early stages of training. Thus, in or-
der to ensure the final performance, we limit the usage of
shuffling data in the early epochs, usually one tenth of the
total epochs, according to our experiments.
4. Intra-Ensemble in One Neural Network
Naively trained sub-networks usually converge towards
similar results because they share a large part of parameters
with each other. Meanwhile, ensemble demands a set of
diverse model to go into effect. So the crucial point is to in-
crease the diversity among different sub-networks. In this
section, we introduce intra-ensemble, a training strategy
with several stochastic training operations to significantly
enhance ensemble performance within one neural network.
4.1. Stochastic Training for Sub-networks
In order to reduce the homogeneity among sub-networks,
we resolve the problem into two aspects, width and depth.
Different widths provide different filters for sub-networks,
while different depths allow sub-networks to pass order-
varying blocks or layers.
Our main contributions and experiments focus on the
aspect of width. We propose the following three stochas-
tic training operations shown in figure 3 to increase sub-
network diversity on width and one operation on depth. Our
operations are mainly implemented on channel indexing.
Suppose we have a layer l with c channels in total, with
a sub-network containing n(0 < n ≤ c) filters in this layer.
The operations are described as follows:
Random cut(RC) Random cut means randomly cutting
out a continuous part of channels from all channels for sub-
network. If we cut out p percent channels with a cut index
t, we will block out channels with index [t, t+1, ..., t+pc),
channels in [0, ..., t) and [t + pc, c) are remained for the
forward and backward propagation of corresponding sub-
network.
Random offset(RO) Random offset operation sets off-
sets for sub-network channels, instead of simply choosing
channels starting from the head in [15]. If one sub-net layer
use p percent of total channels c with offsets t, its channel
index list will be [t, t + 1, t + 2, ..., t + pc). The constraint
of offset t is 0 ≤ t < c− pc.
Shuffle channel(SC) Shuffle channel is inspired by
ShuffleNet [37]. We randomly choose different lists of
channel indexes and concatenate the features with shuffled
order for sub-network layers. With Shuffle channel opera-
tion, different sub-network will use different channels with
various order. In this way, diversity can be greatly en-
hanced.
4
Depth operation In the aspect of depth, we use the com-
bination of two techniques to diversify the sub-networks,
namely random skip(RS) and shuffle layer(SL). With ran-
dom skip, each sub-network randomly skips one or a few
layers of the whole network. This operation provides dif-
ferent depths for sub-networks. Shuffle layer means that
in each sub-network, we partly shuffle the order of layers
within each stage. In our experiments, when sub-networks
have different depths in our model, we always combine RS
and SL to ensure diversity.
Similarity Here we define a simple metric called similar-
ity noting S. Given test dataset with N test images, if there
are K images with same outputs from all sub-networks, the
similarity S is
S = (N −K)/N
The trade-off between sub-networks’ performance and
similarity S should be carefully considered. RC reaches the
best results according to our evaluation, so we choose Ran-
dom Cut as the most recommended approach and primarily
report its performance in different classification tasks.
4.2. Combination Strategy
Since we already have several high-performance and di-
verse sub-networks, the next step is to decide how to com-
bine them properly. We simply apply the basic combination
strategies of ensemble learning as follows:
Consider the C classes softmax [38] outputs of N sub-
networks {oi}i=1,2,...,N , oi = [xi1, xi2, ..., xic] ∈ RC .
Voting Voting uses mode value as the final output. If
more than one mode exist, randomly choose one of them.
omode = Mode(o1,o2, ...,oN )
Averaging The final output is the mean value over soft-
max outputs.
oavg =
1
N
N∑
i=0
oi
Stacking A fully connected layer is used to gather output
information from all N outputs together to generate final
output. That means information from different classes will
have slight effects on each other. In this kind, additional
parameter size is NC2.
ostacking = O ·W
O =
[
o1 o2 ... oN
] ∈ R1×NC ,W ∈ RNC×C
Averaging and voting are parameter-free methods and do
not need extra training. While benefit by supervised in-
formation, stacking can achieve slightly better accuracy in
most cases, with marginal parameters added. So we mainly
report the performance of intra-ensemble with random cut
and stacking.
5. Experiments and Results
Preliminary In the experiment part, we carry out intra-
ensemble on three series of networks, ResNet [11], Shuf-
fleNet [37] and MobileNet [39]. We mainly focus on the
experiment with a modified MobileNet V2 1.0x because
of its high performance. Moreover, extensive experiments
are implemented on various kinds of classification tasks to
show the applicability and adaptability of intra-ensemble.
The number of sub-networks is critical and should be set
prudently. As sub-network number increases, conflict prob-
lem gradually emerges. Obviously, large amounts of sub-
networks will result in a serious accuracy drop. According
to our practice, 4 or 5 sub-networks is suitable for intra-
ensemble on classification tasks. Under this fixed setting,
sub-networks maintain high accuracy and diversity while
intra-ensemble outperforms the sub-networks by a signifi-
cant margin.
5.1. Results on CIFAR-10, CIFAR-100 [40]
Training setup We use PyTorch [41] for all our experi-
ments. Our training setup follows the CIFAR-10 implemen-
tation of DARTS [28]. With smaller parameter size, a batch
size of 128 can be used to train all our networks. Data aug-
mentation is exactly the same as DARTS with cutout [42].
Moreover, we do not add any auxiliary head to assist in
training.
Method Parameters Error(%)
ResNet [11] 1.7M 6.61
DenseNet(k = 24) [12] 27.2M 3.74
DenseNet-BC(k = 40) [12] 25.6M 3.46
Shake-Shake 26 2x96d [43] 26.2M 2.56
NASNet-A [44] 3.3M 2.65
NASNet-B [44] 2.6M 3.73
NASNet-C [44] 3.1M 3.59
PNASNet-5 [45] 3.2M 3.41
AmoebaNet-A [46] 3.2M 3.34
AmoebaNet-B [46] 2.8M 2.55
DARTS [28] 3.4M 2.83
ILRAS [47] 3.91M 2.60
IENet-A(4 sub-nets, RC) 1.63M 2.91
IENet-B(4 sub-nets, RC) 2.66M 2.61
IENet-C(4 sub-nets, RC) 4.22M 2.47
Table 1: Comparison of test error on CIFAR-10.
CIFAR-10 The configuration for CIFAR-10 experiments
is: 4 sub-nets with random cut(RC) and a width ratio
list [0.9, 0.9, 0.9, 1.0]. It reaches 2.61% test error, using
only 2.66M parameters. With less parameters, it outper-
forms most neural architecture searched and manually de-
signed models. Moreover, we have a wider version with
4.22M reaching 2.47% test error and a narrower version
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Dataset Operation Sub-networks Acc. Similarity S Intra-Ensemble Acc. ∆
CIFAR-10
slimmable [15] 96.34 96.49 96.54 96.55 0.873 96.57 +0.02
random cut & depth 96.35 96.41 96.76 96.57 0.863 97.09 +0.52
random cut 96.70 96.79 96.71 96.68 0.857 97.39 +0.60
random offset 96.49 96.31 96.40 96.42 0.845 97.23 +0.74
shuffle channel 95.71 96.00 95.87 95.99 0.838 97.14 +1.14
CIFAR-100
slimmable [15] 79.72 80.21 80.77 81.42 0.807 81.70 +0.28
random cut 80.70 80.79 80.74 80.87 0.759 82.98 +2.11
random offset 78.45 78.65 78.95 78.89 0.685 82.90 +3.95
shuffle channel 77.16 77.62 77.24 76.89 0.653 81.96 +4.34
Table 2: Intra-Ensemble details on CIFAR-10, CIFAR-100. All experiments are implemented using 4 sub-networks IENet-B
with stacking. ∆ means the accuracy difference between best sub-network and intra-ensemble.
with 1.63M reaching 2.91%, which proves the high scal-
ability of intra-ensemble. The comparison with our models
and others can be found in table 1. All the models with
intra-ensemble have great improvement in accuracy while
introducing little extra parameters. Notably, our 2.57M
stand-alone network attains 3.10% test error, which is al-
ready comparable with NAS results. The baseline network
architecture is a simply modified MobileNet V2 1.0x with
slightly wider channels in each layer.
Method Parameters Error(%)
Wide ResNet [48] 11M 22.07
DenseNet-BC(k=40) [12] 25.6M 17.18
MetaQNN [49] 11.2M 27.14
SMASHv2 [27] 16M 20.6
Block-QNN-S [50] 6.1M 20.65
ENAS [31] 4.6M 17.27
PNAS [45] 3.2M 17.63
AmoebaNet-B [46] 34.9M 15.80
IENet(stand-alone) 2.71M 18.66
IENet(4 sub-nets, RC) 2.78M 17.02
IENet(5 sub-nets, RC) 2.82M 16.35
Table 3: Comparison of test error on CIFAR-100.
CIFAR-100 We directly apply CIFAR-10 configuration
to CIFAR-100, except the output classes number. Though
class number increases from 10 to 100 and bad cases be-
come more complex, our intra-ensemble still have signif-
icant effects on improving performance. The 4 sub-nets
IENet with 2.78M parameters have a 1.23% marginal gain
compared to single model with similar parameter size, as
in table 3. Surprisingly, the 5 sub-nets IENet with 2.82M
parameters have a 2.31% marginal gain. We conjecture it
is due to the relatively low top-1 accuracy compared with
CIFAR-10. So intra-ensemble has more room for improve-
ment.
Combination strategy As shown in table 4, averaging
and stacking have higher accuracy than voting, which also
happens in all other experiments. We conjecture that voting
loses exact numerical information when converting output
float values to class indexes. Because stacking usually has
a slightly better result, we mainly report stacking perfor-
mance in other experiments by default.
Strategy CIFAR-10 Err.(%) CIFAR-100 Err.(%)
Stand-alone 3.1 18.66
Voting 2.9 16.98
Averaging 2.61 16.37
Stacking 2.61 16.35
Table 4: Results of different combination strategies on
CIFAR-10 and CIFAR-100.
Similarity analysis A good trade-off between accuracy
and similarity should be carefully designed. As shown in
table 2, these stochastic training operations significantly de-
crease S. We can see different accuracy gaps when us-
ing different operations. When S is high, such as using
slimmable or depth operation, the improvement by intra-
ensemble is marginal. However, when S is low, such as us-
ing shuffle channel, the performance of sub-networks is af-
fected by the disorder of channels. Although having small
similarity, the intra-ensemble result using SC can not sur-
pass results using RC or RO. Though the accuracy of sub-
networks have a slight drop, intra-ensemble still outper-
forms stand-alone model easily with almost same param-
eter size. Moreover, the similarity S on CIFAR-100 is
much lower than that in CIFAR-10. Correspondingly, intra-
ensemble result has more improvement on CIFAR-100. We
deduce that the complexity and variety of CIFAR-100 lead
to more difference among sub-networks, thus ensemble per-
formance is enhanced. Besides, in table 5, the datasets
with more classes also have larger improvement with intra-
ensemble. Presumably, intra-ensemble works better when
dealing with more complex tasks.
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Datasets Classes Input size Dataset size Baseline acc. IENet acc. Acc. ∆ Param ∆
SVHN [51] 10 32× 32 99089 97.59 97.93 +0.34 +0.09M
Fashion-MNIST [52] 10 32× 32 70000 96.05 96.43 +0.38 +0.09M
Mini-ImageNet [53] 100 84× 84 60000 72.43 74.71 +2.28 +0.11M
Oxford-IIIT Pets [54] 37 224× 224 7349 92.86 94.91 +2.05 +0.11M
FGVC Aircraft(Fam.) [55] 70 224× 224 10200 82.60 87.22 +4.62 +0.11M
FGVC Aircraft(Var.) [55] 102 224× 224 10200 75.34 80.91 +5.57 +0.11M
Caltech-101 [56] 101 224× 224 9146 84.50 87.65 +3.15 +0.11M
Food-101 [57] 101 224× 224 101000 82.27 85.00 +2.73 +0.11M
Table 5: Results on other datasets. All experiments are implemented using 4 sub-networks IENet-B with random cut and
stacking. Acc. ∆ means the accuracy difference between IENet and the stand-alone baseline network. Param ∆ means the
parameters added with intra-ensemble.
5.2. Additional Experiments
Other datasets We additionally carry out sufficient ex-
periments on different kinds of datasets to prove the solidity
of our method as shown in table 5. For the datasets with-
out original division, training set and test set are randomly
divided by a proportion of 9:1. When training models on
these datasets, we do not spend much time on adjusting
augmentations and hyper-parameters to pursue the best re-
sults. Simple training skills and fewer training epochs are
applied in order to quickly verify the effectiveness of intra-
ensemble on these datasets. All the extra experiments are
carried out on 4 sub-networks IENet-B using random cut
and stacking. While different datasets have various image
sizes and class numbers, intra-ensemble always gains per-
formance improvement on both simple and complex tasks.
The results in the table demonstrate the general applicabil-
ity of intra-ensemble to various types of data.
Other network architectures We implement intra-
ensemble method on ShufflenetV2 1.0x [37] and ResNet34
in CIFAR-10 as well. These two and MobileNetV2
are excellent human-designed architectures with popular
manually designed basic units, like residual block [11],
depthwise-separable convolution [58], group convolu-
tion [59] and feature shuffling [60]. The size of Shuf-
fleNetV2 1.0x is about 1.73M while for ResNet34 it is about
21.3M. Results can be found in table 6. Performance gap is
not so large because of the accuracy saturation on CIFAR-
10. Even so, results of intra-ensemble surpass their stand-
alone trained ones with comparable parameter size. Experi-
ments on these representative models prove that our method
can be well applied to different types of networks.
Model Original Err. IENet Err.
ResNet34 [11] 3.84 3.65
ShuffleNetV2 1.0x [37] 5.47 5.29
Table 6: Results of other architectures on CIFAR-10.
5.3. Ablation Studies
Accuracy limitation of single network Commonly,
deeper and wider network with more blocks and channels
leads to better performance in accuracy. However, there
often exists various kinds of hard examples in a certain
dataset. One single neural network trained on training
dataset usually ends at a local convergence state, which can
hardly fit the whole test dataset. On this occasion, one neu-
ral network with limited parameters fail to solve all the hard
cases. At the same time, increasing network size has very
little marginal gain when parameters are already saturate on
certain dataset.
Model Params Test Error (%)
stand-alone
0.48M 4.16
1.56M 3.25
2.57M 3.10
3.41M 2.99
4.11M 2.94
4.73M 2.93
6.01M 2.94
8.38M 2.98
ensemble 2.57M×4 2.59
intra-ensemble
1.63M 2.91
2.66M 2.61
4.22M 2.47
Table 7: Stand-alone network performance and intra-
ensemble of 4 sub-networks on CIFAR-10. In addition,
ensemble of 4 indenpendent networks has similar result as
intra-ensemble while using multiple parameters.
In table 7, as parameter size gradually increases, test ac-
curacy saturates at a relative high level and it is hard to
make a further improvement. However, with several inde-
pendently trained small networks, ensemble easily achieves
a better result which is almost impossible for stacking more
layers or widening the channels. Besides, we run an ex-
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Figure 5: Visualization on CIFAR-10 dataset.
periment which simply applies ensemble to four individu-
ally trained networks with same architecture. Such exper-
iment achieves similar result as intra-ensemble but using
four times parameters. Our experiment results show that
intra-ensemble has similar performance while using far less
parameters compared with the simple one.
Figure 6: Accuracy gap between sub-networks and ensem-
ble on CIFAR-10. (a) normal ensemble with slimmable
neural network. (b) intra-ensemble with random cut. (c)
intra-ensemble with random offset. (d) intra-ensemble with
shuffle channel.
Naive training leads to homogenization One reason for
the high performance of ensemble is that, different models
have various preference and co-decision is statistically bet-
ter. For a certain hard example, one model may fail. But
when combining several independent models, if most out-
puts are correct, the final decision is correct as well. More
intuitively, We draw the test accuracy curve of 10 contin-
uous epochs from halfway through training. At first, we
try to train original slimmable neural networks [15] or skip
block on depth with normal ensemble techniques. But re-
sults in table 2 and figure 6 show that normal ensemble
with slimmable operations has similar accuracy compared
to sub-networks. Worse still, if one sub-network has a rel-
atively low accuracy, it will markedly harm ensemble per-
formance and even result in lower accuracy than the best
sub-network. While in our case, greater diversity among
sub-networks can be created by stochastic training meth-
ods. Therefore, intra-ensemble produces diversity among
sub-networks, which ensures considerable improvement of
model accuracy by ensemble learning.
5.4. Visualization
To show the improvement by intra-ensemble intuitively,
we compare the test result of sub-networks, stand-alone net-
work and intra-ensemble result on CIFAR-10. The pic-
tures are randomly chosen from the test dataset if any sub-
network has an incorrect output. As shown in figure 5, each
sub-network respectively makes mistakes in several differ-
ent images. Even stand-alone network cannot achieve per-
fect result because it presumably overfits part of the dataset.
While with intra-ensemble, co-decision has the ability to
eliminate more bad cases.
6. Conclusion
We have introduced Intra-Ensemble, a novel strategy
which combines several diversified sub-networks within
one neural network to enhance final performance. The
stochastic training operations ensure high-accuracy and di-
versity of them. With marginal parameters added, intra-
ensemble achieves competitive results compared with neu-
ral architecture search methods on classification tasks. Ex-
tensive experiments also show that our method is effec-
tive on various kinds of architectures and datasets. Be-
sides, as multi-core computing power are more and more
widespread, model parallelism will become more easily.
Also, more techniques to improve training efficiency like
shuffling data could be explored. On this occasion, our
IENets can produce outstanding result with very limited oc-
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cupation of storage. In this work, we only carry out experi-
ments on classification tasks. It is obvious that future work
on other computer vision tasks (e.g. segmentation, object
detection) can be explored to verify the transferability of
intra-ensemble. We will work on it to maximize the utiliza-
tion of intra-ensemble method.
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