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Introduction
The method of using a rapidly mixing Markov chain to construct an almost uniform sampling scheme for an exponentially large population was pioneered by Broder [2] in his seminal paper on the approximation of the permanent. Since then this technique has been applied to many problems in approximate counting and sampling [16] .
Techniques for showing Rapid Mixing.
The main challenge in using the above technique is to bound the mixing time of the Markov chain in question. Broder used a technique called Coupling to show that the mixing time was polynomial, provided the ratio of the number of near perfect matchings to perfect matchings is polynomial. Coupling was known earlier as a method to prove that a given chain achieves the right stationary distribution [17, 21] . Aldous [1] was the first to use coupling to show rapid mixing. We will describe this technique in detail shortly. However, as pointed out by Mihail [20] , there was an error in Broder's coupling argument. Jerrum and Sinclair [14] rapidly using a completely different technique, which involved showing that the underlying graph had large Conductance.
The Coupling Method. The coupling argument to show that a given Markov chain X mixes rapidly starting from initial distribution 0 proceeds as follows. Let S denote the state space of X and be its stationary distribution.
A new process, called the joint or coupling process, is defined on the state space S S . The initial distribution for the joint process is 0 . The moves of the joint process need only satisfy the following constraints: at every instant t, the marginal distribution with respect to the first component be identical to the distribution of X at time t starting from 0 , and the marginal distribution with respect to the second component be identical to the distribution of X at time t starting from . The Coupling Lemma [12, 1] states that the time required for the probability that the two components are not identical to fall below some parameter (called the coupling time), is an upper bound on the mixing time, i.e., the time taken by X to get -close to its stationary distribution. Therefore, to show rapid mixing of X, it suffices to obtain a joint process which satisfies the above marginal distribution constraints and has a small coupling time.
A sufficient but not necessary condition for satisfying the above constraints is the following: the marginal transition probabilities of the joint process with respect to each of the two components be identical to the corresponding transition probabilities in X. Coupling processes in which this strong condition is imposed are called Markovian, as opposed to Non-Markovian couplings, in which the constraints of the above paragraph can be imposed used weaker restrictions. Note that even for Markovian couplings, the transition probabilities used by the joint process could be Time-Variant, i.e., functions of the history of the process. Non-Markovian couplings are more powerful because of their ability to "look" into the future.
The coupling technique is described in detail in [12, 17] ; the former deals only with Markovian couplings. Griffeath [10] showed that there always exists a maximal coupling, i.e., a Non-Markovian coupling whose coupling time equals the mixing time of the Markov chain. Thus, in principle, it is possible to show rapid mixing (if the chain in question indeed mixes rapidly) by setting up an appropriate Non-Markovian coupling and bounding its coupling time. However, the latter task is typically hard.
Coupling v/s Conductance. Our original aim was to study the following question: is the Markovian coupling method as powerful as the conductance method for showing rapid mixing?
There are many situations where coupling has been used to show rapid mixing, e.g., estimating the volume of convex bodies [5] , counting the number of linear extensions of a partial order [4] , counting k-colourings [3, 11] , counting independent sets [19] . There are others in which conductance has been used, e.g., estimating the volume of convex bodies [9, 18] , counting matchings in dense graphs [14] , estimating the partition function in the Ising Model [15] .
To the best of our knowledge, most instances of coupling in the theoretical computer science literature seem to actually be Markovian couplings. The one exception we know of is the paper by Czumaj et al [7] , which uses a Non-Markovian coupling. One reason for the popularity of Markovian couplings is the relative ease of setting up and analysing Markovian couplings over Non-Markovian 1 ones.
Mihail [20] and Sinclair [22] point out that Markovian coupling seems ill-suited to prove rapid mixing for chains which lack symmetry. Recent work by Burdzy and Kendall [6] gave the first formal result on the the weakness of Markovian coupling. They showed the existence of chains for which no efficient Markovian coupling exists, i.e., there is no Markovian coupling which couples at the maximum possible exponential rate, given by the spectral gap. However, this does not seem to preclude the existence of Markovian couplings which couple at "approximately" this maximum rate.
Our Result. We show that no Markovian coupling argument can prove rapid mixing for the Jerrum-Sinclair chain.
In particular, we show that there exists a graph G such that any Markovian coupling argument on the Jerrum-Sinclair chain [14] for sampling perfect and near perfect matchings in G from a distribution which is -close to uniform, even if Time-Variant, must take at least Oc n ln 1 time, for some constant c 1. The ratio of near perfect matchings to perfect matchings in G will be polynomial, so that the above chain can be shown to mix in polynomial time for G using conductance arguments.
The bipartite graph G above will have n vertices on either side along with some additional properties, which will help prove lower bounds on the coupling time. Consider any coupling process for the Jerrum-Sinclair chain on graph G.
Such a process can be viewed as a directed graph M, where the vertices are pairs from the set of all perfect matchings and near perfect matchings in G. We will assume that vertices in M in which both components of the pair are identical have transitions to a special sink state with probability 1.
The transition probabilities at other vertices in process M could be arbitrary and functions of history, as long as they satisfy the appropriate marginal constraints. We show that any specification of these transition probabilities must have coupling time exponential in n.
Note that we will be able to show the above lower bound on the coupling time only if M starts at certain vertices in M; in fact, the coupling time starting at a vertex will be exponential in its "distance" to the sink. We will also show that any coupling strategy must start with most of its probability mass on vertices which are indeed far away from the sink. As further evidence of the weakness of Markovian coupling, we show that the hitting time from any non-sink vertex in M to the sink is at least exponential in n. This is in contrast to the coupling time, which is exponential starting only at certain vertices.
Our proof has two main aspects.
Bounding Transition Probabilities. The key observation
we make is that the process M behaves essentially like a linear chain (a chain in which state i has transitions only to state i , 1 and state i + 1 ) having a single sink (i.e., state 0), with probabilities of transitions towards the sink being only a constant fraction of those away from the sink. Showing this involves bounding the probabilities of distance increasing and distance decreasing transitions for any coupling strategy. The distance at each vertex in M is defined as the symmetric difference between the two matchings or near perfect matchings associated with that vertex. We show lower bounds on the probabilities of distance increasing transitions and upper bounds on the probabilities of distance decreasing from every non-sink vertex. Certain properties of graph G will be used critically in this process.
An important point to be noted is that these bounds need to hold for every coupling strategy, and therefore we are constrained to using only the marginal constraints and not the exact nature of the coupling strategy in deriving them.
Bounding Coupling Time and Hitting Times. The second aspect involves transforming the chain M to an almost linear chain K and analyzing the coupling and hitting times of this chain. The linearity of K makes the bounding of coupling and hitting times easy. One irritant is that K is not strictly linear, e.g., there may be transitions from a vertex in K to vertices up to 8 steps towards and away from the sink.
In addition, the transitions probabilities to vertices towards the sink could be higher than those to vertices away from the sink for some suffix of K. Road-map. Section 2 gives some preliminary definitions and a description of the Jerrum-Sinclair chain. A formal description of the Markovian coupling method appears in Section 2.1. Section 3 shows the existence of a graph G with certain properties for which we claim that any coupling strategy on Jerrum and Sinclair's chain will require time exponential in n. In Section 4, we will set up the coupling chain, and bound the probabilities of distance modifying transitions in this chain. Section 5 will describe the bounding of coupling times in this chain. Sections 4 and 5 will hold for Time-Variant Markovian couplings as well. Section 6 will describe the key theorem used in lower bounding of hitting times for Markovian couplings. Further details of this part will appear in the full version of the paper.
Preliminaries
Let G denote any bipartite graph with n + n vertices and let V 1 ; V 2 denote the left and the right sets, respectively, of vertices in G. Let m denote the number of edges in G. Notations for Markov Chains. For a Markov chain X, let p X a; b denote the probability of the transition from vertex a to vertex b. Let h X a; b denote the hitting time from a to b in X.
The Markovian Coupling Method.
Suppose we wish to show that X converges to its stationary distribution starting at distribution 1 . Let denote the stationary distribution of X.
The Joint process M. We take another copy Y of X, and consider a process M whose state space is the Cartesian product of the state spaces of X and Y . This process is defined as follows. The initial distribution for the states of M is just 1 . Moves in M from one joint state to another are made according to probabilities given by a family of functions for each joint state, as described below. 
Transitions in M.

The Jerrum-Sinclair Chain
The states in this chain are the perfect and near perfect matchings in a bipartite graph G = V 1 ; V 2 ; E . At each state M, this chain does nothing with probability 1/2 and chooses an edge e in E uniformly at random with probability 1/2. The following action is then performed in the latter case. 3. If none of the above conditions holds, then no transition is made.
It was shown by Jerrum and Sinclair [14] that the above chain mixes fast if the ratio of the number of near perfect matchings to the number of perfect matchings is a polynomial in n.
Existence of Graph G
We will require the graph G to have the following properties.
Lemma 1
There exists a n + n bipartite graph G with the following properties.
The ratio of the number of near-perfect matchings to
perfect matchings is polynomial in n and there are n! c n perfect matchings, for some constant c 1. 2. Each vertex has degree at least n, for some constant 1=2.
For every pair of vertices, the intersection of their
neighbourhoods has size at most n=2. .
Proof: Without loss of generality, assume x is a near perfect matching. A move is distance reducing only if one of the following holds.
1. Suppose the move by x is a swap move. Then the edge swapped out of x must not be in x y. Note that if the edge which is swapped out of x is in x y then the move by x will increase the distance by 2 and then the move by y can at most decrease the distance back by 2. The number of choices of the edge swapped in so that the edge swapped out is not in x y is at most 2jx , yj 2i, and therefore the probability of such an edge being chosen is at most 2i 2m in any coupling strategy.
2. Suppose the move by x takes it to a perfect matching.
In this case, the distance may or may not decrease depending upon what move y makes. But the total probability of x moving to a perfect matching is at most 1 2m in any coupling strategy.
The total probability of distance reduction is thus 1. x is a near perfect matching and y is a perfect matching.
2. x is a perfect matching and y is a near perfect matching.
3. x and y are near perfect matchings with at most one common unmatched vertex.
We consider the first and the third cases in turn. The second case is symmetric to the first.
x is near perfect, y is perfect Let a 2 V 1 and b 2 V 2 be the unmatched vertices in x. We consider just one situation in which the distance increases and the resulting tuple x 0 ; y 0 is also in Botj, j i . This situation is when x picks edge e = a; u, where u; u 0 2 x y and moves to x 0 = x+e, u; u 0 . The distance between x and y increases by 2 in the process, i.e., jx 0 yj = jxyj+2. y can move to y 0 either by doing nothing or by deleting some edge, which still results in a net increase of distance by at least 1. Further u 0 and b are the unmatched vertices in x 0 and since u 0 ; b 6 2 y, at least one of them is matched in y 0 , implying that x 0 ; y 0 2 Botj, j i .
The number of edges e = a; u, where u; u 0 2 x y is at least n , j x , yj. Therefore, probability of choosing such edges is at least n,jx,yj We will look at just one class of moves for x, which will increase distance by 2. These moves will occur with probability at least n=2,jxyj 2m
. Then, we will show that at most two choices of moves for y can reduce the distance if x makes a move in the above class; further, these choices will reduce the distance by 2 making the net change in distance 0 and each will occur with probability at most . In addition, we will show that if x makes a move in the above class and y does not make any of the above two possible moves then the resulting tuple x 0 ; y 0 will be in Botj, j i. Thus the net probability of a move to Botj, j i , is at least n=2,jxyj , for any coupling strategy. Note that in calculating the probability that x makes a move in the above class and y does not make any of the above two possible moves, we have not assumed anything about the probability distribution of the joint move.
The above class of moves for x involves choosing an edge e = b; u, where u is not adjacent to d and u; u 0 is a matching edge in both x and y, for some u 0 2 V 2 .
By Lemma 1, there are at least n=2 vertices in V 1 which are adjacent to b but not to d. Thus, there are at least n=2,jx,yj n=2,jxyj edges which are in x y and whose endpoint in V 1 is adjacent to b but not to d. Therefore, the above choice of moves occurs with probability at least n=2,jxyj for any coupling strategy, because exactly one edge can make x a perfect matching. We consider the latter possibility next. There are two cases now.
First, consider the case when x is a near perfect matching with vertices a and b unmatched and y is a perfect matching. When x moves to another near perfect matching x 0 , one of a; b remains unmatched. Then y must delete either the matching edge incident on a or that incident on b to achieve the same pair of unmatched vertices as in x 0 ; this happens with probability at most . We also show that if a = c, then there are at most jx yj moves for x which will lead to the unmatched vertices in x 0 ; y 0 being identical and x 0 ; y 0 being in T o p i T o p i + 1 (actually, x 0 ; y 0 will always be in T o p i for these moves). The probability of these moves is at most jxyj Next, suppose a = c. Since x 0 and y 0 have to have the same unmatched vertices, a must either be matched in both of x 0 ; y 0 or be unmatched in both of them. In fact, a must be unmatched in x 0 and y 0 , otherwise b would be unmatched in x 0 and d in y 0 and since b 6 = d, x 0 ; y 0 will not be in T o p j for any j. Let e denote the other common unmatched vertex in x 0 ; y 0 . Let e 0 ; e be the unique edge in x incident on e.
We claim that e 0 ; e must be in x , y, for if e 0 ; e 2 x y 2. x adds edge a; b and y does not add a; b: x becomes a perfect matching while y remains a near perfect matching. y could, of course, make a swap move.
But no matter what swap move it makes, the distance must always increase either by 1 or by 3. Therefore . These constants are all coarse calculations. The fact that the above ratio is small will be critical in showing the exponential lower bound on coupling time. Note that if we had considered i i 0 as well in defining p; q, this ratio need not be small. All vertices in Li, i i 0 , will be called tail vertices.
Chain K. We now obtain a new chain K from M. All tail vertices will be retained as such in K. Vertices in Boti, 1 i i 0 , and the sink vertex will also be retained. The transition probabilities amongst these vertices will change however. There will not be any transitions in K between two vertices in the same Boti, i i 0 . This is done is two steps.
Removing Vertices in T o p i, i i 0 . In Step 1, we construct chain M 0 from M as follows. Consider each vertex v 2 Boti in turn, i i 0 . We delete all outgoing transitions from v that lead to vertices in T o p and redirect this probability to vertices of Bot as below. For each vertex w in Botj, j possibly equal to i, we take all possible walks which start at v, end at w, and visit only vertices in T o p on the way. We add the sum of the probabilities of all these walks to the original transition probability from v to w. The sum of the probabilities of all these walks is at most p 2 .
The first part of the lemma now follows because the additional probabilities given to transitions from v to vertices w in Botj, j i , is at most p 2 .
The second part of the lemma holds trivially, as transition probabilities amongst vertices in Bot are never decreased.
Removing Transitions within a Layer. In
Step 2, we construct chain K from M 0 as follows. Consider each vertex v 2 Boti in turn, i i 0 . We delete all outgoing transitions from v that lead to other vertices in Boti and redirect this probability to vertices of Botj, j 6 = i, as below. For each vertex w in Botj, j 6 = i, we take all possible walks which start at v, end at w, and visit only vertices in Boti on the way. We add the sum of the probabilities of all these walks to the original transition probability from v to w. Proof: Any walk W in M from v to the sink has a corresponding walk W 0 in K obtained by short-circuiting portions of W within T o p i, i i 0 , and portions of W of length more than 1 which stay within some Boti, i i 0 .
A number of such walks W could map to the same walk W 0 in K. It follows from the transformations made above that the sum of the probabilities of all these walks in M equals the probability of W 0 in K. The lemma follows. Bounding Coupling Time in K. Recall that our starting vertex is in Boti, i n=4 i 0 . Since left transitions in K span at most 6 layers, we can as well assume that the starting vertex is in Botj, i 0 , 6 j i 0 . Define the escape probability p esc v, v 2 Boti; i i 0 , to be the sum of the probabilities of all escape walks for v, i.e., walks that start at vertex v, end at the sink, and stay to the left of Li 0 , 6 . 
Proof:
We estimate the total sum of the probabilities of escape walks starting at vertex v 2 Boti.
Recall that in the chain K, each left step involves jumping at most 6 vertices and each right step involves jumping at most 8 vertices. Recall K has no transitions between vertices in the same Botj, for j i 0 .
There are at most 2 s LR-sequences of length s, where an LR-sequence is a sequence of lefts and rights, having at least s+i 7 lefts. Clearly, each escape walk for v of length s corresponds to some such LR-sequence. This is because l + r = s and l i+r 6 for each escape walk, where l is the number of left moves and r the number of right moves in the escape walk. However, many escape walks could correspond to the same LR-sequence, as there could be several left-going or right-going edges from each vertex. Further, note that not all LR-sequences above need have associated escape walks.
Using Lemma 8, we show below that the total probability of all escape walks of length s which correspond to a particular LR-sequence is at most l . This is done by induction on the height of the tree as follows.
The induction hypothesis states that for every subtree S of the above tree, the sum of the probabilities of walks in this subtree is at most , by Lemma 8. The inductive step is now easy to show by combining this argument for the base case with the induction hypothesis. 
Bounding Hitting Times
Without loss of generality, we will consider only TimeInvariant Markovian couplings.
Sub-stochastic Matrices. We will need the following fact about sub-stochastic matrices, i.e., those matrices in which every row sum is at most 1 and at least one row sum is strictly less than 1. Consider any sub-stochastic matrix M of dimension n n. Associated with M is a Markov chain L with n + 1 vertices; we call L the graph associated with M. The transition probabilities amongst the last n of these vertices are as given by M; the first vertex is a sink and each of the last n vertices move to the sink with probability equal to the deficit (relative to 1) in their respective row sums in M. have outgoing edges but no incoming edges. Therefore, the hitting time to s of any of these vertices is at least the minimum hitting time to s over all representatives. Therefore, it suffices to bound the minimum hitting time to s for just representative vertices. We will ignore non-representative vertices in M 0 .
Lemma 13
There is no transition in M 0 from any vertex ti to another vertex tj, j 6 = i.
Step 2. Next, we obtain a new chain M 00 from M 0 by removing the vertices ti, i 0, and modifying the transition probabilities as follows. This is also a hitting time decreasing transformation. By Lemma 13, a vertex ti 2 M 0 , i 0 has transitions only to itself and to the bs; let sti be that vertex bj which has the least hitting time to s amongst all bs to which ti has an edge in M 0 . For t0, which has an edge only to s, define st0 to be s. The vertices in M 00 are s; b1; b 2; ; b 2n. We will rename these c0; c 1; c 2; c2n.
Step 3. We will transform M 00 to a new Markov chain K using a hitting time decreasing transformation. Let cn 0 be one of the vertices in c n=174 + 1; : : : ; c n=174 + 6, whichever has the smallest hitting time to c0 in M 00 Note that no ci such that i n=174, i 6 = n 0 , has any incoming transition. Thus, to lower bound the hitting times in K, it suffices to consider only the vertices c0; : : : ; c n 174 ; c n 0 . We will rename these vertices d0; : : : ; d n 00 and ignore the remaining vertices. Note that dn 00 has transitions only to the left or to itself. Also note that K has the following properties. , for all j n 00 ; i n 00 .
3.
P j i p K di; d j n=2 , i , 2=2m, for all i n 00 ; j n 00 .
It now remains to to lower bound the hitting times in K. This is straightforward. Details of this and proofs of the above lemmas will appear in the full version.
Conclusions
We have shown that Markovian coupling is not powerful enough to prove rapid mixing of the Jerrum-Sinclair chain on certain graphs. Curiously, our argument breaks down for Broder's original chain [2] , due to the one-sided nature of its moves (the edge swapped in is always incident on the unmatched vertex in V 1 , the left side of G). It would be interesting to see whether our result can be extended to Broder's chain as well.
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