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Notations et Abreviations
us =
[
ua , ub , uc
]T : tensions statoriques triphasées ;
is =
[
ia , ib , ic
]T : courants statoriques triphasés ;
Ψs =
[
Ψa ,Ψb ,Ψc
]T : ﬂux magnétiques au stator ;
usα,β =
[
usα, usβ
]T : tensions statoriques diphasées dans le repère ﬁxe (α, β) ;
iα,β =
[
iα, iβ
]T : courants statoriques diphasés dans le repère ﬁxe (α, β) ;
Ψα,β =
[
Ψα,Ψβ
]T : ﬂux statoriques diphasés dans le repère ﬁxe (α, β) ;
Ψf = : ﬂux de l’aimant permanent ;
ud,q =
[
ud , uq
]T : tensions statoriques diphasées dans le repère tournant (d,q) ;
id,q =
[
id , iq
]T : courants statoriques diphasés dans le repère tournant (d,q) ;
Ψd,q =
[
Ψd ,Ψq
]T : ﬂux statoriques diphasés dans le repère tournant (d,q) ;
Las : inductances statoriques propres ;
Mas : mutuelle inductance entre deux phases stator ;
Rs : résistance statorique ;
Ls : inductance statorique ;
J : moment d’inertie (moteur asynchrone+charge) ;
fv : coeﬃcient de frottements visqueux ;
Tl = Cl : couple de charge ;
p : nombre de paires de pôles ;
Ω : vitesse mécanique de rotation du rotor ;
ωe = pΩ : pulsation des grandeurs électriques statoriques ;
θ : position angulaire du rotor ;
θe = pθ : position électrique du rotor ;
xiv Notations et Abreviations
Cem = Te : couple électromagnétique.
ABREVIATIONS
MSAP Machine Synchrone à Aimant Permanent
MSAPPL Machine Synchrone à Aimant Permanent à Pôle Lisse
MSAPPS Machine Synchrone à Aimant Permanent à Pôle Saillant
FEM Force Electromotrice
FEME Force Electromotrice Etendue
Chapitre 1
Introduction
Les machines à aimants permanents ont connu ces dernières années un grand essor. C’est
grâce à l’amélioration des qualités des aimants permanents plus précisément à l’aide des
terres rares, au développement de l’électronique de puissance et à l’évolution des tech-
niques de commande non linéaire. Les atouts de ce type de machine sont multiples, parmi
lesquels nous pouvons citer : robustesse, faible inertie, couple massique élevé, rendement
élevé, vitesse maximale supérieure et faible coût d’entretien. Par ailleurs, les aimants
permanents présentent des avantages indéniables : d’une part, le ﬂux inducteur est créé
sans pertes d’excitation et d’autre part, l’utilisation de ces matériaux va permettre de
s’écarter notablement des contraintes usuelles de dimensionnement des machines et donc
d’accroître la puissance massique de façon signiﬁcative. Ce type de machines jouit d’une
réputation remarquable dans plusieurs secteurs : servomoteur, transports terrestres (fer-
roviaire), systèmes embarqués, énergie éolienne.
1.1 Contexte et Objectifs
Les commandes évoluées telle que “la commande vectorielle” nécessitent une connaissance
précise de la position du rotor pour assurer un auto-pilotage. Ces informations peuvent
être obtenues via des capteurs mécaniques de position. En eﬀet, la présence des capteurs
provoque de nombreux inconvénients comme :
∗ réduction de la ﬁabilité du système,
∗ sensibilité additionnelle aux perturbations extérieures,
∗ câblages supplémentaires entre la machine et son variateur,
∗ diﬃculté voire impossibilité d’intégrer de tels capteurs à la périphérie ou à l’intérieur
du moteur,
∗ augmentation signiﬁcative du coût (dûe essentiellement au capteur de position, à la
maintenance en cas de panne du capteur).
Pour des raisons économiques, de sûreté de fonctionnement ou d’une solution dégradée
mais fonctionnelle aux applications avec capteurs en cas de panne de ceux-ci, une place
primordiale a été réservée aux commandes sans capteur mécanique des machines syn-
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chrones à aimants permanents. De ce fait, une solution est l’usage d’observateurs. La
synthèse des observateurs dits “capteurs logiciels” qui remplacent les capteurs mécaniques
présente une solution prometteuse. L’emploi de ces observateurs est de reconstruire les
grandeurs mécaniques non mesurables (vitesse, position) en utilisant exclusivement des
grandeurs électriques mesurées (courants statoriques, tensions statoriques) aﬁn de fournir
en temps réel les informations requises pour la commande.
Il existe actuellement dans la littérature plusieurs techniques de synthèse d’un observateur
non linéaire pour la machine synchrone à aimants permanents. En général, ces approches
peuvent être classées en deux catégories :
– approche sans modèle "Injection de signal à haute fréquence".
Fondée sur la saillance du rotor, cette approche est plutôt appliquée à la MSAPPS.
Cela peut être réalisé par injection de signal à haute fréquence (Miranda, 2007).
Néanmoins, pour la MSAPPL, la saillance à l’origine de la saturation magnétique
dans le fer est faible. Cela rend cette technique sensible aux non linéarités du conver-
tisseur ainsi que celles du circuit magnétique de la machine (Arias, 2007).
– approche basée sur le modèle de la machine :
∗ Estimation des forces électromotrices (FEM) pour MSAPPL soit dans un repère
tournant hypothétique (δ− γ) (Nahid, 2001) et (Vasilios, 2008) ou soit dans un
repère ﬁxe (α− β) (Yan, 2002) et (Zhao, 2007),
∗ Estimation des forces électromotrices étendues (FEME) pour MSAPPS soit dans
un repère tournant hypothétique (δ−γ) (Morimoto, 2002) ou soit dans un repère
ﬁxe (α− β) (Chen, 2003),
∗ Filtre de Kalman étendu (Dhaouadi, 1991), (Xu, 2003),
∗ Observateurs adaptatifs (Furuhashi, 1992), (Cascella, 2003),
∗ Observateurs de modes glissants soit d’ordre un (Yan, 2002), (Paponpen, 2006)
ou soit d’ordre supérieur (Zaltni, 2010),
∗ Observateurs interconnectés à grand gain (Besançon, 1998), (Traore, 2008),
(Giri, 2010),
∗ Méthode de modèle de référence adaptatif (Kim, 2003), (Rashed, 2007).
Concernant la commande sans capteur mécanique, la plupart des méthodes de commande
est de type commande linéaire associé à des observateurs : commande vectorielle classique
(régulateur PI) (Furuhashi, 1992), (Rashed, 2007), (Gu, 2004), commande par retour
d’état (Zheng, 2007).
Récemment, de nouvelles commandes non linéaires pour le contrôle sans capteur méca-
nique sont apparues. La commande modes glissants d’ordre supérieur quasi-continue a
été proposée (Ciabattoni, 2010) avec la mesure de la position pour estimer la vitesse. La
commande de type backstepping a été présentée (Ke, 2005) avec la mesure de la position
pour estimer la vitesse.
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Au regards des méthodes d’observation développées au cours de ces précédents travaux
de recherche, les méthodes citées auparavant sont testées généralement en haute vitesse
et basse vitesse. Mais, peu sont celles qui tiennent compte des problèmes d’inobservabilité
dans leurs tests. Une autre diﬃculté de la commande sans capteur mécanique est la preuve
de stabilité de l’ensemble (Observateur+Commande) en boucle fermée.
Devant tous ces déﬁs, nous nous sommes ﬁxés les objectifs suivants :
⇒ la synthèse des observateurs non linéaires,
⇒ l’analyse de la stabilité de chaque observateur conçu,
⇒ la conception des lois de commande robustes (commande non linéaire),
⇒ l’association de ces commandes aux observateurs pour réaliser la commande sans
capteur mécanique de la machine synchrone à aimants permanents,
⇒ l’analyse de la stabilité de l’ensemble (commande+observateur).
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1.2 Organisation du rapport de thèse
Outre cette introduction qui fait oﬃce à la fois de motivation et de présentation générale
du sujet, le mémoire de thèse s’articule donc autour des chapitres suivants :
Chapitre 2. Nous rappellerons d’abord les avantages ainsi que les applications de la ma-
chine synchrone à aimants permanents. Les diﬀérents modèles d’état non linéaires de cette
machine, dans le repère ﬁxe (α−β) et dans le repère tournant (d−q), sont exposés. Ensuite
nous nous intéresserons plus spéciﬁquement au problème de l’observation de l’état de la
MSAP. Au travers de ces études, nous pourrons conclure que dans le cas où la vitesse (et
la position) est une grandeur mesurable, les propriétés d’observabilité de l’état de la ma-
chine sont vériﬁées. En d’autres termes, il est possible de reconstruire les variables d’état
électriques (courant) et mécaniques (vitesse, position et couple de charge) de la machine
mais la synthèse d’un observateur pour le système non linéaire est néanmoins un problème.
Chapitre 3. Il porte essentiellement sur les techniques de synthèse d’observateurs non
linéaires sans capteur mécanique pour MSAP. Plusieurs observateurs seront conçus pour
estimer les grandeurs mécaniques non mesurables (vitesse, position) à partir des mesures
disponibles (courants statorique, tensions statoriques). Deux observateurs par modes glis-
sants d’ordre un dont un basé sur la FEM et l’autre basé sur le modèle complet seront
d’abord présentés. Ensuite, un observateur par modes glissants d’ordre supérieur avec la
technique super-twisting sera conçu. Enﬁn, un observateur adaptatif interconnecté sera
élaboré. L’analyse de la stabilité de chaque observateur sera faite.
Chapitre 4. Ce chapitre sera dévoué à la conception des lois de commande non linéaires
sans capteur mécanique de la machine synchrone à aimants permanents à pôles lisses.
Plusieurs lois de commande non linéaire seront conçues : type mode glissant d’ordre supé-
rieur à trajectoire pré-calculée, type backstepping et type mode glissant d’ordre supérieur
quasi-continue. Une démonstration de convergence par la théorie de Lyapunov des diﬀé-
rentes lois de commande sera détaillée. Ensuite, chaque loi de commande sera associée au
moins à un observateur présenté dans le chapitre 3 pour eﬀectuer la commande sans cap-
teur mécanique de la MSAP. Une démonstration de la convergence globale de l’ensemble
"Observateur+Commande" sera présentée au fur et à mesure pour chaque cas. Des résul-
tats de simulation obtenus sur le benchmark "Commande sans capteur mécanique" seront
donnés.
Chapitre 5. Ce dernier chapitre conclut ce manuscrit et propose quelques perspectives.
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Ces travaux ont fait l’objet de plusieurs publications.
PUBLICATION EN REVUE
(EZZAT) : Marwa EZZAT, Jesus DE LEON and Alain GLUMINEAU. Sensorless Speed
Control of PMSM via Adaptive Interconnected Observer, soumis à IET Control Theory
Application.
PUBLICATIONS EN CONGRES INTERNATIONAUX
(EZZAT, 2010a) : Marwa EZZAT, Alain GLUMINEAU et Robert BOISLIVEAU. Com-
paraison de deux observateurs non linéaires pour la commande sans capteur de la MSAP :
validation expérimentale, CIFA 2010, Nancy, France, 2-4 Juin.
(EZZAT, 2010b) : Marwa EZZAT, Jesus DE LEON, Nicolas GONZALEZ and Alain GLU-
MINEAU. Sensorless Speed Control of Permanent Magnet Synchronous Motor by using
Sliding Mode Observer, VSS 2010, Mexico City, Mexico, 26-28 June.
(EZZAT, 2010c) : Marwa EZZAT, Alain GLUMINEAU and Franck PLESTAN. Sensor-
less high order sliding mode control of permanent magnet synchronous motor, VSS 2010,
Mexico City, Mexico, 26-28 June.
(EZZAT, 2010d) : Marwa EZZAT, Alain GLUMINEAU and Franck PLESTAN. Sensor-
less speed control of a permanent magnet synchronous motor : high order sliding mode
controller and sliding mode observer, NOLCOS 2010, Bologna, Italy, 1-3 September.
(EZZAT, 2010e) : Marwa EZZAT, Jesus DE LEON, Nicolas GONZALEZ and Alain GLU-
MINEAU. Observer-Controller Scheme using High Order Sliding Mode Techniques for
Sensorless Speed Control of Permanent Magnet Synchronous Motor, 49th CDC 2010, At-
lanta, USA, 15-17 December.
(EZZAT, 2011) : Marwa EZZAT, Jesus DE LEON and Alain GLUMINEAU. Adaptive
Interconnected Observer-Based Backstepping Control Design For Sensorless PMSM, 18th
World Congress IFAC WC 2011, Session invitée ,Milano, Italy, August 28-September 2.
6 Introduction
Chapitre 2
Modélisation et observabilité de la
MSAPPL sans capteur
2.1 Introduction
Les moteurs synchrones à aimants permanents (MSAP) deviennent de plus en plus
attractifs et concurrents des moteurs asynchrones. C’est grâce à de nombreuses raisons
comme le développement de la technologie des composants de l’électronique de puissance,
et l’apparition des processeurs numériques à fréquence élevée et à forte puissance de calcul.
De plus la technologie évolue avec les aimants permanents qu’ils soient à base d’alliage ou
à terre rares. Ce sont surtout les terres rares (Samarium-Cobalt et Néodyme-Fer-Bore) qui
sont performants. Cela leur a permis d’être utilisés comme inducteur dans les machines
synchrones oﬀrant ainsi beaucoup d’avantages, entre autres, une faible inertie et un couple
massique élevé. Par ailleurs, les avantages des MSAP sont leur rendement élevé, la haute
vitesse, un environnement propre, un fonctionnement de longue durée. Le fait de ne pas
utiliser les collecteurs mécaniques ou les contacts glissants leur permet de travailler dans
les milieux les plus diﬃciles et d’avoir un faible coût d’entretien (Vas, 1998), (Boulbair,
2002).
C’est ainsi que le moteur synchrone peut être très utile dans de nombreuses applications,
comme :
– les équipements domestiques (machine à laver le linge),
– les automobiles,
– les équipements de technologie de l’information (DVD drives),
– les outils électriques, jouets, système de vision et ses équipements,
– les équipements de soins médicaux et de santé (fraise de dentiste),
– les servomoteurs,
– les applications robotiques,
– la production d’électricité,
– la propulsions des véhicules électriques et la propulsion des sous marins ;
– les machines-outils,
– les application de l’énergie de l’éolienne.
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2.2 Description
Le terme de machine synchrone regroupe toutes les machines dont la vitesse de rotation
du rotor est égale à la vitesse de rotation du champ tournant du stator. Pour obtenir un
tel fonctionnement, le champ magnétique rotorique est généré soit par des aimants, soit
par un circuit d’excitation. La position du champ magnétique rotorique est alors ﬁxe par
rapport au rotor, ce qui impose le synchronisme entre le champ tournant statorique et le
rotor ; d’où le nom de machine synchrone.
Le stator est similaire à celui de la machine asynchrone. Il se compose d’un bobinage
distribué triphasé, tel que les forces électromotrices générées par la rotation du
champ rotorique soient sinusoïdales où trapézoïdales. Ce bobinage est représenté
par les trois axes (a, b, c) déphasés, l’un par rapport à l’autre, de 120 é˚lectriques.
Le rotor se compose d’aimants permanents. Les aimants permanents présentent l’avan-
tage d’éliminer les balais et les pertes rotoriques, ainsi que la nécessité d’une source
pour fournir le courant d’excitation. Cependant, on ne peut pas contrôler l’ampli-
tude du ﬂux rotorique. Il existe de nombreuses façons de disposer les aimants au
rotor (Fig.2.1).
– Aimants en surface (Surface Mounted)
Les aimants sont montés sur la surface du rotor en utilisant des matériaux adhésifs
à haute résistance. Ils oﬀrent un entrefer homogène, le moteur est le plus souvent à
pôles lisses. Ses inductances ne dépendent pas de la position du rotor (Fig.2.1-a).
L’inductance de l’axe-d est égale à celle de l’axe-q. Cette conﬁguration du rotor
est simple à réaliser. Ce type du rotor est le plus utilisé. Par contre, les aimants
sont exposés aux champs démagnétisants. De plus, il sont soumis à des forces
centrifuges qui peuvent causer leur détachement du rotor.
– Aimants insérés (Inset magnet type)
Les aimants du type insérés aussi sont montés sur la surface du rotor. Cependant,
les espaces entre les aimants sont remplies du fer (voir Fig.2.1-b). L’alternance
entre le fer et les aimants provoque l’eﬀet de saillance. L’inductance de l’axe-d est
légèrement diﬀérente de celle de l’axe-q. Cette structure est souvent préférée pour
les machines trapézoïdale, parce que l’arc polaire magnétique peut être réglé aﬁn
d’aider à former les forces électromagnétiques.
– Aimants enterrés (Interior magnet type)
Les aimants sont intégrés dans la masse rotorique (Fig.2.1-c) : le moteur sera
à pôles saillants. Dans ce cas, le circuit magnétique du rotor est anisotrope, les
inductances dépendent fortement de la position du rotor. Les aimants étant po-
sitionnés dans le rotor, ce type de moteur est plus robuste mécaniquement et il
permet le fonctionnement à des vitesses plus élevées. D’autre part, il est naturel-
lement plus cher à fabriquer et plus complexe à contrôler.
– Aimants à concentration de ﬂux (Flux concentrating type)
Comme le montre la (Fig.2.1-d), les aimants sont profondément placés dans la
masse rotorique. Les aimants et leurs axes se trouvent dans le sens circonférentiel.
le ﬂux sur un arc polaire du rotor est contribué par deux aimants séparés. L’avan-
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tage de cette conﬁguration est la possibilité de concentrer le ﬂux générer par les
aimants permanents dans le rotor et d’obtenir ainsi un induction plus forte dans
l’entrefer. Ce type de machine possède de l’eﬀet de saillance.
Figure 2.1: Diﬀérents dispositions d’aimants permanents dans un rotor (Acarnley, 2006)
(a)Aimants en surface (b)Aimants insérés
(c)Aimants enterrés (d)Aimants à concentration de ﬂux
2.3 Classification des MSAP
Ces machines peuvent être classées selon la forme de la force électromotrice ( (Bose,
2002), (Arroyo, 2006), (Underwood, 2006)) :
– Sinusoïdale
– Trapézoïdale.
En particulier, les machines synchrones à f.e.m sinusoïdales sont classées en deux sous
catégories selon la position des aimants :
1. à pôles lisses, où les aimants sont montés à la surface du rotor (Fig.2.1-a).
2. à pôles saillants, où les aimants sont enterrés dans la masse rotorique (Fig.2.1-c) et
(Fig.2.1-d).
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2.4 Modélisation de la MSAP
L’étude du comportement d’un moteur électrique est une tache diﬃcile et qui nécessite,
avant tout, une bonne connaissance de son modèle dynamique aﬁn de bien prédire, par voie
de simulation, son comportement dans les diﬀérents modes de fonctionnement envisagés.
La modélisation d’un moteur synchrone à aimants permanents est identique à celle d’une
machine synchrone classique sauf que l’excitation en courant continu attachée au rotor
est remplacée par le ﬂux de l’aimant. Donc, le modèle est issu du modèle de la machine
synchrone classique (Chiasson, 2005).
Dans cette étude, la machine comporte un stator et un rotor de constitution symétrique
avec p paires de pôles. Les enroulements statoriques sont le plus souvent connectés en étoile
à neutre isolé. L’excitation rotorique est créée par des aimants permanents au rotor.
Aﬁn de simpliﬁer la modélisation de la machine, les hypothèses usuelles données dans la
majorité des références sont adoptées comme suit (Bose, 2002), (Arroyo, 2006), (Nahid,
2001), (Lipo, 1996) :
– l’eﬀet d’amortissement au rotor est négligé,
– le circuit magnétique de la machine n’est pas saturé,
– la répartition des forces magnétomotrices (FMM) est sinusoïdale,
– les couplages capacitifs entre les enroulements sont négligés,
– les phénomènes d’hystérésis et les courants de Foucault sont négligés,
– les irrégularités de l’entrefer dues aux encoches statoriques sont ignorées.
2.4.1 Les équations électriques
Les équations triphasés des tensions statoriques s’expriment par :
uaub
uc
 = Rs
iaib
ic
+ d
dt
ΨaΨb
Ψc
 (2.1)
où [ua, ub, uc]t sont les tentions des phases statoriques, Rs est la résistance statorique,
[ia, ib, ic]
t sont les courants des phases statoriques et [Ψa,Ψb,Ψc]t sont les ﬂux totaux
statoriques qui sont exprimés par :
ΨaΨb
Ψc
 = [Lss]
iaib
ic
+
ΨafΨbf
Ψcf
 (2.2)
où ΨafΨbf
Ψcf
 = Ψf
 cos(θ)cos(θ − 2π/3)
cos(θ + 2π/3)
 (2.3)
où, Ψf l’amplitude du ﬂux produit par les aimants permanents.
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Dans le cas général, c’est-à-dire, les machines à pôles saillants (sans amortisseurs), la ma-
trice [Lss] se compose de termes variables et de termes constants. Elle peut écrire :
[Lss] = [Lso] + [Lsv]
avec
[
Lso
]
=
Lso Mso MsoMso Lso Mso
Mso Mso Lso
 (2.4)
et
[
Lsv
]
= Lsv
 cos(2θe) cos(2θe − 2pi3 ) cos(2θe + 2pi3 )cos(2θe − 2pi3 ) cos(2θe + 2pi3 ) cos(2θe)
cos(θ + 2pi
3
) cos(2θe) cos(2θe − 2pi3 )
 (2.5)
où Lso, Lsv et Mso sont les inductances propres et mutuelle respectivement. Elles sont
constantes.
Aﬁn de modéliser les machines triphasés, la transformation de Park est couramment uti-
lisée pour obtenir l’expression des variables dans un repère tournant d-q. Cette transfor-
mation rend les équations dynamiques des machines à courant alternatif plus simples, ce
qui facilite leur étude et leur analyse. Cette méthode se décompose en deux étapes :
1. Transformation Triphasé-Diphasé (dans un repère ﬁxe) (Concordia),
2. Transformation Repère ﬁxe-Repère tournant (Park).
Figure 2.2: Transformation triphasé à diphasé (Transformation de Concordia).
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Applicant la première transformation (Concordia T32) :
[
Xα
Xβ
]
= T t32
XaXb
Xc
 , T32 =√2
3
 1 0−1
2
√
3
2
−1
2
−
√
3
2
 (2.6)
où X peut être une variable réelle comme la tension, le courant et le ﬂux, on obtient :[
uα
uβ
]
= Rs
[
iα
iβ
]
+
d
dt
[
Ψα
Ψβ
]
. (2.7)
La deuxième étape est l’application de la transformation de Park P au système d’équations
(2.7)
Figure 2.3: Transformation de Park.
[
xd
xq
]
= P (−θe)
[
xα
xβ
]
(2.8)
où P (θe) =
[
cos θe − sin θe
sin θe cos θe
]
[
ud
uq
]
= Rs
[
id
iq
]
+
d
dt
[
Ψd
Ψq
]
+ ωe
[
Ψq
Ψd
]
(2.9)
Dans les machines synchrones à répartition sinusoïdale des conducteurs, Ψd et Ψq sont
des fonctions linéaires des courants id et iq :
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{
Ψd = Ldid +Ψf
Ψq = Lqiq.
(2.10)
De l’équation (2.10) et de l’équation (2.9), l’équation suivante est obtenue :
[
ud
uq
]
=
[
Rs + pLd ωLq
−ωLd Rs + pLq
] [
id
iq
]
+
[
0
ωΨf
]
. (2.11)
2.4.2 Les équations mécaniques
La position électrique du rotor, c’est-a-dire θe est l’angle électrique désignant la position
du rotor par rapport au stator, est calculée de
dθe
dt
= ω. (2.12)
L’equation de la vitesse du rotor est :
J
dΩ
dt
+ fΩ = Ce − Cl (2.13)
et ω = pΩ où ω est la vitesse (angulaire) électrique, p est le nombre de paires de pôles, Ω
est la vitesse angulaire du rotor, Ce est le couple électromagnétique, Cl est le couple de
charge, J est le moment d’inertie total, cela veut dire l’inertie de la machine synchrone
plus celle de la charge, f est le coeﬃcient de frottement visqueux.
2.4.3 Couple électromagnétique
Le couple électromagnétique est produit par l’intéraction entre les pôles formés par les
aimants au rotor et les pôles engendrés par les FMMs dans l’entrefer qui sont générées
par les courants statoriques. Ce couple développé par les machines synchrones à f.e.m.
sinusoïdale peut être exprimé par (Nahid, 2001) ;
Ce = p(Ψαiβ −Ψβiα) = p(Ψdiq −Ψqid)
Ce = p((Ld − Lq)id +Ψf )iq. (2.14)
Dans le cas où la machine est à pôles lisses (Ld = Lq), le terme (p(Ld − Lq)idiq) formant
le couple de réluctance est nul. L’équation du couple se simpliﬁe en :
Ce = pΨf iq. (2.15)
L’équation (2.14) montre que le couple est proportionnel à un produit vectoriel représen-
tant une expression non linéaire. En revanche, l’équation (2.15) montre que le couple est
proportionnel au courant de l’axe q. Cela conﬁrme l’analogie entre cette machine et la
machine à courant continu.
En combinant les équations électriques avec les équations mécaniques, le modèle complet
de la machine synchrone à aimants permanents peut être obtenu.
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2.5 Modèle d’état non linéaire
Généralement, pour présenter un modèle d’état, il faut déﬁnir le vecteur d’état x, le vec-
teur d’entrée u et le vecteur de sortie y. Le vecteur d’entrée est composé des tensions
statoriques. Le vecteur d’état est constitué des grandeurs électriques (courants) et gran-
deur mécanique (vitesse et/ou position).
2.5.1 Modèle d’état dans le repère tournant (d− q)
Dans le cas d’une régulation de couple ou de vitesse angulaire, le modèle non linéaire
d’état dans le repère tournant d-q est décrit par le système ci-dessous :
i˙di˙q
Ω˙
 =

−R
Ld
id +
pLq
Ld
iqΩ
−R
Lq
iq − pLdLq idΩ−
pΨf
Lq
Ω
pΨf
J
iq − P (Lq−Ld)J idiq − fJΩ
+

1
Ld
0 0
0 1
Lq
0
0 0 −1
J

uduq
Tl
 . (2.16)
Dans le cas d’une régulation de la position θ du rotor, il faut prendre celle-ci comme une
nouvelle variable d’état et donc le nouveau modèle d’état s’écrit :
i˙d
i˙q
Ω˙
θ˙
 =

−R
Ld
id +
pLq
Ld
iqΩ
−R
Lq
iq − pLdLq idΩ−
pΨf
Lq
Ω
pΨf
J
iq − p(Lq−Ld)J idiq − fJΩ
Ω
+

1
Ld
0 0
0 1
Lq
0
0 0 −1
J
0 0 0

uduq
Tl
 . (2.17)
A noter que si la machine synchrone à aimants permanents est à pôles lisses, (Ld = Lq =
Ls), le modèle (2.17) sera plus simple comme suit :
i˙d
i˙q
Ω˙
θ˙
 =

−R
Ls
id + piqΩ
−R
Ls
iq − pidΩ− pΨfLs Ω
pΨf
J
iq − fJΩ
Ω
+

1
Ls
0 0
0 1
Ls
0
0 0 −1
J
0 0 0

uduq
Tl
 . (2.18)
2.5.2 Modèle d’état dans le repère fixe (α− β)
Le modèle d’état non linéaire dans le repère ﬁxe αβ lié au stator s’obtient à partir du
modèle (2.11) (Chen, 2003), (Bisheimer, 2006) :
[
uα
uβ
]
=
[
Rs + pLα pLαβ
pLαβ Rs + pLβ
][
iα
iβ
]
+ ωΨf
[
− sin θe
cos θe
]
(2.19)
où
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L0 =
Ld+Lq
2
,
L1 =
Ld−Lq
2
,
Lαβ = L1 sin 2θe,
Lα = L0 + L1 cos 2θe,
Lβ = L0 − L1 cos 2θe,[
i˙α
i˙β
]
=
Aθ
D
[
uα
uβ
]
− RsAθ
D
[
iα
iβ
]
− 2L1ωBθ
D
[
iα
iβ
]
− ωΨf (L0 + L1)
D
[
− sin θe
cos θe
]
(2.20)
où
Aθ =
[
Lβ −Lαβ
−Lαβ Lα
]
Bθ =
[
−La Lb
Lb La
]
La = L0 sin 2θe,
Lb = L1 + L0 cos 2θe,
D = |Aθ| = LαLβ − (Lαβ)2 .
Pour la machine à rotor lisse, le modèle (2.20) sera réduit car L1 est nulle. Donc, le modèle
complet de cette machine sera :
i˙α
i˙β
Ω˙
θ˙
 =

−R
Ls
iα − eαLs
−R
Ls
iβ − eβLs
pΨf
J
(iβ cos θe − iα sin θe)− fJΩ
Ω
+

1
Ls
0 0
0 1
Ls
0
0 0 −1
J
0 0 0

uαuβ
Tl
 (2.21)
eα et eβ sont les forces électromotrices.{
eα = −Ψfω sin θe,
eβ = Ψfω cos θe.
(2.22)
2.6 Observabilité de la machine synchrone à aimants
permanents
(Ezzat, 2010a)
L’étude de l’observabilité de la machine synchrone à aimants permanents n’est pas souvent
abordée dans la littérature. Elle est traitée quand même dans (Vaclavek, 2007).
Il est évident que l’analyse de l’observabilité des systèmes linéaires est relativement simple.
Par contre, cette analyse dans les cas non linéaires est complexe car l’observabilité peut
dépendre de l’entrée du système et qu’il peut y avoir des singularités d’observation dans
l’espace d’état. La machine synchrone à aimants permanents est fortement non linéaire.
Une étude préliminaire à la synthèse d’observateurs est celle de l’observabilité du système,
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linéaire ou non linéaire, pour lequel un observateur est envisagé. Il est donc nécessaire de
déﬁnir au préalable la notion d’observabilité des systèmes.
L’observabilité est une analyse habituelle du système qui indique, les conditions sous
lesquelles, la possibilité de calculer les états non mesurés à partir des sorties mesurées.
Dans les paragraphes suivants, nous donnons d’abord, la déﬁnition de l’observabilité des
systèmes non linéaires. Ensuite, l’analyse d’observabilité de notre machine. Nous allons
utiliser, le critère de rang d’observabilité générique (Conte, 1999) dans nos études.
Soit le système non linéaire de la forme :{
x˙(t) = f(x(t), u(t))
y = h(x(t))
(2.23)
où x ∈ Rn représente l’état, u ∈ Rm l’entrée et y ∈ Rp la sortie. f(., .) et h(.) sont
des fonctions analytiques. On suppose que les fonctions f(., .) et h(.) sont des fonctions
méromorphes de x et u. On suppose également que la fonction u(t) est admissible, c’est-
à-dire mesurable et bornée.
Selon (Hermann, 1977), l’observabilité des systèmes non linéaires est déﬁnie à partir
de la notion d’indistinguabilité (ou d’indiscernabilité).
Définition 1 Indistinguabilité (Hermann, 1977). Deux états initiaux x(to) = x1
et x(to) = x2 sont dit indiscernables pour le système (2.23) si ∀t ∈ [to, t1], les sorties
correspondantes y1(t) et y2(t) sont identiques quelle que soit l’entrée admissible u(t) du
système.
Définition 2 Observabilité. Le système non linéaire (2.23) est dit observable s’il n’ad-
met pas de paire indiscernable.
C’est-à-dire, un système est observable s’il n’existe pas d’états initiaux distincts qui ne
puissent être départagés par examen de la sortie du système.
Définition 3 Espace d’observabilité (Hermann, 1977). Considérant le système
(2.23). L’espace d’observabilité, l’espace O, est défini par le plus petit espace vectoriel
contenant les sorties h1, h2, . . . , hp et qui soit fermé sous l’opération de la dérivation de
Lie par rapport au champ de vecteur f(x, u), u étant fixe.
On note dO l’espace des différentielles des éléments de O.
Définition 4 L’espace dO(xo) (c’est-à-dire évalué en xo) caractérise l’observabilité faible
locale en xo du système (2.23). Le système (2.23) est dit satisfaisant la condition de rang
d’observabilité en xo si :
dimO(xo) = n. (2.24)
Le système (2.23) satisfait la condition de rang d’observabilité si, pour tout x ∈ Rn :
dimO(x) = n. (2.25)
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Définition 5 Espace d’observabilité générique, (Conte, 1999).
Soit le système (2.23). L’espace d’observabilité générique est défini par O = X ∩ (Y +U),
avec :
X = SpanKdx
U = SpanKdu(v), v ≥ 0
Y = SpanKdy(w), w ≥ 0
où K est l’ensemble des fonctions méromorphes.
Le système (2.23) est génériquement observable si et seulement si :
dimO = n. (2.26)
Supposons que la condition de rang d’observabilité générique (2.26) soit satisfaite. On
peut alors vériﬁer :
rangK

dy
dy˙
...
dy(n−1)
 = n.
Un critère seulement suﬃsant pour l’observabilité locale est :
le jacobien de
∂(y, ...., y(n−1))
∂(x1, .., xn)
est de rang plein. (2.27)
2.6.1 Observabilité de la machine avec mesure de vitesse et de
position
Lorsque la vitesse et/ou la position est mesurée, le modèle de la machine synchrone (2.16)
est réécrit comme suit :
{
x˙ = f(x) + g(x)u
y = h(x)
(2.28)
où
x =

x1
x2
x3
x4
 =

id
iq
Ω
θ
, u =
uduq
Tl
, h(x) =

h1
h2
h3
h4
 =

x1
x2
x3
x4

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f(x) =

−R
Ld
x1 +
pLq
Ld
x2x3
−R
Lq
x2 − pLdLq x1x3 −
pΨf
Lq
x3
pΨf
J
x2 − P (Lq−Ld)J x1x2 − fJx3
px3
, g(x) =

1
Ld
0 0
0 1
Ld
0
0 0 −1
J
0 0 0
.
Soit l’ensemble de fonctions C∞ P0(x) obtenue à partir des mesures de la façon suivante.
P0(x, u) =

h1
h2
h3
h4
 =

x1
x2
x3
x4
.
Le jacobien J0 de P0(x) par rapport à l’état x permet de caractériser l’observabilité du
système (2.28) au sens du rang :
J0(x) =
∂(P0(x))
∂(x)
=

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 .
Le déterminant D0 de J0(x) est :
D0 = 1
Le rang de la matrice J0(x) est égal à l’ordre du système et ce qui est une condition
suﬃsante d’observabilité. La machine synhrone avec mesures de vitesse et/ou de position
et de courants est donc localement observable. Dans ce cas, il est donc inutile d’introduire
des dérivées d’ordres supérieurs des mesures.
2.6.2 Observabilité de la machine sans mesure de vitesse ni posi-
tion
L’analyse de l’observabilité sans mesure de la vitesse utilise le modèle (2.17). Ce modèle
sera réécrit sous la forme suivante :{
x˙ = f(x) + g(x)u
y = h(x)
(2.29)
x =

x1
x2
x3
x4
 =

id
iq
Ω
θ
 , u =
uduq
Tl
, h(x) = [h1
h2
]
=
[
x1
x2
]
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f(x) =

−R
Ld
x1 +
pLq
Ld
x2x3
−R
Lq
x2 − pLdLq x1x3 −
pΨf
Lq
x3
pΨf
J
x2 +
p(Lq−Ld)
J
x1x2
px3
, g(x) =

1
Ld
0 0
0 1
Lq
0
0 0 −1
J
0 0 0
.
Soit l’ensemble de fonctions C∞ P1(x) généré à partir des mesures et de leurs dérivées
respectives de la façon suivante :
P1(x) =

h1
h2
h˙1
h˙2
 =

x1
x2
x˙1
x˙2
 (2.30)
Le jacobien J1 de P1(x) par rapport à l’état x permet de caractériser l’observabilité du
système (2.29) au sens du rang :
J1(x) =
∂(P1(x))
∂(x)
=

1 0 0 0
0 1 0 0
−R
Ld
pLq
Ld
Ω pLq
Ld
iq 0
−pLd
Lq
Ω −R
Lq
−pLd
Lq
id − pΨfLq 0

Il est évident que le déterminant de cette matrice est nul. Par conséquent, le système
est donc non-observable. Quelque soit l’ordre des dérivées de h1 et h2 utilisé, il est constaté
que le système est toujours non-observable.
Donc, à partir du modèle dans le repère (d − q), la machine synchrone à aimants per-
manents n’est pas observable car aucun état dépend sur la position du rotor (θ). Donc,
étudions l’analyse de l’observabilité dans le repère ﬁxe (α− β).Alors, à partir du modèle
(2.20)
x =

x1
x2
x3
x4
 =

iα
iβ
Ω
θ
 , u =
[
uα
uβ
]
, h(x) =
[
h1
h2
]
=
[
x1
x2
]
P2(x) =

h1
h2
h˙1
h˙2
 =

x1
x2
x˙1
x˙2

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J2(x) =
∂(P2(x))
∂(x)
=

1 0 0 0
0 1 0 0
a1 a2 a3 a4
b1 b2 b3 b4

où
a1 =
−RsLβ
D
+
2L1Laω
D
a2 =
RsLαβ
D
− 2L1Lbω
D
a3 =
Ψf (L0 + L1) sin θ
D
+
2L1Laiα
D
− 2L1Lbiβ
D
a4 =
Ψf (L0 + L1)ω cos θ
D
+
2L1uα − 2RsL1iα + 4L1L0ωiβ
D
sin 2θ
−2L1uβ + 2RsL1iβ + 4L1L0ωiα
D
cos 2θ
et
b1 =
RsLαβ
D
− 2L1Lbω
D
b2 =
−RsLα
D
− 2L1Laω
D
b3 =
−Ψf (L0 + L1) cos θ
D
− 2L1Lbiα
D
− 2L1Laiβ
D
b4 =
Ψf (L0 + L1)ω sin θ
D
− 2L1uα − 2RsL1iα + 4L1L0ωiβ
D
cos 2θ
−2L1uβ − 2RsL1iβ − 4L1L0ωiα
D
sin 2θ.
Le déterminant D2 de J2(x) est :
D2 = a3b4 − a4b3
D2 =
2L1Ψf (L0 + L1)uα
D2
sin θ − 2L1Ψf (L0 + L1)uβ
D2
cos θ − 2RsL1Ψf (L0 + L1)iα
D2
sin θ
+
2RsL1Ψf (L0 + L1)iβ
D2
cos θ +
Ψ2fω(L0 + L1)
2
D2
+
8L1L0Ψfω(L0 + L1)iβ
D2
sin θ
+
8L1L0Ψfω(L0 + L1)iα
D2
cos θ +
4L21L0
D2
(iβuα − iαuβ)
+
[
8L21L
2
0ω − 4RsL31 sin 2θ + 8L31L0ω cos 2θ
D2
]
(i2α + i
2
β)
+
4L31iβ
D2
(uα cos 2θ + uβ sin 2θ) +
4L31iα
D2
(uα sin 2θ − uβ cos 2θ)
+
2L21Ψfω(L0 + L1)
D2
(iα cos θ − iβ sin θ)
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• Dans le cas où la machine est à pôles lisses (Ld = Lq = L0 ⇒ L1 = 0). La
valeur du déterminant sera :
D2 =
Ψ2fω
L20
. (2.31)
Sachant que le ﬂux de l’aimant (Ψf ) ainsi que l’inductance (L0) sont toujours constants
et également diﬀérents de zéro, le système est localement génériquement observable si la
vitesse diﬀère de zéro (ω 6= 0).
Remarque 1 Détaillons un peu plus le comportement dynamique de la partie inobser-
vable lors de la perte d’observabilité :
si ω = 0 ⇒ a4 = 0, b4 = 0 et a3 = Ψf sin θL0 , ce qui signifie :
∗ si sin θ 6= 0,
dans ce cas, la vitesse est observable mais la position n’est pas observable. La dyna-
mique inobservable est donc à la limite de stabilité. Si ce cas persiste dans le temps,
une technique alternative d’observation serait une injection de signaux.
∗ si sin θ = 0 (pour θ = 0 et modulo kπ),
dans ce cas, ni la vitesse ni la position ne sont observables.
Remarque 2 Même en utilisant les dérivées d’ordre supérieur des mesures, afin d’établir
(2.30), aucune information supplémentaire pour l’analyse de l’observabilité est obtenue.
Remarque 3 Si la singularité d’observabilité est franchie suffisamment rapidement, la
perte d’observabilité ne pose pas de problème.
Remarque 4 Dans tous les cas, le passage en mode estimateur n’est pas robuste à cause
des paramètres mal connus et se fera éventuellement à tort (siωˆ 6= ω). Il est préférable
d’utiliser un observateur et de vérifier sa stabilité et précision dans la zone inobservable.
• Dans le cas où la machine est à pôles saillants (Ld 6= Lq). Supposons que la
vitesse soit nulle (ω = 0), par conséquent la valeur du déterminant sera :
D2 =
2L1Ψf (L0 + L1)
D2
(uα sin θ − uβ cos θ) + 2RsL1Ψf (L0 + L1)
D2
(−iα sin θ + iβ cos θ)
+
4L21L0
D2
(iβuα − iαuβ)− 4RsL
3
1 sin 2θ
D2
(i2α + i
2
β)
+
4L31iβ
D2
(uα cos 2θ + uβ sin 2θ) +
4L31iα
D2
(uα sin 2θ − uβ cos 2θ)
Sachant que uq = −uα sin θ+uβ cos θ et iq = −iα sin θ+ iβ cos θ, le déterminant se réécrit :
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D2 =
2L1Ψf (L0 + L1)
D2
(−uq +Rsiq)
+
4L21L0
D2
(iβuα − iαuβ)− 4RsL
3
1 sin 2θ
D2
(i2α + i
2
β)
+
4L31iβ
D2
(uα cos 2θ + uβ sin 2θ) +
4L31iα
D2
(uα sin 2θ − uβ cos 2θ).
Le terme (−uq + Rsiq) peut être remplacé par (ωLdid + Lq diqdt + ωΨf ), avec toujours
l’hypothèse que la vitesse est nulle.
D2 =
2L1Ψf (L0 + L1)
D2
(Lq
diq
dt
) +
4L21L0
D2
(iqud − iduq)
−4RsL
3
1 sin 2θ
D2
(i2d + i
2
q) +
4L31
D2
(iqud − iduq).
Si une stratégie type commande vectorielle est utilisée, le courant id est contraint à zéro
(sauf pour les cas où la machine tourne à une vitesse élevée "ﬁeld weakening" (Vaclavek,
2007)). Alors, le déterminant peut être simpliﬁé :
D2 =
2L1Ψf (L0 + L1)
D2
(Lq
diq
dt
)− 4RsL
3
1 sin 2θ
D2
(i2q)
+
[
4L21L0
D2
+
4L31
D2
]
(iqud).
Si la valeur de position (θ) est égale à k pi
2
(pour k = 0, 1, ...), le terme (4RsL
3
1 sin 2θ
D2
(i2q))
disparaît. Cela réduit le déterminant comme suit :
D2 =
2L1Ψf (L0 + L1)
D2
(Lq
diq
dt
) +
[
4L21L0
D2
+
4L31
D2
]
(iqud).
Le rang est plein si et seulement si :
Ψf (L0 + L1)(Lq
diq
dt
) 6= − [2L1L0 + 2L21] (iqud). (2.32)
D’après ces analyses, le déterminant dépend de la tension ainsi que du courant. Sauf pour
certaines valeurs de l’entrée ud et iq et de sa dérivée, le rang est plein. Toutefois, si le rang
n’est pas plein, une solution serait d’injecter des signaux à hautes fréquences comme cela
est utilisé (Wallmark, 2005) et (Arias, 2007). Dans ces conditions, la machine synchrone
à aimants permanents à pôles saillants devient observable.
Cependant, la garantie de construction d’observateurs pour systèmes non linéaires obser-
vables n’est pas certaine. En eﬀet, contrairement aux systèmes linéaires, l’existence d’un
observateur pour un système non linéaire ne repose pas nécessairement sur ses propriétés
d’observabilité. Un système non linéaire peut être observable sans pour autant que l’on
puisse synthétiser un observateur.
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2.7 Benchmark "Commande sans capteur Mécanique"
Ce benchmark a été déﬁni dans le cadre de l’action inter GDR du groupe de travail
Commande des Entraînements Électriques (CE2). Il a pour objectif de valider les algo-
rithmes de commande sans capteurs de la machine synchrone et donc de l’observation
des grandeurs mécaniques dans des trajectoires diﬃciles déﬁnies selon des contraintes in-
dustrielles. Les trajectoires de référence du benchmark, présenté par la ﬁgure (2.4), sont
déﬁnies de la manière suivante : la valeur initiale de la vitesse est prise de telle manière
que la machine soit dans des conditions observables. A t = 0.5s la vitesse de la machine est
portée à 100 rad/s et reste constante jusqu’à t = 4s. Puis, le couple de charge est appliqué
entre 1.5s et 2.5s. Cette première phase permet de tester et d’évaluer les performances et
la robustesse des lois de commandes sans capteur en basse vitesse avec charge nominale.
Ensuite, nous accélérons la machine jusqu’à atteindre une vitesse nominale, puis, à t = 7s,
nous appliquons à nouveau le couple de charge nominal. Cette deuxième phase a pour but
de tester le comportement des lois de commande sans capteur durant un grand transi-
toire de vitesse, ainsi que leur robustesse en haute vitesse. Ensuite, tout en maintenant le
couple de charge nominal, on décélère rapidement la machine, pour atteindre, à t = 13s,
une vitesse nulle. Par ailleurs, des tests de robustesse sont déﬁnis par la variation de la
résistance et l’inductance statorique.
2.8 Conclusion
Dans ce chapitre nous avons présenté les avantages ainsi que les applications de la
machine synchrone à aimants permanents. Puis, les diﬀérents modèles d’état non linéaires
des machines synchrones à aimants permanents (MSAP) sinusoïdales ont été exposés.
Ensuite, diﬀérentes notions d’observabilité ont été rappelées, notamment, quant aux sys-
tèmes non linéaires. Par conséquent, nous avons mené l’étude de l’observabilité de cette
machine. Cette étude a été faite en utilisant le critère de rang d’observabilité générique.
Cet espace est généré par les sorties et leurs dérivées successives. Nous avons pu extraire
trois conclusions :
– La machine synchrone à aimants permanents est observable lorsque la vitesse et la
position sont mesurées,
– Lorsque ni la vitesse, ni la positon, ne sont mesurées, l’observabilité de la machine
synchrone à aimants permanents à pôles lisses ne peut être établie dans le cas où la
vitesse est nulle (Ω = 0),
– Lorsque ni la vitesse, ni la positon, ne sont mesurées, l’observabilité de la machine
synchrone à aimants permanents à pôles saillants ne peut pas être établie dans le
cas où la vitesse est nulle sauf sous la condition (2.32).
L’étude de l’observabilité de la machine a permis de déﬁnir le Benchmark "Commande
Sans Capteur Mécanique de Machine Synchrone à Aimants Permanents".
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Figure 2.4: Benchmark industriel commande sans capteur mécanique :
a -vitesse de référence (rpm) b -Couple de charge (N.m).
Chapitre 3
Conception d’observateurs non linéaires
pour la machine synchrone à aimants
permanents sans capteur mécanique
3.1 Introduction
L’industrie ne cesse de chercher à réduire le coût de mise en oeuvre et la maintenance.
La tendance générale est donc de minimiser le nombre de capteurs. Les commandes les
plus performantes comme “la commande vectorielle” nécessitent une connaissance précise
de la position du rotor pour assurer un auto-pilotage. Ces informations proviennent des
capteurs mécaniques tels que "les encodeurs, les résolveurs". En eﬀet, la présence des
capteurs implique l’augmentation du volume, le coût global du système ainsi que la di-
minution de la ﬁabilité de ce dernier. De plus, cela nécessite un bout d’arbre disponible
pour les ajouter, ce qui est surtout diﬃcile pour des machines de petites tailles. En outre,
dans certains cas (motorisation pour la propulsion navale), il est diﬃcile voire impossible
d’y accéder.
Dans le cas où la charge est une entrée inconnue et que l’on ne dispose pas de capteurs de
vitesse et de position, il faut donc trouver une technique pour estimer ces grandeur. De ce
fait, une solution est l’usage d’observateurs. La synthèse des observateurs dits “capteurs
logiciels” qui remplacent les capteurs mécaniques présente une solution prometteuse. C’est
pourquoi l’observation et donc la commande sans capteur mécanique devient primordiale.
Il existe actuellement dans la littérature plusieurs techniques de synthèse d’un observateur
non linéaire pour la machine synchrone à aimants permanents. En général, ces approches
peuvent être classées en deux catégories :
1. approche basée sur l’injection de signal à haute fréquence,
2. approche basée sur le modèle de la machine “Excitation fondamentale”.
La première est plutôt appliquée aux machines synchrones à aimants permanents à pôles
saillants. L’idée de base porte sur l’exploitation de l’eﬀet de saillance. Cela peut être ef-
fectué via l’injection de signal d’excitation supplémentaire à haute fréquence indépendant
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de l’alimentation fondamentale de la machine. Ces signaux d’excitation peuvent être des
signaux de tension ou bien des signaux de courant. Il y a deux méthodes d’injection. La
première est de la superposer à l’excitation fondamentale (Miranda, 2007). La deuxième
est d’utiliser une Modulation de Largeur d’Impulsions (MLI) modiﬁée (Arias, 2007). Les
hautes fréquences utilisées varient typiquement de 0.5 à 3 kHz (Persson, 2007). Cela
signiﬁe que la résistance sera donc négligeable tandis que le courant dépendra surtout de
l’inductance. La position du rotor sera ensuite extraite à partir de la mesure du courant
ou de la tension à haute fréquence via le traitement des signaux.
Si la machine est à pôles lisses, il n’y aura pas de saillance due à la diﬀérence des induc-
tances (Ld = Lq) qui a été utilisée ci-dessus pour la détection de la position du rotor.
Dans ce cas-là, la saillance d’origine de la saturation magnétique dans le fer. Ce type de
saillance est faible. Cela rend cette technique sensible aux non linéarités du convertisseur
ainsi que celles du circuit magnétique de la machine (Arias, 2007).
Ces techniques d’injection de signal promettent de donner de meilleurs résultats dans le
domaine des basses vitesses y compris à l’arrêt. En revanche, elles souﬀrent de certains
nombres de faiblesses surtout à haute vitesse. Elles provoquent des bruits acoustiques, des
ondulations du couple ainsi que des pertes fer supplémentaires qui réduisent le rendement
(Wallmark, 2005).
Par conséquent, des solutions qui combinent l’injection de signal à haute fréquence et
la méthode classique d’observation dits "observateur-hybrides" ont été proposées récem-
ment (Andreescu, 2008). Autrement dit, à basse vitesse y compris à l’arrêt, la méthode
d’injection de signal sera appliquée. Au-delà, l’observation classique prendra le relais. Une
combinaison d’un observateur des forces électromotrices étendues (FEME) (pour de plus
amples détails) et de l’injection de signal est présentée dans (Doki, 2010). Un observateur
non linéaire de type modes glissants a été ajouté à l’injection de signal aﬁn de concevoir
une commande sans capteur complète (Rahman, 2010).
Nous nous intéressons ici aux méthodes d’observation basées sur le modèle de la machine
ce qui concerne la deuxième approche. Pour les machines synchrones à aimants permanents
à pôles lisses (MSAPPL), la majorité des travaux proposés est basée sur l’estimation des
forces électromotrices (FEM) puisque ces dernières sont proportionnelles aux grandeurs
mécaniques. L’estimation des forces électromotrices peut se classer en deux techniques
selon le repère dont lequel l’estimation sera faite. La première technique est d’estimer les
composantes de ces forces dans le repère ﬁxe (α− β) lié au stator. Ensuite, les grandeurs
mécaniques tels que la position et la vitesse seront déduits (Vas, 1998), (Yan, 2002) et
(Zhao, 2007). La deuxième technique est d’estimer ces composantes dans un repère tour-
nant hypothétique (virtuel) (δ−γ). Si ce repère coïncide avec le repère synchrone (d− q),
la composante directe de FEM dans ce repère hypothétique devient nulle (Nahid, 2001)
et (Vasilios, 2008). Cela introduit un critère très fort qui permet de corriger la position et
la vitesse du repère hypothétique pour qu’il se synchronise avec le repère tournant (d− q)
lié au rotor. Conséquemment, la position et la vitesse du rotor se déduisent directement
de la position et la vitesse du repère hypothétique.
Par contre, cette méthode ne convient pas aux machines synchrones à aimants permanents
à pôles saillants (MSAPPS, Ld 6= Lq), où les informations de la position sont contenues non
seulement dans la FEM, mais aussi dans les inductances. Par conséquent, le concept des
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forces électromotrices étendues (FEME) a été développé soit dans un repère hypothétique
ci-haut mentionné (Morimoto, 2002) ou soit dans un repère ﬁxe (α− β) (Chen, 2003).
L’estimation du ﬂux permet aussi de déterminer la vitesse et la position du rotor. Un
estimateur de FEM a été présenté dans (Kim, 1997) pour estimer la position ainsi que la
vitesse. Ce schéma est sensible aux bruits et également au changement de la résistance.
Un observateur pour estimer le ﬂux rotorique a été développé (Chen, 2000).
Dans (Dhaouadi, 1991) et (Xu, 2003) des observateurs à l’aide de ﬁltre de Kalman
étendu (FKE) ont été utilisés. Bien que ce ﬁltre est stable et bien connu, il entraîne un
coût de calcul important et nécessite une initialisation bien précise. En revanche, (Boul-
bair, 2004) a développé un ﬁltre de Kalman étendu discret. L’algorithme utilisé présente
l’avantage de réduire le coût de calcul (−3.6%) en comparaison à un ﬁltre classique. Un
autre observateur plus eﬃcace dit ﬁltre de Kalman à deux niveaux a été proposé (Akrad,
2008). Le ﬁltrage de Kalman à deux niveaux permet une réduction notable du coût de
calcul (−21%) tout en conservant les performances du FKE conventionnel.
Certains observateurs basés sur la technique de modes glissants ont été l’objet de nom-
breux travaux : soit des observateurs d’ordre un (Yan, 2002), (Paponpen, 2006), (Ezzat,
2010d) ou soit ceux d’ordre supérieure (Ezzat, 2010b), (Zaltni, 2010). Ces observateurs
sont réputés pour leur robustesse vis-à-vis des incertitudes du modèle. La synthèse de ce
type d’observateur ne requiert pas la connaissance exacte du système, mais uniquement la
valeur maximale des incertitudes ou des non linéarités qui perturbent le modèle nominal
du système.
Les réseaux de neurones artiﬁciels intègrent l’estimation des grandeurs mécaniques des
machines synchrones à aimants permanents. Dans (Liu, 2006), un observateur basé sur
cette technique a été conçu pour la MSAPPL. De même, dans (Halder, 2010), un ob-
servateur porte sur la même technique a été appliqué à la MSAPPS. Celui-ci estime la
position tandis que la vitesse est supposée connue.
Par ailleurs, des observateurs adaptatifs ont été présentés (Furuhashi, 1992), (Cascella,
2003). Des observateurs interconnectés à grand gain ont été développés (Besançon, 1998),
(Traore, 2008), (Ezzat, 2011), (Giri, 2010). Ce dernier a été déﬁni dans le repère ﬁxe
(α− β) pour l’application de l’éolienne.
De plus, la méthode de modèle de référence adaptatif a été étudiée (Kim, 2003) et (Ra-
shed, 2007). Dans ce dernier article, il a été démontré que l’estimation simultanée de la
résistance statorique et le ﬂux rotorique n’est pas possible.
En conclusion, de nombreux articles récents donnent des résultats sur l’observation de la
machine synchrone à aimants permanents sans capteur mécanique. Les méthodes citées
auparavant sont testées généralement en haute vitesse et basse vitesse. Mais, peu sont
celles qui tiennent compte des problèmes d’inobservabilité dans leurs tests. En particu-
lier, la machine synchrone à aimants permanents à pôles lisses (MSAPPL) présente une
singularité d’observation à vitesse nulle (Ezzat, 2010a), ce qui n’est pas bien abordé dans
les travaux sur les observateurs car peu de travaux donne des résultats expérimentaux à
vitesse faible ou nulle et aussi les tests de robustesse.
Pour l’observation de la machine synchrone à aimants permanents à pôles lisses, nous
proposons dans ce chapitre quatre techniques de synthèse d’observateur non linéaire pour
cette machine : un observateur par modes glissants d’ordre un basé sur la FEM, un ob-
servateur par modes glissants d’ordre un basé sur le modèle complet, un observateur par
28
Conception d’observateurs non linéaires pour la machine synchrone à aimants
permanents sans capteur mécanique
modes glissants d’ordre supérieur en appliquant l’algorithme “Super Twisting” et un obser-
vateur adaptatif interconnecté. Ces observateurs ont pour but de reconstruire les variables
mécaniques non mesurées (vitesse et position) de la machine à partir de l’unique mesure
des grandeurs électriques (courants et tensions statoriques).
Dans ce qui suit, nous présentons l’étude détaillée de la synthèse de chacun des obser-
vateurs non linéaires cités dans ce dernier paragraphe. En outre, une analyse des perfor-
mances et de la robustesse des méthodes proposées vis-à-vis des incertitudes paramétriques
est détaillée.
3.2 Observateurs à modes glissants d’ordre un
Une des classes les plus connues des observateurs non linéaires robustes est celle des
observateurs à modes glissants. Un observateur à modes glissants est un observateur dont
le terme correcteur est une fonction sign discontinue. Ce type d’observateur est basé sur la
théorie des systèmes à structure variable. Le principe des observateurs à modes glissants
consiste à contraindre, à l’aide de fonctions discontinues, les dynamiques d’un système
d’ordre n à évoluer en temps ﬁni sur une variable S, de dimension (n− p), dite surface de
glissement. Cette variable est déﬁnie (S = {x | s(x, t) = 0}). L’attractivité et l’invariance
de cette surface est assurée par des conditions appelées conditions de glissement. Si ces
conditions sont vériﬁées, le système converge vers la surface de glissement et y évolue
selon une dynamique d’ordre (n− p). Dans le cas des observateurs à modes glissants, les
dynamiques concernées sont celles de l’erreur d’observation de l’état (x¯ = x − xˆ), où x¯
est l’erreur, x est l’état et xˆ est l’estimation de l’état. A partir de leurs valeurs initiales
(x¯(0)), ces erreurs convergent vers les valeurs d’équilibre en deux étapes :
1. Premièrement, la trajectoire des erreurs d’observation évolue vers la surface de glis-
sement sur laquelle les erreurs entre la sortie de l’observateur et la sortie du système
réel (les mesures) : (y¯ = y − yˆ), sont nulles. Cette étape, qui généralement est très
dynamique, est appelée mode d’atteinte (ou reaching mode).
2. Deuxièment, la trajectoire des erreurs d’observation glisse sur la surface de glisse-
ment, déﬁnie par (y¯ = 0), avec des dynamiques imposées de manière à annuler le
reste de l’erreur d’observation. Ce dernier mode est appelé mode de glissement (ou
sliding mode).
3.2.1 Observateur basé sur la FEM
(Ezzat, 2010a), (Ezzat, 2010c)
Parmi les diﬀérentes méthodes d’observation utilisées, pour leurs qualités de robustesse les
observateurs à modes glissants ont été largement étudiés : (Elbuluk, 2001), (Yan, 2002),
(Zhao, 2007). Nous allons développer un observateur à modes glissants pour estimer les
grandeurs mécaniques non mesurées en utilisant les forces électromotrices (FEM), déﬁnies
selon l’équation (2.22).
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A partir des travaux cités ci-dessus, en supposant que la vitesse varie lentement, c’est-à-
dire ω˙ ≈ 0 , les dynamiques des FEM peuvent s’écrire comme suit :
deα
dt
= −ωeβ,
deβ
dt
= ωeα.
(3.1)
Pour estimer à la fois la vitesse et la position du rotor, l’observateur est basé tout d’abord
sur l’estimation des courants statoriques à partir des mesures des courants statoriques
et des tensions statoriques. A l’aide des écarts sur l’estimation des courants, les FEM
sont reconstruites. Donc, un observateur à modes glissants peut être conçu à partir des
équations électriques dans le repère ﬁxe (α−β) (2.21) et les dynamiques des FEM (3.1) :
˙ˆiα =
−Rs
Ls
iα − eˆα
Ls
+
1
Ls
uα +K1sgn(i¯α)
˙ˆiβ =
−Rs
Ls
iβ − eˆβ
Ls
+
1
Ls
uβ +K1sgn(i¯β)
˙ˆeα = −eˆβωˆ +K2sgn(i¯α)
˙ˆeβ = eˆαωˆ +K2sgn(i¯β)
(3.2)
où
iˆα , iˆβ sont les courants estimés,
i¯α, i¯β sont les erreurs d’estimation des courants iα et iβ respectivement,
K1 et K2 sont les gains de l’observateur.
La vitesse estimée Ωˆ peut être calculée de l’équation (2.22) comme suit :
ωˆ = 1
ψf
√
eˆ2α + eˆ
2
β sgn(Eq)
Ωˆ = 1
p
ωˆ.
(3.3)
La position électrique θˆe peut être estimée soit par l’intégration de la vitesse :
θˆe =
∫
ωˆdt+ θo
avec θo condition initiale, soit des FEM comme :
θˆe = arctan 2 (−eˆα, eˆβ) 1.
Ici, c’est la première méthode qui est appliquée pour le calcul en supposant que la condi-
tion initiale θo est connue. Ensuite, la position angulaire mécanique est obtenue de θˆ = 1p θˆe.
Il faut noter que la machine a seulement une charge de type inertielle (machine de charge
+ accouplement + capteur de couple).
1. (arctan 2) est la fonction (arctan) à deux arguments définie entre −pi et +pi.
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3.2.2 Analyse de la stabilité
Les dynamiques des erreurs d’estimation, obtenue par la diﬀérence entre l’équation (2.21)
et l’équation (3.2), sont :
˙¯iα =
−Rs
Ls
i¯α − e¯α
Ls
−K1sgn(i¯α)
˙¯iβ =
−Rs
Ls
i¯β − e¯β
Ls
−K1sgn(i¯β)
(3.4)
avec
i¯α = iα − iˆα, i¯β = iβ − iˆβ.
e¯α = eα − eˆα, e¯β = eβ − eˆβ.
L’analyse de la convergence est eﬀectuée selon la méthode étape par étape (Boukhobza,
1998) à l’aide de fonctions candidates de Lyapunov.
• Première étape :
V =
1
2
(i¯α
2
+ i¯β
2
). (3.5)
La dérivée temporelle de cette fonction est :
V˙ = i¯α
˙¯iα + i¯β
˙¯iβ, (3.6)
V˙ =
−Rs
Ls
i¯2α −
e¯αi¯α
Ls
− i¯αK1sgn(i¯α)
−Rs
Ls
i¯2β −
e¯β i¯β
Ls
− i¯βK1sgn(i¯β).
(3.7)
L’observateur des courants est stable pourvu que V˙ < 0.
Les termes suivants sont stables puisque leurs valeurs sont inférieures à zéro
−Rs
Ls
i¯2α ≤ 0
−Rs
Ls
i¯2β ≤ 0.
Il suﬃt de satisfaire l’inégalité suivante :
− e¯αi¯α
Ls
−K1 |i¯α| − e¯β i¯β
Ls
−K1 |i¯β| < 0, (3.8)
cela implique l’inégalité suivante :
K1 > max(
∣∣∣∣ e¯αLs
∣∣∣∣ , ∣∣∣∣ e¯βLs
∣∣∣∣). (3.9)
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(max |e¯α|) et (max |e¯β|) étant les valeurs maximales de eα et eβ respectivement pour
t ∈ [0,∞ [ .
Après un temps ﬁni t0, la convergence de l’observateur des courants sera atteinte vers les
surfaces de glissement, en d’autres termes, iˆα et iˆβ tendent vers iα et iβ respectivement
après t0. A ce stade ˙¯iα = 0 et ˙¯iβ = 0, alors à partir de (3.4) il est possible d’appliquer la
commande équivalente lors du glissement sur ces surfaces.
• Deuxième étape :
e¯α = −LsK1sgneq(i¯α)
e¯β = −LsK1sgneq(i¯β),
(3.10)
où, sgneq(·) est la fonction équivalente à la fonction sgn(·) sur la surface de glissement
(Filippov, 1988).
A partir des équations (3.1) et (3.2), les dynamiques des erreurs des forces électromotrices
sont :
˙¯eα = −ωeβ + eˆβωˆ −K2sgneq(i¯α)
˙¯eβ = ωeα − eˆαωˆ −K2sgneq(i¯β).
(3.11)
Ces équations peuvent être récrites à partir de (3.10) comme :
˙¯eα = −ω¯eβ − ωe¯β + e¯α
K1Ls
K2
˙¯eβ = ω¯eα − ωe¯α + e¯β
K1Ls
K2.
(3.12)
En prenant une nouvelle fonction candidate de Lyapunov, on obtient
V ′ =
1
2
(e¯α
2 + e¯β
2). (3.13)
La dérivée temporelle de cette nouvelle fonction est :
V˙ ′ = e¯α ˙¯eα + e¯β ˙¯eβ (3.14)
alors
V˙ ′ = −ω¯e¯αeβ + ωe¯αe¯β + e¯
2
α
K1Ls
K2
+ω¯e¯βeα − ωe¯β e¯α + e¯
2
β
K1Ls
K2.
(3.15)
Il suﬃt de satisfaire l’inéquation :
K2 < −max(a
b
), (3.16)
où
a = −ω¯e¯αeβ + ω¯e¯βeα, b = e¯
2
α+e¯
2
β
K1Ls
.
en choisissant K2 en fonction du choix de K1 (3.9) pour satisfaire (3.16).
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3.3 Résultats de simulation de l’observateurs basé sur
la FEM
Pour la validation de cet observateur en simulation, des testes sont été réalisés sous
Matlab/Simulink. Ces testes sont divisés en deux parties : d’une part, l’observateur a
été testé avec les paramètres nominales, et d’autre part avec des variations paramétriques
pour tester la robustesse de l’observateur basé sur la FEM. La ﬁgure (3.1) représente le
cas nominale. Les ﬁgures (3.2) et (3.3) montres la performance de l’observateur basé sur
la FEM lors des variations de la résistance statorique de +50% et −50% de sa valeur no-
minale respectivement. Un autre teste de robustesse a été eﬀectué. Ce teste est présenté
par les ﬁgures (3.4) et (3.5). Il sagit des variations de l’inductance statorique de +20%
et puis de −20% de sa valeur nominale. Ces résultats de simulation montrent de bonne
performance de cet observateur. L’écart entre la vitesse estimée et sa mesure est très faible
environ 0.08%. Une erreur est survenue au moment du changement de la vitesse. Ceci est
peut être du au fait que nous n’avons pas pris en compte la dynamique de la vitesse.
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Figure 3.1: Cas nominal : a) Vitesse b) Écart de la vitesse
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Figure 3.2: +50%Rs : a) Vitesse b) Écart de la vitesse
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Figure 3.3: −50%Rs : a) Vitesse b) Écart de la vitesse
34
Conception d’observateurs non linéaires pour la machine synchrone à aimants
permanents sans capteur mécanique
0 2 4 6 8 10 12 14
0
50
100
150
200
250
300
350
a
Vi
tes
se
 (ra
d/s
)
Temps (s)
 
 
0 2 4 6 8 10 12 14
−0.7
−0.6
−0.5
−0.4
−0.3
−0.2
−0.1
0
0.1
b
Ec
ar
t d
e l
a v
ite
ss
e (r
ad/
s)
Temps (s)
 
 
W−mes
W−obs−FEM
Figure 3.4: +20%Ls : a) Vitesse b) Écart de la vitesse
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Figure 3.5: −20%Ls : a) Vitesse b) Écart de la vitesse
3.4 Résultats expérimentaux 35
3.4 Résultats expérimentaux
(Ezzat, 2010a)
Aﬁn de vériﬁer et de valider l’eﬃcacité de cet observateur, des tests expérimentaux ont
été réalisés sur la plate-forme d’essai située au Laboratoire IRCCyN (Nantes, France,
(Web)). Les paramètres du moteur avec lesquels l’observateurs est testé, sont donnés par
le tableau (3.1). Ce moteur est couplé à une autre machine synchrone. Les caractéristiques
du banc d’essai sont données dans l’Annexe A.
L’objectif de ces essais est de tester l’observateur proposé auparavant en sections 3.2.1.
Cet observateur est donc implémenté sur une carte temps réel DSPACE ainsi d’ailleurs
qu’une commande de la vitesse par modes glissants d’ordre supérieur. Pour cette com-
mande (et seulement pour elle !), la position et la vitesse du rotor sont calculées grâce
à un codeur incrémental. Les seules données fournies à cet observateur sont les mesures
des courants statoriques et les tensions statoriques de commande. Pour caler la position
initiale du rotor θo à la valeur 0 des tensions statoriques de calage sont préalablement
envoyées au moteur.
La trajectoire de la vitesse associée au Benchmark est donnée en Figure (2.4). Les Figures
(3.6) et (3.7) montrent les résultats en utilisant les paramètres nominaux identiﬁés sur le
banc. La vitesse estimée est donnée par la ﬁgure (3.6). On peut remarquer que, comme
les valeurs réelles des paramètres sont en fait diﬀérentes de celle des paramètres identiﬁés,
un premier test de robustesse de cet observateur est ainsi réalisé.
Toutefois pour valider plus précisément la robustesse de l’observateur basé sur la FEM
développé précédemment, des tests spéciﬁques ont été réalisés. La Figure (3.8) montre les
résultats pour l’observateur conçu volontairement avec une erreur de +50% sur la valeur
nominale de la résistance statorique sans que les gains ne soient modiﬁés par rapport à
l’essai "nominal". Un autre essai de variation de −50% sur la résistance est montré en
ﬁgure (3.9). De plus les résultats avec des variations de +20% et −20% sur l’inductance
statorique sont donnés Figure (3.10) et Figure (3.11) respectivement. Tous ces résultats
montrent que l’observateur basé sur la FEM est plus sensible aux variations paramétriques.
Ainsi, la présence d’une écart entre la vitesse estimée et sa mesure lors du changement de
la vitesse.
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Table 3.1: Paramètres nominaux de la MSAP
Puissance nominale 2, 83 kW
Couple nominal 9 Nm
Vitesse nominale 3000 rpm
Courant nominal 9.67A
Flux nominal (ψf ) 0.1814Wb
Résistance statorique (Rs) 0.45 Ω
Inductance statorique (Ls) 3.425mH
Inertie du moteur 0.00299 kg.m2
Inertie totale 0.00679 kg.m2
Frottements visqueux (fv) 0.0034 Nm/s
Nombre de paires de pôles (p) 3
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Figure 3.6: Cas nominal : a) Vitesse b) Erreur de vitesse
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Figure 3.7: Cas nominal : Position estimée de l’observateur FEM.
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Figure 3.8: +50%Rs : a) Vitesse b) Erreur de la vitesse
38
Conception d’observateurs non linéaires pour la machine synchrone à aimants
permanents sans capteur mécanique
0 2 4 6 8 10 12 14 15
0
20
40
60
80
100
120
140
160
180
200
Temps (s)
V
ite
ss
e 
(ra
d/
s)
a
 
 
0 2 4 6 8 10 12 14 15
−5
0
5
10
Temps (s)
E
ca
rt
 d
e 
la
 v
ite
ss
e 
(ra
d/
s)
b
 
 
Vit.mes.
Vit.obs.FEM
Figure 3.9: −50%Rs : a) Vitesse b) Erreur de la vitesse
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Figure 3.10: +20%Ls : a) Vitesse b) Erreur de la vitesse
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Figure 3.11: −20%Ls : a) Vitesse b) Erreur de la vitesse
Remarque 5 Après avoir analysé les résultats de simulation ainsi que ceux expérimen-
taux, nous avons remarquons que :
– L’observateur basé sur la FEM ne tient pas compte de la dynamique de la vitesse ni
les incertitudes paramétriques.
– La présence du phénomène de chattering lié à la technique modes glissants d’ordre
un.
– l’observateur n’est pas suffisamment robuste.
Pour ces raisons, nous allons proposer un autre observateur basé sur la FEM. Mais celui-
la tiens compte de la dynamique de la vitesse ainsi que les incertitudes paramétriques. De
plus, nous allons utiliser la technique des modes glissants d’ordre supérieur afin de réduire
le problème de chattering.
3.5 Observateurs à modes glissants d’ordre supérieur
"super twisting"
La technique des modes glissants d’ordre supérieur a été introduite dans les années 80 par
Emelyanov. Cette technique possède non seulement des bonnes propriétés de robustesse
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par rapport aux incertitudes paramétriques, aux erreurs de modélisation et aux pertur-
bations mais aussi la simplicité de mise en oeuvre des modes glissants classiques. Son
atout remarquable, c’est qu’elle permet la réduction du phénomène de réticence “chatte-
ring”, tout en conservant les performances du système. En outre, dans le cas des modes
glissants d’ordre supérieur et contrairement à celui par modes glissants classique, la dis-
continuité agit, non plus sur la première dérivée de la variable de glissement, mais sur une
dérivée d’ordre supérieur. Cet observateur permet de reconstruire les variables d’état non
mesurables à partir des mesures disponibles.
Pour construire l’observateur, nous allons mettre le système (2.21) sous une forme adé-
quate. Déﬁnissant le changement de variable suivant :{
eα = −pψfΩsin(θe),
eβ = pψfΩcos(θe),
(3.17)
en considérant l’équation (3.17), le système (2.21) devient :
diα
dt
= −Rs0
Ls0
iα − 1
Ls0
eα +
1
Ls0
vα +∆1(., Rs, Ls)
diβ
dt
= −Rs0
Ls0
iβ − 1
Ls0
eβ +
1
Ls0
vβ +∆2(., Rs, Ls)
deα
dt
= −p
2ψ2f
J
Sθe(iβCθe − iαSθe)−
fv
J
eα +
pψf
J
SθeTl − Ωeβ +∆3(Rs, Ls)
deβ
dt
=
p2ψ2f
J
Cθe(iβCθe − iαSθe)−
fv
J
eβ − pψf
J
CθeTl + Ωeα +∆4(Rs, Ls)
(3.18)
avec,
Cθe = cos(θe)
Sθe = sin(θe)
Rs0 et Ls0 sont les valeurs nominales de la résistance et de l’inductance respectivement.
∆i(Rs, Ls), avec i = 1, ..4 ; représente les incertitudes paramétriques.
A partir de l’équation (3.17), nous obtenons la position ainsi que la vitesse :
θe = − arctan 2(eα
eβ
),
|Ω| = 1
pψf
√
(eα2 + eβ2).
Le signe de la vitesse est calculé de la force électomagnétique de l’axe-q.
A l’aide de ce changement de variable et en décomposant le vecteur d’état x en deux
vecteurs X1 et X2, le système (3.18) peut être représenté sous la forme canonique :
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X˙1 = X2 + Φ(U, Y ) + ∆ξ1
X˙2 = F (X1, X2) + ∆ξ2
(3.19)
où,
X1 =
[
x1,1
x1,2
]
=
[
iα
iβ
]
, X2 =
[
x2,1
x2,2
]
=
[− 1
Ls
eα
− 1
Ls
eβ
]
,
U =
[
vα
vβ
]
, Y =
[
iα
iβ
]
, Φ(U, Y ) = −Rs
Ls
X1 +
1
Ls
U ,
F (X1, X2) =
−p2ψ2fJ Sθe(iβCθe − iαSθe) + fvJ eβ − Ωeβ
p2ψ2f
J
Cθe(iβCθe − iαSθe) + fvJ eα − Ωeα

Sθe =
−eα√
eβ2+eβ2
= x2,1√
x2,12+x2,22
, Cθe =
eβ√
eβ2+eβ2
= −x2,2√
x2,12+x2,22
,
∆ξ1 =
[
∆1(Rs, Ls)
∆2(Rs, Ls)
]
et ∆ξ2 =
[
∆3(Rs, Ls)
∆4(Rs, Ls)
]
.
3.5.1 Synthèse d’observateur à modes glissants d’ordre supérieur
L’observateur proposé est basé sur l’approche des modes glissements d’ordre supérieur.
Cet observateur utilise l’algorithme du super twisting (Davila, 2005) et (Floquet, 2007).
un système avec retour de sortie basé sur un diﬀérenciateur est utilisé pour reconstruire
les états non mesurables.
L’observateur basé sur l’algorithme super twisting pour le système (3.19) peut être conçu
comme suit :
˙̂
X1 = X̂2 + Φ(U, Y ) + α2λ(X˜1)sign(X˜1)
˙̂
X2 = F (X̂1, X̂2) + α1sign(X˜1)
(3.20)
où
α1 et α2 sont les gains de l’observateur. Ces gains sont déﬁnis comme suit :
α1 =
[
α1,1 0
0 α1,2
]
, α2 =
[
α2,1 0
0 α2,2
]
.
En posant X˜1 l’erreur entre l’état réel et l’état estimé, tel que
X˜1 = X1 − Xˆ1 =
[
X1,1 − Xˆ1,1
X2,1 − Xˆ2,1
]
=
[
iα − iˆα
iβ − iˆβ
]
.
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λ(X˜1) =
[
|X1,1 − Xˆ1,1| 12 0
0 |X2,1 − Xˆ2,1| 12
]
.
sign(X˜1) =
[
sign(X1,1 − Xˆ1,1) 0
0 sign(X1,2 − Xˆ1,2)
]
.
3.5.2 Analyse de la stabilité
Nous nous intéressons à la preuve de la stabilité de l’observateur (3.20). Nous déﬁnissons,
à partir de (3.19) et (3.20), l’erreur d’estimation comme X˜ = X1 − Xˆ. Les dynamiques
de l’erreur sont données par :
˙˜
X1 = X˜2 − α2λ(X˜1)sign(X˜1) + ∆ξ1
˙˜
X2 = F˜ (X1, X2, Xˆ2)− α1sign(X˜1)
(3.21)
où F˜ (X1, X2, Xˆ2) = F (X1, X2)− F (X1, Xˆ2) + ∆ξ2.
Notons fi est la ieme composante de F˜ (X1, X2, Xˆ2). Supposons que les états du système
(3.19) soient bornés, alors il existe une constante f+i qui vériﬁe l’inégalité suivante :
|fi| < f+i .
Cette inégalité doit être vériﬁée, pour tout X1, X2 et
∣∣∣Xˆ2∣∣∣ ≤ 2sup |X2|.
Hypothèse 1
Posant que l’incertitude ∆ξ1 et sa dérivée sont bornées telle que : ‖∆ξ1‖ < d1,
∥∥d∆ξ1
dt
∥∥ <
d2, ‖∆ξ2‖ < d3, avec d1, d2 et d3 sont des valeurs positives.
Théorème 1.
Supposant que la condition |fi| < f+i est atteinte pour le système (3.19) et que l’hypo-
thèse 1 est satisfaite, donc les gains de l’observateur sont réglés selon les critères suivants :
α1,i > f
+
i + d3,i
α2,i >
√
2
α1,i−f+i −d+2,i−d3,i
(α1,i+f
+
i +d
+
2,i+d3,i)(1+pi)
1−pi
(3.22)
où pi sont des valeurs constantes, pouvant être choisies dans l’intervalle, 0 < pi < 1,
i = 1, 2; et α1 = diag[α1,1, α1,2] et α2 = diag[α2,1, α2,2]. Alors, après un temps ﬁni, l’obser-
vateur donné par l’équation (3.20) garantit la convergence des états estimés (X̂, ˙̂X) vers
leurs valeurs réelles (X, X˙) ainsi il y a un temps t0 tel que ∀ t ≥ t0, (X̂1, X̂2) = (X1, X2).
Preuve du théorème 1. En nous inspirant de la méthode utilisée dans (Davila, 2005).
A partir de l’observateur (3.20) et la condition |fi| < f+i , les erreurs d’estimation X˜1 et
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X˜2 satisfont l’inclusion diﬀérentielle :
˙˜
X1 = X˜2 +∆ξ1 − α2λ(X˜1)sign(X˜1)
˙˜
X2 ∈
[−f+,+f+]− α1sign(X˜1) (3.23)
avec
f+ =
[
f+1
f+2 ,
]
.
Calculons la dérivée seconde de X˜1 avec X˜1 6= 0, nous obtenons :
..
X˜1,i =
˙˜
X2,i +
d∆ξ1,i
dt
− α2,i
2
∣∣∣ ˙˜X1,i
∣∣∣
|X˜1,i|1/2
..
X˜1,i ∈
[−f¯+i , f¯+i ]− α2,i2
∣∣∣ ˙˜X1,i∣∣∣∣∣∣X˜1,i∣∣∣1/2 − α1,isign(X˜1,i)
(3.24)
avec f¯+i = f
+
i + d3.
En suivant (Davila, 2005), la convergence de l’observateur (3.20) peut être atteinte,
comme ceci peut être démontré par l’analyse des dynamiques (3.21). Sans perte de gé-
néralité, pour t = 0 commençant du point (X˜10 = 0,
˙˜
X10) avec
˙˜
X10 > 0, les dynamiques
(3.24) sont restreintes entre les repères X˜1 = 0,
˙˜
X1 = 0 et la courbe déﬁnie par la solution
de l’équation suivante :
..
X˜1,i= −(α1,i − f¯+i ). (3.25)
Dénotons tM := [tM,1 tM,2]T , les temps lorsque les composantes de
˙˜
X1 = 0 et X˜1M :=
X˜1(tM). En intégrant l’équation (3.25), nous trouvons :
˙˜
X1,i(tM) =
˙˜
X10,i − (α1,i − f¯+i )tM,i = 0
X˜1M,i =
˙˜
X10,itM − t
2
M
2
(α1,i − f¯+i )tM,i.
(3.26)
Mettons au carré la première ligne de l’équation (3.26) et substituons la valeur de t2M
calculée de la deuxième ligne de la même équation, nous obtenons :
˙˜
X
2
10,i = 2(α1,i − f¯+i )X˜1M,i. (3.27)
A partir de la seconde équation (3.24), pour ˙˜X1,i = 0 et X˜1,i = X˜1M,i, le majorant est
obtenu pour
..
X˜1,i= 0 où :
−f¯+i − α2,i
∣∣∣ ˙˜X1,i∣∣∣
2
∣∣∣X˜1M,i∣∣∣1/2 − α1,i = 0. (3.28)
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Alors,
˙˜
X1M,i = − 2
α2,i
(f¯+i − α1,i)X˜1/21M,i. (3.29)
(Davila, 2005), il est possible d’établir la relation suivante :
∣∣∣ ˙˜X1M,i∣∣∣∣∣∣X˜10,i∣∣∣ ≤ µi < 1
où µi = 1−pi1+pi .
En combinant les équations (3.27) et (3.29), la condition (3.22) est validée.
A partir de l’équation (3.25), il est aisément établi que pour chaque pas j des intervalles
de temps diﬀérents ∆ti,j entre chaque croisement de l’axe
˙˜
X = 0, chaque intervalle de
temps j pour la ime composante de X˜1 (i = 1..2) est contraint par
∆ti,j ≤
∣∣∣ ˙˜X1,i,j∣∣∣
(α1,i − f¯+i )
.
Selon (Davila, 2005), en sommant les diﬀérents intervalles du temps, un temps ﬁni peut
être borné par un temps t0, alors la convergence de l’observateur en temps ﬁni est prouvée.
3.6 Résultats de simulation de l’observateur super twis-
ting
Les résultats présentés ci-dessous montrent la performance de l’observateurs super twis-
ting en utilisant l’environnement Matlab/Simulink. Cet observateur est testé en boucle
ouverte sur le Benchmark “Commande sans capteur mécanique”. La Figure (3.12) montre
les résultats en utilisant les paramètres nominaux identiﬁés sur le banc. Nous remarquons
une très bonne estimation de la vitesse. Nous allons eﬀectuer des variations paramétriques
sur l’observateur par rapport aux valeurs identiﬁées. Nous varions donc la résistance sta-
torique Rs de +50% et puis de −50%. Ces deux cas sont présentés par la ﬁgure (3.13)
et la ﬁgure (3.14) respectivement. Pour tester la robustesse de cet observateur vis-à-vis
de l’inductance statorique Ls, une variation de +20% et puis de −20% la valeur de cette
inductance Ls dans les paramètres de l’observateur est présentée par la ﬁgure (3.15) et la
ﬁgure (3.16).
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Figure 3.12: Cas nominal : a- Vitesse (rad/s) b- Erreur de la vitesse (rad/s).
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Figure 3.13: +50%Rs : a- Vitesse (rad/s) b- Erreur de la vitesse (rad/s).
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Figure 3.14: −50%Rs : a- Vitesse (rad/s) b- Erreur de la vitesse (rad/s).
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Figure 3.15: +20%Ls : a- Vitesse (rad/s) b- Erreur de la vitesse (rad/s).
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Figure 3.16: −20%Ls : a- Vitesse (rad/s) b- Erreur de la vitesse (rad/s).
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3.7 Résultats expérimentaux de l’observateur super twis-
ting
Les résultats expérimentaux de l’observateur super twisting sur le "Benchmark Commande
Sans Capteur Mécanique" sont donnés dans cette section. Les paramètres du moteur avec
lesquels l’observateurs est testé, sont donnés par le tableau (3.1). Ce moteur est couplé à
une autre machine synchrone. Caractéristiques du banc d’essai sont données dans l’An-
nexe A.
Ces essais ont pour objectif de vériﬁer et de valider l’eﬃcacité de cet observateur. Cet
observateur est donc implémenté sur une carte temps réel DSPACE ainsi d’ailleurs qu’une
commande de la vitesse du type backstepping (présentée au chapitre 4). Cette commande
est fournie par la position et la vitesse du rotor grâce à un codeur incrémental. Les seules
données fournies à cet observateur sont les mesures des courants statoriques et les ten-
sions statoriques de commande. Pour caler la position initiale du rotor θo à la valeur 0 des
tensions statoriques de calage sont préalablement envoyées au moteur. Les résultats expé-
rimentaux sont donnés par les ﬁgures (3.17), (3.18), (3.19), (3.20) et (3.21) qui montrent
bien les performances de l’observateur super twisting.
En analysant ces résultats expérimentaux, nous remarquons une très bonne estimation de
la vitesse à part de la zone inobservable.
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Figure 3.17: Cas nom : a- Vitesse (rad/s) b- Écart de la vitesse (rad/s).
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Figure 3.18: +50%Rs : a- Vitesse (rad/s) b- Écart de la vitesse (rad/s).
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Figure 3.19: −50%Rs : a- Vitesse (rad/s) b- Écart de la vitesse (rad/s).
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Figure 3.20: +20%Ls : a- Vitesse (rad/s) b- Écart de la vitesse (rad/s).
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Figure 3.21: −20%Ls : a- Vitesse (rad/s) b- Écart de la vitesse (rad/s).
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Remarque 6 Étant basé sur la FEM, ces deux observateurs proposés auparavant en sec-
tions (3.2.1) et (3.5.1) ne sont pas assez performants à basse vitesse.
Dans la section suivante, nous allons donc proposer un autre observateur basé sur le
modèle complet.
3.7.1 Observateur basé sur le modèle complet
(Ezzat, 2010a), (Ezzat, 2010d)
Cet observateur est basé sur le modèle complet de la MSAPPL dans un repère ﬁxe (2.21).
Dans ce cas, il est tenu compte du fait que la vitesse varie, c’est-à-dire ω˙ 6= 0. Un obser-
vateur complet à modes glissants peut alors être conçu comme :
˙ˆiα = −Rs
Ls
iˆα +
pψf
Ls
Ωˆsinθˆe +
1
Ls
vα +K1sgn(i¯α)
˙ˆiβ = −Rs
Ls
iˆβ − pψf
Ls
Ωˆcosθˆe +
1
Ls
vβ +K1sgn(i¯β)
˙ˆ
Ω =
pψf
J
(ˆiβcosθˆe − iˆαsinθˆe)− fv
J
Ωˆ +K2sgn(i¯α)
+K2sgn(¯iβ)
˙ˆ
θ = Ωˆ
(3.30)
où i¯α = iα − iˆα, i¯β = iβ − iˆβ,
K1 et K2 sont les gains de l’observateur.
3.7.2 Analyse de la stabilité
Les équations des dynamiques des erreurs sont :
˙¯iα =
−Rs
Ls
i¯α +
pψf
Ls
(Ωsinθe − Ωˆsinθˆe)−K1sgn(i¯α)
˙¯iβ =
−Rs
Ls
i¯β +
pψf
Ls
(−Ωcosθe + Ωˆcosθˆe)−K1sgn(i¯β)
˙¯Ω =
pψf
J
[
(iβcosθe − iαsinθe)− (ˆiβcosθˆe − iˆαsinθˆe)
]
−fv
J
Ω¯−K2sgn(i¯α)−K2sgn(¯iβ)
˙¯θ = Ω− Ωˆ
(3.31)
où Ω¯ = Ω− Ωˆ, θ¯ = θ − θˆ.
Pour prouver la convergence de cet observateur, on considère la fonction candidate de
Lyapunov :
V =
1
2
(i¯α
2
+ i¯β
2
+ Ω¯2 + θ¯2) (3.32)
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Sa dérivée est :
V˙ = i¯α
˙¯iα + i¯β
˙¯iβ + Ω¯
˙¯Ω + θ¯ ˙¯θ (3.33)
V˙ = i¯α
[
−a1i¯α + a2(Ωsinθe − Ωˆsinθˆe)−K1
sgn(i¯α)] + i¯β
[
−a1i¯β + a2(Ωcosθe − Ωˆcosθˆe)
−K1sgn(i¯β)] + Ω¯ [a3 [(iβcosθe − iαsinθe)
−(ˆiβcosθˆe − iˆαsinθˆe)
]
− a4Ω¯−K2sgn(i¯α)
−K2sgn(¯iβ)] + θ¯
[
Ω− Ωˆ
]
.
(3.34)
où
a1 =
Rs
Ls
, a2 =
pψf
Ls
, a3 =
pψf
J
, a4 = fvJ .
Cette équation peut se réécrire :
V˙ = −a1i¯α2 + a2i¯α(Ωsinθe − Ωˆsinθˆe)−K1 |i¯α|
−a1i¯β2 + a2i¯β(Ωcosθe − Ωˆcosθˆe)−K1 |i¯β|
−a4Ω¯2 + a3Ω¯
[
(iβcosθe − iαsinθe)− (ˆiβcosθˆe
−iˆαsinθˆe)
]
− Ω¯K2sgn(i¯α)− Ω¯K2sgn(¯iβ) + θ¯Ω¯.
(3.35)
En supposant que l’observateur et le moteur aient des conditions initiales réalistes, c’est
à dire dans le domaine de fonctionnement physiquement prévu par le constructeur du
moteur, il est possible de borner (à t = 0) les termes constituant (3.35), soit :∣∣∣Ωsinθe − Ωˆsinθˆe∣∣∣ < 2Ωmax∣∣∣i¯α(Ωsinθe − Ωˆsinθˆe)∣∣∣ < 4imaxΩmax (3.36)
où |i¯α| = |i¯β| < 2imax et de la même façon∣∣∣i¯β(Ωcosθe − Ωˆcosθˆe)∣∣∣ < 4imaxΩmax∣∣Ω¯(sgn(i¯α) + sgn(¯iβ))∣∣ < 4Ωmax∣∣∣Ω¯ [(iβcosθe − iαsinθe)− (ˆiβcosθˆe − iˆαsinθˆe)]∣∣∣
< 8imaxΩmax∣∣θ¯Ω¯∣∣ < 4θmaxΩmax
(3.37)
Ces conditions étant satisfaites au temps t = 0, il est possible de déterminer alors les gains
de l’observateur qui permettront d’imposer la convergence de l’observateur pour t > 0.
Pour cela, étant donné que :
−a1i¯2α < 0
−a1i¯2β < 0
−a4Ω¯2 < 0,
il suﬃt de prendre K1 et K2 comme suit :
K1 > |4a2Ωmax| (3.38)
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K2 >
∣∣2a3imax + θmax2 ∣∣ . (3.39)
Du point de vue mise en oeuvre pratique, comme pour le premier observateur les com-
mutations des fonctions "signes" génèrent un bruit de commutation sur les variables re-
construites en particulier sur les courants mesurés en sortie d’onduleur qui est piloté en
Modulation de Largeur d’Impulsion (MLI) dans la partie expérimentale. Cet inconvénient
peut être limité à l’aide de ﬁltres dont la fréquence de coupure est réglé de façon à ne
pas inﬂuencer les dynamiques électriques et mécaniques observées selon les constantes de
temps mécanique et électrique du moteur et de sa charge.
3.8 Résultats de simulation de l’observateurs basé sur
le modèle complet
La performance de l’observateur basé sur le modèle complet a été testées à travers des
simulations eﬀectuées sous Matlab/Simulink. La ﬁgure (3.22) montre les résultats en
utilisant les paramètres nominaux identiﬁés sur le banc. Des testes de robustesse ont été
eﬀectués. Commençons par des variations de la résistance statorique de +50% et puis
−50% de sa valeur nominale (ﬁgures (3.23) et (3.24) respectivement). Ensuite, des va-
riations de l’inductance statorique de +20% et puis −20% de sa valeur nominale (ﬁgures
(3.25) et (3.26) respectivement).
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Figure 3.22: Cas nominal : a) Vitesse b) Écart de la vitesse
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Figure 3.23: +50%Rs : a) Vitesse b) Écart de la vitesse
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Figure 3.24: −50%Rs : a) Vitesse b) Écart de la vitesse
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Figure 3.25: +20%Ls : a) Vitesse b) Écart de la vitesse
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Figure 3.26: −20%Ls : a) Vitesse b) Écart de la vitesse
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3.9 Résultats expérimentaux
(Ezzat, 2010a)
L’eﬃcacité de cet observateur a été vériﬁée et validée expérimentalement. Les paramètres
du moteur avec lesquels l’observateurs estt testé, sont donnés par le tableau (3.1). Ce
moteur est couplé à une autre machine synchrone. Les caractéristiques du banc d’essai
sont données dans l’Annexe A.
Pour ce fait, cet observateur est donc implémenté sur une carte temps réel DSPACE ainsi
d’ailleurs qu’une commande de la vitesse par modes glissants d’ordre supérieur. Pour cette
commande (et seulement pour elle !), la position et la vitesse du rotor sont calculées grâce
à un codeur incrémental. Les seules données fournies à cet observateur sont les mesures
des courants statoriques et les tensions statoriques de commande. Pour caler la position
initiale du rotor θo à la valeur 0 des tensions statoriques de calage sont préalablement
envoyées au moteur.
Les Figures (3.27) et (3.28) montrent les résultats en utilisant les paramètres nominaux
identiﬁés sur le banc. Il apparaît clairement que cet observateur donne de meilleurs ré-
sultats (c.f. courbe b) de l’erreur de vitesse) par rapport aux observateurs développés
précédemment. On peut remarquer que, comme les valeurs réelles des paramètres sont
en fait diﬀérentes de celle des paramètres identiﬁés, un premier test de robustesse de
ces observateurs est ainsi réalisé. On peut remarquer que, comme les valeurs réelles des
paramètres sont en fait diﬀérentes de celle des paramètres identiﬁés, un premier test de
robustesse de ces observateurs est ainsi réalisé.
Toutefois pour valider plus précisément la robustesse de cet observateurs, des tests spéci-
ﬁques ont été réalisés. La Figure (3.29) montre les résultats pour les observateurs conçus
volontairement avec une erreur de +50% sur la valeur nominale de la résistance statorique
sans que les gains ne soient modiﬁés par rapport à l’essai "nominal". Un autre essai de
variation de −50% sur la résistance est montré en ﬁgure (3.30). De plus les résultats avec
des variations de +20% et −20% sur l’inductance statorique sont donnés Figure (3.31) et
Figure (3.32) respectivement.
Tous ces résultats montrent que l’observateur basé sur le modèle complet est est robuste
vis à vis de ces tests. L’erreur de la vitesse estimée de cet observateur est minime même
au moment de l’accélération. Une erreur est survenue à la ﬁn de la zone inobservable et
avant de l’accélération.
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Figure 3.27: Cas nominal : a) Vitesse b) Erreur de vitesse
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Figure 3.28: Cas nominal : Position estimée de l’observateur complet.
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Figure 3.29: +50%Rs : a) Vitesse b) Erreur de la vitesse
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Figure 3.30: −50%Rs : a) Vitesse b) Erreur de la vitesse
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Figure 3.31: +20%Ls : a) Vitesse b) Erreur de la vitesse
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Figure 3.32: −20%Ls : a) Vitesse b) Erreur de la vitesse
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3.10 Observateurs adaptatifs interconnectés
Les actionneurs électriques exigent une bonne connaissance de leurs modèles dont les
paramètres varient lors du fonctionnement. Leur estimation hors ligne ou en ligne est
nécessaire. Les commandes performantes exigent également la connaissance de variables
non mesurables (vitesse, position, couple) par des algorithmes d’observation pour éliminer
des capteurs.
En raison des conditions pratiques (température) et des erreurs d’identiﬁcation, les para-
mètres identiﬁés ne sont pas exactement les paramètres réels de la machine. Par exemple,
la valeur de la résistance statorique peut augmenter jusqu’à 50% de plus que sa valeur
nominale. Une mauvaise identiﬁcation de cette résistance (Rs) inﬂuence les résultats de
l’observateur et donc de la commande qui sera associée. Lorsque le fonctionnement en
basse vitesse est requis, la résistance statorique joue un rôle important (Low, 1993),
(Nahid, 2001) et (Rashed, 2007). La connaissance de la valeur précise de cette résistance
entraîne une bonne estimation de la vitesse et du couple de charge.
Pour pallier ce problème, des observateurs adaptatifs ont été proposés parmi lesquels on
peut citer la méthode des systèmes interconnectés (Besançon, 1996b), (Besançon, 1998),
(Traore, 2008) et (Giri, 2010). Si le système non linéaire considéré peut être vu comme
une interconnection entre plusieurs sous- systèmes, satisfaisant chacun certaines condi-
tions, alors un observateur peut être synthétisé ( (Besançon, 1998), (Besançon, 2006)).
L’idée de la synthèse de l’observateur interconnecté est alors de concevoir un observateur
pour tout le système non linéaire considéré, à partir de la synthèse séparée d’observateurs
pour chaque sous-système, en supposant que pour chacun, les variables d’état des autres
sous-systèmes sont disponibles (Besançon, 1998) et (Traore, 2008). Les observateurs
adaptatifs ont pour but d’estimer conjointement les états et les paramètres de systèmes
dynamiques.
Dans cette partie, nous allons synthétiser un observateur adaptatif interconnecté. Pour
cela nous nous inspirons de la méthode utilisée dans (Traore, 2008).
Dans l’hypothèse que la résistance statorique ainsi que le couple de charge varient lente-
ment par rapport aux états électriques et mécaniques, nous les supposons constants par
rapport aux autres dynamiques du système. Donc, les équations diﬀérentielles correspon-
dantes sont :
T˙l = 0 R˙s = 0. (3.40)
Réécrivons le modèle (2.18)-(3.40) de la machine synchrone à pôles lisses sous la forme
suivante :
ΣNL1 :
{
x˙ = f(x) + g(x)u
y = h(x)
(3.41)
où
x =
[
id iq Ω Tl Rs
]T , u = [ud uq]T ,
y =
[
h1 h2
]T
=
[
id iq
]T
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f(x) =

−Rs
Ls
id + piqΩ
−Rs
Ls
iq − pidΩ− pΨfLs Ω
pΨf
J
iq − fJΩ− TlJ
0
0

, g(x) =

1
Ls
0
0 1
Ls
0 0
0 0
0 0
.
Le modèle (3.41), peut être vu comme une interconnection entre deux sous-systèmes
de la forme :
Σ1 :
{
X˙1 = A1(y)X1 + F1(X2) + Φ1(u)
y1 = C1X1
(3.42)
et
Σ2 :
{
X˙2 = A2(y)X2 + F2(X1, X2) + Φ2(u) + ΦTl
y2 = C2X2
(3.43)
avec
A1(·) =
[
0 − iq
Ls
0 0
]
, A2(·) =
[
0 piq
0 −fv
J
]
,
F1(·) =
[
−pψf
Ls
Ω− pΩid
0
]
, F2(·) =
[
−Rs
Ls
id
p
J
ψf iq
]
,
Φ1 =
[
1
Ls
vq
0
]
, Φ2 =
[
1
Ls
vd
0
]
, Φ =
[
0
− 1
J
]
,
C1 = C2 = [ 1 0 ] .
X1 = [iq Rs ]
T , X2 = [id Ω ]
T et Tl sont les variables d’état des systèmes (3.42) et (3.43)
respectivement, u = [ud uq]
T sont les entrées, et y = [id iq]
T sont les sorties de la MSAP.
Remarque 7 Le modèle de MSAP a été écrit sous la forme deux sous systèmes inter-
connectés (3.42-3.43) dans le but d’obtenir une matrice Φ connue et uniformément bornée
pour synthétiser un observateur adaptatif ( (Besançon, 2006) et (Zhang, 2002)).
Objectif : Notre objectif recherché est de construire d’une part un observateur
pour le sous-système (3.42) pour estimer notamment la résistance statorique.
D’autre part un observateur pour le sous-système (3.43) pour estimer la vi-
tesse mécanique et le couple de charge considéré comme une entrée inconnue.
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Définition 6 Entrée Régulièrement Persistante
Une entrée régulièrement persistante est une entrée qui excite suffisamment le système
dans le but de garantir son observabilité (Besançon, 1996).
Nous précisons dans les sections ci-dessous la synthèse de l’observateur adaptatif inter-
connecté pour les sous-systèmes (3.42), (3.43). Nous posons donc l’hypothèse suivante :
Hypothèse 2
Supposons que le signal y1 soit une entrée régulièrement persistante pour Σ1 et Σ2.
Remarque 8
A partir des équations (3.42) et (3.43), nous pouvons facilement vérifier que A1(y) est
globalement Lipschitz par rapport à X2, A2(y) est globalement Lipschitz par rapport à X1
et que F1(X2) est globalement Lipschitz par rapport à X2, uniformément par rapport à
(u, y) et que F2(X2, X1) est globalement Lipschitz par rapport à X2, X1, uniformément
par rapport à (u, y).
Les observateurs pour les sous-systèmes "nominaux" (3.42) et (3.43) sont donnés par :
O1 :

Z˙1 = A1(y)Z1 + F1(Z2) + Φ1(u) + S
−1
1 C
T
1 (y1 − yˆ1)
S˙1 = −ρ11S1 − AT1 (y)S1 − S1A1(y) + CT1 C1
yˆ1 = C1Z1
(3.44)
O2 :

Z˙2 = A2(y)Z2 + F2(Z1, Z2) + Φ2(u) + ΦTˆl
+(̟ΛS−1θ Λ
TCT2 + ΓS
−1
x C
T
2 )(y2 − yˆ2)
+KCT1 (y1 − yˆ1)
˙ˆ
Tl = ̟S
−1
θ Λ
TCT2 (y2 − yˆ2) +B(y1 − yˆ1)
S˙x = −ρxSx − AT2 (y)Sx − SxA2(y) + CT2 C2
S˙θ = −ρθSθ + ΛTCT2 C2Λ
Λ˙ = (A2(y)− ΓS−1x CT2 C2)Λ + Φ
yˆ2 = C2Z2
(3.45)
avec Z1 =
[
iˆq Rˆs
]T
, Z2 =
[
iˆd Ωˆ
]T
et Tˆl sont les variables d’état estimées respectivement
X1 et X2. ρ11, ρx, ρθ sont des constantes positives, S1 et Sx sont des matrices déﬁnies
positives (Besançon, 1996), Sθ(0) > 0, Λ(0) > 0, B(Z1) = k pJψf iˆq,
K =
[ −kc1
−kc2
]
, Γ =
[
1 0
0 α
]
où k, kc1, kc2, α et ̟ sont des constantes positives.
Les matrices A1(y) et A2(y) ainsi que les champs de vecteurs F1(X2) et F2(X2, X1) sont
donnés par :
A1(·) =
[
0 − iˆq
Ls
0 0
]
, A2(·) =
[
0 pˆiq
0 −fv
J
]
,
F1(·) =
[ −pψf
Ls
Ωˆ− pΩˆiˆd
0
]
, F2(·) =
[
− Rˆs
Ls
iˆd
p
J
ψf iˆq
]
,
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Remarque 9 A partir de l’équation (3.45) le term (B(Z1)(y1 − yˆ1)) peut être présenté
sous la forme suivante :
B(Z1)(y1 − yˆ1) ≡ k[ p
J
ψf (iq − iˆq)]
≡ k(Te − T˜e)
où Te et T˜e sont respectivement les couples électromagnétiques "mesuré" et "estimé".
3.10.1 Analyse de la stabilité pratique de l’observateur adaptatif
avec incertitudes paramétriques
Pour introduire la stabilité pratique, nous allons rappeler quelques propriétés suﬃsantes
de cette stabilité. Soit le système :
e˙ = f(t, e), e(t0) = e0 t0 ≥ 0 (3.46)
Définition 7 (Lakshmikanthan, 1990)
Le système (3.46) est dit :
– (PS1) : pratiquement stable si, pour (~1, ~2) donnés avec 0 < ~1 < ~2, on a
‖e0‖ ≤ ~1 ⇒ ‖e(t)‖ ≤ ~2, t ≥ t0, t0 ∈ IR+.
– (PS2) : pratiquement uniformément stable si (PS1) est vrai ∀t0 ∈ IR+.
– (PS3) : pratiquement quasi stable si, pour ~1, ℑ et T des constantes positives
et t0 ∈ IR+, on a
‖e0‖ ≤ ~1 ⇒ ‖e(t)‖ ≤ ℑ, t ≥ t0 + T .
– (PS4) : pratiquement uniformément quasi stable si (PS3) est vrai ∀t0 ∈ IR+.
– (PS5) : pratiquement fortement stable si (PS1) et (PS3) sont simultanément
vrai.
– (PS6) : pratiquement fortement uniformément stable si (PS2) et (PS4)
sont simultanément vraies.
– (PS7) : pratiquement instable si (PS1) n’est pas vérifié.
Remarque 10 Ces définitions mathématiques de stabilité vont être utilisées par la suite
pour l’analyse de la convergence des observateurs adaptatifs interconnectés, avec une ca-
ractérisation de la précision obtenue après convergence, ce qui imposera des contraintes
sur les gains des observateurs.
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3.10.2 Critère de la stabilité pratique
Avant de donner les diﬀérents critères, on déﬁnit la classe de fonction suivante
W = {d1 ∈ C[IR+, IR+] : d1(l) une fonction strictement croissante et d1(l) → ∞ quand
l →∞}.
soit Br = {e ∈ IRn : ‖e‖ ≤ r} (Br est une boule de rayon r).
Théorème 1 (Lakshmikanthan, 1990). Supposons que :
i) ~1, ~2 sont définis tel que 0 < ~1 < ~2 ;
ii) V ∈ C[IR+ × IRn, IR+] une fonction de Lyapunov, V (t, e) est Lipschitz par rapport e ;
iii) pour (t, e) ∈ IR+ × B~2, d1(‖e‖) ≤ V (t, e) ≤ d2(‖e‖) et
V˙ (t, e) ≤ ℘(t, V (t, e)) (3.47)
où d1, d2 ∈ W et ℘ ∈ C[IR2+, IR] ;
iv) d2(~1) < d1(~2) est vérifié.
Alors, les propriétés de la stabilité pratique de :
l˙ = ℘(t, l), l(t0) = l0 ≥ 0, (3.48)
implique les propriétés de la stabilité pratique correspondantes de
e˙ = f(t, e), e(t0) = e0, t0 ≥ 0.
Corollaire 1 (Lakshmikanthan, 1990)
Dans le théorème 2, si ℘(t, l) = −α1l + α2, avec α1 et α2, des constantes positives, cela
implique la stabilité pratique fortement uniforme du système (3.46).
La démonstration de la stabilité pratique de l’observateur adaptatif interconnecté conçu
ci-dessus est donnée dans les lignes qui suivent. Prenant en compte les incertitudes para-
métriques de la MSAP, les équations (3.42) et (3.43) peuvent être réécrites :
Σ1 :

X˙1 = A1(y)X1 + F1(X2) + Φ1(u)
+∆A1(y)X1 +∆F1(X2)
y1 = C1X1
(3.49)
Σ2 :

X˙2 = A2(y)X2 + F2(X1, X2) + Φ2(u) + ΦTl
+∆A2(y)X2 +∆F2(X1, X2)
y2 = C2X2
(3.50)
où ∆A1(y), ∆A2(y), ∆F1(X2) et ∆F2(X1, X2) sont respectivement les termes incer-
tains de A1(y), A2(y), F1(X2), F2(X1, X2). Ces termes incertains sont donnés par :
∆A1(·) =
[
0 − iq
∆Ls
0 0
]
, ∆F1(·) =
[
−p∆ψf
∆Ls
Ω− pΩid
0
]
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∆A2(y) =
[
0 piq
0 −fv
J
]
, ∆F2(·) =
[
−∆Rs
∆Ls
id
p
∆J
∆ψf iq
]
Hypothèse 3
Nous supposons que :
‖∆A1(y)‖ ≤ ρ1, ‖∆A2(y)‖ ≤ ρ2,
‖∆F1(X2)‖ ≤ ρ3, ‖∆F2(X1, X2)‖ ≤ ρ4
avec ρi > 0, pour i = 1, ..., 4.
L’hypothèse 3 est justiﬁée d’une part, par le fait qu’il existe un domaine physique D de
fonctionnement de la machine déﬁni par :
D = {X ∈ R5 | |id| ≤ Idmax, |iq| ≤ Iqmax, |Ω| ≤ Ωmax,
|Tl| ≤ Tlmax, |Rs| ≤ Rsmax}
où X = [id iq Ω Tl Rs]T et Idmax, Iqmax,Ωmax, Tlmax, Rsmax sont les valeurs maximales du
courant, de la vitesse et du couple de charge, respectivement et d’autre part, par le fait
que les paramètres de la machine sont connus avec une certaine précision et sont bornés.
Dans la suite, nous allons prouver la stabilité de l’observateur en prenant en compte les
incertitudes paramétriques de MSAP. Pour cela, nous déﬁnissons les erreurs d’estimations
comme suit :
ǫ1 = X1 − Z1, ǫ′2 = X2 − Z2, ǫ3 = Tl − Tˆl. (3.51)
A partir des équations (3.44)-(3.45) et (3.49)-(3.50), les dynamiques de ces erreurs sont :
ǫ˙1 = [A1(y)− S−11 CT1 C1]ǫ1 +∆A1(y)X2
+F1(X2) + ∆F1(X2)− F1(Z2) (3.52)
ǫ˙′2 = [A2(y)−̟ΛS−1θ ΛTCT2 C2 − ΓS−1x CT2 C2]ǫ′2
+Φǫ3 −KCT1 C1ǫ1 +∆A2(y)X2
+F2(X2, X1) + ∆F2(X2, X1)− F2(Z2, Z1)
(3.53)
ǫ˙3 = −̟S−1θ ΛTCT2 C2ǫ′2 −B(Z1)C1ǫ1. (3.54)
D’après la méthode utilisée dans (Zhang, 2002), nous appliquons la transformation ǫ2 =
ǫ′2 − Λǫ3, cela implique
ǫ˙2 = ǫ˙
′
2 − Λǫ˙3 − Λ˙ǫ3. (3.55)
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Des équations (3.55) et (3.53)-(3.54), ﬁnalement la dynamique des erreurs d’estimation
est :
ǫ˙1 = [A1(y)− S−11 CT1 C1]ǫ1 +∆A1(y)X2
+F1(X2) + ∆F1(X2)− F1(Z2)
ǫ˙2 = [A2(y)− ΓS−1x CT2 C2]ǫ2 + (B′ −K ′)ǫ1
+∆A2(y)X2 + F2(X2, X1)
+∆F2(X2, X1)− F2(Z2, Z1)
ǫ˙3 = −̟S−1θ ΛTCT2 C2Λǫ2 −̟S−1θ ΛTCT2 C2ǫ3 − B′ǫ1
(3.56)
où B′ = B(Z1)C1, K ′ = KCT1 C1.
Lemme 1 (Besançon, 1996b) Supposons que v est une entrée régulièrement persistante
pour les systèmes affines en l’état (3.42)-(3.43), et considérons une équation différentielle
de Lyapunov :
S˙(t) = −θS(t)− AT (v(t))S(t)− S(t)A(v(t)) + CTC
avec S(0) > 0, alors
∃θ0 > 0, ∀θ ≥ θ0, ∃α¯ > 0, β¯ > 0 , t0 > 0 :
∀t ≥ t0, α¯I ≤ S(t) ≤ β¯I,
où I est la matrice identité (voir preuve dans (Besançon, 1996b)).
Il est clair que pour le sous-système (3.49) v = (u,X2) et S(t) = S1, tandis que pour le
sous-système (3.50), v = (u,X1) et S(t) = Sx.
En considérant que (u,X2) et (u,X1) sont des entrées régulièrement persistantes pour les
système aﬃnes en l’état (3.49)-(3.50), respectivement et le lemme 1, alors il existe t0 ≥ 0
et ηmaxSi > 0, η
min
Si
> 0 des constantes positives indépendantes de θi tel que V (t, ǫi) = ǫTi Siǫi
(1 ≤ i ≤ 3) pour i = 1, 2, 3 vériﬁe l’inégalité suivante (Besançon, 1996)
∀t ≥ t0 ηminSi ‖ǫi‖2 ≤ V (t, ǫi) ≤ ηmaxSi ‖ǫi‖2 . (3.57)
Théorème 2 Supposons que le système étendu de la MSAPPL (3.42)-(3.43) satisfait les
hypothèses 2, 3. En synthétisant un observateur adaptatif interconnecté (3.44)-(3.45) pour
le système (3.42)-(3.43), alors, la dynamique (3.56) des erreurs d’estimation est pratique-
ment fortement uniformément stable.
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Preuve du théorème 2.
Soit, une fonction candidate de Lyapunov déﬁnie comme suit :
Vo = V1 + V2 + V3,
où
V1 = ǫ
T
1 S1ǫ1, V2 = ǫ
T
2 Sxǫ2 et V3 = ǫ
T
3 Sθǫ3.
A partir des expressions (3.44), (3.45) et (3.56), nous calculons la dérivée temporelle de
Vo :
V˙o = ǫ
T
1
{−ρ11S1 − CT1 C1} ǫ1 + 2ǫT1 S1 {∆A1(y)}X1
+2ǫT1 S1 {F1(X2)− F1(Z2) + ∆F1(X2)}
+ǫT2
{−ρxSx − (2SxΓS1x − 1)CT2 C2} ǫ2
+2ǫT2 Sx {∆A2(X1)}X2 + 2ǫT2 Sx(B′ −K ′)ǫ1
+2ǫT2 Sx {F2(X1, X2)− F2(Z1, Z2) + ∆F2(X1, X2)}
+ǫT3 [−ρθSθ − (2̟ − 1)ΛTCT2 C2Λ]ǫ3
−2ǫT3 (̟ΛTCT2 C2)ǫ2 − 2ǫT3 SθB′ǫ1
(3.58)
De la remarque 8 et l’hypothèse 3 on a :
‖S1‖ ≤ k1, ‖Sx‖ ≤ k2, ‖Sθ‖ ≤ k3, ‖X1‖ ≤ k4, ‖X2‖ ≤ k5
‖{F1(X2)− F1(Z2)}‖ ≤ k6 ‖ǫ1‖+ k7 ‖ǫ2‖
‖{F2(X1, X2)− F2(Z1, Z2)}‖ ≤ k8 ‖ǫ1‖+ k9 ‖ǫ3‖
‖B′‖ ≤ k10, ‖K ′‖ ≤ k11,
∥∥ΛTCT2 C2∥∥ ≤ k12.
(3.59)
A partir des équations (3.59) et (3.58), on regroupe les termes communs en ‖ǫ1‖, ‖ǫ2‖ et
‖ǫ3‖. Alors, la dérivée temporelle de Vo (3.58) peut être réécrite comme suit :
V˙o ≤ −(ρ11 − 2k1k6)ǫT1 S1ǫ1
−(ρx)ǫT2 Sxǫ2 − (ρθ)ǫT3 Sθǫ3
+2µ1 ‖ǫ1‖+ 2µ2 ‖ǫ2‖+ 2µ3 ‖ǫ1‖ ‖ǫ2‖
+2µ4 ‖ǫ2‖ ‖ǫ3‖+ 2µ5 ‖ǫ1‖ ‖ǫ3‖
(3.60)
où
µ1 = k1(ρ3 + k4ρ1), µ2 = k2(ρ4 + k5ρ2) + k1k7, µ3 = k2(k8 + k10 − k11),
µ4 = k2k9 −̟k12, µ5 = −k3k10.
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En écrivant l’inégalité (3.60) en fonction de V1, V2 et V3, il suit que :
V˙o ≤ −(ρ11 − 2k1k6)V1 − (ρx)V2 − (ρθ)V3
+2µ˜1
√
V1 + 2µ˜2
√
V2 + 2µ˜3
√
V1
√
V2
+2µ˜4
√
V2
√
V3 + 2µ˜5
√
V1
√
V3
(3.61)
où
µ˜1 =
µ1√
ηminS1
, µ˜2 = µ2√
ηminSx
, µ˜3 = µ3√
ηminS1
√
ηminSx
, µ˜4 = µ4√
ηminSx
√
ηminSθ
, µ˜5 = µ5√
ηminS1
√
ηminSθ
.
Considérons les inégalités suivantes :
√
V1
√
V2 ≤ ϕ12 V1 + 12ϕ1V2,√
V1
√
V3 ≤ ϕ22 V1 + 12ϕ2V3√
V2
√
V3 ≤ ϕ32 V2 + 12ϕ3V3 ∀ϕi(i = 1, 2, 3) ∈ ] 0, 1 [ .
(3.62)
De l’équation (3.62) et l’équation (3.61), on obtient
V˙o ≤ −(ρ11 − 2k1k6 − µ˜3ϕ1 − µ˜5ϕ2)V1 − (ρx − µ˜4ϕ3 − µ˜3ϕ1 )V2
−(ρθ − µ˜4ϕ3 −
µ˜5
ϕ2
)V3 + µ˜11 ‖ǫ1‖+ µ˜22 ‖ǫ2‖ ,
(3.63)
avec µ˜11 = 2µ˜1, µ˜22 = 2µ˜2.
En prenant ρ11, ρx et ρθ suﬃsamment grand tel que :
δ1 = ρ11 − 2k1k6 − µ˜3ϕ1 − µ˜5ϕ2 > 0,
δ2 = ρx − µ˜4ϕ3 − µ˜3ϕ1 > 0,
δ3 = ρθ − µ˜4ϕ3 −
µ˜5
ϕ2
> 0,
ainsi les valeurs minimales de ρ11, ρx et ρθ sont données par :
ρ11 > 2k1k6 + µ˜3ϕ1 + µ˜5ϕ2,
ρx > µ˜4ϕ3 +
µ˜3
ϕ1
,
ρθ >
µ˜4
ϕ3
+ µ˜5
ϕ2
.
(3.64)
Posant δ = min(δ1, δ2, δ3), µ = max(µ˜11, µ˜22). Il suit que :
V˙o ≤ −δ(V1 + V2 + V3) + µ(
√
V1 +
√
V2)
≤ −δVo + µψ
√
Vo,
(3.65)
où ψ
√
V1 + V2 + V3 >
√
V1 +
√
V2 et ψ > 0.
Considérant le changement de variable suivant v = 2
√
Vo, la dérivée temporelle de v
satisfait :
v˙ ≤ −δv + ψµ. (3.66)
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Selon le théorème 1 on a ℘(t, l) = −δl + ψµ, donc (3.48) se réécrit
l˙ = −δl + ψµ, l(t0) = l0 ≥ 0. (3.67)
Sa solution est donnée par :
l(t) = l(t0)e
−δ(t−t0) + r · (1− e−δ(t−t0)) (3.68)
où r = ψµ
δ
dépend sur les paramètres ρ11, ρx et ρθ.
L’objectif est de prouver que (3.67)est pratiquement uniformément fortement stable (ré-
férer à Corollaire 1). Dans un premier temps nous, allons montrer d’abord que (3.67)
est pratiquement uniformément stable :
Supposons que l(t0) ≤ ~1. De (3.68) on obtient :
l(t) ≤ l(t0) + r
≤ ~1 + r ≤ ~2
(3.69)
Alors,
l(t0) ≤ ~1 ⇒ l(t) ≤ ~2, ∀t ≥ t0.
D’après la déﬁnition PS1, (3.67) est pratiquement uniformément stable.
L’étape suivante est de prouver que (3.67) est pratiquement uniformément quasi stable.
Supposons qu’il existe ~1 > 0, ℑ > 0, T > 0, l(t0) ≤ ~1 et t ≥ t0 + T . La solution (3.68)
satisfait les inégalités suivantes :
l(t) ≤ l(t0)e−δT + r
≤ ~1e−δT + r ≤ ℑ
(3.70)
Alors
l(t0) ≤ ~1 ⇒ l(t) ≤ ℑ, ∀t ≥ t0 + T .
D’après la déﬁnition PS2, (3.67) est pratiquement uniformément quasi stable.
De la déﬁnition PS3, (3.67) est pratiquement fortement uniformément stable.
Dans le but de prouver que la dynamique des erreurs d’estimation (3.56) est pratiquement
fortement uniformément stable, vériﬁons toutes les conditions du théorème 1. A partir
de (3.69) et (3.70), ~1 < ~2, ℑ < ~2, alors la condition i) du théorème 1 est vériﬁée.
Considérant l’inégalité (3.57), nous obtenons ηmin ‖e‖2 ≤ Vo(t, e) ≤ ηmax ‖e‖2, Vo(t, e) est
une fonction de Lyapunov localement Lipschitz par rapport à e, où ηmin = min{ηminS1 , ηminSx , ηminSθ }
et ηmax = max{ηminS1 , ηminSx , ηminSθ }.
Prenant
d1(‖e‖) = ηmin ‖e‖2,
d2(‖e‖) = ηmax ‖e‖2.
Pour (t, e) ∈ IR+ ×B~2 ,
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d1(‖e‖) ≤ Vo(t, e) ≤ d2(‖e‖)
De (3.65)
℘(t, Vo(t, e)) = −δVo + µψ
√
Vo.
Alors, les conditions ii) et iii) du théorème 1 sont vériﬁées.
Il ne nous reste que la condition iv) du théorème 1 à vériﬁer. Sachant que :
v(t0) ≤ ~1(puisque l(t0) ≤ ~1) ⇒ v(t) ≤ ~2 (puisque l(t) ≤ ~2), ∀t ≥ t0.
Par ailleurs, Vo(t, e) = 14v(t)
2. Donc, d’une part, on a :
v(t0) ≤ ~1,⇒ ηmin ‖e0‖2 < 14~21.
‖e0‖ < 1
2
√
ηmin
~1.
d’autre part,
1
4
v(t)2 = Vo(t, e)
= ηmax ‖e(t)‖2 < 1
4
~
2
2
‖e(t)‖ < 1
2
√
ηmax
~2.
Par conséquent :
0 < 1
2
√
ηmin
~1 <
1
2
√
ηmax
~2
ηmax~21 < η
min
~
2
2,⇒ d2(~1) < d1(~2).
Puisque toutes les conditions du théorème 1 sont bien vériﬁées, alors la dynamique des
erreurs d’estimation (3.56) est pratiquement fortement uniformément stable dans la boule
Br de rayon r = ψµδ . Par conséquent, les observateurs (3.44) et (3.45) sont des observateurs
à convergence pratique.
Remarque 11
1. L’inégalité (3.64) dépend des constantes de Lipschitz définies dans la remarque 8. A
partir de ces constantes de Lipschitz, nous calculons la valeur minimale de ρ11, ρx et
ρθ. Ensuite on choisit les valeurs adéquates de ρ11, ρx et ρθ dans le but d’accélérer la
convergence de l’observateur.
2. L’analyse de l’inégalité (3.65) aboutit aux deux cas selon la valeur de µ,
– Les paramètres de la machine sont connus i.e µ = 0 :
alors on a V˙o ≤ −δVo. Pour affirmer que Vo est une fonction de Lyapunov il suffit
de choisir ρ11, ρx et ρθ tels que l’inégalité (3.64) soit satisfaite. Alors la convergence
asymptotique de l’erreur d’estimation est fixée arbitrairement par ρ11, ρx et ρθ.
3.11 Résultats de simulation de l’observateur adaptatif interconnecté 71
– Les paramètres de la machine varient i.e µ 6= 0 (Khalil, 1992) :
L’inégalité (3.65) peut être réécrite :
V˙o ≤ −(1− ς)δVo − ςVo + µψ ‖e‖ , 1 > ς > 0. (3.71)
Finalement, on obtient
V˙o ≤ −(1− ς)δVo, ∀ ‖e‖ ≥ µψ
ςδ
. (3.72)
Pour que V˙o soit négative, il faut que l’erreur d’estimation (3.72) soit toujours supé-
rieure à µψ
ςδ
. Cette erreur d’estimation sera stable à condition d’être toujours supé-
rieure à µψ
ςδ
. δ étant dépendant de ρ11, ρx et ρθ est théoriquement ajustable, donc on
peut toujours le régler de manière que l’erreur soit toujours supérieure à µψ
ςδ
. C’est la
précision minimale de l’estimation obtenue par l’observateur adaptatif interconnecté.
3.11 Résultats de simulation de l’observateur adaptatif
interconnecté
Les résultats présentés ci-dessous montrent la performance de l’observateur adaptatif in-
terconnecté en utilisant l’environnement Matlab/Simulink. Cet observateur est testé en
boucle ouverte sur le Benchmark “Commande sans capteur mécanique”.
Essai avec les paramètres "nominaux"
Pour cet essai nous considérons les paramètres identiﬁés comme paramètres "nominaux".
Les ﬁgures (3.33 et 3.34) montrent la vitesse et le couple charge estimés.
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Figure 3.33: Cas nominal : a) Vitesse b) Erreur de la vitesse
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Figure 3.34: Cas nominal : a) Couple de charge b) Erreur du couple
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Figure 3.35: Cas nominal : a) Résistance b) Erreur de la résistance
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Figure 3.36: +50%Rs : a) Vitesse b) Erreur de la vitesse
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Figure 3.37: +50%Rs : a) Couple de charge b) Erreur du couple
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Figure 3.38: +50%Rs : a) Résistance b) Erreur de la résistance
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Figure 3.39: −50%Rs : a) Vitesse b) Erreur de la vitesse
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Figure 3.40: −50%Rs : a) Couple de charge b) Erreur du couple
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Figure 3.41: −50%Rs : a) Résistance b) Erreur de la résistance
76
Conception d’observateurs non linéaires pour la machine synchrone à aimants
permanents sans capteur mécanique
3.12 Conclusion
Après avoir brièvement rappelé les principales raisons d’observer certaines grandeurs de
la MSAP, nous avons présenté dans ce chapitre plusieurs observateurs pour reconstruire
les variables d’état non mesurables à partir des mesures disponibles. Nous avons d’abord
synthétisé deux observateurs à modes glissants d’ordre un dont un basé sur la FEM et
l’autre basé sur un modèle complet. L’analyse de la stabilité de chacun a été prouvée.
Ces deux observateurs ont été validés expérimentalement sur le benchmark présenté par
la ﬁgure (2.4). Des tests de robustesse ont été eﬀectués. Ensuite, nous avons conçu un
observateur à modes glissants d’ordre supérieur. Cet observateur utilise l’algorithme du
super twisting.
Enﬁn, nous avons synthétisé un observateur adaptatif interconnecté qui estime, en plus
des variables mécaniques, la résistance statorique qui est variable et primordiale à très
basse vitesse (Low, 1993), (Nahid, 2001) et (Rashed, 2007). Cet observateur a été testé
en boucle ouverte en simulation. Les tests de robustesse vis-à-vis des variations paramé-
triques de la machine ont montrés que l’observateur interconnecté adaptatif est robuste.
Le tableau (3.2) résume les performances globales des diﬀérents observateurs conçus et
testés en boucle ouverte.
Table 3.2: Performances globales des observateurs conçus
Observateur
FEM Modèle Complet Super Twisting adaptatif interconnecté
Repère de conception α− β α− β α− β d− q
+50%Rs ∗ ∗ ∗ ∗ ∗∗ ∗ ∗ ∗ ∗ ∗
−50%Rs ∗ ∗ ∗ ∗ ∗∗ ∗ ∗ ∗ ∗ ∗
+20%Ls ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
−20%Ls ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
Estimation du Tl Non Non Non Oui
Facilité de réglage ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ (7 paramètres)
Type de convergence tf tf tf asymptotique
Temps de calcul 20 µs 32 µs 6 µs 17 µs
Chapitre 4
Commande non linéaire sans capteur
4.1 Introduction
Malgré les qualités du moteur synchrone à aimants permanents abordées au chapitre 2,
sa commande performante a longtemps été diﬃcile à cause de la non linéarité de son mo-
dèle, de ses paramètres mal connus ainsi que de sa dynamique rapide. De même, il existe
des perturbations non mesurables comme pour tous les actionneurs électriques. Tout ceci
rend la mise en oeuvre d’une loi de commande très compliquée. Cependant, ces dernières
années, un intérêt considérable a été accordé aux machines synchrones à aimants perma-
nents grâce d’une part à l’évolution des microprocesseurs et d’autre part aux progrès dans
le domaine de la commande des systèmes non linéaires.
Pour positionner notre travail, il est nécessaire de citer les travaux déjà réalisés. Dans la
littérature, il existe plusieurs techniques de commande sans capteur mécanique de la ma-
chine synchrone à aimants permanents. La plupart des observateurs proposés sont utilisés
avec une commande linéaire.
Dans (Lee, 2008), il est proposé une commande vectorielle classique dont trois régulateurs
(PI) avec compensation des termes non linéaires pour la vitesse et les courants id et iq.
La vitesse et la position sont estimées via un observateur hybride basé sur la FEM. Des
résultats expérimentaux ont été montrés sans aucune analyse de la stabilité. De même, un
observateur de modes glissants pour estimer à la fois la vitesse et la position a été proposé
par (Gu, 2004). Un observateur à mode glissant adaptatif pour estimer la position a été
présenté par (Chi, 2007). La vitesse est calculée en utilisant une boucle à verrouillage
de phase (PLL). Ce schéma prend en compte le mode déﬂuxage. Dans (Boulbair, 2004)
une commande vectorielle avec compensation des termes non linéaires a été associée à un
observateur de Kalman étendu. Tandis qu’une commande par retour d’état a été présentée
dans (Zheng, 2007) en utilisant un observateur de Kalman étendu qui estime la position,
la vitesse et le couple de charge.
Récemment, la commande non linéaire sans capteur mécanique est étudiée. La commande
modes glissants d’ordre supérieur quasi-continue a été proposée (Ciabattoni, 2010) avec
la mesure de la position pour estimer la vitesse. La commande de type backstepping a été
présentée (Ke, 2005) avec la mesure de la position pour estimer la vitesse. De plus, une
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commande backstepping adaptatif pour la MSAPPS a été proposée par (Huang, 2010).
La vitesse est estimée à l’aide de FEME.
Ce chapitre se consacrera principalement à proposer des lois de commande non linéaires
sans capteur mécanique de la machine synchrone à aimants permanents à pôles lisses.
Nous présenterons des techniques des commandes non linéaires dotées d’un observateur
d’état dont le rôle est de reconstruire les états non mesurables du système à commander.
A cet eﬀet, une loi de commande vectorielle basée sur les modes glissants d’ordre supérieur
à trajectoires pré-calculées avec une convergence en temps ﬁni sera proposée. Ensuite, une
loi de commande de type backstepping sera présentée. Enﬁn, une loi de commande vec-
torielle basée sur les modes glissants d’ordre supérieur de type homogène (quasi-continue
(Levant, 2005a)) avec une convergence en temps ﬁni sera conçue. Chaque loi de commande
synthétisée sera associée à un ou deux observateurs présentés au chapitre 3 pour réaliser
la commande sans capteur mécanique de la machine synchrone à aimants permanent à
pôles lisses. Une preuve de la stabilité globale de l’ensemble "observateur+commande"
pour chaque type de commande élaboré sera donnée. Pour chaque loi de commande as-
sociée à un observateur, nous allons montrer les résultats de simulation obtenus sur le
"Benchmark Commande Sans Capteur Mécanique" présenté par la ﬁgure (2.4).
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4.2 Commande vectorielle basée sur les modes glissants
d’ordre supérieur à convergence en temps fini
4.2.1 Introduction
La commande par modes glissants est apparue dans les années 50 et est activement étudiée
aujourd’hui. Cette stratégie de commande fait partie des commandes à structure variable.
Elle consiste à déﬁnir une famille de surfaces de glissement et à forcer le système dyna-
mique à suivre l’une d’elles. Pour atteindre cet objectif, une commande discontinue (le
plus souvent) est utilisée pour assurer le maintien de la dynamique de l’état sur la surface
de glissement déﬁnie, malgré les incertitudes paramétriques et les perturbations ; le sys-
tème étudié est alors en régime glissant. Si les conditions de maintien du régime glissant
sont assurées alors les dynamiques du systèmes sont insensibles aux variations paramé-
triques et aux perturbations extérieures. Dans la réalité, les paramètres réels de toutes les
machines électriques ne sont pas parfaitement connus à cause des erreurs d’identiﬁcation,
de la variation des résistances avec la température et des non linéarités magnétiques,.... De
plus les convertisseurs utilisés lors de la commande des machines introduisent des bruits
de mesure dans les lois de commande. Pour toutes ces raisons (perturbations, variation
paramétrique), le système en boucle fermée ne glisse pas parfaitement sur la surface de
glissement ; il quitte celle-ci mais la commande discontinue l’y ramène.
Cependant, il existe quelques problèmes comme le phénomène de réticence et la brutalité
d’une commande discontinue conjuguée aux techniques de Modulation de Largeur d’Im-
pulsion. Ces inconvénients peuvent être vraiment néfastes pour les moteurs en provoquant
un échauﬀement important dans les enroulements. Une des solutions pour palier ce défaut
est d’utiliser des commandes par modes glissants d’ordre supérieur au degré relatif du sys-
tème par rapport à la variable de glissement choisie. Depuis les années 80 sont apparues
diﬀérentes stratégies de commande par modes glissants dites d’ordre supérieur, dont la
commande discontinue agit sur les dérivées d’ordre supérieur de la variable de glissement.
Pour atteindre le suivi robuste de trajectoires de références, la technique appliquée par
ce type de commande est de forcer la dynamique du système à correspondre avec celle
déﬁnie par l’équation de la surface.
Dans les paragraphes suivants, une commande par modes glissants d’ordre supérieur
est synthétisée dans un contexte multivariable pour assurer un suivi de la vitesse de
la MSAPPL. La stratégie de cette commande est basée sur la poursuite d’une trajectoire
pré-calculée permettant la convergence en temps ﬁni (Levant, 2001), (Plestan, 2007) et
(Plestan, 2008).
4.2.2 Concepts de base
La commande par modes glissants d’ordre supérieur à trajectoire pré-calculées a pour
objectif de choisir une surface de glissement de telle sorte que le système, dès sa position
initiale, est déjà sur cette surface et la commande le contraint à y évoluer de manière à
assurer la convergence en temps ﬁni malgré les incertitudes et les perturbations.
La conception de cette loi de commande de type mode glissant d’ordre supérieur se com-
pose de deux phases :
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1. En fonction des conditions initiales du système, une trajectoire est pré-calculée.
Cette trajectoire permet de modiﬁer la surface de glissement de telle sorte que les
trajectoires du système évoluent sur la surface pour tout t ≥ 0.
2. Une commande discontinue est élaborée pour assurer que le système évolue sur la
surface de glissement, en dépit de la présence d’une certaine classe d’incertitudes et
de perturbations.
Les principaux avantages de cette stratégie sont (Traore, 2008) :
– connaissance a priori du temps de convergence et réglage de la loi de commande
indépendant de ce temps,
– établissement du mode glissant dès l’instant initial, ce qui confère à la loi de com-
mande un comportement robuste durant toute la réponse du système,
– la stratégie de commande est applicable quelque soit l’ordre des modes glissants
(supérieur ou égal au degré relatif du système),
– la génération de la trajectoire permettant la convergence en temps ﬁni.
4.2.3 Application à la commande de la MSAPPL
Nous synthétisons une commande par modes glissants d’ordre supérieur à trajectoire pré-
calculée qui garantit une performance robuste vis-à-vis des incertitudes paramétriques
et des perturbations. La stratégie de cette commande qui est proposée par (Plestan,
2007), est basée sur la poursuite d’une trajectoire pré-calculée permettant la convergence
en temps ﬁni (pour de plus amples détails voir Annexe B). Dans ce cas, l’objectif de la
commande est double : à savoir assurer un suivi de vitesse (Ω) selon la trajectoire de
référence déﬁnie par le benchmark "Commande sans capteur mécanique" (ﬁgure 2.4) et
de contraindre le courant id à 0. Cette dernière contrainte à été faite aﬁn de minimiser
les pertes joule et d’éviter les eﬀets des ondulations ainsi que des réluctances du couple
électromagnétique. Soient σid et σΩ les variables de glissement déﬁnies par
s =
[
σΩ
σid
]
=
[
Ω− Ω∗
id − i∗d
]
(4.1)
A partir de l’équation (2.18), on déduit que le degré relatif de σΩ et σid par rapport à
l’entrée u est égal à deux (r2 = 2) et un (r1 = 1) respectivement. Dans l’optique d’assurer
une convergence en temps ﬁni vers les trajectoires désirées, les ordres de modes glissants
doivent être choisis supérieurs ou égaux aux degrés relatifs du système. De plus, en vue
d’atténuer au maximum le phénomène de chattering, il est intéressant que la discontinuité
agisse, non pas sur les entrées de commande, mais sur leurs dérivées. Aussi, aﬁn d’obtenir
une bonne précision de convergence, l’ordre de glissement est alors choisi à r1 = 3 et r2 = 2
pour que les discontinuités agissent sur les dérivées premières des entrées contrôlant la
vitesse (Ω) et le courant (id). Ainsi, les eﬀets de "chattering" diminuent dans les entrées
de la commande.
De (2.18), les dérivées seconde et première des variables de glissement s’écrivent :[
σ
(2)
Ω
σ
(1)
id
]
=
[
χ1
χ2
]
+ Γ
[
ud
uq
]
(4.2)
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avec
χ1 = −Ω(2)ref + a3(−a2Ω + pΩid − a1iq)− a4(a3iq − a4Ω)
χ2 = −a1id + pΩiq
(4.3)
Γ =
[
0 Γ12
Γ21 0
]
. (4.4)
où
−Rs
Ls
= −a1, −pψf
Ls
= −a2, pψf
J
= a3, −fv
J
= −a4, 1
Ls
= a5,
Γ12 = a3a5, Γ21 = a5.
Sachant que les paramètres de la MSAP varient par rapport à leurs valeurs nominales,
les valeurs de χ1, χ2 et Γ dépendent donc des valeurs nominales et des incertitudes des
paramètres. ces diﬀérentes variations ont été formalisées de la manière suivante :
χ1 = χ10 +∆χ1
χ2 = χ20 +∆χ2
Γ = Γ0 +∆Γ
(4.5)
avec χ10, χ20 et Γ0 les valeurs nominales connues et ∆χ1, ∆χ2 et ∆Γ l’ensemble des
incertitudes dues aux variations paramétriques et aux perturbations. Supposons que ces
incertitudes soient bornées.
La loi de commande u déﬁnie à partie des valeurs nominales χ10, χ20 et Γ0 qui sont les
grandeurs χ1, χ2 et Γ sans incertitude, est appliquée à la MSAP[
ud
uq
]
= Γ0
−1
[
−
[
χ10
χ20
]
+
[
v1
v2
]]
. (4.6)
La matrice Γ0 est inversible. v1 et v2 sont les “nouvelles” commandes.
A partir de (4.2-4.6), la dynamique des variables de commutation s’écrit[
σ
(2)
Ω
σ
(1)
id
]
=
[
∆χ1
∆χ2
]
−∆Γ · Γ−10
[
χ10
χ20
]
︸ ︷︷ ︸
Ψα
+
[[
1 0
0 1
]
+∆Γ · Γ−10
]
︸ ︷︷ ︸
Ψβ
[
v1
v2
]
[
σ
(2)
Ω
σ
(1)
id
]
= Ψα +Ψβ
[
v1
v2
]
.
En dérivant les variables de glissement encore une fois, nous obtenons alors :[
σ
(3)
Ω
σ
(2)
id
]
= Ψ˙α + Ψ˙β
[
v1
v2
]
︸ ︷︷ ︸
χˆ
+ Ψβ︸︷︷︸
Γˆ
[
v˙1
v˙2
]
= χˆ+ Γˆ · v˙,
(4.7)
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avec
|χˆi| ≤ C0i, ∀x ∈ χ,
0 ≤ Km1 ≤ |Γˆ12| ≤ KM1,
0 ≤ Km2 ≤ |Γˆ21| ≤ KM2.
(4.8)
Le calcul de la commande se déroule en deux étapes :
– Premièrement, nous calculons la surface de glissement (S).
– Ensuite, la commande discontinue (v) sera conçue.
Choix de la variable de commutation
Pour des raisons pratiques, une surface de commutation composée d’un polynôme en po-
sition, vitesse et accélération a été choisie. En appliquant, cette correction de trajectoire,
la surface de glissement s’écrit :
SΩ = σ
(2)
Ω −F (2)1 + λ11
[
σ˙Ω − F˙1
]
+ λ10 [σΩ −F1]
Sid = σ˙id − F˙2 + ωn [σid −F2]
où
λ11 = 2ζΩωnΩ,
λ10 = ω
2
nΩ,
F1 = K1F1eF1tT1σΩ(0),
F2 = K2eF2tT2σid(0),
avec
K1 =

σ¨Ω(0)
0
σ˙Ω(0))
0
σΩ(0)
0

T
·


F 21 TσΩ(0)
F 21 e
F1tF1T1
F1TσΩ(0)
F1e
F1tF1T1
T1σΩ(0)
eF1tF1T1

T

−1
où le vecteur T1 est de la forme
T1 =

1
1
1
1
1
1

6×1
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et selon (Plestan, 2007) la matrice F1 de dimension 2r × 2r est une matrice diagonale
(non identité) dont les termes sont négatifs et les valeurs proches les unes des autres pour
symétriser les trajectoires.
F1 =

−1 0 0 0 0 0
0 −1.1 0 0 0 0
0 0 −1.2 0 0 0
0 0 0 −1.3 0 0
0 0 0 0 −1.4 0
0 0 0 0 0 −1.5

6×6
De la même manière,
K2 =

σ˙id(0))
0
σid(0)
0

T
·


F2T2σid(0)
F2e
F2tF2T2
T2σid(0)
eF2tF2T

T
−1
T2 =

1
1
1
1

4×1
, F2 = −

1 0 0 0
0 1.1 0 0
0 0 1.2 0
0 0 0 1.3

4×4
.
Commande discontinue
La commande discontinue vi est de la forme[
v˙1
v˙2
]
=
[ −αΩ.sign(SΩ)
−αid .sign(Sid)
]
(4.9)
Preuve de la convergence de la commande
A partir de (4.7), la dérivée de la surface de glissement s’écrit
[
S˙Ω
S˙id
]
= ϕ1 + ϕ2 · v˙ −
 F (3)1 − λ11 [σ¨Ω − F¨1]− λ10 [σ˙Ω − F˙1]
F¨2 − ωn
[
σ˙id − F˙2
]  . (4.10)
En utilisant la même méthode que le théorème 3 - Annexe B, alors il existe des gains
αΩ et αid tels que
S˙ΩSΩ ≤ −ηΩ|SΩ|
S˙idSid ≤ −ηid |Sid |,
ce qui implique la convergence des trajectoires vers les références.
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4.2.4 Analyse de la stabilité en boucle fermée : "Observateur basé
sur le modèle complet+Commande"
Aﬁn de réaliser la commande sans capteur mécanique de la MSAP, cette commande est
associée à deux observateurs diﬀérents cité ci-dessous :
1. l’observateur basé sur le modèle complet (3.30),
2. l’observateur basé sur la FEM (3.2).
Alors, les valeurs estimées de la vitesse et les courants sont fournies à la commande. L’ana-
lyse de la stabilité de l’ensemble (observateur + commande) pour chaque cas est identique.
Les variables de glissement deviennent
σΩˆ = Ωˆrd − Ω∗,
σiˆd = iˆd − i∗d.
σ
(2)
Ωˆ
= χ1ˆ + Γ1ˆ2u2,
σ˙iˆd = χ2ˆ + Γ2ˆ1u1.
(4.11)
Les équations (4.3-4.4) deviennent
χ1ˆ = −Ω(2)ref + a3(−a2Ωˆ + pΩˆiˆd − a1iˆq)− a4(a3iˆq − a4Ωˆ),
χ2ˆ = −a1iˆd + pΩˆiˆq,
Γ1ˆ2 = a3a5,
Γ2ˆ1 = a5.
Soient les erreurs d’estimation suivantes :
Ω¯ = Ω− Ωˆ,
i¯d = id − iˆd,
i¯q = iq − iˆq.
(4.12)
De (4.12) et (4.11), nous obtenons :
χ1ˆ = χ1 +∆χ1ˆ
χ2ˆ = χ1 +∆χ2ˆ,
(4.13)
où ∆χ1ˆ et ∆χ1ˆ représentent les incertitudes paramétriques, les perturbations (bruit de
mesure) et les erreurs d’estimation.
La loi de commande u s’écrit[
ud
uq
]
= Γ−10
[
−
[
χ0ˆ1
χ0ˆ2
]
+
[
v1
v2
] ]
(4.14)
χ0ˆ1 et χ0ˆ2 qui sont les valeurs estimées de χ01 et χ02. En développant les équations de la
même manière décrite lors de la synthèse de la loi de commande, on obtient :[
v˙1
v˙2
]
=
[ −α1.sign(SΩˆ)
−α2.sign(Siˆd)
]
.
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En utilisant la même méthode que le théorème 3, alors il existe des gains αid et αΩ tels
que
S˙ΩˆSΩˆ ≤ −ηΩˆ|SΩˆ|
S˙iˆdSiˆd ≤ −ηiˆd |Siˆd |.
(4.15)
Ce qui implique la convergence asymptotique des erreurs de poursuite du système en
boucle fermée.
Dans la section suivante, les résultats de simulation de la commande par modes glissant
d’ordre supérieur à trajectoires pré-calculées, associée à l’observateur basé sur le modèle
complet (3.30) sont présentés premièrement. Ensuite, les résultats de simulation de la
même commande associée à l’observateur (3.2) sont montrés .
4.2.5 Résultats de simulation
Les résultats de simulation sont obtenus selon le benchmark "Commande Sans Capteur
Mécanique" (Fig.2.4). Les diﬀérents tests sont eﬀectués sur une machine synchrone à
aimants permanent à pôles lisses dont les caractéristiques sont données par le tableau
(3.1). Des variations paramétriques sur l’observateur et la commande par rapport aux
valeurs identiﬁées sont eﬀectuées pour réaliser des essais de robustesse de la commande
par modes glissants d’ordre supérieur à trajectoire pré-calculée.
La commande associée à l’observateur basé sur le modèle complet
Les performances de l’ensemble "observateur+commande" en suivi de trajectoire sont
présentées par les ﬁgures (4.1), (4.2) et (4.3). La ﬁgure (4.1-a) illustre la vitesse estimée
pour le cas nominal ainsi que des variation de ±50% sur la valeur nominale de la résis-
tance. L’écart entre la vitesse mesurée et la vitesse estimée est donné par la ﬁgure (4.1-b)
pour ces trois cas.
La ﬁgure (4.3-a) la vitesse estimée pour le cas nominal ainsi que des variation de ±20% sur
la valeur nominale de l’inductance. L’écart de la vitesse est présenté par la ﬁgure (4.3-b).
En termes de suivi de trajectoire, nous pouvons conclure qu’une bonne estimation de la
vitesse. Les ﬁgures conﬁrment la robustesse du système en boucle fermée.
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Figure 4.1: Variation de Rs : a -vitesse estimée (rad/s) b -Erreur de la vitesse
(rad/s).
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0
1
2
3
4
5
6
7
Po
sit
io
n 
(ra
d)
Temps (s)
 
 
theta−mes
theta−obs
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La commande associée à l’observateur basé sur la FEM
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Figure 4.4: Cas nominal : a -vitesse estimée (rad/s) b -Erreur de la vitesse (rad/s).
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Figure 4.6: Variation de −20%Ls : a -vitesse estimée (rad/s) b -Erreur de la vitesse
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Figure 4.7: Variation de +20%fv : a -vitesse estimée (rad/s) b -Erreur de la vitesse
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4.3 Commande vectorielle de type Backstepping
4.3.1 Introduction
La technique de backstepping a été développée au début des années 90 (Kokotovic, 1992).
L’arrivée de la commande par backstepping a donné un nouveau souﬄe à la commande des
systèmes non linéaires, qui malgré les grands progrès réalisés, il manquait des approches
générales. Cette technique est une méthode systématique et récursive de synthèse de lois
de commande non linéaires qui utilise le principe de stabilité de Lyapunov et qui peut
s’appliquer à un grand nombre de systèmes non linéaires.
4.3.2 Principe du Backstepping
L’idée de base de la commande de type Backstepping est de rendre les systèmes bouclés
équivalents à des sous-systèmes d’ordre un en cascade stable au sens de Lyapunov, ce qui
leur confère des qualités de robustesse et une stabilité globale asymptotique. En d’autres
termes, c’est une méthode multi-étapes. A chaque étape du processus, une commande
virtuelle est ainsi générée pour assurer la convergence du système vers son état d’équi-
libre. Cela peut être atteint à partir des fonctions de Lyapunov qui assurent pas à pas la
stabilisation de chaque étape de synthèse.
Dans ce qui suit, nous introduisons une commande basée sur la technique de backstep-
ping pour la MSAPPL aﬁn de réaliser une commande sans capteur. L’objectif de cette
commande est de permettre d’une part, l’asservissement de vitesse selon la trajectoire de
référence déﬁnie par le benchmark "Commande sans capteur mécanique" (ﬁgure 2.4) et
d’autre part de contraindre le courant id à 0.
4.3.3 Conception de la commande de type Backstepping
Etape 1 :
Nous déﬁnissons l’erreur de poursuite en vitesse :
z1 = Ω− Ωref +K ′Ω
∫ t
0
(Ω− Ωref )dt
= ξ1 − α0
où Ωref est la vitesse de référence. La dynamique de cette erreur z1 est :
z˙1 = Ω˙− Ω˙ref +K ′Ω(Ω− Ωref )
= ξ˙1 − α˙0. (4.16)
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A partir des équations (2.18) et (4.16), nous obtenons :
z˙1 =
pψf
J
iq − fvJ Ω− TlJ − Ω˙ref +K ′Ω(Ω− Ωref ). (4.17)
Déﬁnissant ξ2 =
pψf
J
iq et β1 = −fvJ Ω− TlJ − α˙0.
Alors,
z˙1 = ξ2 + β1. (4.18)
Considérons la fonction candidate de Lyapunov suivante :
V1 =
1
2
z21 . (4.19)
La dérivée temporelle de cette fonction est :
V˙1 = z˙1z1. (4.20)
En prenant
z2 = ξ2 − α1, (4.21)
avec α1 = −w1z1 − β1 et w1 est une constante positive.
En considérant les équations (4.18) et (4.21), la dynamique de z1 devient :
z˙1 = z2 − w1z1, (4.22)
alors,
V˙1 = z2z1 − w1z21 . (4.23)
Etape 2 :
La dérivée temporelle de z2 donné par :
z˙2 =
pψf
J
{−pψf
Ls
Ω− pΩid − RsLs iq} − α˙1 +Kvq. (4.24)
où K = pψf
JLs
.
Pareillement, une nouvelle fonction candidate de Lyapunov est déﬁnie comme suit :
V2 = V1 +
1
2
z22 .
Sa dérivée temporelle est
V˙2 = V˙1 + z˙2z2 (4.25)
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En considérant les équations (4.23) et (4.25), la dynamique de la fonction candidate de
Lyapunov V2 devient
V˙2 = −w1z21 − w2z22
< 0.
(4.26)
La tension de commande est donnée par :
vq =
1
K
(−w2z2 − z1 − β2) (4.27)
où β2 =
pψf
J
{−pψf
Ls
Ω− pΩid − RsLs iq} − α˙1.
Etape 3 :
Le deuxième objectif est de forcer id vers sa référence idref . D’après la commande vecto-
rielle, cette référence est supposée nulle. A ce stade, nous déﬁnissons l’erreur du courant
comme suit :
z3 = id − idref +K ′′id
∫ t
0
(id − idref )dt
= id +K
′′
id
∫ t
0
(id)dt.
A l’aide de l’équation (2.18), la dynamique de cette erreur est :
z˙3 = −Rs
Ls
id + pΩiq +
1
Ls
vd +K
′′
id(id). (4.28)
(4.29)
Pour assurer la stabilité, une fonction candidate de Lyapunov est déﬁnie comme suit :
V3 = V2 +
1
2
z23 .
La dérivée temporelle de cette fonction est donnée par :
V˙3 = V˙2 + z3z˙3,
= −w1z21 − w2z22 + z3{(−RsLs +K ′′id)id + pΩiq + 1Lsvd},
= −w1z21 − w2z22 − w3z23
< 0.
(4.30)
avec −w3z3 = (−RsLs +K ′′id)id + pΩiq + 1Lsvd et w3 est une constante positive.
Cela conﬁrme que V3 est une fonction de Lyaponuv. Ce qui garantit la convergence asymp-
totique des erreurs de poursuite de la vitesse ainsi que du courant vers zéro.
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La tension pour régler le courant id est calculée par
vd = Ls
(
−w3id + (Rs
Ls
−K ′′id)id − pΩiq
)
. (4.31)
Remarque 12 Fournie par la mesure de la position et la vitesse, cette commande a été
testée expérimentalement sur le benchmark de la “Commande sans capteur mécanique”.
Pour de plus amples détails voir Annexe C.
Pour accomplir la commande sans capteur mécanique pour la MSAPPL, la commande
de type backstepping sera utilisée avec deux observateurs diﬀérents. Dans un premier
temps, la commande sera associée à l’observateur super twisting (3.20). La commande sera
ensuite liée à l’observateur adaptatif interconnecté (3.44 et 3.45). Les deux observateurs
sont présentés préalablement au chapitre 3.
4.3.4 Résultats de simulation
Les résultats de simulation sont obtenus selon le benchmark "Commande Sans Capteur
Mécanique" (Fig.2.4). Les diﬀérents tests sont eﬀectués sur une machine synchrone à
aimants permanent à pôles lisses dont les caractéristiques sont données par le tableau
(3.1). Des variations paramétriques sur l’observateur et la commande par rapport aux
valeurs nominales sont eﬀectuées pour réaliser des essais de robustesse de la commande
backstepping.
La commande associée à l’observateur super twisting
Sachant que cette famille d’observateur converge en temps fini, ceci nous per-
met d’élaborer l’observateur et la commande séparément, si cette dernière
n’est appliquée qu’après la convergence de l’observateur.
Satisfaisant les conditions (3.22), les paramètres de l’observateur super twisting sont choi-
sis comme suit :
α1,1 = 100, α1,2 = 100, α2,1 = 2000 et α2,2 = 2000.
Les paramètres de la commande sont choisis de la manière suivante :
w1 = 1000, w2 = 1000 et w3 = 1500. Pour cela, il est à noter que w1, w2 caractérisent les
réponse en BF des dynamiques mécaniques alors que w3 caractérise celles électriques.
Les ﬁgures (4.27) et (4.11) montrent les résultats de simulation obtenus en utilisant les
paramètres nominaux. La vitesse estimée ainsi que celle mesurée sont montrées par la
ﬁgure (4.27-a) tandis que la ﬁgure (4.27-b) illustre l’écart correspondant. Nous constatons
que la vitesse estimée converge vers la vitesse mesurée. Néanmoins, il existe un petit écart
statique à vitesse nominale.
Des tests de robustesse sur l’ensemble “observateur+commande” sont eﬀectués. Ces tests
sont réalisés en terme de variations paramétriques dans les algorithmes de l’observateur
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et la commande par rapport aux valeurs nominales. Nous varions donc la résistance sta-
torique Rs de +50% puis de −50%. Ces cas sont présentés par les ﬁgures (4.12) et (4.13).
respectivement.
Un second test de robustesse, a été eﬀectué pour des variation de +20% et de −20%
sur la valeur nominale de l’inductance statorique Ls dans les paramètres de l’ensemble
“observateur+commande” (ﬁgures 4.31 et 4.32). Ces résultats conﬁrment la robustesse de
la commande non linéaire de type backstepping.
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Figure 4.15: Variation de −20%Ls : a- Vitesse (rad/s) b- Erreur de la vitesse
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La commande associée à l’observateur adaptatif interconnecté
Avant de donner les résultats de simulation, la stabilité de l’ensemble (observateur adap-
tatif interconnecté + commande backstepping) sera analysée.
4.4 Analyse de la stabilité en boucle fermée : “Obser-
vateur Adaptatif+Commande”
Aﬁn de prouver la stabilité de l’ensemble (observateur+commande) en boucle fermée, la
vitesse, le courant id ainsi que le couple de charge sont remplacés, dans la loi de com-
mande, par leur valeurs estimées via l’observateur adaptatif interconnecté (3.44 et 3.45).
Considérons la fonction candidate de Lyapunov suivante :
Voc = Vo + Vc
= ǫT1 S1ǫ1 + ǫ
T
2 Sxǫ2 + ǫ
T
3 Sθǫ3 +
1
2
z21 +
1
2
z22 +
1
2
z23
(4.32)
Vo = ǫ
T
1 S1ǫ1 + ǫ
T
2 Sxǫ2 + ǫ
T
3 Sθǫ3 et Vc =
1
2
z21 +
1
2
z22 +
1
2
z23 sont des fonctions de Lyapunov
associées respectivement à l’observateur adaptatif interconnecté déﬁnie au chapitre 3 et
à la commande de type backstepping déﬁnie ci-dessus. De l’inégalité (3.65), nous avons
trouvé que V˙o ≤ −δVo + µψ
√
Vo. La dérivée temporelle de Voc (4.32) peut être écrite
comme suit :
V˙oc ≤ −δVo + µψ
√
Vo
−w1z21 − w2z22 − w3z23
−pψf
J
z1C1ǫ1 +
fv
J
z1B1ǫ2 +
z1
J
ǫ3,
(4.33)
avec B1 = [0 1].
Considérons les inégalités suivantes :
‖z1‖ ‖ǫ1‖Sρ11 ≤
ξ1
2
‖ǫ1‖2Sρ11 +
1
2ξ1
‖z1‖2
‖z1‖ ‖ǫ2‖Sρx ≤
ξ2
2
‖ǫ2‖2Sρx + 12ξ2 ‖z1‖
2
‖z1‖ ‖ǫ3‖Sρθ ≤
ξ3
2
‖ǫ2‖2Sρθ +
1
2ξ3
‖z1‖2 .
(4.34)
A partir des équations (4.34) et (4.33), en regroupant les diﬀérents termes correspondants
à (‖ǫ1‖, ‖ǫ2‖, ‖ǫ3‖ ‖z1‖, ‖z2‖) et ‖z3‖)
V˙oc ≤ −δVo + µψ
√
Vo
−ϑ1 ‖ǫ1‖2Sρ11 − ϑ2 ‖ǫ2‖
2
Sρx
− ϑ3 ‖ǫ3‖2Sρθ
−ϑ4(‖z1‖2)− ϑ5(‖z2‖2)− ϑ6(‖z3‖2)
(4.35)
où ϑ1 = (
pψf
J
) ξ1
2
, ϑ2 = (
−fv
J
) ξ2
2
, ϑ3 =
−ξ3
2J
,
ϑ4 = w1 +
pψf
2Jξ1
− −fv
2Jξ2
− 1
2Jξ3
, ϑ5 = w2, ϑ6 = w3.
Les paramètres δ, w1, w2 et w3 sont choisis tel que ϑ4, ϑ5 et ϑ6 sont des constantes
positives. En prenant ϑ = min(ϑ1, ϑ2, ϑ3), et ϑ′ = min(ϑ4, ϑ5, ϑ6), alors l’inégalité (4.35)
devient :
V˙oc ≤ −(δ + ϑ)Vo + µψ
√
Vo
−ϑ′(‖z1‖2 + ‖z2‖2 + ‖z3‖2) (4.36)
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où
V˙oc ≤ −ηVoc + µψ
√
Voc, (4.37)
avec η = min(δ + ϑ, ϑ′). Soit le changement de variable suivant voc = 2
√
Voc. La dérivée
temporelle de voc satisfait l’inégalité suivante :
v˙oc ≤ −ηvoc + ψµ. (4.38)
De l’équation (4.38) et le théorème 1, nous obtenons ℘(t, l) = −ηl + ψµ :
l˙ = ℘(t, l), l(t0) = l0 ≥ 0. (4.39)
L’ensemble des solutions de (4.39) est :
voc = voc(t0)e
−η(t−t0) +
ψµ
η
(1− e−η(t−t0)). (4.40)
Pareillement, en utilisant la même méthode que la preuve du théorème 2, nous prouvons
que (4.39) est pratiquement uniformément fortement stable (voir Corollaire 1). Ainsi,
les dynamiques des erreurs du système en boucle fermée sont pratiquement fortement
uniformément stables dans la boule B~oc de rayon ~oc déﬁni ~oc =
ψµ
η
.
Résultats de simulation : la commande associée à l’observateur adaptatif
interconnecté
Les paramètres de l’observateur adaptatif interconnecté sont choisis de manière à satisfaire
les conditions de convergence (3.64) en utilisant la méthode présentée (Traore, 2008) :
̟ = 80, k = 0.05, kc1 = 0.001, kc2 = 0.1, ρ1 = 2500, ρx = 6000 et ρθ = 100.
Les paramètres de la commande sont choisis de la manière suivante :
w1 = 1000, w2 = 1000 et w3 = 1500. Pour cela, il est à noter que w1, w2 caractérisent les
réponse en BF des dynamiques mécaniques alors que w3 caractérise celles électriques.
Le schéma global de test est donné par la ﬁgure (4.16). Contrairement aux autres observa-
teurs conçus au chapitre précédent, l’observateur adaptatif interconnecté permet d’estimer
le couple de charge ainsi que la valeur de la résistance statorique. Les ﬁgures (4.17), (4.18),
(4.19) et (4.20) dépeignent les résultats obtenus dans la cas nominal. La ﬁgure (4.17-a)
illustre la vitesse estimée et celle mesurée tandis que la ﬁgure (4.17-b) montre l’erreur d’es-
timation de la vitesse. Nous remarquons que la vitesse estimée suit bien sa référence avec
une bonne dynamique et précision. Également, nous constatons les bonnes estimations de
la résistance et du couple de charge exposées par les ﬁgures (4.19) et (4.20) respectivement.
Concernant la robustesse, des essais ont été eﬀectués avec des variations sur la valeur de
la résistance statorique de +50% et puis de −50% par rapport sa valeur nominale. Les
ﬁgures (4.21), (4.22) et (4.23) montrent les résultats lors d’une variation de +50% sur la
valeur de la résistance statorique. Ces résultats sont globalement similaires à ceux obtenus
avec les paramètres nominaux.
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Un second test de robustesse, a été réalisé pour une variation de −50% sur la valeur de
la résistance statorique. Les estimations de la vitesse , de la résistance et du couple de
charge sont exposées dans les ﬁgures (4.24), (4.25) et (4.26) respectivement. Ces résultats
sont similaires à ceux obtenus lors d’une variation +50% sur la résistance statorique.
De ces essais, il en résulte que le système en boucle fermée répond de façon satisfaisante
en termes de suivi de trajectoire, rejet de perturbation et est assez robuste vis-à-vis des
variations paramétriques.
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Figure 4.18: Cas nominal : estimation de la position.
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Figure 4.19: Cas nominal : estimation de Rs.
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Figure 4.20: Cas nominal : estimation du couple de charge Tl.
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Figure 4.21: +50%Rs : estimation de la vitesse.
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Figure 4.22: +50%Rs : estimation de Rs.
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Figure 4.23: +50%Rs : estimation du couple de charge Tl.
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Figure 4.24: −50%Rs : estimation de la vitesse.
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Figure 4.25: −50%Rs : estimation de Rs.
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Figure 4.26: −50%Rs : estimation du couple de charge Tl.
4.5 Commande par modes glissants d’ordre supérieur de type homogène 107
4.5 Commande par modes glissants d’ordre supérieur
de type homogène
4.5.1 Introduction
La commande par modes glissants d’ordre supérieur quasi-continue a été récemment dé-
veloppée par (Levant, 2005a) selon le principe de l’homogénéité (Levant, 2005). Ce type
de commande appartient à la théorie des systèmes à structure variable. Elle assure la
stabilisation à zéro en temps ﬁni.
Les avantages de cette commande sont :
– la convergence en temps ﬁni,
– l’annulation de chattering pour des degrés relatifs r > 1,
– la robustesse vis-à-vis des incertitudes paramétriques et des perturbations.
Nous introduisons quelques préliminaires aﬁn de concevoir une commande de mode glis-
sant d’ordre supérieur de type homogène pour la MSAP.
Considérons un système non linéaire incertain :
x˙ = f(t, x) + g(t, x)u
y = σ(t, x)
(4.41)
où x ∈ ℜn est l’état, n est aussi incertaine et u ∈ ℜ est l’entrée de commande. σ : ℜn+1 →
ℜ est une fonction incertaine lisse de sortie. Egalement, f(t, x) et g(t, x) sont des fonctions
incertaines lisses.
L’objectif est de déterminer une commande qui contraint σ(t, x) et ses r − 1 premières
dérivées à zéro en temps ﬁni.
Supposons que :
Hypothèse 4
Le degré relatif r du système (4.41) par rapport σ est supposé connu et constant.
Définition 8 (Levant, 2005a)
Considérons le système non linéaire (4.41), bouclé par une commande discontinue. Alors,
si 1 σ, σ˙, · · · , σ(r−1) sont des fonctions continues, l’ensemble
σ = σ(x, t) = σ˙(x, t) = · · · = σ(r−1)(x, t) = 0,
appelé ensemble glissant d’ordre "r", est non vide et est localement un ensemble intégral
dans le sens de Filippov (Filippov, 1988) ; les trajectoires sur σr sont appelées "mode
glissant d’ordre r" par rapport à la variable de glissement "σ".
1. σ(·)(k) (k ∈ IN) notent la kieme dérivée temporelle de la fonction σ(·). Cette notation sera aussi
utilisée pour tout autre fonction.
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D’après (Levant, 2005a), il existe le vecteur F (t, x) et la matrice G(t, x) tels que :
σ(r) = F (t, x) +G(t, x)u (4.42)
où F (t, x) = σ(r)|u=0, G(t, x) = ∂σ(r)∂u | 6= 0.
Hypothèse 5
L’équation (B.2) est supposée admettre des solutions au sens de Filippov (Filippov, 1988)
sur l’ensemble de glissement σr et les trajectoires du système sont supposées extensibles
infiniment en temps pour toute entrée bornée mesurable (Levant, 1993).
Hypothèse 6
Les fonctions F (t, x) et G(t, x) sont des fonctions incertaines bornées et, sans perte de
généralité, supposons que le signe du terme G(t, x) soit constant et strictement positif.
Alors, il existe Km ∈ IR+∗, KM ∈ IR+∗, C0 ∈ IR+ tels que
0 < Km ≤ ∂σ
(r)
∂u
≤ KM , σ(r)|u=0 ≤ C. (4.43)
Pour x ∈ X ⊂ IRn, X étant un ouvert borné de IRn dans lequel sont les trajectoires du
système. De plus l’entrée de commande u est bornée.
La commande par modes glissants est une fonction continue de σ, σ˙, ..., σ(r−1), sauf sur les
surfaces de modes glissants d’ordre r déﬁni par σ = σ˙ = ... = σ(r−1) = 0.
La stabilisation ﬁnie du système (4.41) à l’origine établie dans la suite, a été prouvée par
(Levant, 2005) :
Theorem 2. Supposons que les constantes β1, β2, ..., βr−1 et α soient positives. Elle sont
choisies assez grandes dans l’ordre lexicographique, alors la commande est déﬁnie par :
u = Ψr−1,r(σ, σ˙, ..., σ(r−1)) (4.44)
C’est une commande homogène d’ordre r qui assure la stabilité de (4.41) et (4.44) en
temps ﬁni, où
ϕ0,r = σ, N0,r = |σ|, Ψ0,r = ϕ0,r/N0,r = sign(σ).
ϕi,r = σ
(i) + βiN
(r−i)/(r−i+1)
(i−1,r) Ψi−1,r
Ni,r = |σ(i)|+ βiN (r−i)/(r−i+1)(i−1,r) Ψi−1,r
Ψi,r = ϕi,r/Ni,r.
De plus, Ni,r est une valeur positive, (Ni,r = 0 si σ = σ˙ = ... = σ(r−1) = 0). L’inégalité
|Ψr−1,r(σ, σ˙, ..., σ(r−1))| ≤ 1 est vériﬁée quand Ni,r > 0 pour i = 1, ..., r − 1.
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La fonction Ψr−1,r(σ, σ˙, ..., σ(r−1)) est continue partout sauf sur le point où σ = σ˙ = ... =
σ(r−1) = 0.
La stabilité, en temps ﬁni, du mode glissant d’ordre r est établie dans le système (4.41)-
(4.44).
Le choix des paramètres β1, β2, ..., βr−1, α > 0 détermine une famille de commande valable
pour les systèmes (4.41) de degré relatif r. Le paramètre α est choisi spéciﬁquement pour
toute les valeurs ﬁxes Km, KM , C.
La commande (4.44) pour r = 1 et r = 2 est choisie comme suit :
r = 1 : u = −αsign(σ)
r = 2 : u = −α {σ˙+|σ|
1
2 sign(σ)}
|σ˙|+|σ| 12
(4.45)
4.5.2 Application de la commande à la MSAP
Nous synthétisons une commande par modes glissants d’ordre supérieur de type homo-
gène qui garantit une performance robuste vis-à-vis des incertitudes paramétriques et des
perturbations. La stratégie de cette commande a été brièvement présentée dans la section
au-dessus. Les objectifs de cette commande sont : de permettre à la vitesse (Ω) de la
MSAP de suivre sa trajectoire de référence déﬁnie par le benchmark “Commande sans
capteur mécanique” (Figure 2.4) et de contraindre le courant direct id à zéro.
Soient σ1 et σ2 les variables de glissement déﬁnies par :
σ1
σ2
=
Ω− Ω∗
id − i∗d
(4.46)
De l’équation (2.18), le degré relatif de σ1 et de σ2 par rapport à l’entrée u est égal à deux
(r1 = 2) et un (r2 = 1) respectivement.
De l’équation (2.18), les dérivées seconde et première des variables de glissement sont
données par :
[
σ¨1
σ˙2
]
=
[
ξ1
ξ2
]
+ φ
[
ud
uq
]
(4.47)
avec
ξ1 =
pψf
J
{−pψf
Ls
Ω− pΩid − RsLs iq} −
fv
J
{pψf
J
iq − fvJ Ω} − Ω¨∗
ξ2 = −RsLs id + pΩiq
(4.48)
φ =
[
0 φ12
φ21 0
]
=
[
0
pψf
JLs
1
Ls
0
]
(4.49)
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Sachant que les paramètres de la MSAP varient par rapport à leurs valeurs nominales.
Les valeurs de ξ1, ξ2 et φ dépendent donc des valeurs nominales et des incertitudes des
paramètres. ces diﬀérentes variations ont été formalisées de la manière suivante :
ξ1 = ξ10 +∆ξ1
ξ2 = ξ20 +∆ξ2
φ = φ0 +∆φ
(4.50)
avec ξ10, ξ20 et φ0 les valeurs nominales bien connues et ∆ξ1, ∆ξ2 et ∆φ l’ensemble des
incertitudes dues aux variations paramétriques et aux perturbations. Supposons que ces
incertitudes soient bornées.
Remarque 13 Ces incertitudes agissent comme des perturbations additives du système
nominal qui ne satisfont pas la “matching condition” mais qui sont différentiables.
La loi de commande u déﬁnie à partir des valeurs nominales ξ10, ξ20 et φ0 qui sont les
grandeurs xi1, xi2 et φ sans incertitude et appliquée à la MSAP[
ud
uq
]
= φ0
−1
[
−
[
ξ10
ξ20
]
+
[
u1
u2
]]
. (4.51)
La matrice φ0 est inversible. u1 et u2 sont les “nouvelles” commandes. Contrairement à la
commande par modes glissants classique, ces nouvelles commandes sont des commandes
quasi-continues. D’après (Levant, 2005a), elles sont calculées de la manière suivante :
[
u1
u2
]
=
 −α2.sign(σ2)−α1.{σ˙1+|σ1| 12 sign(σ1)}|σ˙1|+|σ1| 12
 (4.52)
Où α1 et α2 sont des constantes positives. σ˙1 est la première dérivée de σ1 représentée par :
σ˙1 =
pψf
J
iq − fv
J
Ω− Ω˙∗
4.6 Résultats de simulation
Aﬁn d’évaluer l’ensemble de la commande et l’observateur super twisting, nous avons
réalisé des essais selon le benchmark "Commande Sans Capteur Mécanique" (Fig.2.4).
Les diﬀérents tests sont eﬀectués sur une machine synchrone à aimants permanent à
pôles lisses dont les caractéristiques sont données par le tableau (3.1). Des variations
paramétriques sur l’observateur et la commande par rapport aux valeurs nominales sont
eﬀectuées pour réaliser des essais de robustesse de la commande de mode glissant d’ordre
supérieur de type homogène.
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La commande associée à l’observateur super twisting
Remarque 14 Puisque cet observateur converge en temps fini, il nous suffit d’appliquer
la commande avec l’état estimé après que l’observateur ait convergé.
Satisfaisant les conditions (3.22), les paramètres de l’observateur super twisting sont choi-
sis comme suit :
α1,1,= 10, α1,2 = 10, α2,1 = 500 et α2,2 = 500.
Les paramètres de la commande sont choisis de la manière suivante :
α1 = 9 ∗ 104 et α2 = 3 ∗ 103.
Pour le cas nominal, les essais correspondants sont montrés sur la ﬁgure (4.27).
Des tests de robustesse sur l’ensemble “observateur+commande” sont eﬀectués. Ces tests
sont réalisés en terme de variations paramétriques dans les algorithmes d’observateur et
de commande par rapport aux valeurs nominales. Nous varions donc la résistance stato-
rique Rs de +50% puis de −50%. Ces cas sont présentés par les ﬁgures (4.29) et (4.30)
respectivement.
Pour continuer, un second test de robustesse a été réalisé pour une variation de +20%
et de −20% sur la valeur nominale de l’inductance statorique Ls dans les paramètres de
l’ensemble “observateur+commande” (ﬁgures 4.31 et 4.32).
De plus, une variation de +50% sur la valeur de l’inertie totale est présentée par la ﬁgure
(4.33).
Ces résultats conﬁrment la robustesse de la commande non linéaire de mode glissant
d’ordre supérieur de type homogène.
112 Commande non linéaire sans capteur
0 2 4 6 8 10 12
0
50
100
150
200
250
300
350
a
Temps (s)
V
it
es
se
 (r
ad
/s
)
 
 
Wréelle
Wobs
0 2 4 6 8 10 12
−5
0
5
10
x 10−3 b
Temps (s)
L
’é
ca
rt
 d
e 
la
 v
it
es
se
 (r
ad
/s
)
Figure 4.27: Cas nominal : a- Vitesse b- Erreur de la vitesse
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Figure 4.28: Cas nominal : estimation de la position.
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Figure 4.29: Variation de +50%Rs : a- Vitesse b- Erreur de la vitesse
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Figure 4.30: Variation de −50%Rs : a- Vitesse b- Erreur de la vitesse
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Figure 4.31: Variation de +20%Ls : a- Vitesse b- Erreur de la vitesse
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Figure 4.32: Variation de −20%Ls : a- Vitesse b- Erreur de la vitesse
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Figure 4.33: Variation de +50%J : a- Vitesse b- Erreur de la vitesse
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4.7 Conclusion
Dans ce chapitre, sont présentées diﬀérentes lois de commande non linéaire sans capteur
mécanique de la machine synchrone à aimants permanents à pôles lisses. Premièrement,
une commande par modes glissant d’ordre supérieur à trajectoires pré-calculées est pré-
sentée. L’analyse détaillée de sa convergence est montrée. Cette commande est associée
à deux observateurs diﬀérents : d’abord, l’observateur basé sur le modèle complet et en-
suite, l’observateur basé sur la FEM. Dans la suite de ce chapitre, une commande de
type backstepping est conçue. Elle est utilisée avec deux observateurs diﬀérents. Dans un
premier temps, la commande backstepping est associée à l’observateur super twisting. La
commande est ensuite liée à l’observateur adaptatif interconnecté. L’analyse de stabilité
de chaque cas est présentée. En ﬁn, une commande de mode glissant d’ordre supérieur
de type homogène est élaborée. Cette commande est liée à l’observateur super twisting.
Chaque cas de l’ensemble “commande + observateur” cité au-dessus est validé en simu-
lation selon le benchmark “Commande Sans Capteur Mécanique” (Fig 2.4). Le tableau
(4.1) résume les performances globales des lois de commande élaborées.
Table 4.1: Performances globales des lois de commande élaborées
Commande
MGOS “traj. pré-calculée” Backstepping MGOS “Homogène”
simplicité de développement ∗ ∗ ∗∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗∗
Facilité de réglage ∗ ∗ ∗ ∗ ∗ ∗∗ ∗ ∗ ∗∗
Temps de calcul 36 µs 16 µs 36 µs
Chapitre 5
Conclusions et perspectives
La machine synchrone à aimants permanents est très présente dans les applications in-
dustrielles, en raison de sa compacité, sa faible inertie, son rendement, sa robustesse et sa
puissance massique élevée.
Le travail présenté dans cette thèse a porté sur la commande non linéaire sans capteur de la
machine synchrone à aimants permanents. Ces travaux ont eu pour but de synthétiser des
observateurs qui estiment les grandeurs mécaniques non mesurables (vitesse, position,..)
en utilisant exclusivement des grandeurs électriques mesurées (courants statorique, ten-
sions statoriques) et de proposer des lois de commande associées à ces observateurs qui
garantissent des hautes performances statiques et dynamiques. Chaque loi de commande
élaborée a été validée sur un benchmark industriel pour la commande sans capteur mé-
canique.
Dans un premier temps nous avons donné une brève description des machines synchrones
à aimants permanents ainsi qu’une classiﬁcation de ces dernières. le modèle mathématique
dans les diﬀérents repères (triphasé, ﬁxe (α− β) et synchrone (d− q)) de chaque type de
cette machines.
Nous avons mené à bien une étude sur les conditions d’observabilité de la machine syn-
chrone à aimants permanents. Cette étude nous a permis de conclure que si la vitesse et
la position sont considérées comme des sorties mesurées alors la machine synchrone à ai-
mantes permanents est observable. Dans le cas où la mesure de la vitesse et de la position
ne sont pas disponibles (commande sans capteur mécanique), l’étude de l’observabilité
a montré que la machine synchrone à aimants permanents à pôles lisses (MSAPPL) est
inobservable à vitesse nulle tandis que l’observabilité de la machine synchrone à aimants
permanents à pôles saillants (MSAPPS) ne peut être établie dans le cas où la vitesse est
nulle sauf sous la condition donnée par (2.32).
La synthèse des observateurs non linéaires pour la machine synchrone à aimants perma-
nents à pôles lisses sans capteur mécanique a été une des contributions principales de nos
travaux. Ces observateurs estiment les grandeurs mécaniques non mesurables (vitesse,
position) à partir des mesures disponibles (courants statoriques et tensions statoriques).
Premièrement, deux observateurs à modes glissants d’ordre un, dont un basé sur la FEM
et l’autre basé sur le modèle complet, ont été présentés. Ces deux observateurs ont été
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validés expérimentalement. Ces résultats montrent que l’observateur basé sur la FEM est
plus sensible aux variations paramétriques. Au contraire, le deuxième observateur d’ordre
complet est robuste vis-à-vis de ces tests. L’erreur de la vitesse estimée de cet observateur
est minime même au moment de l’accélération. Ensuite, un observateur à mode glissant
d’ordre supérieur a été élaboré. Cet observateur est basé sur l’algorithme du super twis-
ting. Enﬁn, un observateur adaptatif interconnecté a été conçu. Contrairement aux trois
premiers observateurs, l’observateur adaptatif interconnecté estime de plus le couple de
charge ainsi que la résistance statorique. Les observateurs synthétisés ont été testés sur
un benchmark spéciﬁque déﬁni pour la commande sans capteur mécanique de la machine
synchrone à aimants permanents. La stabilité de chaque observateur à été démontrée.
La conception des commandes non linéaires sans capteur mécanique pour la machine
synchrone à aimants permanents constitue la contribution majeure de nos travaux. Souli-
gnons que lors de la synthèse des algorithmes de commande, notre objectif était de mettre
en oeuvre des lois de commandes robustes, de démontrer la stabilité globale de l’ensemble
"Commande+Observateur" et de les valider sur le benchmark "Commande sans capteur
mécanique".
Par conséquent, nous avons d’abord proposé une loi de commande basée sur les modes
glissants d’ordre supérieur à trajectoires pré-calculées. Cette commande permet non seule-
ment de réduire les phénomènes de "chattering" mais aussi de garantir la convergence en
temps ﬁni. Cette commande a été combinée avec deux observateurs diﬀérents : l’observa-
teur basé sur le modèle complet et l’observateur basé sur la FEM. L’analyse de la stabilité
de l’ensemble (commande+observateur) de chaque cas a été détaillée. Chaque cas a été
testé sur un benchmark spéciﬁque déﬁni pour la commande sans capteur mécanique de la
machine synchrone a aimants permanents. Les résultats obtenus avec des tests de robus-
tesse vis-à-vis des variations paramétriques (résistance statorique, inductance statorique)
ont montré les performances des schémas proposés.
Nous avons ensuite présenté une loi de commande de type backstepping. Cette commande
à été associée dans un premier temps à l’observateur super twisting, puis à l’observateur
adaptatif interconnecté. La stabilité de l’ensemble (commande+observateur) de chaque
cas a été démontrée. Les résultats de simulation correspondants ont été présentés.
Enﬁn, une commande de type mode glissant d’ordre supérieur quasi-continue a été élabo-
rée. Cette commande garantit la convergence en temps ﬁni. Elle a été liée à l’observateur
super twisting. Le dernier ensemble a été testé selon le benchmark “Commande sans cap-
teur mécanique”.
A la lumière des résultats obtenus au cours de nos travaux, un certain nombre de perspec-
tives peut être envisagé. Les axes de recherche suivants sont recommandés pour continuer
cet eﬀort :
• la validation expérimentalement des lois de commande sans capteur qui ont été
conçues,
• l’amélioration des performances de lois de commande sans capteur conçues en tenant
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compte de non linéarité du convertisseur,
• la modiﬁcation des observateurs de la commande dans le but d’utiliser l’observateur
dits "observateur-hybride". En d’autres termes, à basse vitesse y compris à l’arrêt,
la méthode d’injection de signal sera appliquée. Au-delà, l’observation classique
prendra le relais,
• l’extension de l’étude pour la machine synchrone à aimants permanents à pôles
saillants et à réluctance,
• la modiﬁcation des observateurs de la commande pour inclure du diagnostic en ligne.
Cette technique permettra donc de prendre en compte les défauts possibles de la
machine lors de sa commande (comme par exemple les courts-circuits statoriques).
Cela nous permet de détecter les défauts et puis de les isoler. Dans ce cas, une
reconﬁguration de commande pourra être mise en place.
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Annexe A
Descriptif de la plate-forme
Le banc d’essais situé à l’IRCCyN (Web) est destiné à la mise en oeuvre d’algorithmes
de commande et d’observation de machines électriques. Les constituants principaux de ce
banc d’essai sont :
1. Matériel :
– Machine synchrone à aimants permanents à pôles lisses Leroy Somer FM 142 E2
B300 2, 83kW .
– Machine synchrone à aimants permanents à pôles saillants Leroy Somer 95 DSC
060 30 1, 7kW .
– Charge dynamique de type moteur synchrone Invensys/Parvex HD 640EM .
– Un ensemble carte temps réel DSPACE DS1103 (power-PC 333MHz) et les in-
terfaces permettant les mesures de position, vitesse, courants (2) et tensions (2)
ﬁltrées, couple entre machine testée et machine de charge (DC).
– Deux onduleurs de laboratoire (Haute tension : ARCEL/GE44 et basse ten-
sion :LESIR)
– Un variateur numérique mono-axe DIGIVEX DSD 16/32-400T permettant le
contrôle de la machine de charge (vitesse ou couple).
– Un ordinateur type PC de développement et de supervision.
2. Logiciels :
Matlab R2008a, Simulink, ControlDesk.
L’ensemble des éléments matériels et logiciels a été intégré selon le schéma (A.1) :
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Figure A.1: Schéma général de la plate-forme.
Annexe B
Détail de la synthèse de la commande
mode glissant d’ordre supérieur
Remarque 15 Cette loi de commande peut être synthétisée dans un contexte monova-
riable ( (Levant, 2001), (Plestan, 2008)) ou bien dans un contexte multivariable ( (Ples-
tan, 2008)).
B.0.1 Formulation du problème
Considérons un système non linéaire incertain
x˙ = f(x) + g(x)u
y = h(x)
(B.1)
où x ∈ IRn est l’état, u ∈ IR est l’entrée de commande et h(x) ∈ IR est une sortie
déﬁnie pour satisfaire les objectifs du contrôle. f(x) et g(x) sont des fonctions incertaines
lisses. Considérons l’écart de poursuite représenté par la variable de glissement s(x, t) =
h(x) − hd(t) où hd(t) est une trajectoire de référence suﬃsamment dérivable. Supposons
que
Hypothèse 7
Le degré relatif r de (B.1) par rapport à s(x, t) est supposé connu et constant. Les dyna-
miques de zéros associées sont stables.
L’objectif est de déterminer une commande qui contraint s(x, t) et ses r − 1 premières
dérivées à zéro en temps ﬁni.
Définition 9 (Levant, 2003)
Considérons le système non linéaire (B.1), bouclé par une commande discontinue. Alors,
si 1 s, s˙, · · · , s(r−1) sont des fonctions continues, l’ensemble
S
r = {x | s(x, t) = s˙(x, t) = · · · = s(r−1)(x, t) = 0},
appelé ensemble glissant d’ordre "r", est non vide et est localement un ensemble intégral
dans le sens de Filippov (Filippov, 1988) ; les trajectoires sur Sr sont appelées "mode
glissant d’ordre r" par rapport à la variable de glissement "s".
1. s(·)(k) (k ∈ IN) notent la kieme dérivée temporelle de la fonction s(·). Cette notation sera aussi
utilisée pour tout autre fonction.
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La commande par modes glissants d’ordre r permet la stabilisation à zéro en temps ﬁni
de la variable de glissement s et de ses r-1 premières dérivées temporelles d’ordre "r" en
déﬁnissant une fonction de commande discontinue convenable. D’après (Plestan, 2008),
il existe le vecteur ϕ1 et la matrice ϕ2 tels que
s(r) = ϕ1(x, t) + ϕ2(x)u (B.2)
où 2 ϕ2(x) = LgLr−1f s, ϕ1(x) = L
r
fs.
Hypothèse 8
L’équation (B.2) est supposée admettre des solutions au sens de Filippov (Filippov, 1988)
sur l’ensemble de glissement Sr et les trajectoires du système sont supposées extensibles
infiniment en temps pour toute entrée bornée mesurable (Levant, 1993).
Hypothèse 9
Les fonctions ϕ1(x, t) et ϕ2 sont des fonctions incertaines bornées et, sans perte de gé-
néralité, supposons que le signe du terme ϕ2 soit constant et strictement positif. Alors, il
existe Km ∈ IR+∗, KM ∈ IR+∗, C0 ∈ IR+ tels que
0 < Km < ϕ2 < KM |ϕ1(x, t)| ≤ C0. (B.3)
Pour x ∈ X ⊂ IRn, X étant un ouvert borné de IRn dans lequel sont les trajectoires du
système. De plus l’entrée de commande u est bornée.
Le problème de la stabilisation en temps ﬁni du système (B.1) avec une commande par
modes glissants d’ordre r est équivalent à la stabilisation en temps ﬁni de (B.4) (Plestan,
2008) qui satisfait les conditions de bornitudes globales (B.3)
Z˙1 = A11Z1 + A12Z2
Z˙2 = ϕ1 + ϕ2u
(B.4)
où ϕ1 et ϕ2 sont déﬁnies par (B.2), Z1 = [Z01 Z
1
1 · · · Zr−21 ]T := [s s˙ · · · s(r−2)]T et
Z2 = s
(r−1). A11 et A12 sont déﬁnies par
A11 =

0 1 . . . 0 . . .
... . . . . . . . . . . . .
... . . . . . . . . . . . .
0
. . . . . . . . . 1
0
. . . . . . . . . 0

(r−1)×(r−1)
A12 =

0
· · ·
0
0
1

(r−1)×1
. (B.5)
2. Considérons a(x) une fonction de valeurs réelles et b(x) un vecteur tel que a(x) et b(x) soient définis
sur X ⊂ IRn. On note alors Lba la dérivée de Lie définie par Lba = ∂a∂xb(x).
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B.0.2 Synthèse de la commande par modes glissants d’ordre su-
périeur à trajectoire pré-calculée
La synthèse d’une commande par modes glissants d’ordre supérieur pour le système (B.4)
repose sur l’idée suivante : la variable de glissement est déﬁnie pour que le système évolue,
dès t = 0, sur une surface de glissement. En outre, la variable de glissement et ses dérivées
temporelles atteignent l’origine en un temps ﬁni, malgré les incertitudes grâce à une
commande discontinue. La conception du contrôleur se réalise en deux étapes :
– une loi de commande linéaire à convergence en temps ﬁni est utilisée pour générer
les trajectoires de référence du système (B.4). Ces trajectoires induisent la déﬁnition
d’une surface de glissement sur laquelle le système évolue,
– conception d’une loi de commande discontinue ν maintenant les trajectoires du sys-
tème sur la surface glissante qui assurera l’établissement d’un mode de glissement
d’ordre r à t = tf malgré les incertitudes.
Génération d’une trajectoire par une commande linéaire à convergence en
temps fini (Plestan, 2008)
Considérons le système linéaire :
ζ˙ = A11ζ + A12w (B.6)
avec ζ := [ζ1 · · · ζr−1]T ∈ IRr−1 (r > 1) le vecteur d’état, w ∈ IR l’entrée de la commande
et A11, A12 déﬁnies par l’équation (B.4).
Hypothèse 10 Il existe un entier j tel que 1 ≤ j ≤ r − 1 et ζr−j(0) 6= 0 borné.
Dans (Plestan, 2008), une commande permettant la convergence en temps ﬁni du système
(B.6) est donnée par
w = KF r−1eFtTζr−j(0) (B.7)
avec F une matrice de dimension 2r× 2r et T un vecteur de dimension 2r× 1. Le vecteur
gain K de dimension 1 × 2r est calculé de manière à ce que le système (B.6) atteigne
l’origine en un temps ﬁni tf . En eﬀet, par analogie au principe développé dans (Engel
, 2002), K permet de ﬁxer les conditions ﬁnales de ζi (1 ≤ i ≤ r − 1) et les conditions
initiales et ﬁnales de w. Considérons que le système (B.6) est commandé par (B.7). Une
solution est (avec 1 ≤ j ≤ r − 1)
ζ1 = Ke
FtTζr−j(0)
ζ2 = KFe
FtTζr−j(0)
...
ζr−2 = KF r−3eFtTζr−j(0)
ζr−1 = KF r−2eFtTζr−j(0)
(B.8)
Le gain K permet de ﬁxer arbitrairement
1. Les conditions ﬁnales de ζ à l’instant t = tf , ζf := ζ(tf ), à condition de connaître les
conditions initiales ζ(0). Dans notre cas, la condition ﬁnale à atteindre est ζf = 0.
126 Détail de la synthèse de la commande mode glissant d’ordre supérieur
2. Les conditions initiales et ﬁnales de la loi de commande w. Dans le cas présent,
l’objectif est de stabiliser le système (B.6) à ζf = 0 en temps ﬁni t = tf . On a alors
wf := w(tf ) = 0.
Le problème revient donc à résoudre 2r équation en K, correspondant aux conditions
initiales et ﬁnales de chacune des r variables d’état et entrée de commande.
(a) w(0) = KF r−1Tζr−j(0) → KF r−1Tζr−j(0) = w(0)
(b) w(tF ) = KF
r−1eFtfTζr−j(0) → KF r−1eFtfT = 0
(c) ζr−1(0) = KF r−2Tζr−j(0) → KF r−2Tζr−j(0) = ζr−1(0)
(d) ζr−1(tf ) = KF r−2eFtFTζr−j(0) → KF r−2eFtfT = 0
...
ζ1(0) = KTζr−j(0) → KTζr−j(0) = ζ1(0)
ζ1(tf ) = Ke
FtfTζr−j(0) → KeFtFT = 0
(B.9)
Le système de 2r équations ainsi formé permet de trouver les 2r valeurs du gain K.
Lemme 2 Il existe une matrice stable F (ses valeurs propres sont à parties réelles néga-
tives) et une matrice T telles que la matrice K définie par
K = [F r−1Tζr−j(0) | F r−1eFtfT | F r−2Tζr−j(0) | F r−2eFtfT | · · · | Tζr−j(0) | eFtfT ]
(B.10)
soit inversible.
A partir du lemme 2, le système (B.9) composé de 2r équations linéaires admet une seule
solution K qui est
K = [w(0) 0 ζr−1(0) 0 · · · ζ1(0) 0] · K−1 (B.11)
Lemme 3 (Plestan, 2008) Considérons le système linéaire (B.6) avec l’hypothèse 10
vérifiée. La loi de commande
w =
{
KF r−1eFtTζr−j(0) for 0 ≤ t ≤ tf
0 t > tf
(B.12)
avec F une matrice de dimension 2r× 2r, T un vecteur de dimension 2r× 1 satisfaisant
le lemme 2, 0 < tf < ∞ et le vecteur K de dimension 1 × 2r solution de (B.11), assure
que le système (B.6) rejoigne l’origine en un temps fini tf .
Remarque 16
L’hypothèse 10 n’est pas restrictive. En effet, s’il existe au moins une variable d’état dont
la valeur initiale n’est pas égale à 0, l’hypothèse est vérifiée. Sinon, cela implique que le
vecteur d’état est égal à 0 : dans ce cas, cela signifie que le système (B.6) est déjà à
l’origine ; w = 0 maintient donc le système dans cette position.
Remarque 17
Le choix d’une matrice F stable et d’un instant tf borné implique que K est borné. Il
existe alors une valeur Θ0 > 0 telle que
|KF r−1eFtTζr−j(0)| < Θ0. (B.13)
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Calcul de la variable et la surface de glissement
Dans la section précédente, la génération d’une trajectoire par la commande linéaire est
présentée. Cette commande permet de calculer les trajectoires de référence permettant de
faire converger un système non linéaire en temps ﬁni. Considérons la première partie du
système (B.6) avec Z1 = [Z01 Z
1
1 · · · Zr−21 ]T := [s s˙ · · · s(r−2)]T (r > 1),
Z˙1 = A11Z1 + A12Z2. (B.14)
L’état Z2 est considéré comme l’entrée du système (B.14). Supposons que
Hypothèse 11 Il existe un entier j tel que 1 ≤ j ≤ r et Zr−j1 (0) 6= 0 borné.
A partir des lemmes 2 et 3, la loi de commande Z2 (Z2 = s(r−1)) assurant Z1(tf ) =
Z2(tf ) = 0, s’écrit
Z2(t) = KF
r−1eFtTZr−j1 (0)− λr−2[Z(r−2)1 −KTF (r−2)eFtZ(r−j)1 (0)]
− · · · − λ0[Z01 −KTeFtZ(r−j)1 (0)]
(B.15)
avec F une matrice stable de dimension 2r × 2r et T un vecteur de dimension 2r × 1.
K est une matrice de gain déﬁni tel que le système (B.14) soit stabilisé à l’origine en un
temps ﬁni tf . λr−2, · · · , λ0 sont déﬁnis tel que P (z) = z(r−1) + λr−2z(r−2) + · · ·+ λ0 soit
un polynôme d’Hurwitz en la variable z. Le gain K est déﬁni comme suite
K =
[
Z2(0) 0 Z
r−2
1 (0) 0 · · · Z01 (0) 0
] · K−1. (B.16)
Hypothèse 12 Il existe une constante Θ > 0 tel que, pour 0 ≤ t ≤ tf ,
| −KTF reFtZ(r−j)1 (0) + λr−2[Z(r−1)1 −KTF r−1eFtZ(r−j)1 (0)]
+ · · ·+ λ0[Z11 −KTFeFtZ(r−j)1 (0)]| < Θ
(B.17)
Soit σ(Z, t) la surface de glissement déﬁnie par
σ(Z, t) = Z2 −KTF r−1eFtZ(r−j)1 (0) + λr−2[Z(r−2)1 −KTF r−2eFtZ(r−j)1 (0)]
+ · · ·+ λ0[Z01 −KTeFtZ(r−j)1 (0)].
La commande linéaire du système (B.4) est utilisée pour générer la trajectoire désirée de
Z2. La dynamique permettant d’obtenir la stabilisation en temps ﬁni du vecteur [ZT1 Z2]
T
en zéro est donnée par l’équation σ(Z, t) = 0. La surface de glissement sur laquelle le
système (B.1) va évoluer via une commande discontinue ν est déﬁnie par
S = {Z | σ(Z, t) = 0}. (B.18)
En considérant l’équation (B.9-a), on obtient σ(Z, 0) = 0 à l’instant initial, le système
évolue continuellement sur la surface de glissement.
Synthèse de la commande
Après le calcul de la surface de glissement permettant une convergence vers l’origine en
temps ﬁni du système, une attention particulière est donnée à la synthèse de la loi de
commande discontinue ν qui force les trajectoires d’état du système à évoluer sur S. Une
fois la convergence établie, la loi de commande maintient le système sur la trajectoire de
référence.
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Théorème 3 (Plestan, 2008) Soit le système (B.1) possédant un degré relatif par rap-
port à s(x, t). Supposons que les hypothèses 7, 8, 9, 10 et 12 soient vérifiées. L’ordre de
glissement est fixé à r et le temps de convergence, fixé a priori, est tel que (0 < tf <∞).
Soit S ∈ IR une fonction définie par
S =

s(r−1) −KTF r−1eFts(r−j)(0) + λr−2[s(r−2) −KTF r−2eFts(r−j)(0)]
+ · · ·+ λ0[s(x, t)−KTeFts(r−j)(0)] pour 0 ≤ t ≤ tf
s(r−1) + λr−2s(r−2) + · · ·+ λ0s(x, t) pour t > tf
(B.19)
avec K l’unique solution de l’équation (B.16) F une matrice stable de dimension 2r×2r et
T un vecteur de dimension 2r× 1 tel que le Lemme 2 soit vrai. Alors, la loi de commande
ν définié par
ν = −αsign(S) (B.20)
avec
α ≥ C0 +Θ+ η
Km
, (B.21)
où C0, Km définis par l’hypothèse 9 (B.3), Θ défini par (B.17) et η condition de η-
attractivité (Utkin, 1992) assure l’établissement d’un régime glissant d’ordre r par rapport
à s. Le temps de convergence est fixé à priori à la valeur tf .
Preuve du théorème 3
La stabilisation en zéro et en temps ﬁni de [s s˙ · · · s(r−1)]T est réalisé par glissement
sur la surface déﬁnie par
S = {x ∈ X |S = 0}. (B.22)
La loi de commande discontinue assurant le glissement sur la surface S pour tout t ≥ 0,
satisfaite la condition
S˙ · S < −η |S| (B.23)
où η > 0 est une valeur réelle positive. Considérons maintenant deux cas
– 0 ≤ t ≤ tf
S˙ = ϕ1 + ϕ2 · ν −KTF reFts(r−j)(0) + λr−2[s(r−1)
−KTF r−1eFts(r−j)(0)] + · · ·+ λ0[s˙−KTFeFts(r−j)(0)]. (B.24)
Supposons que S > 0. On obtient alors
ϕ1 − ϕ2 · α−KTF reFts(r−j)(0) + λr−2[s(r−1) −KTF r−1eFts(r−j)(0)]
+ · · ·+ λ0[s˙−KTFeFts(r−j)(0)] < −η. (B.25)
sachant que 0 < Km < ϕ2 < KM |ϕ1| ≤ C0 et de l’hypothèse 12, l’équation (B.25)
donne
α > C0+Θ+η
Km
. (B.26)
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Supposons que S < 0. On obtient alors
ϕ1 − ϕ2 · α−KTF reFts(r−j)(0) + λr−2[s(r−1) −KTF r−1eFts(r−j)(0)]
+ · · ·+ λ0[s˙−KTFeFts(r−j)(0)] < η, (B.27)
sachant que 0 < Km < ϕ2 < KM |ϕ1| ≤ C0 et de l’hypothèse 12, l’équation (B.27)
donne
α > C0+Θ+η
Km
. (B.28)
– t > tf
S˙ = ϕ1 + ϕ2 · ν + λr−2s(r−1) + · · ·+ λ0s˙. (B.29)
Supposons que S > 0. On obtient alors
ϕ1 − ϕ2 · α + λr−2s(r−1) + · · ·+ λ0s˙ < −η. (B.30)
sachant que 0 < Km < ϕ2 < KM |ϕ1| ≤ C0 et de l’hypothèse 12, l’équation (B.30)
donne
α > C0+Θ+η
Km
. (B.31)
Supposons que S < 0. On obtient alors
ϕ1 − ϕ2 · α + λr−2s(r−1) + · · ·+ λ0s˙ < η, (B.32)
sachant que 0 < Km < ϕ2 < KM |ϕ1| ≤ C0 et de l’hypothèse 12, l’équation (B.32)
donne la condition suﬃsante suivante
α > C0+Θ+η
Km
. (B.33)
En utilisant la loi de commande ν = −αsign(S) et en respectant l’inéquation de
gain α > C0+Θ+η
Km
, la condition (B.23) est validée.
Implémentation de la loi de commande
La loi de la commande discontinue ν s’écrit
– pour 0 ≤ t ≤ tf , ν = −α · sign(S). A l’instant t = tf , le système satisfait s = s˙ =
s¨ = · · · s(r−1) = 0. Un régime de mode glissant d’ordre r est ainsi établi.
– Pour t > tf , l’objectif consiste simplement à maintenir le système dans l’état s =
s˙ = s¨ = · · · s(r−1) = 0, ce qui est assuré par la commande discontinue
ν = −α · sign(s(r−1) + λr−2s(r−2) + · · ·+ λ0s)
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Annexe C
Résultats expérimentaux de la
commande Backstepping
La commande du type Backstepping + les termes intégraux présentée dans le chapitre 3
a été testée sur le "Benchmark Commande Sans Capteur Mécanique".
Remarque 18 Cette loi de commande est fournie par la mesure de la position et la
vitesse.
La ﬁgure (C.1) montre une bonne poursuite de la vitesse mesurée vers la valeur désirée
ω∗, Cas nominal
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Figure C.1: Cas nominal : a- vitesse (rad/s) b- erreur de vitesse (rad/s)
b- couple de charge (Nm) d- courant “id (A)”.
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