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The purpose of this article is to deﬁne a capacity on certain topological measure spaces X
with respect to certain function spaces V consisting of measurable functions. In this
general theory we will not ﬁx the space V but we emphasize that V can be the classical
Sobolev space W 1,p(Ω), the classical Orlicz–Sobolev space W 1,Φ(Ω), the Hajłasz–Sobolev
space M1,p(Ω), the Musielak–Orlicz–Sobolev space (or generalized Orlicz–Sobolev space)
and many other spaces. Of particular interest is the space V := W˜ 1,p(Ω) given as the
closure of W 1,p(Ω)∩Cc(Ω) in W 1,p(Ω). In this case every function u ∈ V (a priori deﬁned
only on Ω) has a trace on the boundary ∂Ω which is unique up to a Capp,Ω -polar set.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The notion of capacity is fundamental to the analysis of pointwise behavior of Sobolev type functions. Depending on the
starting point of the study, the capacity of a set can be deﬁned in many appropriate ways. The Choquet theory [6] gives
a standard approach to capacities. Capacity is a necessary tool in classical and non-linear potential theory. One purpose of
this article is to introduce an extension of the classical p-capacity which we call the relative p-capacity. For example, given
an open set Ω ⊂ RN the classical p-capacity and the relative p-capacity can be used to decide whether a given function u
lies in W 1,p0 (Ω) or not. The notion of relative 2-capacity was ﬁrst introduced by Wolfgang Arendt and Mahamadi Warma
in [2] to study the Laplacian with general Robin boundary conditions on arbitrary domains in RN . For the investigation of
the p-Laplacian with generalized Robin boundary conditions on bad domains, such as the snowﬂake (the domain bounded
by the von Koch curve), the relative p-capacity plays an important role.
For results on the classical p-capacity and other capacities we refer the reader to the following books and the ref-
erences therein: David R. Adams and Lars I. Hedberg [1], Nicolas Bouleau and Francis Hirsch [4], Gustave Choquet [6],
Lawrence C. Evans and Ronald F. Gariepy [7], Juha Heinonen, Tero Kilpeläinen and Olli Martio [10], Jan Malý and
William P. Ziemer [13] and Vladimir G. Maz’ya [15]. For capacities on Orlicz–Sobolev spaces and their ﬁne behavior we
refer to a recent article of J. Malý, D. Swanson and W.P. Ziemer [14] and the references therein.
2. Preliminaries
2.1. Setting
Deﬁnition 2.1 (Type Λ). Let V be a real vector space. We will call a mapping ρ : V → [0,∞] a Luxemburg functional on V
and V = (V ,ρ) a Luxemburg space if
(M1) ρ(u) = 0 if and only if u = 0;
(M2) ρ(−u) = ρ(u) for all u ∈ V ;
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(M4) limλ→0+ ρ(λu) = 0 for all u ∈ V .
A Luxemburg space (V ,ρ) is endowed with the Luxemburg norm ‖ · ‖V given by
‖u‖V := inf
{
α > 0: ρ(u/α) 1
}
.
See [16, Theorem 1.5]. If in addition
(L1) ρ : (V ,‖ · ‖V ) →R+ := [0,∞) is continuous;
(L2) lim‖u‖V →∞ ρ(u) = ∞;
(L3) limρ(u)→0 ‖u‖V = 0,
then we say that (V ,ρ) is of type Λ. A Luxemburg space (V ,ρ) is called reﬂexive/complete if V with respect to the
Luxemburg norm is reﬂexive/complete.
Remark 2.2. If (V ,ρ) is a Luxemburg space, then ρ(u) ‖u‖V for all u ∈ V with ‖u‖V < 1 [16, Theorem 1.5(III)]. If in addi-
tion ρ is continuous [see property (L1)], then ρ(u/‖u‖V ) = 1 for all u ∈ V \ {0}. Moreover, ρ is weakly lower-semicontinuous
[5, Corollary III.8], in particular,
ρ(u) lim inf
un⇀u
ρ(un).
If (V ,‖ · ‖1) is a real normed vector space, then ρ(u) := ‖u‖1 is a Luxemburg functional on V , (V ,ρ) is a Luxemburg space
of type Λ and the Luxemburg norm ‖ · ‖V is equal to ‖ · ‖1. So completeness and reﬂexivity of a Luxemburg space of type Λ
is not automatic.
Deﬁnition 2.3 (Type Θ). By a topological measure space (abbreviated by tms) we mean the quadruple (X, τ ,Σ,μ) where
(X, τ ) is a topological space and (X,Σ,μ) a measure space. We will say that a topological measure space X is of type Θ if
(M1) (X, τ ) is a Hausdorff topological space;
(M2) (X,Σ,μ) is a complete measure space;
(M3) If U ⊂ X is open and Σ-measurable with μ(U ) = 0, then U = ∅;
(M4) Every open set U ⊂ X is the countable union of compact sets.
Remark 2.4. If X = (X, τ ,Σ,μ) is of type Θ , f , g ∈ C(X) are measurable and f = g μ-a.e. on X , then f = g everywhere
on X .
Deﬁnition 2.5 (Domination of type Θ). For j = 1,2 let X j = (X j, τ j,Σ j,μ j) be tms of type Θ . We will say that X2 domi-
nates X1, abbreviated by X1  X2, if
(D1) X1 ∈ Σ2 and Σ1 = Σ2 ∩ X1 = {M ∩ X1: M ∈ Σ2};
(D2) τ1 = τ2 ∩ X1 = {O 2 ∩ X1: O 2 ∈ τ2};
(D3) μ1(A)μ2(A) for all A ∈ Σ1.
Example 2.6. Let Ω1 ⊂ Ω2 be two non-empty open sets in RN , λ be the N-dimensional Lebesgue measure and Σ be the
σ -algebra of all Lebesgue-measurable sets in RN .
1. For j = 1,2 we let X j := Ω j , τ j := τRN ∩ X j , Σ j := Σ ∩ X j and deﬁne the measure μ j on (X j,Σ j) by μ j(B) := λ(B∩ X j).
Then (X j, τ j,Σ j,μ j) is a tms of type Θ and X1  X2.
2. For j = 1,2 we let X j := Ω j , τ j := τRN ∩ X j , Σ j := Σ∩ X j and deﬁne the measure μ j on (X j,Σ j) by μ j(B) := λ(B∩ X j).
Then (X j, τ j,Σ j,μ j) is a tms of type Θ and X1  X2.
Deﬁnition 2.7 (Class Υ ). Let X = (X, τ ,Σ,μ) be a tms of type Θ and denote by L0(X) the vector space of all real-valued
(equivalence classes of μ-a.e. equal) measurable functions on X . A subspace V ⊂ L0(X) equipped with a Luxemburg func-
tional ρ belongs to the class Υ = Υ (X, τ ,Σ,μ), brieﬂy V ∈ Υ , if it satisﬁes the following properties.
(V1) (V ,ρ) is a reﬂexive and complete Luxemburg space of type Λ;
(V2) The space V ∩ C(X) is dense in V ;
(V3) If un,u ∈ V and un → u then a subsequence of (un)n converges μ-a.e. to u;
(V4) V is a vector lattice with respect to the μ-a.e. pointwise ordering;
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(V6) For every c ∈R+ the mapping V → V , u 
→ u ∧ c is continuous.
Remark 2.8. From property (V5) we get that ρ(u+) ρ(u) for all u ∈ V . This implies that ‖u+‖V  ‖u‖V . Similarly, we get
that ρ(u−) = ρ((−u)+) ρ(−u) = ρ(u) and ‖u−‖V  ‖u‖V . Therefore
∥∥|u|∥∥V =
∥∥u+ + u−∥∥V 
∥∥u+∥∥V +
∥∥u−∥∥V  ‖u‖V + ‖u‖V = 2‖u‖V .
Deﬁnition 2.9 (Domination of class Υ ). For j = 1,2 let X j be a tms of type Θ and (V j,ρ j) of class Υ (X j). Then we say that
V2 dominates V1, abbreviated by V1  V2, if X1  X2, u2|X1 ∈ V1 for all u2 ∈ V2 and there is a constant c > 0 such that
ρ1(u2|X1 ) cρ2(u2) for all u2 ∈ V2.
Example 2.10 (Sobolev spaces). For p ∈ (1,∞) and Ω ⊂ RN open we let W 1,p(Ω) ⊂ Lp(Ω) be the ﬁrst-order Sobolev space
consisting of all functions u ∈ Lp(Ω) whose distributional derivatives of order one belong to Lp(Ω). Equipped with the
norm ‖ · ‖W 1,p(Ω) given by
‖u‖p
W 1,p(Ω)
:= ‖u‖pLp(Ω) +
∥∥|∇u|∥∥pLp(Ω),
the space W 1,p(Ω) is a reﬂexive Banach space. Let V := W˜ 1,p(Ω) be the closure of W 1,p(Ω) ∩ Cc(Ω) in W 1,p(Ω) and
ρ1,p,Ω(u) := ‖u‖W 1,p(Ω) . Then (V ,ρ1,p,Ω) is of class Υ (Ω) where the tms X := Ω is as in Example 2.6(2). Moreover, if
Ω1 ⊂ Ω2 are non-empty open sets in RN we get that W˜ 1,p(Ω1) W˜ 1,p(Ω2).
Deﬁnition 2.11 (N -function). A mapping Φ :R→R+ is called an N -function if
(N1) Φ is even and convex;
(N2) Φ(x) = 0 if and only if x= 0;
(N3) limx→0+ x−1Φ(x) = 0 and limx→∞ x−1Φ(x) = ∞.
Let Ψ : R → R+ be given by Ψ (y) := sup{x|y| − Φ(x): x  0}. Then Ψ is an N -function, called the complementary N -
function to Φ .
Deﬁnition 2.12 (The 2- and 2-condition). An N -function Φ is said to obey the global 2-condition if there exists a
constant C > 2 such that Φ(2x)  C · Φ(x) for all x ∈ R, abbreviated by Φ ∈ 2. We say that Φ obeys the global 2-
condition if the complementary N -function Ψ obeys the global 2-condition, abbreviated by Φ ∈ 2. Note that Φ ∈ 2 if
and only if there exists a constant c > 1 such that Φ(x) (2c)−1Φ(cx) for all x ∈R [17, Theorem 1.1.2, p. 3].
Example 2.13. For p ∈ (1,∞) the function Φp : R → R+ deﬁned by Φp(x) := |x|p/p is an N -function and Φp ∈ 2 ∩ 2.
Moreover, the complementary N -function to Φp is Φq where q ∈ (1,∞) is given by 1/p+1/q = 1. q is called the conjugate
index to p.
Deﬁnition 2.14 (Orlicz-space). Let Φ be an N -function and (X,Σ,μ) be a measure space. Then the Orlicz space LΦ(X) =
LΦ(X,Σ,μ) is given by
LΦ(X) := {u ∈ L0(X): ρΦ(u/α) < ∞ for some α > 0}
where ρΦ is the Luxemburg functional given by ρΦ(u) :=
∫
X Φ(u)dμ. The space L
Φ(X) endowed with the Luxemburg norm
‖ · ‖Φ is a Banach space [18, Theorem 3.3.10, p. 67]. If in addition Φ ∈ 2 ∩2, then LΦ(X) is reﬂexive [18, Theorem 4.2.10,
p. 112]. For reﬂexivity/p-convexity of Musielak–Orlicz spaces see [11]. Moreover, we have that ‖ f g‖L1  2‖ f ‖Φ‖g‖Ψ where
Φ and Ψ are complementary N -functions.
Example 2.15 (Orlicz–Sobolev spaces). For an N -function Φ and an open set Ω ⊂ RN we let W 1,Φ(Ω) ⊂ LΦ(Ω) ⊂ L1loc(Ω)
be the ﬁrst-order Orlicz–Sobolev space consisting of all functions u in the Orlicz space LΦ(Ω) whose distributional derivatives
of order one belong to LΦ(Ω). Then the Orlicz–Sobolev space W 1,Φ(Ω) is a Banach space for the Luxemburg norm ‖ · ‖1,Φ
associated to the Luxemburg functional
ρ1,Φ,Ω(u) :=
∫
X
Φ(u) + Φ(|∇u|)dλ.
If in addition Φ ∈ 2 ∩2, then W 1,Φ(Ω) is a reﬂexive Luxemburg space of type Λ:
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• For property (L2) see Rao and Ren [18, Corollary 5.3.4(iii), p. 174];
• For property (L3) see Rao and Ren [17, Theorem 1.2.7(iii), p. 16];
• For reﬂexivity: First check that ‖ · ‖ given by ‖u‖ := ∑|α|1 ‖Dαu‖Φ is equivalent to ‖ · ‖1,Φ and then identify
(W 1,Φ(Ω),‖ · ‖) with a closed subspace of (LΦ(Ω))N+1.
Let V := W˜ 1,Φ(Ω) be the closure of Cc(Ω) ∩ W 1,Φ(Ω) in W 1,Φ(Ω). Then (V ,ρ1,Φ,Ω) is of class Υ (Ω) where the tms
X := Ω is as in Example 2.6(2). Moreover, if Ω1 ⊂ Ω2 are non-empty open sets in RN , then W˜ 1,Φ(Ω1) W˜ 1,Φ(Ω2).
Deﬁnition 2.16 (V -admissibility). Let (V ,ρ) be of class Υ . We call a continuous and bijective function ψ : R+ → R+ V -
admissible if:
(A1) For all C > 0 there exists K (C) > 0 such that ψ(Ca) K (C)ψ(a) for all a > 0;
(A2) For all u, v ∈ V it holds true that (ψ ◦ ρ)(u ∨ v) (ψ ◦ ρ)(u) + (ψ ◦ ρ)(v).
We will call a V -admissible function ψ strongly V -admissible if for all u, v ∈ V
(ψ ◦ ρ)(u ∨ v) + (ψ ◦ ρ)(u ∧ v) (ψ ◦ ρ)(u) + (ψ ◦ ρ)(v).
Example 2.17. With the assumptions and notations of Example 2.10 and ψ(x) := xp we get that ψ is strongly W˜ 1,p(Ω)-
admissible. In fact, let u1,u2 ∈ W˜ 1,p(Ω). By considering the disjoint sets D1 := {x ∈ Ω: u1(x) < u2(x)}, D2 := {x ∈
Ω: u1(x) > u2(x)} and D3 := {x ∈ Ω: u1(x) = u2(x)} we get from Stampacchia’s lemma
‖u1 ∨ u2‖pW 1,p(Ω) =
∫
D1
|u2|p + |∇u2|p +
∫
D2
|u1|p + |∇u1|p +
∫
D3
|u1|p + |∇u1|p,
‖u1 ∧ u2‖pW 1,p(Ω) =
∫
D1
|u1|p + |∇u1|p +
∫
D2
|u2|p + |∇u2|p +
∫
D3
|u2|p + |∇u2|p .
From this we deduce that
ψ
(‖u1 ∨ u2‖W 1,p(Ω))+ ψ(‖u1 ∧ u2‖W 1,p(Ω))= ψ(‖u1‖W 1,p(Ω))+ ψ(‖u2‖W 1,p(Ω)).
Example 2.18. With the assumptions and notations from Example 2.15 and ψ(x) := x we get that ψ is strongly W˜ 1,Φ(Ω)-
admissible. In fact, let u1,u2 ∈ W˜ 1,Φ(Ω). By considering the disjoint sets D1 := {x ∈ Ω: u1(x) < u2(x)}, D2 := {x ∈ Ω:
u1(x) > u2(x)} and D3 := {x ∈ Ω: u1(x) = u2(x)} we get from Stampacchia’s lemma
ρ1,Φ(u1 ∨ u2) =
∫
D1
Φ(u2) + Φ
(|∇u2|)+
∫
D2
Φ(u1) + Φ
(|∇u1|)+
∫
D3
Φ(u1) + Φ
(|∇u1|),
ρ1,Φ(u1 ∧ u2) =
∫
D1
Φ(u1) + Φ
(|∇u1|)+
∫
D2
Φ(u2) + Φ
(|∇u2|)+
∫
D3
Φ(u2) + Φ
(|∇u2|).
From this we deduce that ρ1,Φ,Ω(u1 ∨ u2) + ρ1,Φ,Ω(u1 ∧ u2) = ρ1,Φ,Ω(u1) + ρ1,Φ,Ω(u2).
Deﬁnition 2.19 (Cutoff-property). Let (V ,ρ) be of class Υ , K ⊂ X compact and U ⊂ X open containing K . A function η ∈
V ∩ Cc(U ) is called a (K ,U )-cutoff function if
(K1) η ≡ 1 on K and 0 η 1 on X ;
(K2) The mapping V → V , u 
→ ηu is well deﬁned and continuous;
(K3) There exists a constant C > 0 such that ρ(ηu) C · ρ(u) for all u ∈ V .
We say that a space V of class Υ satisﬁes the cutoff-property if for every compact set K and for every open set U contain-
ing K there exists a (K ,U )-cutoff function.
Example 2.20. Let Ω ⊂ RN , X := Ω , U be an open set in the tms X , and K ⊂ U compact. Then there exists an open
set O in RN such that U = O ∩ X and a test function ϕ ∈D(RN ) = C∞c (RN ) such that ϕ ≡ 1 on K , 0 ϕ  1 on RN and
supp(ϕ) ⊂ O . We remark that if u ∈ W 1,1loc (Ω) and ϕ ∈ W 1,∞(Ω), then uϕ ∈ W 1,1loc (Ω) and D j(uϕ) = ϕD ju+uD jϕ in D(Ω)′ .
This show that |ϕu| ‖ϕ‖L∞(Ω)|u| and
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for some constant C1 = C1(ϕ,N) > 0. Hence, using that Φ ∈ 2, we get∫
Ω
Φ(ϕu) + Φ(|∇ϕu|)dx C2
∫
Ω
Φ(u) + Φ(|∇u|).
This shows that for Φ ∈ 2 ∩2 we get that W˜ 1,Φ(Ω) ∈ Υ (Ω) has the cutoff-property. Similarly, we get that for p ∈ (1,∞)
the Sobolev W˜ 1,p(Ω) ∈ Υ (Ω) has the cutoff-property.
2.2. The Υ -capacity
Deﬁnition 2.21 (Choquet capacity). Let (X, τ ) be a topological space and let K denote the collection of all compact sets
in X . Then a mapping C from the power set P(X) of X into [−∞,∞] is called a Choquet capacity on the paved space
(X,K ) if:
(C1) If A1 ⊂ A2 ⊂ X , then C(A1) C(A2);
(C2) If (An)n ⊂ X is increasing and A =⋃n An , then limn C(An) = C(A);
(C3) Kn ∈K is decreasing and K =⋂n Kn , then limn C(Kn) = C(K ).
We will call a Choquet capacity C normed, if C(∅) = 0.
Deﬁnition 2.22. Let V be of class Υ and ψ be a V -admissible function. Then we deﬁne the Υ -capacity Capψ,V of an
arbitrary set A ⊂ X by
Capψ,V (A) := inf
{
(ψ ◦ ρ)(u): u ∈YV (A)
}
where YV (A) := {u ∈ V : ∃O open in X, A ⊂ O , u  1 μ-a.e. on O }. When Φ ∈ 2 ∩ 2 is an N -function, then we call
the capacity CapΦ,Ω := Capψ,V the relative Φ-capacity where ψ(x) := x and V := W˜ 1,Φ(Ω). When p ∈ (1,∞) then we call
the capacity Capp,Ω := Capψ,V the relative p-capacity where ψ(x) := |x|p and V := W˜ 1,p(Ω). Note that when Ω =RN , then
Capp := Capp,Ω = Capp,RN is the classical p-capacity.
3. Properties of the Υ -capacity
3.1. Elementary properties
In this subsection we assume that (V ,ρ) is of class Υ and ψ is V -admissible.
Lemma 3.1. For every open set O ⊂ X the setYV (O ) is convex and (weakly) closed in V .
Proof. Since YV (O ) = {u ∈ V : u 1 μ-a.e. on O } convexity is clear. That YV (O ) is closed follows from property (V3). 
Proposition 3.2. Let O ⊂ X be an open set with Capψ,V (O ) < ∞. Then there exists a function u ∈YV (O ) such that Capψ,V (O ) =
ψ(ρ(u)), u = 1 μ-a.e. on O and 0 u 1 μ-a.e. on X. If in addition ρ is strictly convex, then u is unique.
Proof. Let un ∈ V be such that ψ(ρ(un)) → Capψ,V (O ) =: ψ(c). Then (un)n is a bounded sequence in V [property (L2)].
Since V is reﬂexive, by possibly passing to a subsequence, we may assume that (un)n converges weakly to a function v ∈ V .
Using Lemma 3.1 and Remark 2.2 we get that v ∈YV (O ) and Capψ,V (O ) = ψ(ρ(v)). Now let u := (v ∧ 1)+ . Then u ∈YV (O )
and ρ(u) ρ(v) and hence ρ(u) = ρ(v) and therefore Capψ,V (O ) = ψ(ρ(u)). If ρ is strictly convex we get, using that ψ is
strictly increasing, uniqueness of the minimizer u. 
Theorem 3.3. The Υ -capacity Capψ,V is a normed Choquet capacity on X and for every A ⊂ X we have that
Capψ,V (A) = inf
{
Capψ,V (O ): O ⊂ X open and A ⊂ O
}
. (1)
Proof. Eq. (1), Capψ,V (∅) = 0 and A ⊂ B ⊂ X ⇒ Capψ,V (A) Capψ,V (B) are direct consequences of Deﬁnition 2.22.
Now let (Kn)n be a decreasing sequence of compact subsets in X and denote by K the intersection of all Kn . If
O ⊂ X is open and contains K , then there exists n0 ∈ N such that Kn ⊂ O for all n  n0 [property (M1)]. Hence
Capψ,V (K ) limn Capψ,V (Kn) Capψ,V (O ). Taking the inﬁmum over all open sets O in X containing K we get from Eq. (1)
that Capp,Ω(K ) = limn Capp,Ω(Kn).
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Capψ,V (A) ∈ [0,∞]. To get the converse inequality we may assume that s < ∞ and let un ∈ YV (An) be such that
(ψ ◦ ρ)(un)  Capψ,V (An) + 1/n. Therefore (un)n is a bounded sequence in the reﬂexive Banach space V and hence has
a weakly convergent subsequence. Let u ∈ V denote the weak limit of this subsequence. By Mazur’s lemma there is a se-
quence (v j) j consisting of convex combinations of the un with n  j which converges strongly to u. By the convexity of ρ
we get that
ρ(v j) sup
n j
ρ(un)ψ−1(s) + 1/ j.
Since un  1 μ-a.e. on Un for an open set Un containing An we get that there exists an open set Wn (the ﬁnite intersection
of U j with j  n) containing An such that vn  1 μ-a.e. on Wn . Since (v j) j converges to u we may assume, by possibly
passing to a subsequence, that ‖|v j+1 − v j |‖V  2− j . Let
w j := v j +
∞∑
i= j
|vi+1 − vi| v j +
k−1∑
i= j
(vi+1 − vi) = vk for k j.
Then w j ∈ V and w j  1 μ-a.e. on O j where the open set O j is given by O j :=⋃∞i= j Wi ⊃ A. Since w j → u and v j → u
in V we get using property (L1)
Capψ,V (A) lim
j
ψ
(
ρ(w j)
)= ψ(ρ(u))= lim
j
ψ
(
ρ(v j)
)
 s = lim
n
Capψ,V (An). 
Lemma 3.4. If A ⊂ X is Capψ,V -polar (Deﬁnition 3.21), that is, Capψ,V (A) = 0, then μ(A) = 0.
Proof. Let un ∈YV (A) be such that ρ(un) → 0. Then by property (L3) un → 0 in V . By possibly passing to a subsequence
[property (V3)] we may assume that un → 0 μ-a.e. Since un  1 μ-a.e. on A we get that μ(A) = 0. 
Proposition 3.5. Assume that V has the cutoff-property. Then for every compact set K ⊂ X we have that
Capψ,V (K ) = inf
{
ψ
(
ρ(u)
)
: u ∈ V ∩ C(X), u  1 on K}.
Proof. Without loss of generality we may assume that YV (K ) = ∅. Let u ∈ YV (K ) be ﬁxed. Then there exists an open
set U containing K such that v := (u∧1)+ = 1 μ-a.e. on U . Let η be a (K ,U )-cutoff function and let (vn)n be a sequence in
V ∩C(X) which converges to v in V . Then un := η+ (1−η)v+n converges in V to η+ (1−η)v = ηv+ (1−η)v = v [properties
(K2)+ (V6)]. Using that un ∈ V ∩ C(X), un  1 on K and ρ(v) ρ(u) [property (V5)] we get that
Capψ,V (K ) inf
{
ψ
(
ρ(u)
)
: u ∈ V ∩ C(X), u  1 on K}.
For the converse inequality we ﬁx a function u ∈ V ∩ C(X) such that u  1 on K . Then un := (1+ 1/n)u ∈YV (K ) and hence
Capψ,V (K )ψ(ρ(un)) → ψ(ρ(u)) [property (L1)]. 
Theorem 3.6. If ψ is strongly V -admissible, then the Υ -capacity is strongly subadditive, that is, for all M1,M2 ⊂ X
Capψ,V (M1 ∪ M2) + Capψ,V (M1 ∩ M2) Capψ,V (M1) + Capψ,V (M2).
Proof. Let u j ∈YV (M j) for j = 1,2 and let u := u1 ∨u2, v := u1∧u2. Then we have that u ∈YV (M1 ∪M2), v ∈YV (M1 ∩M2)
and
Capψ,V (M1 ∪ M2) + Capψ,V (M1 ∩ M2)ψ
(
ρ(u1 ∨ u2)
)+ ψ(ρ(u1 ∧ u2))ψ(ρ(u1))+ ψ(ρ(u2)).
Taking the inﬁmum over all u j ∈YV (M1) the claim follows. 
Theorem 3.7. The Υ -capacity is subadditive, that is, for all M1,M2 ⊂ X
Capψ,V (M1 ∪ M2) Capψ,V (M1) + Capψ,V (M2).
Proof. The proof follows the lines in the proof of Theorem 3.6. Note that the Υ -capacity Capψ,V is deﬁned only for V -
admissible ψ and that the V -admissibility of ψ was assumed at the beginning of this section. 
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Capψ,V
(⋃
k∈N
Ak
)

∑
k∈N
Capψ,V (Ak).
Proof. Let Bn be the union of Ak with 1 k  n and let A be the union of all Ak . From Theorem 3.7 we get by induction
that for all n ∈N Capψ,V (Bn)
∑n
k=1 Capψ,V (Ak). Using that Capψ,V is a Choquet capacity [property (C2)] we get
Capψ,V (A) = limn Capψ,V (Bn) limn
n∑
k=1
Capψ,V (Ak) =
∑
k∈N
Capψ,V (Ak). 
3.2. Relations between Υ -capacities
In this subsection we assume that for j = 1,2 the tms X j = (X j, τ j,Σ j,μ j) is of type Θ , X1  X2, (V j,ρ j) is of
class Υ (X j), ψ j is V j-admissible. Moreover, for 1 i, j  2 we let ψi, j :R+ →R+ be the bijective and continuous function
given by ψi, j := ψi ◦ ψ−1j .
Deﬁnition 3.9 ((V1, V2)-extension property). We will say that a set U ⊂ X1 has the (V1, V2)-extension property if
(X1) μ1(N) = 0⇒ μ2(N) = 0 for all Σ2-measurable sets N ⊂ U ;
(X2) There exist a constant c > 0 and a mapping E : V 01 (U ) → V2 where V 01 (U ) is given by
V 01 (U ) := {u ∈ V1: u = 0 μ1-a.e. on X1 \ U },
such that E u = u μ1-a.e. on X1 and ρ2(E u) cρ1(u).
We say that a set U in X1 has the σ(V1, V2)-extension property if U is the countable union of open sets in X1 satisfying the
(V1, V2)-extension property.
Example 3.10. Let Ω1 ⊂ Ω2 be non-empty open sets in RN and U ⊂⊂ Ω1 (this means U is open, U is compact and U ⊂ Ω1).
1. If 1 < q  p < ∞, then U has the (W˜ 1,p(Ω1), W˜ 1,q(Ω2))-extension property and hence Ω1 has the σ(W˜ 1,p(Ω1),
W˜ 1,q(Ω2))-extension property.
2. If Φ ∈ 2 ∩ 2 is an N -function, then U has the (W˜ 1,Φ(Ω1), W˜ 1,Φ(Ω2))-extension property and hence Ω1 has the
σ(W˜ 1,Φ(Ω1), W˜ 1,Φ(Ω2))-extension property.
Lemma 3.11. Assume that U is open in X1 and has the (V1, V2)-extension property, K ⊂ U is compact and V1 has the cutoff property.
Then there exists a constant C = C(K ) > 0 such that for all A ⊂ K
Capψ2,V2(A)ψ2,1
(
C · Capψ1,V1(A)
)
.
In particular, when ψ := ψ1 = ψ2 , then there exists a constant C > 0 such that
Capψ,V2(A) C · Capψ,V1(A).
Proof. Let η ∈ V1 ∩ Cc(U ) be a (K ,U )-cutoff function and u ∈YV1 (A) be ﬁxed. Then ηu ∈ V 01 (U ), v := E (ηu) ∈YV2 (A) and
hence [properties (K3)+ (X2)]
Capψ2,V2(A) (ψ2 ◦ ρ2)(v)ψ2
(
c1ρ1(ηu)
)
ψ2
(
c2ρ1(u)
)= ψ2,1(ψ1(c2ρ1(u)))ψ2,1(C · (ψ1 ◦ ρ1)(u)).
Taking the inﬁmum over all u ∈Yψ,V1(A) we get the claim. 
Example 3.12. Let Ω1 ⊂ Ω2 be non-empty open sets in RN , 1< q p < ∞ and let K ⊂ Ω1 be compact. Then there exists a
constant C > 0 such that for all A ⊂ K
Capq,Ω2(A) C · Capp,Ω1(A)q/p .
In fact, let U Ω1 be such that K ⊂ U . Then by Example 3.10(2) we get that all assumptions from Lemma 3.11 are satisﬁed.
Lemma 3.13. If V1  V2 then there exists a C > 0 such that for all A ⊂ X1
Capψ1,V1(A)ψ1,2
(
C · Capψ2,V2(A)
)
. (2)
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Capψ1,V1(A) (ψ1 ◦ ρ1)(u|X1)ψ1
(
c · ρ2(u)
)= ψ1,2(ψ2(c · ρ2(u)))ψ1,2(C · (ψ2 ◦ ρ2)(u)).
Taking the inﬁmum over all u ∈YV2 (A) we get the claim. 
Proposition 3.14. Assume that U is an open set in X1 and has the σ(V1, V2)-extension property, V1 has the cutoff property and
V1  V2 . Then for every A ⊂ U we have that
Capψ1,V1(A) = 0 ⇔ Capψ2,V2(A) = 0. (3)
Proof. From Eq. (2) we get that Capψ2,V2 (A) = 0 implies that Capψ1,V1 (A) = 0. Hence to prove (3) it remains to prove the
converse implication. For this let Um ⊂ X1 be open sets with the (V1, V2)-extension property such that U =⋃m Um and
let Km,n ⊂ Um be compact sets such that Um =⋃n Km,n and assume that Capψ1,V1(A) = 0. Then by Lemma 3.11 there exist
constants Cn,m such that
Capψ2,V2(Km,n ∩ A)ψ2,1
(
Cm,n · Capψ1,V1(Km,n ∩ A)
)= 0.
Using that Capψ2,V2 is a countably subadditive [Theorem 3.8] and that
⋃
n,m Kn,m = U we get that
Capψ2,V2(A)
∑
m,n
Capψ2,V2(Kn,m ∩ A) = 0. 
Corollary 3.15. Let Ω1 ⊂ Ω2 be non-empty open sets in RN , p ∈ (1,∞) and Φ ∈ 2 ∩ 2 be an N -function. Then for all sets in
A ⊂ Ω1 we have that
Capp,Ω1(A) = 0 ⇔ Capp,Ω2(A) = 0 and CapΦ,Ω1(A) = 0 ⇔ CapΦ,Ω2(A) = 0.
Remark 3.16. In general the assertion of Corollary 3.15 (and hence of Proposition 3.14) is untrue for A ⊂ Ω1. To see this we
let N  2 and Ω := (0,1)N \⋃ j∈N[2−2 j,21−2 j] × [2− j,1] × (0,1)N−2. Then the open set Ω ⊂RN is bounded and connected
and A := {0} × [0,1]n−1 ⊂ ∂Ω is such that the (N − 1)-dimensional Hausdorff measure H N−1(A) = 1. Then for every
p ∈ (1,∞) we have that Capp(A) > 0 and Capp,Ω(A) = 0.
Deﬁnition 3.17 (Continuous extension property). We will say that V1 has the continuous V2-extension property if there exist
a (possibly non-linear) mapping E : V1 → V2 and a constant C = C(E ) such that E (V1 ∩ C(X1)) ⊂ V2 ∩ C(X2) and for all
u1 ∈ V1 it holds true that ρ2(E (u1)) Cρ1(u1) and E u1 = u1 μ1-a.e. on X1.
Deﬁnition 3.18. Let Ω1 ⊂ Ω2 be non-empty open sets in RN and p ∈ (1,∞). Then we say that W 1,p(Ω1) has the W 1,p(Ω2)-
extension property if the restriction W 1,p(Ω2) → W 1,p(Ω1), u 
→ u|Ω1 is surjective. If Ω2 = RN and Ω1 has the W 1,p(Ω2)-
extension property, then we say brieﬂy that Ω1 has the W 1,p-extension property.
The following is an immediate consequence of Shvartsman [19] and Hajłasz, Koskela and Tuominen [12].
Theorem3.19. Let p ∈ (1,∞) andΩ1 ⊂RN be a W 1,p-extension domain. ThenΩ1 has the continuous W 1,p(Ω2)-extension property
for every open set Ω2 ⊂RN containing Ω1 .
Proof. Since Ω is a (1, p)-extension domain, we get from [12, Theorem 2 and Lemma 2.1] that there exists a con-
stant δΩ > 0 such that λ(B(x, r) ∩ Ω)  δΩrN for all 0 < r  1 and λ(∂Ω) = 0. For a measurable set A ⊂ R we let
M1,p(A) be the Sobolev-type space introduced by Hajłasz consisting of those function u ∈ Lp(A) with generalized gra-
dient in Lp(A). It follows from [19, Theorem 1.3] that M1,p(RN )|Ω = M1,p(Ω) and that there exists a linear continuous
extension operator E :M1,p(Ω) → M1,p(RN ). Using that M1,p(RN ) = W 1,p(RN ) as sets with equivalent norms, we get that
M1,p(Ω) = W 1,p(Ω) are equal as sets with equivalent norms and hence the extension operator E constructed for M1,p(Ω)
is also a linear continuous extension operator from W 1,p(Ω) into W 1,p(RN ). It is left to the reader to verify that the
extension operator E constructed by Shvartsman [19, Eq. (1.5)] maps W 1,p(Ω) ∩ C(Ω) into W 1,p(RN ) ∩ C(RN ). 
Theorem3.20. If V1  V2 , V1 has the continuous V2-extension property and the cutoff property, then there exist constants C1,C2 > 0
such that for every set A ⊂ X1
Capψ2,V2(A)ψ2,1
[
C1 · Capψ1,V1(A)
]
ψ2,1
[
C1 · ψ1,2
(
C2 Capψ2,V2(A)
)]
.
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Capψ1,V1(K ). Let E : V1 → V2 be a continuous extension operator and deﬁne vn := E un . Then vn ∈ V2 ∩ C(X2) and vn  1
on K . Hence by Proposition 3.5 we get that
Capψ2,V2(K )ψ2
(
ρ2(vn)
)
ψ2
(
C(E )ρ1(un)
)= ψ2,1(ψ1(C(E )ρ1(un)))
ψ2,1
(
C(E ,ψ1)ψ1
(
ρ1(un)
))→ ψ2,1(C(E ,ψ1)Capψ1,V1(K )).
Let W be an open set in X1. Then there exists an increasing sequence (Kn)n of compact sets such that
⋃
n Kn = W [prop-
erty (M4)]. Using that Capψ1,V1 and Capψ2,V2 are Choquet capacities [property (C2)] we get that
Capψ2,V2(W ) = limn Capψ2,V2(Kn) limn ψ2,1
(
C(E ,ψ1)Capψ1,V1(Kn)
)= ψ2,1(C(E ,ψ)Capψ,V1(W )).
Now let A ⊂ X1 be arbitrary. Then by Theorem 3.3
Capψ2,V2(A) = inf
{
Capψ2,V2(O ): O is open in X2 and A ⊂ O
}
= inf{Capψ2,V2(O ∩ X1): O is open in X2 and A ⊂ O}
= inf{Capψ2,V2(W ): W is open in X1 and A ⊂ W }
ψ2,1
[
C(E ,ψ1) inf
{
Capψ1,V1(W ): W is open in X1 and A ⊂ W
}]
= ψ2,1
[
C(E ,ψ)Capψ,V1(A)
]
.
The remaining inequality follows from Lemma 3.13. 
3.3. Quasicontinuity and polar sets
In this subsection we assume that the tms X = (X, τ ,Σ,μ) is of type Θ , (V ,ρ) is of class Υ (X) and ψ is V -admissible.
The purpose of this subsection is to prove existence and uniqueness of Capψ,V -quasi continuous representatives on X .
Deﬁnition 3.21. A set P ⊂ X is said to be Capψ,V -polar if Capψ,V (P ) = 0. A pointwise deﬁned function u on D ⊂ X is called
Capp,Ω -quasi continuous on D if for each ε > 0 there exists an open set O in X with Capψ,V (O ) < ε such that u restricted
to D \ O is continuous. We say that a property holds Capψ,V -quasi everywhere (brieﬂy Capψ,V -q.e.) if it holds except for a
Capψ,V -polar set.
Lemma 3.22. If u ∈ V and uk ∈ V ∩ C(X) are such that
∞∑
k=1
ψ
(
2k+2‖u − uk+1‖V + 2k+1‖u − uk‖V
)
< ∞,
then the pointwise limit u˜ := limk uk exists Capψ,V -quasi everywhere on X, u˜ : X → R is Capψ,V -quasi continuous and u˜ = u μ-
almost everywhere on X.
Proof. Let k0 ∈ N be such that 2k‖u − uk‖V < 1/4 for all k  k0 and consider the open sets Gk := {x ∈ X:
|uk+1(x) − uk(x)| > 2−k}. Then 2k · |uk+1 − uk| 1 on Gk and
‖uk+1 − uk‖V  ‖u − uk+1‖V + ‖u − uk‖V  2‖u − uk+1‖V + ‖u − uk‖V .
Therefore, if k k0, we get∥∥2k|uk+1 − uk|∥∥V 
∥∥2k+1(uk+1 − uk)∥∥V  2k+2‖u − uk+1‖V + 2k+1‖u − uk‖V < 1.
From this we deduce that (see Remark 2.2) for all k k0
Capψ,V (Gk)ψ
[
ρ
(
2k · |uk+1 − uk|
)]
ψ
(∥∥2k|uk+1 − uk|∥∥V )ψ(2k+2‖u − uk+1‖V + 2k+1‖u − uk‖V )
and hence
∑
k Capψ,V (Gk) < ∞. Given ε > 0 there exists k1  k0 such that Capψ,V (G) < ε where G :=
⋃
kk1 Gk . Since
|uk+1 − uk| 2−k on X \ G for all k  k1 we have that (uk)k is a sequence of continuous functions on X which converges
uniformly on X \ G . Since ε > 0 was arbitrary we get that u˜ := limk uk exists Capψ,V -quasi everywhere on X and u˜|X\G is
continuous. To see that u˜ coincides with u μ-almost everywhere on X we argue as follows. Since (uk)k converges to u, by
possibly passing to a subsequence [property (V3)] we have that uk converges to u μ-almost everywhere. Since (uk)k con-
verges to u˜ Capp,Ω -quasi everywhere on X (and hence μ-almost everywhere on X ) we get that u˜ = u μ-almost everywhere
on X (see Lemma 3.4). 
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Proof. Let u ∈ V . Then by deﬁnition there exists a sequence un ∈ V ∩ C(X) such that un → u in V . Then a subsequence
of (un)n satisﬁes the assumptions of Lemma 3.22. 
Lemma 3.24. Let A ⊂ X, u ∈ V be non-negative and let u ∈ u be a Capψ,V -quasi continuous version of u such that u  1 Capψ,V -quasi
everywhere on A. Then there is a sequence (un)n ⊂YV (A) which converges to u in V .
Proof. Let On be an open set in X such that u|X\On is continuous, u  1 everywhere on A \ On and Capψ,V (O ) 1/n. Let
vn be a capacitary extremal for On (see Proposition 3.2) such that 0 vn  1 μ-a.e. on X . Then we have that
ψ
(
ρ(vn)
)= Capψ,V (On) → 0 ⇒ ρ(vn) → 0 ⇒ vn → 0 in V .
Let wn := (1+ 1/n)u + vn  vn . Then wn → u in V . For the open set Gn in X given by
Gn := On ∪
{
x ∈ X \ On: u(x) > n/(n + 1)
}
we have that wn  1 μ-a.e. on Gn and A ⊂ Gn and hence wn ∈YV (A). 
Lemma 3.25. Let u ∈ u ∈ V be a Capψ,V -quasi continuous version of u and let a ∈ (0,∞). Then
Capψ,V
({
x ∈ X: u(x) > a})ψ[ρ(u/a)].
Proof. Let A := {x ∈ X: u(x) > a}. By Lemma 3.24 there exists a sequence (un)n ∈YV (A) which converges to a−1u+ in V .
Note that u+ is a Capψ,V -quasi continuous version of u+ . Hence
Capψ,V
({
x ∈ X: u(x) > a})ψ[ρ(un)]→ ψ[ρ(u+/a)]ψ[ρ(u/a)]. 
Theorem 3.26. Assume that V has the cutoff-property and let u, v ∈ V be such that u v μ-a.e. on U where U is an open set in X. If
u ∈ u and v ∈ v are Capψ,V -quasi continuous versions of u and v, respectively, then u  v Capψ,V -quasi everywhere on U .
Proof. Let (Kn)n be a sequence of compact sets such that U =⋃n Kn . For the sequence of compact sets we choose non-
negative (Kn,U )-cutoff functions ϕn ∈ V ∩ Cc(U ). Then the function wn := ϕn(u − v)+ = 0 μ-a.e. on X and we get by
Lemma 3.25, using that ϕn(u− v)+ is Capψ,V -quasi continuous, that wn = 0 Capp,Ω -quasi everywhere on X and hence that
u  v Capψ,V -quasi everywhere on Kn for each n ∈ N. Since the countable union of Capψ,V -polar sets is Capψ,V -polar we
get that u  v Capψ,V -quasi everywhere on U . 
Theorem 3.27. Let u ∈ V . Then there exists a unique (up to a Capψ,V -polar set) Capψ,V -quasi continuous function u˜ : X → R such
that u = u˜ μ-a.e. on Ω .
Proof. The existence follows from Theorem 3.23. To show uniqueness we let u1,u2 ∈ u ∈ V be two quasi-continuous ver-
sions of u. Then u1 = u2 μ-a.e. on X and hence by Lemma 3.25 we get that u1 = u2 Capψ,V -quasi everywhere on X . 
Deﬁnition 3.28. By N (V ,ρ) we denote the set of all Capψ,V -polar sets in X and we denote by C(V ,ρ) the space of all
Capψ,V -quasi continuous functions u : X →R. Note that N (V ,ρ) and C(V ,ρ) do not depend on the V -admissible ψ . On
C(V ,ρ) we deﬁne the equivalence relation ∼ by
u ∼ v :⇔ ∃P ∈N (V ,ρ): u = v everywhere on X \ P .
For a function u ∈ C(V ,ρ) we denote by [u] the equivalence class of u with respect to ∼. Now the reﬁned space V is
deﬁned by V := {u˜: u ∈ V } ⊂ C(V ,ρ)/∼ where u˜ := [u] with u ∈ u ∈ V Capψ,V -quasi continuous. We equip V with the
norm ‖ · ‖V . Note that by Theorem 3.27 V is isometrically isomorphic to V . For a sequence (un)n in V and u ∈V we say
that (un)n converges Capψ,V -quasi everywhere to u if for every un ∈ un and u ∈ u there exists a Capψ,V -polar set P such that
un → u everywhere on X \ P . We say that (un)n converges Capψ,V -quasi uniformly to u if for every un ∈ un , u ∈ u and ε > 0
there exists an open set G in X such that Capψ,V (G) ε and un → u uniformly (everywhere) on X \ G .
Theorem 3.29. If un ∈ V converges to u ∈ V in V , then there exists a subsequence which converges Capψ,V -quasi everywhere
and -quasi uniformly on X to u.
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∑
n∈N ψ[ρ(n|un − u|)] < ∞. We show under the above
assumption that (un)n converges Capψ,V -quasi everywhere and -quasi uniformly on X to u. Let un ∈ un and u ∈ u be ﬁxed
and deﬁne
Gn :=
{
x ∈ X: ∣∣un(x) − u(x)∣∣> n−1}.
We show that un(x) → u(x) for all x ∈ X \ P where P := ⋂∞j=1⋃∞k= j Gk . If x ∈ X \ P then there exists j0 ∈ N such that
x /∈ ⋃∞k= j0 Gk , that is, |un(x) − u(x)|  n−1 for all n  j0 and hence un → u uniformly on X \ ⋃∞k= j0 Gk  x and every-
where on X \ P . We show that P is a Capψ,V -polar set. Let ε > 0 be given. Then there exists N = N(ε) such that∑∞
n=N ψ[ρ(n|un − u|)] ε. By Lemma 3.25 we get that
Capψ,V
( ⋃
nN
Gn
)

∞∑
n=N
Capψ,V (Gn)
∞∑
n=N
ψ
[
ρ
(
n · |un − u|
)]
 ε.
Therefore Capp,Ω(P ) ε and since ε > 0 was arbitrary the claim follows. 
Lemma 3.30. Let U ⊂ X be a non-empty open set which is the countable union of open setsωn ⊂ U , n ∈N. Then a function u : X →R
is Capψ,V -quasi continuous on U if and only if u is Capψ,V -quasi continuous on every set ωn.
Proof. Assume that u is Capψ,V -quasi continuous on every set ωn ⊂ U and let ε > 0 be given. Then there exists an open
set On ⊂ X such that Capψ,V (On)  ε2−n and u|ωn\On is continuous, that is, u−1(I) ∩ (ωn \ On) is open in ωn \ On for
every open set I ⊂ R. Let O :=⋃n On . Then Capψ,V (O )∑n Capψ,V (On) ε and u|U\O is continuous. In fact, using that
u−1 ∩ (ωn \ O ) is open in ωn \ O and hence open in U \ O we get that u−1(I) ∩ (U \ O ) =⋃n u−1(I) ∩ (ωn \ O ) is open in
U \ O for every open set I ⊂R, hence u|U\O is continuous. 
Theorem 3.31. For j = 1,2 we let X j be a tms of type Θ , V j be of class Υ (X j), ψ j be V j-admissible. If U ⊂ X1 has the σ(V1, V2)-
extension property, V1 has the cutoff-property and V1  V2 , then a function u : U → R is Capψ1,V1 -quasi continuous on U if and
only if it is Capψ2,V2 -quasi continuous on U .
Proof. If u is Capψ2,V2 -quasi continuous, then u is Capψ1,V1 -quasi continuous by Lemma 3.13. Assume now that u is
Capψ1,V1 -quasi continuous and let Kn ⊂ U be an increasing sequence of compact sets such that U =
⋃
n Kn . Since V1 has
the cutoff-property we let ϕn ∈ V1 ∩ Cc(U ) be a (Kn,U )-cutoff function and ωn := {x ∈ X1: ϕn(x) > 0} be an open set. Then
Kn ⊂ ωn  U . By Lemma 3.11 there exists a constant Cn such that Capψ2,V2 (A)ψ2,1(Cn Capψ1,V1 (A)) for all A ⊂ wn . Hence
u is Capψ2,V2 -quasi continuous on ωn . Lemma 3.30 shows now that u is Capψ2,V2 -quasi continuous on U . 
Example 3.32. Let Ω ⊂ RN be an open set. If p ∈ (1,∞) and u ∈ u ∈ W˜ 1,p(Ω) is a Capp,Ω -quasi continuous version of u,
then u is Capp-quasi continuous on Ω .
3.4. Capacitary extremals
In this subsection we assume that X is a tms of type Θ , V is of class Υ (X) and ψ is V -admissible. Here we will prove
existence and uniqueness of capacitary extremals.
Theorem 3.33. Let A ⊂ X and u ∈ V be non-negative. Then u ∈Y V (A) if and only if u˜ 1 Capψ,V -q.e. on A.
Proof. When u˜  1 Capψ,V -q.e. on A, then u ∈ Y V (A) by Lemma 3.24. For the converse implication let u ∈ Y V (A). By
Theorem 3.29 there exists a sequence (un)n ⊂YV (A) such that u˜n → u˜ Capψ,V -q.e. on X . For every n ∈ N there exists an
open set On in X containing A such that un  1 μ-a.e. on On . Hence u˜n  1 Capψ,V -q.e. on A by Theorem 3.26. This shows
that u˜ 1 Capψ,V -q.e. on A. 
Theorem 3.34. For A ⊂ X the Υ -capacity Capψ,V of A is given by
Capψ,V (A) = inf
{
ψ
(
ρ(u)
)
: u ∈V , u 1 Capψ,V -q.e. on A
}
(4)
= inf{ψ(ρ(u)): u ∈ V , u˜ 1 Capψ,V -q.e. on A}. (5)
Proof. Let I denote the inﬁmum on the right-hand side of (5) and u ∈YV (A). Then by Theorem 3.33 we get that u˜+  1
Capψ,V -q.e. on A. Hence I  ψ(ρ(u+))  ψ(ρ(u)). Taking the inﬁmum over all u ∈YV (A) we get that I  Capψ,V (A). On
the other hand, let u ∈ V be such that u˜ 1 Capψ,V -q.e. on A. By Lemma 3.24 there exist un ∈YV (A) such that un → u+
M. Biegert / J. Math. Anal. Appl. 358 (2009) 294–306 305in V . Hence Capψ,V (A)  ψ(ρ(un)) → ψ(ρ(u+))  ψ(ρ(u)). Taking the inﬁmum over all such u gives that Capψ,V (A)  I
and hence we have equality. 
Deﬁnition 3.35. A function u ∈ V is called a/the Capψ,V -extremal for A ⊂ X if u  1 Capψ,V -q.e. on A and ψ(ρ(u)) =
Capψ,V (A).
Theorem 3.36. For every A ⊂ X with Capψ,V (A) < ∞ there exists a Capψ,V -extremal eA ∈ V with 0  eA  1 Capψ,V -q.e. on X
and eA = 1 Capψ,V -q.e. on A. If in addition ρ is strictly convex, then eA is unique.
Proof. Let Y +V (A) := {u ∈YV (A): u = u+}. Since Capψ,V (A) < ∞ we have that X :=Y +V (A) is a non-empty closed and
convex subset of V . Let (un)n ⊂Y +V (A) be such that ψ(ρ(un)) → Capψ,V (A). Then the sequence (un)n is bounded in the
reﬂexive Banach space V and hence, by possibly passing to a subsequence, weakly convergent to a function u ∈X . Using
the weak lower semi-continuity of ρ we get that ψ(ρ(u)) lim infn ψ(ρ(un)) = Capψ,V (A). Since ψ(ρ(v)) Capψ,V (A) for
all v ∈Y +V (A) and hence for all v ∈X we get ψ(ρ(u)) = Capψ,V (A). From Theorem 3.33 we get that eA := u˜ 1 Capψ,V -
q.e. on A. By possibly replacing eA with (seA ∧1)+ the existence part is proved. Uniqueness follows from the strict convexity
of ρ and from the fact that ψ is strictly increasing. 
Remark 3.37. The Capp,Ω -extremal for A ⊂ Ω is the projection of 0 onto Y p,Ω(A).
4. Vanishing ‘boundary’ values
In this section we give an application of the Υ -capacity, namely to decide if a given function u lies in W 1,Φ0 (Ω) or not.
Here Φ ∈ 2 ∩2 is an N -function and W 1,Φ0 (Ω) is the closure of W 1,Φ(Ω)∩ Cc(Ω) in W 1,Φ(Ω). We will assume in this
section that X is a tms of type Θ which satisﬁes the second axiom of countability, V is of class Υ (X) and ψ is V -admissible
and
(V7) un, v ∈ V , un → u in V implies that un ∧ v → u ∧ v in V .
Deﬁnition 4.1. For u ∈ V we let supp(u) be the intersection of all closed sets A ⊂ X such that u = 0 μ-a.e. on X \ A. Note
that O := X \ supp(u) is the largest open set in X such that u = 0 μ-a.e. on O . For a set X0 ⊂ X we let Vc(X0) be the space
consisting of all u ∈ V such that supp(u) ⊂ X0 is compact and we let V0(X0) be the closure of Vc(X0) in V .
Theorem 4.2. Let X0 ⊂ X be non-empty and assume that V ∩ Cc(X) is dense in V and that V∞ := V ∩ L∞(X,μ) with respect to the
norm ‖u‖V∞ := ‖u‖V + ‖u‖L∞ is a Banach algebra and V has the cutoff-property. Then
V0(X0) = {u ∈ V : u˜ = 0 Capψ,V -q.e. on X \ X0}. (6)
Proof. Let D0 denote the right-hand side of (6). First we show that V0(X0) ⊂ D0. Let u ∈ V0(X0). Then there exists a
sequence of functions un ∈ Vc such that un → u in V . By possibly passing to a subsequence (Theorem 3.29) we get that
(u˜n)n converges Capψ,V -quasi everywhere to u˜ and hence (Theorem 3.26) u˜ = 0 Capψ,V -quasi everywhere on X \ X0, that is,
u ∈ D0.
To show that D0 ⊂ V0(X0) we ﬁrst consider a non-negative function u ∈ D0 ∩ L∞(X). Then there exists a sequence (un)n
in V ∩Cc(X) which converges to u in V . Since (un ∨0)∧‖u‖∞ converges also to u in V we may assume that 0 un  ‖u‖∞ .
Let u ∈ u˜ be ﬁxed. By possibly passing to a subsequence (Theorem 3.29) we get that for each m ∈ N there exists an open
set Gm in X such that Capψ,V (Gm)  1/m and un → u uniformly on X \ Gm . Hence there exists n0 = n0(m) such that
|un0 − u| 1/(2m) everywhere on X \ Gm and ‖un0 − u‖V  1/m. Let Um be an open set in X such that Capψ,V (Um) 1/m
and u = 0 everywhere on X \ (X0 ∪Um). Consequently, |un0 | 1/(2m) everywhere on X \ (X0 ∪ Om) where Om := Gm ∪Um .
Let em ∈ V be a Capψ,V -extremal for Om (Theorem 3.36) and ﬁx em ∈ em . By possibly changing em on a Capψ,V -polar set
we may assume that em ≡ 1 everywhere on Om and 0 em  1 everywhere on X . For wm := (un0 − 1/m)+ we have that
vm := wm(1− em) ∈ Vc . In fact,
supp(vm) ⊂ supp(wm) ∩ supp(1− em) ⊂
{
x ∈ X: un0(x) 1/m
}∩ Ocm ⊂ (X0 ∪ Om) ∩ Ocm ⊂ X0.
Since vm = wm − wmem is a bounded sequence in the reﬂexive Banach space (V0(X0),‖ · ‖V ), by possibly passing to a
subsequence, we may assume that vm ⇀ v ∈ V0(X0). By Mazur’s lemma [using that by possibly passing to a subsequence
vm → u μ-a.e. and property (V3)] we get that v = u μ-a.e. on X and hence u ∈ V0(X0). If u ∈ D0 ∩ L∞(X,μ) is arbitrary,
then we get by what we proved already that u+ and u− belong to V0(X0) and hence u ∈ V0(X0). Finally, if u ∈ D0, then
there exist un ∈ V ∩ Cc(X) ⊂ L∞(X,μ) such that un → u in V . Let wn := (u+n ∧ u+) − (u−n ∧ u−) ∈ D0 ∩ L∞(X,μ). Then
wn ∈ V0(X0) and hence u = limn wn ∈ V0(X0) [property (V7)]. 
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2 ∩2 be an N -function. Then we deﬁne
W 1,p0 (Ω) and W
1,Φ
0 (Ω) as the closure of D(Ω) in W
1,p(Ω) and W 1,Φ(Ω), respectively.
Corollary 4.4. Let Ω be an open and non-empty set in RN , p ∈ (1,∞) and Φ ∈ 2 ∩ 2 be an N -function. Then W 1,p0 (Ω) =
{u ∈ W˜ 1,p(Ω): u˜ = 0 Capp,Ω -q.e. on ∂Ω} and W 1,Φ0 (Ω) = {u ∈ W˜ 1,Φ(Ω): u˜ = 0 CapΦ,Ω -q.e. on ∂Ω}.
To ﬁnish this section and the article we mention two further characterizations of W 1,p0 (Ω). The original proof of The-
orem 4.5 is due to Havin [8] and Bagby [3], an alternative proof is given by Hedberg [9]. An other characterization,
Theorem 4.6, was recently proved by David Swanson and William P. Ziemer [20, Theorem 2.2]. The main difference to
Theorem 4.5 is that the function u was not assumed to belong to the space W 1,p(RN ).
Theorem 4.5. Let 1 < p < ∞, Ω ⊂ RN an open set and let u ∈ W 1,p(RN ). Then u ∈ W 1,p0 (Ω) if and only if
limr→0 r−N
∫
B(x,r) |u(y)|dy = 0 for Capp-q.e. x ∈RN \ Ω .
Theorem 4.6. Let p ∈ (1,∞) and u ∈ W 1,p(Ω). If limr→0 r−N
∫
B(x,r)∩Ω |u(y)|dy = 0 for Capp-quasi every x ∈ ∂Ω , then u ∈
W 1,p0 (Ω).
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