Abstract. We classify a class of 2-step nilpotent Lie algebras related to the representations of the Clifford algebras in the following way. Let J : Cl(R r,s ) → End(U ) be a representation of the Clifford algebra Cl(R r,s ) generated by the pseudo Euclidean vector space R r,s . Assume that the Clifford module U is endowed with a bilinear symmetric non-degenerate real form · , · U making the linear map J z skew symmetric for any z ∈ R r,s . The Lie algebras and the Clifford algebras are related by J z v, w U = z, [v, w] R r,s , z ∈ R r,s , v, w ∈ U . We detect the isomorphic and non-isomorphic Lie algebras according to the dimension of U and the range of the non-negative integers r, s. 
Introduction
The present work is a continuation of [18] and studies 2-step nilpotent graded Lie algebras associated to the representations of Clifford algebras. Let Cl r,s be the Clifford algebra generated by the pseudo Euclidean vector space R r,s and let J : Cl r,s → End(U) be its representation. Assume that there exists a non-degenerate symmetric bi-linear form · , · U on the Clifford module U such that J z x, y U + x, J z y U = 0 for all z ∈ R r,s and x, y ∈ U. The pair (U, · , · U ) is called an admissible module. The set U ⊕ R r,s , endowed with the Lie bracket defined by z, [x, y] R r,s = J z x, y U for x, y ∈ U and zero otherwise, is called a pseudo H-type Lie algebra and is denoted by N r,s (U). The pseudo H-type Lie algebras N r,0 (U) were introduced in [22] and their generalisations N r,s (U) appeared in [11, 19] . The pseudo H-type Lie algebras were actively studied for instance in [5, 12, 17, 18, 23] . They provide a setting for the study of sub-elliptic, hypo-elliptic and Grushin type operators, see for instance [9, 10] and it is an important particular case of the extended Poincaré Lie super algebras [1, 2] . The Lie groups of pseudo H-type Lie algebras constitute a source of interesting examples of sub-Riemannian manifolds [7, 20] , nil-manifolds [14, 25] , iso-spectral but non-diffeomorphic manifolds [6] , Damek-Ricci harmonic spaces [8] , symmetric spaces of rank one, [13, 29] .
The authors considered in [18] the classification of pseudo H-type Lie algebras whose constructions are based on the minimal dimensional admissible modules V The present paper is a continuation of [18] and it finishes the classification of the pseudo H-type Lie algebras N r,s (U), where U is not necessary minimal dimensional admissible module. The first step of the classification depends on the fact whether the Clifford algebra Cl r,s is simple or not. If the Clifford algebra Cl r,s is simple, then the Lie algebra N r,s (U) for r = 3 (mod 4) is uniquely defined by the dimension of the admissible module U and does not depend on the choice of the scalar product on U. As a consequence in this case we obtain that the Lie algebras N r,s (U) and N s,r (Ũ) are isomorphic if dim(U) = dim(Ũ). If r = 3 (mod 4) then the Lie algebra N r,s (U) depends on the choice of the scalar product on each minimal dimensional component (V r,s min ) i in the decomposition U = ⊕(V r,s min ) i . If r − s = 3 (mod 4), then Clifford algebras Cl r,s are not simple and the classification is more complicate. Recall, that the Lie algebras N r,0 (U) for r = 3 (mod 4) are defined only by number of non-equivalent irreducible terms in the decomposition of U into the direct sum of irreducible submodules and any irreducible Clifford module is actually an admissible module, see [8, 13] . For the pseudo H-type Lie algebras N r,s (U), s > 0, and r = 3 (mod 4) the classification is more subtle and depends not only on the number of different minimal dimensional modules, but also on the choice of the scalar product on them. These phenomena come from the signature of the scalar product restricted to the "common 1-eigenspace" of a set of maximal number of mutually commuting symmetric isometric involutions of the Clifford action on the minimal dimensional module. It is also closely related to the existence or non-existence of a special type of an automorphism of the Lie algebra N r,s (U) which is identity on the centre.
The structure of the paper is the following. We recall basic properties of Clifford algebras, such as, periodicity, the system of involutions, the structure of admissible modules, and other information needed to complete classification of pseudo H-type Lie algebras in Section 2. Section 3 is dedicated to the description of pseudo H-type Lie algebras and the structure of their isomorphisms and automorphisms. The main result is contained in Theorems 4.1.1-4.1.3, see Section 4. In Section 5, we present Tables 4-7 needed to determine important properties of minimal admissible modules for basic cases (2.8), which are summarised in Table 1 in Section 2.5.
Clifford algebras and admissible modules
In the section we collect the information about Clifford algebras and their admissible modules that we need for the classification of pseudo H-type Lie algebras.
2.1. Definitions of Clifford algebras. We denote by R r,s the space R k , r + s = k, with the non-degenerate quadratic form Q r,s (z) = of the signature (r, s). The non-degenerate bi-linear form obtained from Q r,s by polarization is denoted by · , · r,s . We call the form · , · r,s a scalar product. A vector z ∈ R r,s is called positive if z, z r,s > 0, negative if z, z r,s < 0, and null if z, z r,s = 0. We use the orthonormal basis {z 1 , . . . , z r , z r+1 , . . . , r r+s } for R r,s , where the basis vectors z 1 , . . . , z r are positive and z r+1 , . . . , z r+s are negative.
Let Cl r,s be the real Clifford algebra generated by R r,s , that is the quotient of the tensor algebra
extended to an algebra homomorphism J by the universal property, see, for instance [21, 26, 27] . Even though the representation matrices of the Clifford algebras Cl r,s , and the Clifford modules U are given over the fields R, C or H, we refer to Cl r,s as a real algebra and U as a real vector space. The dimension of U is a multiple of n over the corresponding fields R, C or H. If r − s ≡ 3 (mod 4), then Cl r,s is a simple algebra. In this case there is only one irreducible module U = V r,s irr of dimension n. If r − s ≡ 3 (mod 4), then the algebra Cl r,s is not simple, and there are two non-equivalent irreducible modules. They can be distinguished by the action of the ordered volume form Ω r,s = r+s k=1 z k . In fact, the elements 1 2 Id ∓Ω r,s act as an identity operator on the Clifford module, so J Ω r,s ≡ ± Id. Thus we denote by V r,s irr;± two non-equivalent irreducible Clifford modules on which the action of the volume form is given by J Ω r,s = r+s k=1 J z k ≡ ± Id. Proposition 2.1.1. [27] Clifford modules are completely reducible. Namely, let U be a Clifford module, then it can be decomposed into irreducible modules: The numbers p, p + , p − are uniquely determined by the dimension of U. J z x, y U + x, J z y U = 0, for all x, y ∈ U and z ∈ R r,s .
We write (U, · , · U ) for an admissible module to emphasise the scalar product · , · U and call it an admissible scalar product. We collect properties of admissible modules in several propositions. Proposition 2.2.2. Let Cl r,s be the Clifford algebra generated by the space R r,s .
(1) If · , · U is an admissible scalar product for Cl r,s , then K · , · U is also admissible for any constant K = 0. We can assume that K = ±1 by normalisation of the scalar products. (2) Let (U, · , · U ) be an admissible module for Cl r,s and let (U 1 , · , · U 1 ) be such that U 1 is a submodule of U and · , · U 1 is the restriction of · , · U to U 1 . Then the orthogonal complement U 1 ⊥ = {x ∈ U | x, y U = 0, for all y ∈ U 1 } with the scalar product obtained by the restriction of · , · U to U 1 ⊥ is also an admissible module. 
(4) Relation (2.3) leads to the following: if z ∈ R r,s is positive, then
In other words the map J z : U → U is an isometry for z, z r,s = 1. If z ∈ R r,s is negative, then
and the map J z : U → U is an anti-isometry for z, z r,s = −1. (1) If s = 0, then any irreducible Clifford module is minimal admissible with respect to a positive definite or a negative definite scalar product. We emphasize the following corollary, see also Table 1 and the remark after it. 
Mutually commuting isometric involutions.
Recall that a linear map Λ defined on a vector space U with a scalar product · , · U is called symmetric with respect to the scalar product · , · U , if Λx, y U = x, Λy U , isometric (or positive) if it maps positive vectors to positive vectors and negative vectors to negative vectors and anti-isometric (or negative) if it reverses the positivity and negativity of the vectors. Let J z i be representation maps for an orthonormal basis {z 1 , . . . , z r+s } of R r,s . The simplest isometric involutions, written as a product of the maps J z i , are one of the following forms:
, where all z i k are either positive or negative,
where two z i l are positive and two are negative,
where all three z i k are positive,
where one z i l is positive and two are negative.
The product involutions of types P 3 and P 4 is not an involution, meanwhile the product of involutions of other types is again an involution. For a given minimal admissible module V r,s min , we denote by P I r,s a set of the maximal number of mutually commuting symmetric isometric involutions of the forms (2.4) and such that none of them is a product of other involutions in P I r,s . The set P I r,s is not unique, while the number of involutions p r,s = #{P I r,s } in P I r,s is unique for the given signature (r, s). The set P I r,s can be chosen equal for the modules with the admissible scalar product of opposite signs, or for the minimal admissible modules, based on the two nonequivalent Clifford modules. The ordering on the set P I r,s can be made, if necessary, in such a way that at most one involution of the type P 3 or P 4 is included in P I r,s and it is the last one, see Sections 2.4 and 5.
We also need a set CO r,s of complementary operators to P I r,s , which are products of the maps J z i and they are ordered according to the ordering in P I r,s such that
The complementary operators can be isometric or anti-isometric. They guarantee that all the involutions from P I r,s have their both eigenspaces as subspaces of V (2.6) and call it the "common 1-eigenspace" for the system of involutionsP I r,s . The complementary opertors show whether the common 1-eigenspace E r,s is a neutral or sign definite vector space with respect to the restriction of the admissible scalar product. The sets P I r,s and CO r,s are collected in Section 5 and they will be mentioned precisely when it needs to be done. In the following proposition we explain the possible interaction of involutions with the complementary operators.
Proposition 2.3.1. [17] If P is an isometric symmetric involution acting on the space (U, · , · U ) with a neutral scalar product and E ±1 are eigenspaces of P , then
±1 are either neutral or sign definite, with respect to the restriction of the scalar product · , · U to E ±1 .
Since the involutions in P I r,s are symmetric, the eigenspaces are orthogonal subspaces. The involutions commute, therefore, they decompose the eigenspaces of other involutions into smaller (eigen)-subspaces. We give an example, that is crucial for the paper. 
The set of complementary operators are 
The value v, v V µ,ν min can be ±1 according to the admissible scalar product, however we may assume v, v V µ,ν min = 1 by Lemma 3.2.5. Table 1 . We indicate whether the scalar product restricted to the common 1-eigenspaces E r,s of the involutions from P I r,s is neutral or sign definite, see Section 2.6 for the proof. We make the following comments to Table 1: (1) We use the black colour when dim(V r,s min ) = 2 dim(V r,s irr ), see Proposition 2.2.3, items (2-2), (3-2-1), and (3-2-2). (2) Writing the subscript " * ×2 " we show that the Clifford algebra has two minimal admissible modules corresponding to the non-equivalent irreducible modules, see Corollary 2.2.4. (3) The upper index " * N " means that the scalar product restricted to E r,s is neutral. The fact that E r,s is a neutral space does not depend on the choice of the scalar product on V r,s min , see Section 2.6. 
(4) The upper index " * ± " shows that the scalar product restricted to the common 1-eigenspace E r,s of the system P I r,s is sign definite, see Section 2.6. The sign of the scalar product on E r,s depends on the choice of the admissible scalar product on the module V Table 1 we determine the sets P I r,s and CO r,s , given in Section 5. ) a minimal admissible module of Cl r+µ,s+ν , where (µ, ν) ∈ {(8, 0), (0, 8), (4, 4)}. Let E r,s and E r+µ,s+ν be the common 1-eigenspaces of the involutions P I r,s and P I r+µ,s+ν , respectively. Then dim E r,s = dim E r+µ,s+ν . Moreover, if E r,s is a neutral vector space, then E r+µ,s+ν is also neutral, and if E r,s is a sign definite, then E r+µ,s+ν is also sign definite. be an arbitrary minimal admissible module of Cl r+µ,s+ν , where (µ, ν) ∈ {(8, 0), (0, 8), (4, 4)}. Let {z j , ζ α ; j = 1, . . . , r + s, α = 1, . . . , 8} be an orthonormal basis of R r+µ,s+ν . We assume {z i , ζ α ; i = 1, . . . , r, α = 1, . . . , µ} are positive and {z r+j , ζ µ+β ; j = 1, . . . , s, β = 1, . . . , ν} are negative. We identify R r,s ⊕ R µ,ν = R r+µ,s+ν by using the above bases. We choose P I r+µ,s+ν
, where T i are involutions from Example 1. The system of complementary operators CO µ,ν shows that the involutions T j ∈ P I r+µ,s+ν , j = 1, 2, 3, 4 decompose the space V 
where V 0 is the common 1-eigenspace of T j , j = 1, 2, 3, 4. Since the generators J z j , j = 1, . . . , r + s, commute with involutions T i , i = 1, 2, 3, 4, we can regard V 0 as a minimal admissible module V r,s min of Cl r,s . The involutions from P I r,s act on V 0 = V r,s min and decompose it into their common eigenspaces. Then by definition E r+µ,s+ν = E r,s . This finishes the proof of the theorem. Theorem 2.6.2. Let E r,s ⊂ V r,s min be a common 1-eigenspace of the system P I r,s . Then the restriction of the admissible scalar product on E r,s is sign definite for r ≡ 0, 1, 2 (mod 4) and s ≡ 0 (mod 4) or for r ≡ 3 (mod 4) and arbitrary s. Otherwise the restriction of the admissible scalar product on the common 1-eigenspaces E r,s is neutral.
Proof. We find the sign of the scalar products on E r,s for basic cases (2.8) and then apply Lemma 2.6.1.
Case (r, 0). The scalar products on the common 1-eigenspaces E r,0 are sign definite because the admissible scalar products on V r,0 min are sign definite. Case (r, 4), r = 0, 1, 2, 4. The system of involutions P I r,4 , r = 0, 1, 2 and their complementary operators are given in Table 5 . The complementary operators gives the dimension of E r,s and the basis shows that the space is sign definite. The case (4, 4) was considered in Example 1.
Cases (3, s), s = 0, . . . , 7 and (7, s), s = 1, 2, 3. The system of involutions and their complementary operators are given in Table 6 . Notice that the involution J z 1 J z 2 J z 3 belongs to all the systems. The isometric complementary operators ensures that the common 1-eigenspace
1,1 and E 1,−1 be the eigenspaces of J z 1 J z 2 J z 3 corresponding to the eigenvalues 1 and -1, respectively. The last complementary operator from CO r,s , that is antiisometry, shows that the spaces E 1,1 ∩ E 1 and E 1,−1 ∩ E 1 are sign definite with opposite signs of scalar products on
The case E 3,4 is special since there are two non-equivalent irreducible modules V
3,4
irr;+ and V
irr;− , where the volume form Ω 3,4 = P 1 P 3 P 4 acts as Id and − Id respectively. It shows that
irr;+ and
irr;− . The proof of the statement concerning the neutral common 1-eigenspace follows from the systems P I r,s and CO r,s for mentioned values of r and s, see Table 7 in Section 5.
Pseudo H-type Lie algebras and Lie groups
In this section we recall basic facts on isomorphisms between pseudo H-type algebras and discuss some properties of the automorphism groups Aut(N r,s (U)) of pseudo H-type algebras. The Table 2 contains the classification result for the pseudo H-type N r,s (V r,s min ) obtained in [18] . 3.1. Definitions of the pseudo H-type Lie algebras and their groups. Let (U, · , · U ) be an admissible module of a Clifford algebra Cl r,s . We define a vector valued skew-symmetric bi-linear form
by the relation
The space U ⊕ R r,s endowed with the Lie bracket
is called a pseudo H-type Lie algebra and it is denoted by N r,s (U).
A pseudo H-type Lie algebra N r,s (U) is 2-step nilpotent, the space R r,s is the centre, and the direct sum U ⊕ R r,s is orthogonal with respect to · , · U + · , · r,s . The Baker-Campbell-Hausdorff formula allows us to define the Lie group structure on the space U ⊕ R r,s by
The Lie group is denoted by G r,s (U) and is called the pseudo H-type Lie group. Note that the scalar product · , · U is implicitly included in the definitions of the H-type Lie algebra and the corresponding Lie group. In general, the Lie algebra structure might change if we replace the admissible scalar product on U, see [4, 15, 16] . The main purpose of the present paper is to classify the Lie algebras N r,s (U), whose constructions involve the non-minimal admissible modules U of Clifford algebras Cl r,s .
3.2.
Isomorphisms of pseudo H-type Lie algebras. Let U andŨ be two vector spaces with scalar products · , · U and · , · Ũ respectively. Let Λ : U →Ũ be a linear map. The operator Λ τ :Ũ → U defined by the relation
is called the adjoint operator with respect to the scalar products ·, · U and ·, · Ũ . If both scalar products are positive definite, we use the notation t Λ. Let N r,s (U) and Nr ,s (Ũ ) be two pseudo H-type Lie algebras with r +s =r +s = k and dim(U) = dim(Ũ) = n. A Lie algebra isomorphism Φ :
B : U → R k is a linear map, see [24] . The action is defined by Φ(x, z) = (Ax, Bx + Cz), x ∈ U, z ∈ R r,s . If we write J z : U → U andJ w :Ũ →Ũ for the corresponding actions on the Clifford modules, then the matrices A and C satisfy the relation
by (3.1). The matrices A τ and C τ are defined as in (3.2) . The matrix B is arbitrary and we can choose B = 0 for simplicity. To short the notation we write Φ = A⊕C for the isomorphism Φ = A 0 0 C . In following propositions we collect the properties of isomorphisms of H-type Lie algebras N r,s (U) and Nr ,s (Ũ) for different values of signatures (r, s) and (r,s) studied in [18] , see also [5, 8, 30, 31, 32] .
is also a Lie algebra isomorphism and moreover (2) r =r, s =s, or r =s, s =r.
(3) the linear transformation C : R r,s → R s,r maps positive vectors to negative vectors and vice versa. We can assume that | det A τ A| = 1 and C τ C = − Id by multiplying the matrix A by a constant. 
(Ẽµ,ν ) , j = 1, . . . , 8, are the restrictions of the maps on the indicated spaces and the diagram
commutes. This shows that the maps
are completely determined by the map A 1 . The conditions AJ ζ 1 J ζ j =J ζ 1J ζ j A determine the maps
Thus the map
min is defined by A 1 : E µ,ν →Ẽ µ,ν and has the form A = ⊕ j=16 j=1 A j in a suitable basis. Lemma 3.2.5. Let U + = (U, · , · U ) be an admissible module of Cl r,s and J z : U → U be the action map, then the module U − = (U, − · , · U ) is an admissible with the same action map J z : U − = U → U − = U. Moreover, the Lie algebras N r,s (U) and N r,s (Ũ) are isomorphic under the isomorphism Id ⊕ − Id.
Proof. By the definition, we can see easily that U − = (U, − · , · U ) is an admissible module and the map
is a Lie algebra isomorphism because of
3.3. Automorphisms of the pseudo H-type Lie algebras. We discuss here the group Aut(N r,s (U)) of automorphisms of a Lie algebra N r,s (U), see also [15, 24, 30] . The group Aut(N r,s (U)) is a subgroup of GL(r + s + dim(U), R) and consists of the linear maps
satisfying the condition (3.3), see also Propositions 3.2.3 and 3.2.4. The group Aut(N r,s (U)) is isomorphic to the following product
Here R + is the group of non-homogeneous dilations 
The group of automorphisms of the Lie algebras N r,0 (U) was studied in [5, 23, 30, 31] . Now we present an example of elements of Aut 0 (N r,s (U)), that will be important for the classification of the Lie algebras N r,s (U). The map
is extended to the Clifford algebra automorphism α : Cl r,s → Cl r,s by the universal property of the Clifford algebras. We denote by Cl 
Then it extends to the, so called, twisted adjoint representation Ad : Cl × r,s → GL(Cl r,s ) by setting
The map Ad v for v ∈ R r,s× , leaving the space R r,s ⊂ Cl r,s invariant, is also an isometry: Ad v (z)
We make the identification Spin(r) × Pin(s) ∼ = Spin(r, 0) × Pin(0, s) ⊂ Pin(r, s) and present a special map from Aut 0 (N r,s (U)).
Proposition 3.3.2. Let J : Cl r,s → End(U) be a Clifford algebra representation and ϕ ∈ Spin(r) × Pin(s).
τ is injective and the diagram (3.6)
is commutative. The kernel K r,s (U) consists of automorphisms of the form A ⊕ Id.
Proof. By the definition of the twisted adjoint representation, α(ϕ)zϕ
, and hence
, and therefore the map
τ ∈ Aut 0 (N r,s (U)). In general, if ϕ = x 1 · · · x 2p ·y 1 · · · y q ∈ Pin(r, s) with x i , x i r,s = 1, i = 1, . . . , 2p, and y j , y j r,s = −1, j = 1, . . . , q, then we obtain [18] , there exists an automorphism A ⊕ I 1 ∈ Aut 0 (N 8,0 ) which is not in the image A(Spin (8)), where I 1 is defined as
At the end of the section we formulate the relation between the existence of an automorphism and an isomorphism of a special type. 3.4. Existence of lattices on pseudo H-type Lie groups. To achieve the full description of isomorphic Lie algebras N r,s (U), where the admissible module U is not necessarily minimal, we need a special type of bases for the Clifford modules. These type of bases also show the existence of lattices on the corresponding Lie groups, see [17] . It is enough to construct the bases only for minimal admissible modules, and then apply Proposition 2.4.1.
Let V r,s min be a minimal admissible module of the Clifford algebra Cl r,s and E r,s be the common 1-eigenspace for the system P I r,s of involutions. We fix a vector v ∈ E r,s such that | v, v V r,s min
of the module V r,s min can be chosen by setting
that is a subset of all the 2 r+s vectors obtained from v by action of J z i 1 . . . J z i k , 1 ≤ i i < i 2 < · · · < i k ≤ r + s. The vector v ∈ E r,s can be picked up in such a way that the basis in E r,s will be orthonormal due to the following proposition. 
Then for any w ∈ V with w, w V = 1 there is a vectorw satisfying w, Λ kw V = 0 and w,w V = 1, for k = 1, . . . , l.
Since the involutions are symmetric all the eigenspaces are mutually orthogonal, that implies the orthonormality of the constructed basis. The construction of the basis also shows that
It follows that the structure constants of the Lie algebra N r,s (U) are ±1 or 0. The concrete construction of bases for N r,s (U) can be found in [17] , see also [12] . Applying the Malćev criterion [28] , we obtain the proposition. [18] . We summarise the results of the classification in Table 2 . Here "d" stands for "double", meaning that dim V r,s min = 2 dim V s,r min and Table 2 . Classification result after the first step 
Classification of pseudo H-type algebras
In this section we state and prove the classification of the pseudo H-type algebras N r,s (U) with an arbitrary admissible modules U, and fixed signature (r, s). Eventually, the classification depends on the decomposition of U on the minimal admissible modules. It is enough to classify basic cases (2.8) due to Theorem 4.2.5.
Statements of main results on isomorphisms of Lie algebras N r,s (U).
In the rest of the paper we use the upper index ± to indicate the scalar products that differ by sign: V .7). The admissible scalar product restricted to E µ,ν is necessarily sign definite and we can fix it to be positive definite scalar product on E µ,ν by Lemma 3.2.5. We summarise the results of Section 2.4 and Lemma 2.6.1. is decomposed into the orthogonal sum (2.9) and the commutativity of the operators J z i with the involutions T j allows us to define an automorphism A |E 0 ⊕ C |R r,s of the pseudo H-type algebra N r,s (E 0 ).
Note that the construction given in Proposition 2.4.1 can be performed for an arbitrary, not necessary minimal admissible module U r,s . Thus we obtain that 
) k . Now applying Lemma 4.2.4 we obtain the following result. Proof. Notice that the system of involutions P I r,s does not depend on the scalar product and therefore the common 1-eigenspace E r,s is the same for both modules. The restrictions of the scalar products on E r,s are neutral by hypothesis. We find v, u ∈ E r,s such that v, v V r,s;+ min = u, u V r,s;− min = 1. We find the orthonormal bases
Then the map A ⊕ Id R r,s is the isomorphism of the Lie algebras N r,s (V r,s;+ min ) and N r,s (V r,s;− min ), where we set A : x i → y i and then extended it by linearity. Indeed, let z k ∈ R r,s be arbitrary and J z k : V → V be the Clifford action. Then
since the calculations depend only on number of permutations in the products.
In the cases (r, s) ∈ {(1, 2), (1, 6), (5, 2)} there are two irreducible modules V Table 7 . It also shows that E 1,6 = E 1,6 (V [8, 13] , however in order to accomplish the whole classification of pseudo H-type Lie algebras we must take into account that the Lie algebras N r,0 (U) can admit a negative definite admissible scalar product on U. Thus, we can obtain the opposite sign of the restriction of the admissible scalar product on the common 1-eigenspace even for classical cases. Proof. We start from the proof of the first part. We restrict the consideration to the basic cases (r, s) ∈ {(3, 0), (3, 4) , (7, 0)} because of the periodicity Theorem 4.2.5. We also can assume that C = Id R r,s . In order to construct an isomorphism Φ = A ⊕ Id R r,s : N r,s (V 
for V In the case (r, s) = (7, 0) the initial vector v ∈ E 7,0 ⊂ V 7,0;+ min;+ satisfies P 1 v = P 2 v = P 3 v = P 4 v = v, where the involutions are given in Table 4 . Note that J (Ω 7,0 ) = P 1 P 4 v = v. The initial vector u ∈ E 7,0 ⊂ V 7,0;− min;− for the basis has to satisfy P 1 u = P 2 u = P 3 u = −P 4 u = u withJ (Ω 7,0 ) u = P 1 P 4 u = −u. The bases are (4.7) 7) and Ω 3,4 = P 1 P 3 P 4 , where the involutions P i are presented in Table 6 .
The 
by (3.3) . This is a contradiction, since the matrix t AA is positive definite. Let (r, s) = (3, 4). The admissible scalar products restricted to common 1-eigenspace E r,s are sign definite and the symmetric bi-linear forms x,ỹ V Proof. Let U be an arbitrary admissible module of Cl r,s for (r, s) ∈ {(3, 0), (7, 0) , (3, 4) }. First we decompose U into the sum of irreducible modules:
r,s = Id U + and Ω r,s = − Id U − . We decompose the submodules U + and U − into the minimal admissible modules ) for the minimal admissible module with negative definite metric on E r,s . We note that all the systems P I r,s include the involution P = J z 1 J z 2 J z 3 for mentioned values of r and s.
Consider pseudo H-type algebras N 3,s (V We assume now that there exists a Lie algebra isomorphism
Then it defines a Lie algebra isomorphism
where C ′ is the restriction C| R 3,0 of the map C on R 3,0 . We define
Then the diagram (4.9) [8] . In order to prove the reduction of N 3,s (V Let r ≡ 3 (mod 8) and s ≡ 1, 2, 7 (mod 8). Then N 3,s (U) is never isomorphic to N s,3 (Ũ ).
We summarise the results of Theorem 4.6.2 in Table 3 . We distinguish the columns for r = 3 and r = 7 for isotypic and nonisotypic modules. We write the symbol ∼ = in the place (r, s) if N r,s (U) is isomorphic to N s,r (Ũ ) and the isomorphism only depends on the dimension of the admissible module. Table 3 . Final result of the classification
s/r 0 1 2 3 isotyp 3 nonisotyp 4 5 6 7 isotyp 7 nonisotyp 8
Appendix
We give the collections P I r,s and CO r,s for basic cases (2.8) grouped in four tables. The dimensions of E r,s and signature of the scalar product restricted to E r,s are listed. First we mention trivial cases. P I 1,0 = P I 0,1 = P I 2,0 = P I 1,1 = P I 0,2 = P I 2,1 = P I 0,3 = ∅, P I 3,0 = P I 1,2 = {P = J z 1 J z 2 J z 3 }, CO 3,0 = CO 1,2 = ∅ For the cases (r, s) of r − s ≡ 3 (mod 4) and s even, there are no a complementary operator which commutes with all the involutions in P I r,s except the last involution which is of the form P 3 or P 4 and anti-commutes with the last involution. In these cases the operator J Ω r,s is a product of involutions in P I r,s and it commutes with all the operators J z . This is the reason for the number of complementary operators to be p r,s − 1. The last operator in P I r,s of the form P 3 or P 4 distinguishes the two different minimal admissible modules.
The signature on the admissible scalar product restricted on the space E r,s is sign definite in Table 6 and is neutral for signatures (r, s) in Table 7 . The latter can be seen by finding an additional negative operator other than operators in CO r,s which commutes with all the involutions in P I r,s . Table 5 . Systems P I r,4 and CO r,4 , r = 0, 1, 2 P I r,4 \CO r, 4 isom anti-isom isom dim(E r,4 ) and signature basis for E r,4 P I 0,4 = P I 4,0 \CO 0, 4 Jz 2 P I 2,6 = P I 2,5 CO 2,6 = CO 2,5 dim(E 2,6 ) = 4 P I 2,7 = P I 2,5 CO 2,7 = CO 2,5 dim(E 2,7 ) = 8 P I 4,1 = P I 0,5 CO 4,1 = {Jz 1 } dim(E 4,1 ) = 8 P I 4,2 = P I 0, 6 CO 4,2 = {Jz 1 , Jz 2 Jz 3 } dim(E 4,2 ) = 4 P I 4,3 = P I 0,7 CO 4,3 = {Jz 1 , Jz 2 Jz 3 , Jz 5 Jz 6 } dim(E 4,3 ) = 2 P I 5,1 = P I 1,5 CO 5,1 = {Jz 5 , Jz 3 Jz 4 } dim(E 5,1 ) = 4 P I 5,2 = P I 1, 6 CO 5,2 = {Jz 5 , Jz 3 Jz 4 , Jz 2 Jz 4 Jz 6 } dim(E 5,2 ) = 4 P I 5,3 = P I 1,7 CO 5,3 = {Jz 5 , Jz 3 Jz 4 , Jz 2 Jz 4 Jz 6 Jz 8 } dim(E 5,3 ) = 4 P I 6,1 = P I 2,5 CO 6,1 = {Jz 1 , Jz 1 Jz 3 , Jz 5 Jz 6 } dim(E 6,1 ) = 2 P I 6,2 = P I 2,5 CO 6,2 = CO 6,1 dim(E 6,2 ) = 4 P I 6,3 = P I 2,5 CO 6,3 = CO 6,1 dim(E 6,3 ) = 8
