Abstract-This paper is devoted to two classical sparse problems in array processing: Channel estimation and DOA estimation. It is shown after some background and some recent results in`0 optimization how this latter can be used, at the same computational cost, in order to obtain improvement in comparison with`1 optimization for sparse estimation.
I. INTRODUCTION
Sparse optimization has been a topic of great interest in recent years encountering many applications in fields as coding, estimation, source separation, compressive sampling, image decomposition among others [1] . In all these applications, the problem is to search a sparse solution of an underdetermined system of linear equations. One example is the problem of finding a representation of the unknown signal as a linear combination of a few redundant dictionary atoms.
In general, sparse optimization is an ill-posed inverse problem which can be regularized by the introduction of sparsity constraints based on the`0 pseudo-norm. However, such a regularization leads to nonconvex combinatorial problems known to be NP-hard [2] . A popular alternative is then to relax the`0 pseudo-norm by the convex`1-norm to take benefit from the well known convex optimization framework whose solvers has been developed since 1960's. The resulting optimization problem is also known as Basis Pursuit (BP) or Basis Pursuit De-Noising (BPDN) [3] and is usually addressed thanks to linear programming algorithms. Moreover, iterative algorithms, as the Iterative Shrinkage-Thresholding Algorithm (ISTA) together with its variants [4] , have shown their efficiency for such`1 regularized problems. Under some conditions on the mixture matrix, such as the Restricted Isometry Property (RIP) [8] , exact recovery of sufficiently sparse signals can be guaranteed by`1 minimization. However these conditions are generally too restrictive for many applications. Greedy algorithms have also been widely investigated in the context of`0-optimization. Among them, we can cite the Matching Pursuit (MP) algorithm, initially introduced in [5] , which has been later improved with Orthogonal Matching Pursuit (OMP) [6] and more recently with Single Best Replacement (SBR) [7] . Finally, numerous nonconvex continuous penalties have been proposed to approach the`0 pseudo-norm. The main motivation was to better promote sparsity than the`1-norm while getting the continuity unlike the`0 penalty. Moreover, efficient algorithms have been dedicated to deal with such penalties. The following work takes place within this context of nonconvex continuous penalties and iterative algorithms to solve underlying minimization problems.
Contributions and Outline: Based on the Forward-Backward Splitting (FBS) algorithm [11] , [13] we discuss and compare the well known hard thresholding rule, leading to the Iterative Hard Thresholding algorithm (IHT) [9] and minimizing directly the`0 penalized functional, with a continuous threshold associated to a recently introduced Continuous Exact`0 Penalty (CEL0) [10] . This penalty preserves global minimizers of the initial`0 penalized functional. Comparisons with the classical soft thresholding, associated to`1-norm minimization, are also provided. These algorithms are applied to sparse channel and direction of arrival (DOA) estimation problems. In the case of channel estimation, the objective is to enhance the estimation resolution by using the sparsity characteristic of telecommunications channel. In the DOA estimation case, the challenge is to estimate correctly the incident angles of signals impinging an antenna array without using conventional techniques as those based on subspace methods, that demand high computational loads. The paper is organized as follows: Section II presents the FBS algorithm for convex optimization and its application to`1 minimization; Section III brings recent results in sparse optimization using`0-norm minimization; in Section IV the concepts of nonconvex iterative optimization are applied and compared on the sparse channel estimation problem; Section V presents results of nonconvex optimization for the DOA estimation problem; finally, Section VI brings work's conclusions and future perspectives.
Notations: lowercase italic letters means scalars; lowercase bold letters are vectors and uppercase bold letters are matrices; the transpose and hermitian operators are represented by (·) T and (·) H , respectively; euclidean (`2) norm will be denoted k · k while other`p-norms (p 6 = 2) will be specified with a subscript as k · k p for p > 0; special case when p = 0 is called`0 pseudo-norm and kxk 0 counts all non-null entries of x. Finally E (x) = {1 if x 2 E ; 0 otherwise} and
II. FORWARD-BACKWARD SPLITTING (FBS) ALGORITHM
Let us consider the following optimizaton problem, where f (x) and g(x) are proper lower-semicontinuous convex functions and f (x) is differentiable with a Lipschitz continuous gradient. Aiming to solve this kind of problem, a simple algorithm, called Forward-Backward Splitting (FBS) has been introduced in the context of signal processing [11] . Following [11, Proposition 3.1], solutions of (1) are characterized by the fixed point equation,
for > 0 and where the proximity operator is defined by,
which admits a unique solution for every u 2 C N ⇥1 [12] . Then, equation (2) enables the possibility of pursuit the fixedpoint iteratively by performing iterations as,
where k is the iteration number and
with L the Lipschitz constant of the gradient of f [11] . Finally, the Forward-Backward Splitting nomenclature comes from an explicit forward gradient step using the function f and a implicit backward step using the function g.
When g(·) = k·k 1 , the proximity operator in (4) is defined by the following soft thresholding rule,
and (4) corrupted by a noise n 2 C M ⇥1 . This set of linear equations can then be expressed as
where the noise n is considered to be gaussian with zero mean and 2 variance. In order to recover the sparse signal x, one can search for a solution of the following least-squares penalized minimization problem,
whose estimation performance depends on the penalization parameter , a compromise between data-fidelity and sparsity. This problem belongs to the so called class of`0-optimization problems known to be NP-hard [2] . Although the substitution of`0-by`1-norm in (7) enables the use of convex optimization techniques such as the FBS algorithm presented in Section II, exact recovery of the sparse vector x using this relaxation is only guaranteed under some restrictions on A such as RIP criteria [8] . Consequently, good recovery will be performed by`1 minimization only if x is sufficiently sparse and/or if the columns of A are sufficiently uncorrelated. In practical applications, however, these conditions are too restrictive.
Recently, some techniques have been developed to perform a direct optimization of problem (7) through iterative algorithms with local convergence guaranties. Problem (7) can thus be solved by the IHT algorithm [9] , a special case of FBS for g(·) = k · k 0 where the proximity operator in (4) is the hard threshold given by,
FBS is a very simple algorithm iterating between a gradient step and a thresholding. Note that convergence of FBS in the nonconvex case has been recently established in [13] . For (7)), we have
Although IHT presents an interesting iterative solution for 0 -optimization, a major drawback of this algorithm comes from its sensitivity to the initialization. Indeed, from a "bad" initial guess, it can converges to a non-sparse local minimizer of the`2-`0 criteria (7). In order to be more robust against the initialization while preserving the convergence to a local minimizer of`2-`0, an alternative consists in replacing the`0-norm by the CEL0 penalty, recently introduced in [10] and leading to a reformulation of problem (7) as,
where,
In (11), a i denotes the i-th column of A and x i the i-th element of x. The resulting`2-CEL0 functional (10) preserves global minimizers of the initial`2-`0 criteria (7) while some local minimizers are removed. Hence, solving (10) instead of (7) allows a better minimization of`2-`0 by avoiding some of its local minimizers. Again, (10) can be minimized through FBS 1 where the proximity operator used in (4) is given, in the case of the CEL0 penalty, by a new thresholding rule defined by
with,
where u i denotes the i-th element of u. As can be seen, the threshold in CEL0 penalization is different for each element in u as it depends on ka i k and is continuous. In the following we will compare for channel and DOA estimation, the performances of the minimization problems
IV.`0-OPTIMIZATION IN CHANNEL ESTIMATION
In this section, we address the problem of sparse channel estimation by the iterative methods presented previously. In wireless communications, due to multipath effect, the signal at the receiver is a composition of scaled and delayed versions of the transmitted signal. The channel can be modeled as a finite set of K scaled delays applied to the transmitted signal. Considering that the K delays can be distributed on a grid of N > K positions spaced by T G seconds and that the signal can be represented in discrete time domain with a sample rate of 1/T G , the problem can be written in its matricial form as y = Sh + n, where y = [y 1 y 2 . . .
T are the unknown channel taps to be estimated, n is the noise vector and
is part of the transmitted information. When the signal is pilot-aided, the symbols s k are known at receiver enabling the possibility of channel estimation based on the information received. However, if the sample frequency at the receiver is lower than 1/T G or if signal's bandwidth is lower than 1/(2T G ), channel estimation through traditional methods are unreliable due to the correlation between the columns of S. Additionally, if the channel taps are very close, as S has high mutual coherence,`1 relaxation delivers bad precision and resolution and`0-optimization should be used instead.
To exemplify`0-optimization in this case, a set of simulations was performed for penalized problem (7) . A 3GPP-LTE ETU channel model [14] was considered. The channel taps were distributed over a 600 equispaced tap grid, with space between taps of 10 ns. A pilot-aided signal was generated, passed through the channel and corrupted by gaussian random noise. The pilot size was chosen to be 512 symbols and the spectral bandwidth of the signal was considered to be 50 MHz. Finally, the sample rate at receiver was configured to 33.3 MHz. Note that this configuration violates the ShannonNyquist criterium. Additionally, due to the signal's spectral bandwidth, a symbol spans over two or more grid taps, producing a high-correlated mixture matrix. Figure 1 shows the estimation error due to`1 relaxed optimization performed with FBS and when estimation is performed using`0-optimization through IHT and FBS with CEL0 penalization. All the optimization algorithms used are initialized withĥ (0) = 0 and the parameter is, for each case, the one providing the best performance (lowest MSE) over a range of tested values. Note that the same value of is used for all SNR levels. As reference, the Oracle-CRB [16] , i.e. the minimal error that can be obtained knowing the support in function of noise, is shown. Clearly,`0-optimization performs better than`1-optimization in this case. Moreover, CEL0 penalization improves the estimation in noisy environments when compared with traditional IHT approach. 
is the i-th impinging signal steering vector with incident angle i 2 [ 90 , +90 ]. In (15), the elements are considered spaced by half of the wavelength.
Here, the mixture matrix is not known, and in the sense of sparse optimization, an overcomplete representation of A is considered. In this way, the continuous range of possible incident angles is sliced in N taps of to obtain a new mixture matrix A G 2 C M ⇥N which can then be used to estimate a highly-sparse matrix S G 2 C N ⇥L that has only K non-zero lines. When L = 1 we can directly apply`0-optimization through IHT or FBS with CEL0 penalization as done for channel estimation. However, when multiple snapshots are considered, we aim to find a row-sparse estimatê S G . Hence, previously presented methods have to be extended to the Multiple Measurement Vector (MMV) case. This can be easily achieved by modifying the thresholding rules (8) and (13) considering u i as a vector (here a row of S G ) and replacing the absolute value | · | by the`2-norm (as in [17] ). In order to ilustrate`0-optimization applied to DOA estimation, we consider K = 2 equipower signals impinging an M = 10 elements ULA under directions of arrival 1 = 0 and 2 = 5 . The observations Y were corrupted by zero mean gaussian noise. The estimation grid step was chosen to be 0.15 and the interval of possible incident angles to be estimated was consided to be [ 45 , +45 ] . Two situations regarding the number of snapshots were considered: L = 1 and Figure 3 . RMSE vs. SNR for DOA estimation using`0-optimization and MUSIC [15] for M = 10 and L = 10 snapshots. L = 10. In both cases 100 Monte-Carlo runs were performed and the results are compared in terms of the root-mean-square error (RMSE) in degrees between the supports of S G andŜ G . Algorithms initialization and hyperparameter ( ) selection are the same as for the channel estimation problem. It is important to note that in both cases the mixture matrix A G is extremelly correlated, prohibiting the use of`1 relaxation. Figure 2 depicts the RMSE achieved with IHT and CEL0 when L = 1.`1 relaxation fails in such a severe scenario. As can be seen, CEL0 penalization improves the performance of IHT no matter how low is the SNR. It is interesting to note too that results for CEL0 are very close to the Cramer-Rao lower bound (CRB). Figure 3 shows the simulation results when L = 10, i.e. considering the MMV case. Results using MUSIC algorithm [15] are also provided as a reference. At low SNR,`0-optimization algorithms present performance similar to MUSIC and even outperform it with CEL0 penalization. This is an interesting result in regards to the fact that MUSIC knows the number of sources (as CRB does), which is not the case for IHT and CEL0. For high SNR, the MUSIC algorithm leads to better results.
VI. CONCLUSION
In this paper we have shown how nonconvex regularization terms with dedicated penalized algorithms recently introduced in signal and image literature can be successful for DOA and wireless channel estimation. It is shown that nonconvex penalties outperfom classical`1 relaxation in these two classical problems in array processing, at the same computational cost. The continuous CEL0 penalization improves results when using FBS algorithm w.r.t. to IHT algorithm. Future work will consider constrained formulation of`0 optimization in the case of known sparsity (number of taps for channel estimation and number of sources for DOA estimation).
