Abstract. Given a mental pictureĜ = (V,Ê) of some unknown graph G = (V, E), how can we verify that our mental image is correct, when the unknown graph is only accessible by querying pairs of vertices and getting their shortest path distance in G? For graphs of bounded degree, we give an algorithm that uses a number of queries that is at most O(log n) times the minimum number achievable. For graphs that additionally have bounded treewidth, we give an algorithm that usesÕ(n) queries. When there is no a priori mental image and the goal is to reconstruct an unknown graph with few distance queries, we give anÕ(n) randomized algorithm for chordal graphs of bounded degree.
Introduction
The demand for sophisticated tools for network verification has been growing rapidly as Internet Service Providers (ISPs) offer their customers more services that require quality of service (QoS) guarantees and as ISP networks become increasingly complex. Tools for monitoring delays and faults in an IP network are critical for numerous important network management tasks, including providing QoS guarantees to end applications (e.g., voice over IP), traffic engineering, ensuring service-level agreement (SLA) compliance, fault and congestion detection, performance debugging, network operations, and dynamic replica selection on the Web. Consequently, there has been a recent flurry of both research and industrial activity in the area of developing novel tools for network verification.
On the other hand, a challenge in decentralized networks (such as the Internet or sensor networks) is the lack of their topology, due to their dynamical structure and to the lack of centralized control. How can we achieve an accurate picture of the topology with minimal overhead? The network reconstruction problem has recently received attention (see e.g., [4, 7, 9, 10] ). For Internet networks, the topology can be investigated at the router and autonomous system (AS) level, where the set of routers (ASs) and their physical connections (peering relations) are the vertices and edges of a graph, respectively. Traditionally, inference of routing topology has relied on tools such as traceroute and mtrace to generate path information. However, these tools require cooperation of intermediate nodes or routers to generate messages. Increasingly, routers block traceroute requests due to privacy and security concerns, so inference of topology increasingly relies on delay information rather than on the route itself. At this level of generality, many problems are provably intractable [1] , thus suggesting the need to study related but simpler questions. In this paper, we consider the model introduced by Mathieu and Zhou [15] , which assumes that we can find the exact distance between any pair of vertices.
The Problem
Consider the distance metric δ(·, ·) of a connected and unweighted graph G = (V, E), where |V | = n.
In the graph reconstruction problem, we are given the vertex set V , and we have access to δ via a query oracle Query(·, ·) which, upon receiving a query (u, v) ∈ V 2 , returns δ(u, v). The goal is to find every edge in E. In the graph verification problem, again we are given the vertex set V , and we have access to δ via a query oracle Query(·, ·) which, upon receiving a query (u, v) ∈ V 2 , returns δ(u, v). In addition, we are also given a hypothetical edge setÊ of a known connected unweighted graphĜ = (V,Ê). We have to decide whetherĜ is correct, that is, does it hold thatĜ = G?
All the graphs we consider in this paper are connected and of bounded degree ∆. These assumptions are reasonable for real networks that we want to reconstruct or verify. The efficiency of an algorithm is measured by its query complexity, i.e., the number of queries to the oracle. We focus on query complexity, while all our algorithms are efficient (i.e. polynomial) in time and space.
When the degree of the graph is not bounded, both reconstruction and verification problem have a tight lower bound of Ω(n 2 ), see [16] . Mathieu and Zhou [15] give anÕ(n 3/2 ) algorithm for reconstructing degree bounded graphs and ask whether this is tight. In addition, they give anÕ(n) algorithm for outerplanar graphs of bounded degree.
Our Results
In this paper we present the following results. All the results are for boundeddegree graphs.
1. An O(log n) approximation algorithm for the verification problem (Theorem 4). This is by reduction to Set-Cover problem. 2. A divide-and-conquer algorithm withÕ(n) queries for the verification problem for graphs of bounded treewidth (Theorem 6). 3. A randomized divide-and-conquer algorithm withÕ(n) queries for the graph reconstruction problem for chordal graphs (Theorem 11).
Our proofs for results 2 and 3 use structural properties of bounded treewidth graphs arising from their tree decomposition. In addition, our proof for result 3 uses random sampling and statistical estimates from the proofs in [15] , combined with a new idea to partition the graph with respect to a separator (see Section 5).
Related Work
The problem of reconstructing or verifying a graph by queries that reveal partial information has been studied extensively in many different contexts, independently stemming from a number of applications.
In the network realization problem, we are given distances between certain pairs of vertices and asked to determine the sparsest graph (in the unweighted case) or the graph of least total weight that realizes these distances. This problem was shown to be NP-hard [8] . A related model in network discovery and verification provides queries which, upon receiving a node q, returns the distances from q to all other nodes in the graph [10] , instead of the distance between a pair of nodes in our model. The problem of minimizing the number of queries is NP-hard and admits an O(log n)-approximation algorithm (see [10] ). In another model, a query at a node q returns all edges on all shortest paths from q to any other node [4] . Network tomography also proposes statistical models [6, 18] . A related quantity is the metric dimension of a graph, the smallest number of vertices such that all vertices are uniquely determined by their distances to the chosen vertices. Bailey and Cameron [3] surveyed results on the metric dimension.
In evolutionary biology, the goal is to reconstruct evolutionary trees, thus the hidden graph has a tree structure. One may query a pair of species and get in return the distance between them in the (unknown) tree. See for example [11, 13, 17] . In this paper, we assume that our graph is not necessarily a tree, but may have an arbitrary connected topology.
Notation and Preliminaries
For a ∈ V and B ⊆ V , define Query(a, B) as Query(a, b) for every b ∈ B. For A, B ⊆ V , define Query(A, B) as Query(a, b) for every (a, b) ∈ A × B.
It is a β-balanced separator (for β < 1) if the size of every connected component of G \ S is at most β|V |.
Tree Decomposition: A tree decomposition of a graph G = (V, E) is a tree T with nodes n 1 , n 2 , . . . , n k . Node n i is identified with a subset S i ⊆ V (sometimes called a bag), satisfying the following conditions. 1. For every vertex v in G, the nodes whose bags contain v form a connected subtree of T . 2. For every edge (u, v) in G, some bag contains both u and v.
The width of the decomposition is the size of the largest bag minus 1, and the treewidth of G is the minimum width over all possible tree decompositions of G. Lemma 1. Let G be a graph of treewidth k. Let T 0 be any tree decomposition of G of width k. Assume that |G| ≥ 4(k + 1). Then there exists a bag S of T 0 that is a (3/4)-balanced separator of G and in addition, S can be computed efficiently when G is given.
The lemma follows easily from results in the literature on graphs of bounded treewidth. For example, Arnborg, Corneil and Proskurowski [2] present an O(n k ) algorithm for finding a width-k tree decomposition of a graph of treewidth k. Given the tree decomposition, the proof of the lemma is constructive and efficient, following along the lines of the algorithm for finding the centroid of a tree. A complete proof is in Appendix A. However, for the reconstruction problem in Section 6, since we do not have the tree decomposition or even the graph specified explicitly, we will later describe a different method to find a balanced separator.
Chordal Graphs: An undirected graph is chordal if every cycle of length greater than three has a chord: namely, an edge connecting two nonconsecutive vertices on the cycle. An introduction to chordal graphs can be found in e.g., [5] .
Lemma 2.
[5] Let G be a chordal graph. Then G has a tree decomposition where every bag is a maximal clique 3 and every maximal clique appears exactly once in this decomposition.
From this lemma, it follows trivially that a chordal graph with maximum degree ∆ has treewidth at most ∆. As a corollary of Lemmas 1 and 2, we have: Lemma 3. Let G be a chordal graph of bounded degree ∆. Assume that |G| ≥ C 0 for constant C 0 = 4(∆+1). Then there exists a clique S of size at most ∆+1 that is a (3/4)-balanced separator of G and in addition, S can be computed efficiently when G is given.
Verifying Graphs of Bounded Degree
In this section we present an algorithm for verifying a given graph of bounded degree using a number of queries that is within a logarithmic factor to the optimal. 4 The idea is a simple but non-obvious reduction to Set-Cover. The pseudocode for verification can be found in the Appendix D.
Theorem 4. LetĜ be a connected graph of bounded degree. Let OP T be the minimum number of queries to verify ifĜ is correct. There is an algorithm for the verification problem that uses O(log n) · OP T queries.
We separate the verification problem into two parts: verifying that every (u, v) ∈Ê is an edge, and verifying that every (u, v) / ∈Ê is a non-edge. For the first part, Procedure Verify-Edges is straightforward and simply queries every pair (u, v) ∈Ê, accepting if all answers are 1. Since the graph is boundeddegree, this takes O(n) queries. Since OP T = Ω(n) (see Appendix B), we know the query complexity of this part is O(OP T ).
Next, we show that there is a reduction from the problem of verifying the non-edges ofĜ to the Set-Cover problem that preserves the size of the solution. Let F be the set of non-edges ofĜ. For each (u, v) ∈ V 2 , we define a set S u,v consisting of pairs (a, b) that satisfy the inequality:
Lemma 5. Consider the instance of Set-Cover where the universe F and the sets S are defined as above. Let T be any set of pairs from V . The following two statements are equivalent:
1. Querying all pairs in T confirms every non-edge ofĜ.
Proof. Deferred to Appendix C.
In Procedure Verify-Non-Edges(Ĝ), we solve the equivalent Set-Cover instance using a well-known Greedy-Set-Cover algorithm [12] , which is a greedy algorithm that gives a (ln n+1) approximation. This then gives a (ln n+1) approximation to the problem of verifying the non-edges.
Theorem 4 follows immediately. In fact we have proved a stronger statement: The assumption that all vertices of the graph are of bounded degree can be replaced by the assumption that the number of edges is O(n log n).
Verifying Graphs of Bounded Degree and Bounded Treewidth
The main result of this section is the following.
Theorem 6. LetĜ be a connected graph of bounded degree and bounded treewidth. There is an algorithm for the verification problem that usesÕ(n) queries.
Intuitively, the tree decomposition suggests a recursive approach, where each bag provides a separator, and the problem could then be solved recursively on each side of the separator. But there is a catch because of the query oracle: when we query a pair (u, v), we would like to get back their distance in the recursive subgraph H, but instead the oracle returns their distance in the original graph G. It could well be that the shortest u-to-v path in G goes through the separator and outside H.
When the graph is chordal, this issue does not arise because the separator is a clique. When the graph is not chordal, to get around that problem, we formulate the recursive subproblem by augmenting H, adding virtual edges between vertices in the separator and giving them weight equal to their distance in G.
Chordal Graphs. As a warmup, we first prove Theorem 6 in the special case of chordal graphs, with Algorithm 1 (below). Again, we separate the verification problem into verifying the edges, done naively, and then verifying the non-edges, done with a recursive procedure Verify-Non-Edges-Rec: We take a balanced clique separator S ofĜ. By Lemma 3, S exists and can be computed efficiently. We test whether there are edges between different components ofĜ \ S. If there are no such edges, then we recursively verify every component ofĜ \ S.
Algorithm 1
1: procedure Verify-Chordal(Ĝ) 2:δ ← distance matrix ofĜ 3:
return Verify-Edges(Ĝ) ∧ Verify-Non-Edges-Rec(Ĝ,δ)
return Verify-Brute-Force(Ĝ) ⊲ by querying every pair inĜ 7:
S ← (3/4)-balanced clique separator ofĜ of size ≤ ∆ + 1 8:
return false 12:
The recursive calls on Verify-Non-Edges-Rec on the subgraphs induced by C ∪ S still use the global Query oracle. But because S is a clique, for any u, v ∈ C ∪ S, the shortest u-to-v path in G stays inside C ∪ S, so the value returned by Query(u, v) is the distance in G[C ∪S]. The following lemma shows correctness of Procedure Verify-Non-Edges-Rec and is a main idea of this section.
Proof. We assume that N (S) equals the neighborhood of S inĜ, since otherwise for some (u, v 
Let (V 1 , . . . , V k ) be the connected components in the partition ofĜ \ S. Suppose the partitions of G \ S and ofĜ \ S are different. Since every (u, v) ∈Ê is an edge in G (confirmed by Procedure Verify-Edges), there must be an edge
Let a (resp. b) be the vertex in N (S) closest to x (resp. y) inĜ. It is easy to see that a, b ∈ N (S) \ S. In addition, a and x are in the same component V i , and b and y are in the same component V j , soδ(a, b) ≥ 2. If δ(a, b) = 1, then (a, b) ∈ N (S) × V is the pair that we are looking for, so we can assume δ(a, b) ≥ 2.
Without loss of generality, assume δ(a, x) ≤ δ(b, y). We can lower bound δ(a, y) as follows: inĜ the shortest path from a to y goes through S, sô δ(a, y) ≥δ(a, S) +δ(S, y) =δ(a, S) + 1 +δ(b, y) = 2 +δ(b, y).
is the pair we are looking for, otherwise we can replaceδ(b, y) by δ(b, y) ≥ δ(a, x). Finally, since (x, y) ∈ E, we have δ(a,
⊓ ⊔
We now analyze the query complexity. SinceĜ has bounded degree, VerifyEdges uses O(n) queries. Since S has constant size andĜ has bounded degree, Query(S, V ) and Query(N (S), V ) also use O(n) queries. The number q(n) of queries of Procedure Verify-Non-Edges-Rec(Ĝ,δ) satisfies the recurrence:
Since n = |S| + C |C| and S is a balanced separator of size O(1), this implies q(n) = O(n log n), as desired.
Graphs of Bounded Treewidth. We extend the ideas above to prove Theorem 6 in general. We change the specification of Procedure Verify-Non-EdgesRec: its input is now the unweighted subgraph H = (V H ,Ê H ) ofĜ induced by a subset V H of V , plus a set F H of additional, new edges from V H × V H with weight w(u, v) = δ(u, v). The algorithm decides whether the metricδ of (V H ,Ê H ∪ F H , w) is identical to the metric δ| VH given by Query.
Instead of S being a balanced clique separator, now S is a balanced separator, namely, an existing bag of some tree decomposition of bounded width (see Lemma 1) . Lemma 7 still holds. For the recursive calls, for each connected component C of V H \S, we create an additional set F of new edges (u, v) with weight w(u, v) = δ(u, v) for every (u, v) ∈ S × S. We call the procedure recursively for vertex set W = C ∪ S, unweighted edge setÊ H ∩ (W × W ), and weighted edge set F ∪(F H ∩(W ×W )). The augmented graph has the same treewidth as before, since the new edges are added inside S. So every subgraph in the recursive calls still has bounded treewidth. This concludes the description and correctness of the algorithm.
For the query complexity, we need to bound the size of the neighborhood N (S) of S: it is computed in E H ∪ F H , so the vertex degree may no longer be O(1). However, for any vertex v, the number of unweighted edges adjacent to v is at most the maximum degree of G, and the number of weighted edges adjacent to v is bounded by the bag size times the number of bags S containing v that have been used as separators in the recursive calls. Since we use balanced separators, the recursion has depth O(log n), so v belongs to at most O(log n) such bags, and so the degree of v is O(log n). Overall this increases the query complexity by a factor of O(log n), and the total is stillÕ(n).
Finding the Connected Components of G \ S
In this section, we compute the partition of G \ S into connected components, given any set S of constant size.
5 This is an important ingredient of reconstructing chordal graphs in Section 6.
The key observation is that we can always find a pair of neighbors of S that are in the same component of G \ S such that there is a vertex v that is closer to both of them than to any vertex in S. By successively merging such neighbors, we will gather all neighbors of the same connected component into one set.
For every a ∈ N (S) \ S, define B(a) as the cluster at a:
Function Partition(V, S) (see Algorithm 2) receives a set of vertices V and a set S ⊂ V of constant size, and computes the partition of G \ S.
Algorithm 2
1: function Partition(V, S) 2:
compute B(a) for every a ∈ N (S) \ S ⊲ according to Equation (1) 5:
merge B1 and B2 in B 8:
return B Theorem 8. Let G be a connected graph of bounded degree and S ⊂ V be a set of constant size. Function Partition(V, S) uses O(n) queries and its output B is the partition of G \ S into connected components.
The query complexity of Partition(V, S) is O(n) since |S| = O(1) and G has bounded degree. The theorem then follows directly from Lemmas 9 and 10.
5 If S is not a separator, the partition consists of the single set V \ S.
Lemma 9. Let C be a connected component in G \ S. Then C ⊆ B for some set B ∈ B.
Proof. Let X be the set of vertices in C ∩ (N (S) \ S). First note that for every vertex x ∈ C, there exists some a ∈ X such that x ∈ B(a). Thus if we can prove that all sets B(a) for a ∈ X are eventually merged in B, we are done. Define a weighed graph H whose vertex set is X, such that for every (a, b) ∈ X 2 , the edge (a, b) in H has weight w(a, b) defined by the distance between a and b in G[C] 6 . In order to prove that all sets B(a) for a ∈ X are merged, we use an inductive proof that is in the same order that Prim's algorithm would construct a minimum spanning tree on H.
For the base case, let a be any vertex in X chosen at the beginning of Prim's algorithm. Prim's algorithm then chooses some edge (a, b) which minimizes w(a, b) for b ∈ X, i.e., under the distance measure in G[C], b is the vertex in X that is nearest to a. Consider a shortest path p 1 , . . . , p k in G[C] between a and b. Let z = p ⌈k/2⌉ be the mid-point vertex of the path. The distance from z to both a and b is less than or equal to the distance from z to any vertex in S, since otherwise b is not the node in X that is nearest to a. Thus z ∈ B(a) ∩ B(b) by definition. So z can be used to merge B(a) and B(b) in our algorithm.
For the inductive step, suppose that the i unions corresponding to the first i edges chosen by Prim's algorithm have been performed already. In Prim's algorithm, these i edges form a spanning tree in H containing i + 1 vertices, let it be T i . Prim's algorithm now chooses the edge (a, b) ∈ T i × (X \ T i ) with minimum weight and let T i+1 = T i ∪ {(a, b)}. Let z be the mid-point vertex of the shortest path between a and b in G [C] . Using the similar argument as for the base case, we know z can be used to merge B(a) and B(b) in our algorithm.
Since Prim's algorithm finishes by providing a spanning tree including every a ∈ X, we thus proved that all sets B(a) for a ∈ X are merged in our algorithm.
Lemma 10. Let B be a set in B. Then B ⊆ C for some connected component C in G \ S.
Proof. Deferred to Appendix E.
Reconstructing Chordal Graphs of Bounded Degree
Theorem 11. Let G be a connected chordal graph of bounded degree. There is a randomized algorithm for the reconstruction problem that usesÕ(n) queries.
This result is weaker than in Section 4, because we only deal with chordal graphs, not with all graphs of bounded treewidth. But it is stronger than in Section 4, because it is an algorithm for reconstruction, not for verification. The algorithm combines ideas from Section 4 with ideas from [15] : using sampling to find a vertex that is on many shortest paths and, growing a balanced separator S including it. We then compute a partition of G \ S into connected components using Algorithm 2 from Section 5 and recursively reconstruct each component.
Procedure Reconstruct-Chordal(V ) (see Algorithm 3) receives a set of vertices V , and computes the set of edges E of a chordal graph of bounded degree. Here constant β is defined to be max 1 − 1/(∆ · 2 ∆+1 ), 1 − (3/32)/(∆ + 1) .
Algorithm 3
1: procedure Reconstruct-Chordal(V ) 2: if |V | < C0 then ⊲ constant C0 defined by Lemma 3 3:
return Reconstruct-Brute-Force(V ) ⊲ by querying every pair in V 4: repeat 5:
for i ← 1 to C1 log |V | do ⊲ constant C1 defined by Lemma 15 6:
(ai, bi) ← a pair of uniformly chosen random nodes from V 7:
Pi ← Shortest-Path(ai, bi, V ) ⊲ see Appendix F 8:
x ← the node in V with the most occurrences among {Pi} 1≤i≤C 1 log |V | 9:
Query(N (x), N (x)) ⊲ obtain all cliques containing x 11:
for every clique K containing x do 12:
until success Lemma 12. Procedure Reconstruct-Chordal(V ) is correct.
Proof. We only need to prove, i Reconstruct-Chordal(V i ∪ K), which is the output of the Reconstruct-Chordal(V ), is indeed the edge set E. Since V 1 , . . . , V ℓ are connected components in G \ K, there cannot be edges between V i and V j for i = j. So every edge belongs to some G[
indeed gives the edge set E. Hence correctness follows by induction.
The rest of this section is to show that the query complexity of Procedure Reconstruct-Chordal(V ) isÕ(n), as stated in Theorem 11. Lines 5-7 takeÕ(n) queries, since a shortest path between two given nodes can be computed usingÕ(n) queries (see Appendix F). Because of bounded degree, Query(N (x), N (x)) uses a constant number of queries. Let q(n) be the number of queries of Reconstruct-Chordal(V ) where |V | = n. If we can bound the number of repeat loops (without recursive calls) by a constant, then we have:
|V i | and K is a balanced separator of size O(1), this would imply q(n) =Õ(n). Thus we only need to prove, as in Lemma 13 , that inside every repeat loop, the algorithm finds a balanced partition with constant probability. This guarantees that the average number of repeat loops is a constant and thus completes the proof of Theorem 11.
Lemma 13. In every repeat loop of Reconstruct-Chordal(V ), the node x computed in Line 8 is in some β-balanced separator with probability at least 2/3.
In order to prove Lemma 13, we need Lemma 14, whose proof is in Appendix G, and Lemma 15, which is a minor modification of Lemma 12 from [15] . 2 . For v ∈ V , let p v denote the fraction of pairs (a i , b i ) among C 1 log |V | random uniform independent pairs of V 2 such that v is on some shortest path between a i and b i . Let x = arg max p x . Then with probability at least 2/3, we have p x > (max v p v )/2. Now we prove Lemma 13. Let T be an (unknown) tree decomposition of G where every bag is a unique maximal clique, provided by Lemma 2. Let x be the node computed in Line 8 of Algorithm 3. Let T (x) be the subtree of T induced by the bags containing x. Define the forest
, which is the number of the nodes in G that appear in at least one bag of T ′ ; and define root(T ′ ) as the unique bag S ∈ T ′ that has a neighbor in T (x). Case 1: There exists some connected component
It is easy to see that K 1 ∩ K 2 is a balanced separator, since
is also a balanced separator. Observe that x ∈ K 1 , so K 1 is one of the cliques checked by Procedure Reconstruct-Chordal(V ) in Line 11. So the algorithm succeeds by finding a balanced separator in the current repeat loop.
Case 2: There exists some connected component T ′ in F (x) with w(T ′ ) > βn. Again let (K 1 , K 2 ) be the edge in T such that K 1 ∈ T (x) and K 2 = root(T ′ ). Observe that K 1 ∩ K 2 is a clique separator which separates S∈T ′ S from the component containing x. So for every pair (u, v) in S∈T ′ S, any shortest u-to-v path cannot go by x. Since there are at least β 2 fraction of such pairs in V 2 , we have p x ≤ 1−β 2 , which is at most (3/32)/(∆+1) by the definition of β. However by Lemmas 14 and 15, the probability that this happens (over x according to sampling) is at most 1/3. Thus the algorithm fails to find a balanced separator in the current repeat loop with probability at most 1/3.
We argue that the two cases above are exhaustive. We prove by contradiction. Suppose every tree component
On the one hand, since every node v ∈ V \ ({x} ∪ N (x)) is covered by some clique K in F (x), we have sum ≥ n − (∆ + 1). On the other hand, since the root of every connected component is a unique maximal clique containing at least one neighbor of x in G, the number of connected components in F (x) is at most ∆ · 2 ∆ . So we have sum < ∆ · 2 ∆ · (1 − β)n < n/2, where the last inequality is from the definition of β. Contradiction since n ≥ C 0 = 4(∆ + 1).
Thus we complete the proof of Lemma 13.
A Proof of Lemma 1
We first prove the following lemma.
Lemma 16. There exists a tree decomposition T of G of width k, such that every node in T has degree at most 3, and every node in T is also a node in T 0 .
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Proof. We start from the tree decomposition T 0 . As soon as there exists a node n i with degree > 3 in the current tree decomposition, we do the transformation:
-replace n i with two copies of itself: n ′ i and n ′′ i ; -add an edge between n i and n ′′ i ; -add edges from n ′ i to one half of the neighbors of n i ; -add edges from n ′′ i to the other half of the neighbors of n i . It is easy to see that the structure after the transformation is still a tree decomposition of G. We repeatedly do the above transformation until until every node has degree at most 3. Thus we obtain the tree decomposition T as required.
For every edge e = (S 1 , S 2 ) in T , T \ {e} consists of two subtrees A(e) and B(e), such that S 1 ∈ A(e) and S 2 ∈ B(e).
8 Every node v ∈ V \ (S 1 ∩ S 2 ) appears either in A(e) or in B(e), thus e implies a partition of V \ (S 1 ∩ S 2 ). For every subtree T ′ of T , define w(T ′ ) as S∈T ′ S . We want to find an edge e * = (S * 1 , S * 2 ) in T , such that both w (A(e * )) and w (B(e * )) are at most (3/4)n. Then S * 1 ∩ S * 2 is a (3/4)-balanced separator. Thus both S * 1 and S * 2 are (3/4)-balanced separators. Algorithm 4 computes such an edge e * in T . To prove the existence of e * , first we show that the while loop always terminates. In every iteration of the while loop, S 2 has at most 2 neighbors different from S 1 by Lemma 16. Thus Case 1 and Case 2 are exhaustive. In both cases, B(e) is a strict subtree of B(e ′ ), where e ′ is the edge computed in the previous iteration. Thus the size of B(e) is decreasing. Because T contains O(n) bags, B(e) has at most (3/4)n/(k + 1) bags after at most a linear number of iterations, which implies w (B(e)) ≤ (3/4)n since every bag contains at most k + 1 nodes.
Next we show that the output e satisfies w (A(e)) ≤ (3/4)n and w (B(e)) ≤ (3/4)n. It is guaranteed by the while loop that w (B(e)) ≤ (3/4)n. To show w (A(e)) ≤ (3/4)n, consider e ′ and e in the last iteration of the while loop. We only provide the proof for Case 2, and the proof for Case 1 is similar. Since w (B(e ′ )) > (3/4)n by the condition of the while loop, w (A(e ′ )) ≤ (1/4)n. Note that every node in V \ S 2 appears in one of the three subtrees B(e 3 ), B(e 4 ) and A(e ′ ). So we have:
Thus w (B(e)) = max {w (B(e 3 )) , w (B(e 4 ))} ≥ ((3/4)n − (k + 1)) /2, which is at least (1/4)n since n ≥ 4(k + 1). So w (A(e)) ≤ (3/4)n. Thus we complete the proof of Lemma 1.
procedure Find-Edge(T ) e ← arbitrary edge (S1, S2) in T with w (A(e)) ≤ w (B(e)) ⊲ inequality assumed by symmetry if both w (A(e)) and w (B(e)) are at most (3/4)n then return e while w (B(e)) > (3/4)n do e ′ ← e if S2 has only one neighbor S3 in B(e ′ ) then ⊲ Case 1 e ← (S2, S3) else if S2 has two neighbors S3 and S4 in B(e
Proof. Let ∆ be the maximum degree inĜ. Let {(u i , v i )} 1≤i≤k be a minimum set of queries that verifiesĜ. Thus k = OP T . Let S consist of the nodes in V that do not appear in any of the k queries. Any two nodes a and b in S must have the same neighborhood inĜ, since otherwise, we can exchange a and b to form a different graph G ′ that again satisfies all the k distance queries. So all nodes in S have the same neighborhood. Let x be some node in this neighborhood. Thus x is adjacent to every node in S. SinceĜ is of bounded degree, we have |S| ≤ ∆. So at least n − ∆ nodes must appear in at least one of the queries. Since every query involves two nodes, the number of queries is at least (n − ∆)/2 = Ω(n).
C Proof of Lemma 5
(1) ⇒ (2): Suppose there exists some (a, b) ∈ F , such that for every (u, v) ∈ T , we have (a, b) / ∈ S u,v , i.e.,δ(u, a) +δ(b, v) + 1 ≥δ(u, v). Adding the edge (a, b) into the graphĜ will not create a shorter path between u and v. ThusĜ∪{(a, b)} is consistent with the answer of all queries in T contradicting the claim that all non-edges are confirmed.
(2) ⇒ (1): Let (a, b) be any non-edge ofĜ. Since (a, b) ∈ F , there exists
, where the second inequality is becauseÊ ⊆ E (confirmed by Procedure Verify-Edges), and the last inequality is from the definition of S u,v . This contradicts the fact that δ(u, v) =δ(u, v), since (u, v) ∈ T is queried. Thus (a, b) must be a non-edge.
D Algorithm for Verifying Bounded-Degree Graphs

Algorithm 5
1: procedure Verify(Ĝ) 2:
return Verify-Edges(Ĝ) ∧ Verify-Non-Edges(Ĝ)
3: procedure Verify-Edges(Ĝ) 4: for all (u, v) ∈Ê do 5:
Query(u, v) 6:
return ∧{d(u, v) = 1 : (u, v) ∈Ê} 7: procedure Verify-Non-Edges(Ĝ) 8: F ← {(u, v) ∈ V 2 | u = v} \Ê ⊲ F is the set of non-edges ofĜ 9:δ ← distance matrix ofĜ 10:
for all (u, v) ∈ V 2 do 11:
Su,v ← {(a, b) ∈ F |δ(u, a) +δ(b, v) + 1 <δ(u, v)} 12:
S ← {Su,v | (u, v) ∈ V 2 } 13:
W ←Greedy-Set-Cover over universe F and sets S ⊲ W ⊆ S 14:
for all Su,v ∈ W do 15:
Query(u, v) 16: if δ(u, v) =δ(u, v) then 17:
return false 18:
return true
E Proof of Lemma 10
First we show that for every a ∈ N (S) \ S and every x ∈ B(a), a and x belong to the same component in G \ S. Suppose there exists some x ∈ B(a), such that x and a belong to different components in G \ S. We have δ(a, x) ≥ δ(a, S) + δ(S, x) = 1 + δ(S, x), where the inequality is because the shortest path from a to x must pass through the separator S. Contradiction with δ(a, x) ≤ δ(S, x) since x ∈ B(a).
Next we prove an invariant on B during the while loop (Line 6): Every set B ∈ B is a subset of some component of G \ S. By the above analysis, before the while loop this invariant holds. Suppose the invariant holds before the i th iteration of the while loop, and in this iteration B 1 ∈ B and B 2 ∈ B get merged. Since B 1 ∩ B 2 = ∅, there exists z ∈ B 1 ∩ B 2 . All nodes in B 1 are in the same component as z, and all nodes in B 2 are in the same component as z. Thus all nodes in B 1 ∪ B 2 are in the same component as z. So the invariant still holds after the while loop.
Thus we complete the proof.
F Finding a Shortest Path
The following divide-and-conquer algorithm computes a shortest path in G[V ] between two vertices a and b of V using O(|V | log |V |) queries. See Appendix A.1 of [15] for the correctness and the complexity of the algorithm. 
G Proof of Lemma 14
By Lemma 3, there is some clique separator S of size at most ∆ + 1 such that both components V 1 and V 2 in G \ S have size at most (3/4)n. Notice that for every pair (v 1 , v 2 ) ∈ V 1 × V 2 , all paths between v 1 and v 2 (including every shortest path) go by at least one node in S. The number of such pairs is at least (1 − 3/4)|V | · (3/4)|V |. By Pigeonhole Principle, there exists some z ∈ S, such that for at least 1/|S| ≥ 1/(∆ + 1) fraction of these pairs, their shortest paths go by z. Thus p z ≥ (3/16)/(∆ + 1).
