Gagie, Navarro and Prezza's r-index (SODA, 2018) promises to speed up DNA alignment and variation calling by allowing us to index entire genomic databases, provided certain obstacles can be overcome. In this paper we first strengthen and simplify Policriti and Prezza's Toehold Lemma (DCC '16; Algorithmica, 2017), which inspired the r-index and plays an important role in its implementation. We then show how to update the r-index efficiently after adding a new genome to the database, which is likely to be vital in practice. As a by-product of this result, we obtain an online version of Policriti and Prezza's algorithm for constructing the LZ77 parse from a run-length compressed Burrows-Wheeler Transform. Our experiments demonstrate the practicality of all three of these results. Finally, we show how to augment the r-index such that, given a new genome and fast random access to the database, we can quickly compute the matching statistics and maximal exact matches of the new genome with respect to the database.
Introduction
Since the turn of the millennium, advances in DNA sequencing technologies have taken us from sequencing a full human genome for the first time to storing databases of hundreds of thousands of genomes. These advances have far outpaced Moore's Law and now processing and storing genomic data are becoming a bottleneck. After running a DNA sample through a sequencing machine to obtain tens or hundreds of millions of overlapping substrings of the genome, called reads, the next step is usually to determine how the newly sequenced genome differs from a reference genome. This process is known as variation calling and consists of aligning each read to the most similar section of the reference, building a consensus sequence from the aligned reads, comparing that to the reference sequence, and then encoding the differences in variation-calling format (VCF) [2] . Because humans are genetically almost identical, variation calling is drastically easier than assembling a genome without a reference, which is known as de novo assembly. De novo assembly is often likened to building a huge jigsaw puzzle without the box, while variation calling is like building one while looking at the box from a slightly different puzzle. Of course, both processes are complicated by sequencing errors, uneven coverage of the genome by the reads, repetitions in the genome, etc.
The matching in variation calling is usually done with Bowtie [3] , BWA [4] , or other software based on the FM-index [5] , the success of which has turned it into a cornerstone of bioinformatics and compact data structures. Although the FM-index is well-suited to indexing a single reference genome, however, the standard implementation does not scale well to genomic databases. Such scalability is desirable because if we include more genomes in our index, then more reads will match exactly some section of one or more of those genomes, reducing the need for more difficult approximate matching [6, 7] . Aligning reads against whole genomic databases is called pan-genomic alignment [8] and should help genomic processing and storage catch up with sequencing. Unfortunately, although several authors have proposed other kinds of indexes (see, e.g., [9, 10] and references therein), they lack the complete functionality of the FM-index and have not achieved the same popularity. In particular, they often limit the maximum length of a pattern, which will become problematic as reads get longer and more accurate (so matches get longer). Figure 1 
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(b) (c) Figure 1 : (a) De novo assembly of the reads ATTTC, GATTA and TACAT into GATTACAT, indicating the third T in ATTTC is an error. (b) Variation calling of the reads ACAT and GATA against the reference GATTACAT, indicating they come from a genome with the second T missing. (c) The read ATAC does not match exactly against the reference GATTACAT but does against the second genome GATACAT we assembled, so if we add that genome to the index then we can avoid using approximate pattern matching to align that read.
gives a very small example of de novo assembly, variation calling, and the advantage of pan-genomic alignment.
To understand why the standard implementation of the FM-index does not scale well, it helps to examine its two main components: first, a rank data structure over the Burrows-Wheeler Transform (BWT) of the reference, with which we compute the interval of the suffix array (SA) containing the starting positions of the given pattern, which tells us how often the pattern occurs; and second, an SA sample, with which we can recover the contents of that interval, which tells us where the pattern occurs. Although the run-length compressed BWT (RLBWT) of the database stays small as we add more genomes [11] , the regular SA sample either expands or slows down, such that the product of its size and query time grows linearly with the database. For example, if our current database is GATTACAT$ 1 GATACAT$ 2 GATTAGATA$ 3 and we append GATAGATTA$ 4 , then the BWT changes from TTATTTTCCGGGGAAA$ 1 $ 3 $ 2 AAATATAA to TTAATTTTTTCCGGGGGGAAA$ 1 $ 3 A$ 4 $ 2 AAATTATAAAA, with only about 14% more runs, while an SA sample with the same query time grows by about 37%. This divergence becomes more pronounced when the genomes are longer, more similar and more numerous.
Policriti and Prezza [12] showed how we can store SA entries only at the beginning and end of each run in the BWT and still quickly return the location of one occurrence of the given pattern, and used this to obtain an efficient algorithm for turning the RLBWT into the LZ77 parse. We refer to their result about finding one occurrence as the Toehold Lemma, since Gagie, Navarro and Prezza [13] recently built on it to obtain a scalable version of the FM-index, called the r-index, which promises to make pan-genomic alignment practical and useful. Before that promise can be fulfilled, however, several obstacles must still be overcome: first, we need efficient algorithms to build RLBWTs and SA samples of genomic databases, which are the main components of r-indexes; second, we need an efficient way to update the r-index when we add a new genome to the database, because rebuilding it regularly will be prohibitively slow regardless of the algorithms we use; and third, as reads become longer and more likely to contain combinations of variation that we have seen before individually but not all together, we will need support for finding maximal exact matches between the read and the database. Boucher et al. [14] and Kuhnle et al. [15] have since made substantial progress on the first point, and in this paper we address the second one and give a theoretical solution to the third. As a by-product of making the r-index dynamic, we obtain an online algorithm for computing the LZ77 parse in space bounded in terms of the number of runs in the BWT.
In Section 2 we review some previous results that we will use throughout this paper, and strengthen Policriti and Prezza's Toehold Lemma to require SA entries only at the beginnings of the runs in the BWT -which significantly improves the practical performance of the r-index [15] -and simplify its proof. In Section 3 we show how to update the r-index efficiently when adding a new genome to the database, and in Section 4 we show how that can be applied to compute the LZ77 parse online from a growing r-index. In this paper we concern ourselves only with adding a new genome, not with supporting insertions at a specified point (between two given genomes currently adjacent in the current database); however, we note that this seems possible by combining our approach with Mantaci et al.'s extended BWT [16] . Finally, in Section 5 we show how to further augment the r-index such that, given a new genome and fast random access to the database (which can easily be added to VCF files), we can quickly compute the matching statistics and maximal exact matches of the new genome with respect to the database.
Matching statistics are a popular tool in bioinformatics and so calculating them is of independent interest, but in this case we are motivated by raredisease detection and variation calling with maximal exact matches. We note that in the conference version of this paper the additional space was O(rσ) words, where σ was the size of the alphabet, but we have reduced this to O(r). In the future we plan to implement our last result and use it for rare disease detection and to build a version of BWA-MEM [17] that works with entire genomic databases.
Preliminaries
For the sake of brevity, we assume the reader is familiar with LZ77 (we consider the original version, with which phrases end with mismatched characters), matching statistics, the BWT and RLBWT and how to search with them, etc. In this section we first review how to update a standard BWT or RLBWT when a character is prepended to the text. We also describe our simplification of Policriti and Prezza's augmented RLBWT.
Updating an RLBWT
We consider constructing RLBWT while reading T from right to left because updating RLBWTs with prepending a character is easier than appending a character. Suppose we have an RLBWT for $T [i + 1..n], where $ does not occur in T , and know the position k of $ in the current BWT. To obtain an RLBWT for $T [i..n], we compute rank T [i] (k) and use it to compute the position k to which $ will move. We replace $ by T [i] in the RLBWT, which may require merging that copy of T [i] with the preceding run, the succeeding run, or both. We then insert $ at BWT [k ] , which may require splitting a run. Updating the RLBWT for the reversed string T R of T is symmetric when we append a character to T . Ohno et al. [18] gave a practical implementation that works in O(r) space and supports updates and backward searches in O(log r) time per character in the pattern.
Lemma 1 (see, e.g., [18] ). We can build an RLBWT for T R incrementally, starting with the empty string and iteratively prepending T [1], . . . , T [n] -so that after i steps we have an RLBWT for (T [1..i])
R -using a total of O(n log r) time. Backward searches always take O(log r) time per character in the pattern.
Refining the Toehold Lemma
Policriti and Prezza augmented the RLBWT to store the SA entries SA[i] and SA [j] that are the positions in the text of the first and last characters in each run BWT[i..j]. They showed how, with this extra information, a backward search for a pattern can be made to return the location of one of its occurrence (assuming it occurs at all).
We can simplify and strengthen Policriti and Prezza's result slightly, storing only the position of the first character of each run and finding the starting position of the lexicographically first suffix starting with a given pattern. When we start a backward search for a pattern P Lemma 2. We can augment an RLBWT with O(r) words, where r is the number of runs in the BWT, such that after each step in a backward search for a pattern, we can return the starting position of the lexicographically first text suffix prefixed by the suffix of the pattern we have processed so far.
Generalizing a little bit the above trick, we get the following argument, which will be used to support online update of augmented RLBWTs. Finally we remark that if k is the last position of BWT (namely k + 1 is out of bounds), we can obtain j without j, proceeding as in the second case.
Dynamizing the r-index
In order to locate all the occurrences of pattern P , we have to retrieve SA[i.
.j] (all of which may not be stored explicitly), where [i..j] is the interval for P . If we can efficiently compute SA[k + 1] from a given value SA[k] for any 1 ≤ k < n, then SA[i..j] can be retrieved incrementally from SA[i], which we get during a backward search by Lemma 2. Gagie, Navarro and Prezza [13] showed how to solve this subproblem. Let B be the set of pair (SA[k ], SA[k + 1]) of text positions such that k and k + 1 are on a run's boundary, i.e., k is the last position of some run of BWT and k + 1 is the first position of the next run. Consider a predecessor data structure to support the following query: for any text position p of T , pred B (p) returns (x, y) ∈ B such that x is the largest possible with x ≤ p. Then, the next lemma holds.
Lemma 4 ([13]). For any
Proof. By the definition of x, for any 0 In this paper, we show that the r-index can be constructed in an online manner while reading text from right to left (or symmetrically appending characters to T but constructing the RLBWT for T R ). Let r be the number of runs in the BWT string for the current text T . Our online r-index maintains:
• a data structure to compute LF in O(log r) time,
• a data structure to compute pred B and insertion/deletion of new element to/from B in O(log r) time (using a standard balanced search tree), and
• a data structure to get, for each run of BWT, the SA entry for the "last" character of the run.
Note that by combining the last two data structures we can retrieve the SA entry for the first character of a run, and thus, we essentially have an access to the SA entries for the first and last character of every run. The information is enough to deal with the changes of SA entries to be stored along with the insertion of $ at k .
Experimental results
We implemented in C++ our online construction of r-index (the source code is available at [19] ) and compared its performance with offline r-indexes. The implementation of offline r-index is taken from [20] , which has three options for construction:
• sesais: Use a space efficient suffix sorting of [21] .
• divsuf: Use a suffix sorting of [22] , which is faster than sesais but uses more space.
• bigbwt: Use a prefix-free parsing technique, which is shown to be useful to reduce the working space and accelerate BWT construction [14, 15] .
Our online r-index is implemented based on the online RLBWT proposed in [18] , which runs fast but uses 2r log r bits to support rank queries (which is slightly costly compared to existing and offline variants). All the experiments were conducted on a 6core Xeon E5-1650V3 (3.5GHz) machine using a single core with 32GiB memory running Linux CentOS7. We tested on the datasets used in [13] (and available in [23] ).
• DNA: A pseudo-real DNA sequence consisting of 629145 copies of a DNA sequence of length 1000 where each character was mutated with probability 10 −3 .
• boost: concatenated versions of the GitHubs boost library.
• einstein: concatenated versions of Wikipedia's article for Einstein.
• world leaders: a collection of all pdf files of CIA World Leaders from January 2003 to December 2009 from repcorpus.
We also tested on real genomic datasets obtained by concatenating up to 50 versions of chromosome 19. Let chr19 x denote the dataset containing x versions. Following the setting of [15] , we removed all characters besides A, C, G, T and N from the sequences in advance and delimited each sequence in chr19 x by a line break. Table 1 shows the statistics of the datasets. Note that r is the number of runs in the BWT for a "reversed" input string, which is produced by our online variant. Since offline variants create BWTs for input strings read in a standard order, the values of r are slightly different. Table 2 shows the comparison in construction time and working space for DNA, boost, einstein and world leaders, where bigbwt halted with errors due to some unknown reason for non-genomic datasets. It shows that online runs in reasonable time while working in compressed space. Figure 2 shows how the construction time and working space increase when the collection of chr19 sequences grows. At the point of chr19 50, sesais used up 32GiB memory, and we expect that divsuf will do sooner or later. On the other hand, online and bigbwt show a potential to handle more sequences. The throughput of online is about 0.8 MiB / sec. Since r grows very slowly as sequences increase (see Table 1 ), we expect that the performance of online (both in terms of throughput and working space) is kept even when more sequences are added. Hence we conclude that online and bigbwt complement each other, i.e., bigbwt can construct the r-index in a batch very efficiently, and after that, online can handle incrementally added sequences.
Before finalizing the construction, our online r-index is always ready for answering count/locate queries as well as updating. We tested the performance of count/locate comparing with the finalized r-index (i.e., offline). For each dataset, we fed 1000 randomly chosen substrings of length 8 as patterns to count/locate. In locating, both programs just list the occurrences (positions) in a vector as they find. Table 3 shows the results. Firstly, online takes about four times larger space than offline. Besides the overhead needed to prepare for online updates, this could be attributed to the 2r log r bits used in our base implementation of RLBWT. The results for locate show a tendency that online are about 10% slower than offline. On the other hand in count operations, online sometimes outperformed offline. This probably reflects the difference in the implementation of backward steps; each backward step of online takes O(log r) time (regardless of the alphabet size) while that of offline takes O(log(n/r) + H 0 ) time, where H 0 is the zero-order entropy of the run heads.
Online LZ77 Parsing
Our first idea is to extend the technique from Subsection 2.1 for updating an unaugmented RLBWT, to apply to an augmented RLBWT. Then we can build an augmented RLBWT for T R incrementally, starting with the empty string and iteratively prepending T [1], . . . , T [n]. Our second idea is to mix prepending characters to a suffix of T R with backward searching for a prefix of that suffix, which is equivalent to appending characters to a prefix of T while searching for a suffix of that prefix. In contrast to the r-index, we only need to report one occurrence for an LZ77 phrase, and thus, the data structure can be simplified (specifically, pred B is not needed). 
i])
Computing the parse
Suppose we currently have an augmented RLBWT for (T [1.
.j]) R and the following information:
• the phrase containing T [j + 1] in the LZ77 parse of T starts at T [i];
• the non-empty interval I for (T [i. Continuing like this, we can simultaneously incrementally build the augmented RLBWT for T R while parsing T . Each step takes O(log r) time and we use constant workspace on top of the augmented RLBWT, which always contains at most r runs, so we use O(r) space. This gives us the following result:
Theorem 6. We can compute the LZ77 parse for T [1..n] online using O(n log r) time and O(r) space, where r is the number of runs in the BWT for T R .
Experimental results
We implemented in C++ the online LZ77 parsing algorithm of Theorem 6 (the source code is available at [19] ). We evaluate the performance of our method by comparing with the state-of-the-art implementations for LZ77 parsing that potentially can work in the peak RAM usage smaller than n lg σ + n lg n bits. A brief explanation and setting of each method we tested is the following:
• LZscan [24, 25] . It runs in O(nd log(n/d)) time and (n/d) lg n bits in addition to the input string, where d is a parameter that can be used to control time-space tradeoffs. We set d so that (n/d) lg n is roughly half of the input size.
• h0-lz77 [26, 27] . Online LZ77 parsing based on BWT running in O(n log n) time and nH 0 + o(n log σ) + O(σ log n) bits of space. The current implementation runs in O(n log n log σ) time.
• rle-lz77-1 [28, 27] . Offline LZ77 parsing algorithm based on RLBWT with two sampled suffix array entries for each run. In theory it runs in O(n log r) time and 2r lg n + r lg σ + o(r lg σ) + O(r lg(n/r) + σ lg n) bits of working space. The current implementation runs in O(n log r log σ) time.
• rle-lz77-2 [28, 27] . Offline LZ77 parsing algorithm based on RLBWT that theoretically runs in O(n log r) time and z(lg n + lg z) + r lg σ + o(r lg σ) + O(r lg(n/r) + σ lg n) bits of working space. The current implementation runs in O(n log r log σ) time.
• rle-lz77-o [Theorem 6]. To accomplish the parsing done in a reasonable time, our online RLBWT implementation is based on [18] , which runs faster (actually in O(n log r) time) than [27] but needs 2r lg r extra bits. Online LZ77 parsing can be done in O(n log r) time and 2r lg r + r lg n + O(r lg(n/r) + σ lg n) bits of working space.
For the above methods other than rle-lz77-2, the output space is not counted in the working space since they compute LZ77 phrases sequentially. On the other hand, rle-lz77-2 counts z lg n bits of working space to store the starting positions of the phrases as they are not computed sequentially. We tested on highly repetitive datasets in repcorpus 4 , well-known corpus in this field, and some larger datasets created from git repositories. For the latter, we use the script [29] to create 1024MiB texts (obtained by concatenating source files from the latest revisions of a given repository, and truncated to be 1024MiB) from the repositories for boost 5 , samtools 6 and sdsl-lite 7 (all accessed at 2017-03-27). The programs were compiled using g++6.3.0 with -Ofast -march=native option. The experiments were conducted on a 6core Xeon E5-1650V3 (3.5GHz) machine using a single core with 32GiB memory running Linux CentOS7.
In Table 4 , we compare our method rle-lz77-o with rle-lz77-2, which is the most relevant to our method as well as the most space efficient one. The result shows that our method significantly improves the running time while keeping the increase of the space within 4 times. It can be observed that the working space of rle-lz77-o gets worse as the input is less compressible in terms of RLBWT (especially for Escherichia Coli).
Figure 3 compares all the tested methods for some selected datasets. It shows that rle-lz77-o exhibits an interesting time-space tradeoff: running in just a few times slower than LZscan while working in compressed space. After the conference version of this paper was published, an extended experiment was conducted in [18] where two versions are added for testing the performance of their RLBWT construction mixed with rle-lz77-1 and rle-lz77-2. The results show that rle-lz77-o is still outstanding almost dominating those two versions.
Matching Statistics
The matching statistics of S[1. Once we have the p values, we use a left-to-right pass over S to compute the values. Notice that it would again take time at least proportional to the sum of the values, to start at each T [p i ] and extract characters until finding a mismatch. Since i+1 cannot be less than i − 1, however, if we have a compact data structure that supports O(log log n)-time random access to T -such as a Tabix index [30] , the RLZ parse implemented with a y-fast trie or a bitvector [31, 32] , or a variant of that approach adapted for VCFthen we can compute all the values in O(m log log n) total time using small space. Since the size of the RLZ parse is generally comparable to that of the RLBWT when there is a natural reference sequence (which is the case when dealing with databases of genomes from the same species) and most genomic databases are stored in VCF anyway, using random access to T seems unlikely to be an obstacle in practice.
Further augmentation
For Notice that, when we add a new genome to the database, we need to recompute the positions of the thresholds only when characters are inserted in the BWT exactly at those positions or at the beginnings and endings of runs. We are currently working with this property to make this version of the r-index dynamic as well, by augmenting the r-index to support limited LCP queries [33, Section 3.2].
Algorithm
As we have said, our algorithm consists of first computing all the p values in the matching statistics using a right-to-left pass over S, then computing all the values using a left-to-right pass. We first choose q to be the position of the first or last character in any run and set t to be its position in T . We then walk backward in S and T until we find a mismatch S .m] and O(log log n)-time random access to T , we can compute the matching statistics for S with respect to T in O(m log log n) time.
Algorithm 1
Computing p values for the matching statistics of S with respect to T , using an augmented RLBWT for T . For simplicity we ignore special cases, such as when some character in S does not occur in T .
procedure computePs(S) q ← position of the first or last character in any run 
We note as an aside that, in practice, we need not really store information at both ends of runs of the BWT. If we store information only at the beginning of each run but adapt the data structures of the r-index to support φ queries [34] instead of φ −1 queries and during a backward search always keep track of the last entry in the current SA interval, then if we need the SA entry for the end of a run we can compute it from the SA entry at the next character (the beginning of a run) and a φ query. We must modify the Toehold Lemma again slightly: suppose we have processed P [i. with a φ query. The details of φ queries are beyond the scope of this paper, so we refer the reader to the papers on the r-index that we have cited.
Application: Rare-disease detection
Each substring S[i..i + i − 1] is necessarily a right-maximal substring of S that has a match in T , but not necessarily a left-maximal one. We can easily post-process the matching statistics of S in O(m) time to find the maximal Algorithm 2 Computing values for the matching statistics of S with respect to T , using the p values and random access to T . Again, for simplicity we ignore special cases, such as when some character in S does not occur in T .
procedure computeLs(S, p 1 , . . . , p m )
substrings with matches in T : if i = i+1 + 1, then we discard i+1 and p i+1 . Similarly, in O(m) time we can find all the minimal substrings of S that have no matches in T : for each maximal matching substring of S, extending it either one character to the right or one character to the left yields a minimal non-matching substring; assuming each character in S occurs in T , this yields all the minimal non-matching substrings of S. Finding all the non-matching substrings of a string relative to a large database of strings has applications to bioinformatics, specifically, in raredisease discovery. For example, we might want to preprocess a large database of human genomes such that when a patient arrives with an unknown disease we suspect to be genetic, we can quickly find all the minimal substrings of his or her genome that do not occur in the database.
Application: Extending BWA-MEM to work with genomic databases
BWA-MEM [17] is part of the popular BWA aligner but, unlike standard BWA, it does not try to match entire reads. Instead, it looks for maximal exact matches (MEMs) between reads and reference, and uses those as anchors for the alignment. This approach makes BWA-MEM better suited to handling chimeric reads resulting from structural variation in genomes (i.e., cases in which parts of the genome are arranged differently in different individuals, so the first part of a read matches to one part of the reference but the rest matches somewhere else), as well as longer but more error-prone reads.
We believe that BWA-MEM can benefit even more than Bowtie or BWA from using an entire genomic database as a reference instead of a single genome. Suppose that we store at the beginning and end of each run in the BWT the position in the standard reference that character aligns to. Then, when processing a read with several variations that we have seen before individually but never all together (which is more likely with longer, thirdgeneration reads), we can still see quickly if the MEMs all align consistently to the same region of the standard reference. In contrast, BWA-MEM with a single reference cannot find matches that span variation sites.
We are currently working to extend the r-index to report the positions where MEMs align but, even just considering a static version, this could require significant modification of the construction algorithms, which themselves are still in development [14, 15] . We are optimistic, however: our current constructions are based on prefix-free parsing, which generates a dictionary and a parse, and it seems that we can augment the parse slightly (specifically, with a range-minimum data structure over its LCP array) such that, given two positions in the SA, we can quickly compute the length of the their LCP. Our plan is to complete the implementation and demonstration of the r-index without support for maximal exact matching, and then collaborate with bioinformaticians to determine what is the best way to add that functionality. 
