In this note we derive a geometric formulation, for equality constrained problems, of an ideal penalty function. This di erentiable penalty function requires no parameter estimation or adjustment, has numerical conditioning similar to that of the target function from which it is constructed, and also has the desirable property that the strict second order constrained minima of the target function are precisely those strict second order unconstrained minima of the penalty function which satisfy the constraints. Such penalty functions can be used to establish termination properties for algorithms which a void illconditioned steps. Numerical values for the penalty function and its derivatives can be e ciently calculated using automatic di erentiation techniques.
Introduction and Notation. Consider the following problem:
Minimize y = f(u) subject to k(u) = 0 w h e r e dim(k) < d i m (u) It is well known that, under fairly mild conditions which are usually assumed in practice, this equality constrained problem is locally equivalent to an unconstrained problem applied to a penalty function. In this note, we give a geometric derivation of a parameter free penalty function of a similar type to the parameterized functions considered by Fletcher (Refs. 1,2,3).
We assume that f and k have continuous second derivatives in a neighbourhood of the minimum point.
We write M to denote the manifold fu : k(u) = 0 g, a n d f o r a p o i n t u 2 M we write P(u) Q (u) to denote the orthogonal projections onto the normal and tangent spaces respectively of M at u. Note that P + Q = I.
In what follows, we use tensor notation and sum over repeated indices. We write @ j to denote di erentiation with respect to u j , and de ne g j = @ j f H ij = @ i @ j f and N ij = @ j k i We assume that the constraint normals are linearly independent at the minimum point in M. I f N has full rank at u, then the generalised inversê N = N 0 (NN   0   ) ;1 exists at u and satis es NN = I N N= P.
2. Strict Second Order Minima. Let be a vector of the same dimension as k and de ne L(u ) = f(u) ; i k i (u) We call u 2 M a strict second order minimum of f constrained to M i at u (i) g i Q ij = 0, and (ii) if satis es g j = i N ij then z i z j (@ i @ j L) > 0 for all z 6 = 0 such that z i P ij = 0 . The rst condition says that g lies in the space spanned by the constraint normals, ie that g j = i N ij for some choice of . T h i s m ust be the case at any constrained minimum for f. Under our assumption of constraint independence at u , the only such is (u ) where we de ne j = g iNij The second condition says that we h a ve a second order minimum for f along all curvilinear directions away from u in M. Now @@L = H ; A where A ij = r @ i @ j k r , and certainly Q(H ; A)Q must be positive semi-de nite at any constrained minimum for f. So since xPx = xPPx 0 for all choices of x we h a ve xQ(H ; A)Qx + xPx 0 for some x 6 = 0i 2 zQ(H ; A)Qz 0 for some z 6 = 0 w i t h zP = 0 (to see this just set z = xQ). Consequently the second condition amounts to demanding precisely that Q(H ; A)Q + P is positive de nite at u .
In particular, if f is unconstrained so that M is the whole of u-space then u is a strict second order minimum of f i at u (i) g = 0 and (ii) H is positive de nite.
We can regard (u) a s a n a p p r o ximation to the Lagrange multipliers (u ) for the constrained problem. Constrained minima for f correspond to stationary points of L, and we need only consider points of the form (u (u)).
Now w e consider L(u (u)) = f(u) ; i (u)k i (u). We note that the term i k i can be re-arranged as g i n i where n i =N ij k j For any u de Thus has a stationary point a t u i gQ= 0 a t u . Similarly Under the assumption that f and k are twice di erentiable on U, w e h a ve s h o wn that is once di erentiable throughout U, a n d t wice di erentiable at u . I n p r o ving this we h a ve implicitly used the fact that if a is continuous and b is di erentiable with b(u ) = 0 t h e n the product ab is di erentiable at u with @(ab) = a(@b). In fact, is twice di erentiable throughout U provided f and k are three times di erentiable on U.
3. Other Penalty F ormalisms. Fletcher's original penalty function is essentially = f ; g i n i + 2 n i n i where > kH ; A + Ik. That this has similar properties to our can be seen by noting that = f ; g i n i + 1 2 n i n j (H ij ; A ij + I ij ) to second order in kn(u)k and then making (once and for all) the indicated choice for the parameter . Note however that the penalty function de ned here is parameter free. Essentially is the value of the Lagrangian, not at u, but at the nearest point satisfying the (locally linearised) constraints, and we a d d a p e n a l t y term proportional to the square of this displacement. Instead of forcing = (u) w e could leave t h e as free variables and add a further penalty term of the type (g ; N) 2 or some scaling thereof as in Ref. 4. In our de nition of we could alternatively have p u t (m(u)) in place of (u).
Penalty functions are frequently used to transform a constrained optimization problem into an unconstrained problem (see for example Refs. 4,5,6). Such penalty formalisms often require a penalty parameter to be adjusted at each iteration. Frequently a naive proof of termination for a penalty algorithm assumes in nite precision arithmetic (and exact solution of subproblems), and allows arbitrary settings for the penalty parameter.
In practice, such a form of the optimization algorithm runs the risk of ill-conditioned steps which could prevent convergence. The strategies used in practice to avoid ill-conditioned choices of penalty parameters and to satisfy inexact convergence criteria for subproblems frequently ruin the original proof of termination. 4
The analytical consideration of ideal penalty functions such a s can allow c o n vergence properties to be proved by s h o wing that each iteration must lead to an appropriate decrease in , without having to take explicit account of penalty parameter adjustments (see for example Refs. 7,8.) However it should also be noted that the techniques of automatic di erentiation (Refs. 9,10) have n o w reached the point where they allow the direct numerical calculation of functions such a s and its derivatives. We conclude this note by indicating brie y one strategy for doing this, suitable for problems with large numbers of variables and constraints. Once the vectors n and have been obtained, it is a simple matter to compute the value of the ideal penalty function . Consequently direct numerical use of an ideal penalty function such a s as a validiation step to ensure convergence in solving optimization problems is now computationally feasible. But we can do more.
We show i n R e f . 1 3 h o w reverse accumulation can be used to di erentiate automatically functions such a s which are formed by c o m bining values such a s N and g which w ere themselves obtained by r e v erse accumulation (see also Refs. 14, 15). The computation of c a n b e m a d e a vailable in a form which is itself susceptible to automatic di erentiation, and the extraction of gradients, directional or full Hessians and so forth. These can in turn be used by optimization software to nd a local minimum point u of , which will correspond to the solution of the original constrained problem. Finally we can apply automatic di erentiation to the components of u so as to perform an automatic error analysis or determine the sensitivities of the solution.
It is worth noting that we m a y use an iterative method of solving the linear equations for n and . This is particularly attractive if there is a large number of constraints. in the computation. Techniques are also known which a l l o w gradients to be extracted for functions which include in their construction the iterative solution of xed point equations such as those for and x (Refs. 18, 19, 20) . Since most optimization codes can also be regarded as iterative contractive di erentiable mappings, at least in a neighbourhood of the xed point u , these iterative xed point techniques can also be applied to the nal optimization step to extract sensitivities of u . A further advantage of using reverse accumulation with this iterative xed point formulation is that the sensitivities which r e v erse accumulation provides allow automatic error estimates to be made for the e ect of truncating subproblem solution on the calculated function value (see Ref. 19) .
Thus an iterative f o r m ulation allows us to solve the equations for and x with just su cient accuracy to ensure that the calculated value of (u) is correct to the required accuracy (speci ed in advance) at each iteration step of the optimization algorithm. 5 . Conclusion. In this note we h a ve g i v en a geometric formulation of a di erentiable penalty function similar to those considered by Fletcher, but requiring no parameter estimation or adjustment. The strict second order constrained minima of the target function are precisely those strict second order unconstrained minima of the penalty function which satisfy the constraints.
Our penalty function also has the desirable property that near such an minimum point the penalty function has the same curvature as the Lagrangian of the target function in directions tangent to the constraint manifold, and unit positive c u r v ature in directions normal to the constraint manifold. Near a minimum point, our penalty function thus has numerical conditioning similar to that of the target function and constraints from which it is constructed.
The penalty function can be used to establish theoretical termination properties for algorithms. Alternatively numerical values for the penalty function can be e ciently calculated using automatic di erentiation techniques and used to validate a particular run of an algorithm. However it should also be possible to apply truncated Newton methods directly to the penalty function in order to nd the optimal point for the target function.
In this note we h a ve f o r m ulated an approach only for equality constrained problems. Inequality constrained problems are considered in Refs. 21 and 5.
