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Introduction
The well known Cayley-Hamilton theorem of classical matrix analysis claims that any square matrix M with entries from a field K satisfies the identity ∆(M) ≡ 0,
(1.1)
where ∆(x) = det (M −xI) is the characteristic polynomial of M. Provided K be algebraically closed, the coefficients of this polynomial are the elementary symmetric functions in the eigenvalues of M. Below for the sake of simplicity we assume K to be the field C of complex numbers.
In [NT, PS, GPS, IOPS, IOP1] the Cayley-Hamilton theorem was successively generalized to the case of the quantum matrix algebras of the GL(m) type. Any such an algebra is constructed by means of R-matrix representations of Hecke algebras of the GL(n) type.
In the works [KT] the Cayley-Hamilton identity was established for matrix superalgebras. The aim of the present paper consists in a further generalization of the results of [KT] to the case of quantum matrix superalgebras.
Let us formulate our main result -the Cayley-Hamilton theorem for the quantum matrix algebras of the GL(m|n) type. All the definitions and notations are explained in the main text below.
Theorem. Let M = M j i N i,j=1 be the matrix of the generators of the quantum matrix algebra M(R, F ) defined by a pair of compatible, strictly skew-invertible R-matrices R and F , where R is a GL(m|n) type R-matrix (see sections 3.1 and 3.2) . Then in M(R, F ) the following matrix identity holds
where Mī is the i-th power of the quantum matrix (see definition (3.27) ) and the coefficients C i are linear combinations of the Schur functions (see definition (3.21) ). The Schur functions entering the expression of C i are homogeneous polynomials of the (mn + i) order in the generators M j i . Therefore, any matrix element in the left hand side of (1.2) is a homogeneous polynomial of the (mn + m + n) order in M j i . The expression of the coefficient C i in terms of the Schur functions can be graphically presented as follows where each Young diagram stands for the corresponding Schur function.
If the matrices F and R are the transpositions in the superspace (m|n), then the corresponding algebra M(R, F ) is a matrix superalgebra. In this case identity (1.2) coincides with the invariant Cayley-Hamilton relations obtained in [KT] . Note that in the supersymmetric case the linear size N of the matrix M is connected with the parameters m and n by the equation N = m + n. As was shown in [G] , in general this relation does not take place in the quantum case. Our proof of identity (1.2) does not rely on such like connections.
The structure of the work is as follows. Section 2 contains definitions and necessary facts on the Hecke algebras. In section 3 we define the quantum matrix algebra of the GL(m|n) type. Ibidem the notions of the characteristic subalgebra and of the matrix power space are introduced. The last section is devoted to the proof of the Cayley-Hamilton identity (1.2).
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Some facts on Hecke algebras
In this section we give a summary of facts on the structure of the Hecke algebras of A n−1 series. For their proofs the reader is referred to the works [DJ, M] . Detailed consideration of the material and the list of references on the theme can also be found in the reviews [OP, R] . When considering the quantum matrix algebras we shall use this section as a base of our technical tools.
Young diagrams and tableaux
First of all we recall some definitions from the partition theory. Mainly we shall use the terminology and notations of the book [Mac] .
A partition λ of a positive integer n (notation: λ ⊢ n) is a non-increasing sequence of non-negative integers λ i such that their sum is equal to n:
The number |λ| = n is called the weight of the partition λ. A convenient graphical image for a partition is a Young diagram (see [Mac] ) and below we shall identify any partition with the corresponding Young diagram.
With each node of a Young diagram located at the intersection of the s-th column and the r-th row we associate a number c = s − r which will be called the content of the node.
Define an inclusion relation ⊂ on the set of all the Young diagrams by stating that a diagram µ includes a diagram λ (symbolically λ ⊂ µ) if after the superposition the diagram λ is entirely contained inside of µ. In other words, λ ⊂ µ ⇔ λ i ≤ µ i i = 1, 2, . . .
Given a Young diagram λ ⊢ n one can construct n! Young tableaux by writing into the nodes of the diagram all integers from 1 to n in an arbitrary order. The tableau will be noted by the symbol λ α , α = 1, 2, . . . , n!, (2.1)
where the index α marks the different tableaux. The diagram λ will be called the form of a tableau λ α .
The set of all tableaux associated with a diagram λ ⊢ n can be naturally supplied with an action of the n-th order symmetric group S n . By definition, an element π ∈ S n acts on a tableaux λ α by changing any number i for π(i) in all the nodes of the tableau. The resulting tableau will be denoted as λ π(α) . In the set of all the Young tableaux of the form λ we shall distinguish a subset of standard tableaux which satisfy an additional requirement: the numbers written in a standard tableau increases in any column from top to bottom and in any raw from left to right. From now on we shall use only standard Young tableaux and retain notation (2.1) for them. However, the index α will vary from 1 to an integer d λ which is equal to the total number of all the standard Young tableaux of the same form λ. Explicit expressions for d λ are given, for example, in [Mac] .
Though the subset of the standard tableaux is not closed with respect to the action of the symmetric group, it nevertheless is a cyclic set under such an action since an arbitrary standard Young tableau of the form λ ⊢ n can be obtained from any other standard tableau of the same form by the action of some element π from the group S n that is
The relation ⊂ defined above for the Young diagrams can be extended to the set of the standard tableaux. Namely, we say that a tableau includes another one 
Hecke algebras: definition and the basis of matrix units
The Hecke algebra H n (q) of A n−1 series is a unital associative C-algebra generated by the set of elements
4)
where 1 is the unit element. The last of the above defining relations depends on a parameter q ∈ C \ {0} and is referred to as the Hecke condition. H n (1) is identical with the group algebra C[S n ] of the symmetric group S n . In case
5)
the algebra H n (q) is semisimple and is isomorphic to C[S n ]. In what follows we shall suppose condition (2.5) to be fulfilled for all k ∈ N \ {0}. Under such an assumption the algebra H n (q) is isomorphic to the direct sum of matrix algebras
Here Mat m (C) stands for an associative C-algebra generated by m 2 matrix units E ab 1 ≤ a, b ≤ m which satisfy the following multiplication law
Due to isomorphism (2.6) one can construct the set of elements E λ αβ ∈ H n (q), ∀ λ ⊢ n, 1 ≤ α, β ≤ d λ , which are the images of matrix units generating the term Mat d λ in the direct sum (2.6)
The diagonal matrix units E λ αα ≡ E λ α are the primitive idempotents of the algebra H n (q) and the set of all E λ αβ forms a linear basis in H n (q). Obviously, the matrix units E λ αβ can be realized in many different ways. The construction presented in [M, R] (see also [OP] ) satisfies a number of useful additional relations. It is this type of the basis of matrix units which we shall use below. Now we shortly outline its main properties.
Firstly, in this basis there are known remarkably simple expressions for the elements which transform different diagonal matrix units into each other. In order to describe these elements we need a few new definitions.
With each generator σ i of the algebra H n (q) we associate the element
Here x is an arbitrary non-negative integer, the symbol x q being defined in (2.5). The elements σ i (x) obey the relations
(2.10)
Consider an arbitrary standard Young tableau λ α corresponding to a partition λ ⊢ n. For each integer 1 ≤ k ≤ n − 1 we define the number ℓ k { λ α} to be equal to the difference of the contents of nodes containing the numbers k and (k + 1)
Let a tableau λ β (not obligatory standard) differs from the initial tableau λ α only in the transposition of the nodes with the numbers k and (k + 1)
(2.12) π k ∈ S n being the transposition of k and (k + 1). If the tableau λ π k (α) is standard then the following relations hold
Now, take into account the cyclic property of the set of standard Young tableaux under the action of the symmetric group and the fact that an arbitrary permutation can be (nonuniquely) expanded into a product of transpositions. This allows one to connect any pair E λ α and E λ β by a chain of transformations similar to (2.13), (2.14). Moreover, relations (2.9), (2.10) ensure the compatibility of all possible formulae expressing dependencies between E λ α and E λ β . If the tableau
The expressions for non-diagonal matrix units follow from (2.13), (2.14). Assuming both the tableaux λ α and λ π k (α) to be standard, one gets
where the normalizing coefficient ω(ℓ) satisfies the relation
In particular, one can set ω(ℓ) := ℓ q /(ℓ q + 1). Note that in case the tableau
is a standard one, we have ℓ k { λ α} = ±1. Therefore, the above expression for the normalizing coefficient is always correctly defined.
To formulate the second property of the matrix units which will be used below let us consider the chain of Hecke algebra embeddings
which are defined on generators by the formula
(2.20)
In each subalgebra H k (q) one can choose the basis of the matrix units E λ αβ in such a way that the diagonal matrix units E λ α ∈ H k (q) can be decomposed into the sum of diagonal matrix units belonging to any enveloping algebra H m (q) ⊃ H k (q)
Here the summation goes over all the standard Young tableaux 3 Quantum matrix algebra M(R, F )
R-matrix representations of the Hecke algebra
Let V be a finite dimensional vector space over the field of complex numbers, dim V = N. With any element X ∈ End(V ⊗p ), p = 1, 2, . . . , we associate a sequence of endomorphisms X i ∈ End(V ⊗k ), k = p, p + 1, . . . , according to the rule
will be called the R-matrix. One can easily see that any R-matrix obeying the condition
generates representations ρ R for the series of the Hecke algebras H k (q), k = 2, 3, . . . 
) possesses a kernel, generated by any matrix unit corresponding to the rectangular Young diagram ((n + 1) (m+1) ) that is
for any µ ⊢ (m + 1)(n + 1), µ = ((n + 1) (m+1) ).
(3.5)
Such an R-matrix will be referred to as an R-matrix of the GL(m|n) type.
R-trace and pairs of compatible R-matrices
One can easily see that the property of skew-invertibility is invariant with respect to the change of the basis {v i } and, therefore, to the matrix Ψ X kl ij there corresponds an operator Ψ X ∈ End(V ⊗2 ). Introduce a notation
where the symbol Tr (2) means taking the trace over the second space in the product V ⊗V . A skew-invertible operator X will be called strictly skew-invertible in case the operator D X is invertible. Consider the set of N × N matrices Mat N (W ), their entries being vectors of a linear space W over C. The set Mat N (W ) is endowed with the structure of a linear space over C in the obvious way.
Let R be a skew-invertible R-matrix. The linear map
will be called the calculation of R-trace.
Remark 1 If as an R-matrix one chooses the transposition operator in the superspace of (m|n) type (see definition (3.32)), then the operation Tr R coincides with the calculation of the supertrace.
An ordered pair {R, F } of the two R-matrices R and F will be called a compatible pair if the following relations are satisfied
(3.9)
Now we list some properties of the compatible pairs of R-matrices.
1. If R is a skew-invertible R-matrix and {R, F } is a compatible pair, then for all M ∈ Mat N (W ) the following relation holds
A direct consequence of this formula is a cyclic property of the R-trace
is invertible. An explicit form of its inverse φ −1 is as follows (see [OP2] )
Quantum matrix algebras: definition
Consider a linear space Mat N (W ) and define a series of linear mappings Mat N (W ) ⊗k → Mat N (W ) ⊗(k+1) , k ≥ 1, by the following recurrent relations
where M is an arbitrary matrix from Mat N (W ) and F is a fixed element of Aut(V ⊗ V ).
As the linear space W we choose an associative algebra A over C freely generated by the unit element and N 2 generators M j F ) is a quotient of the algebra A over a two-sided ideal generated by entries of the following matrix relation Remark 3 The definition of the quantum matrix algebra presented here differs from that given in [IOP1] . Nevertheless, under the additional assumptions on R and F made above, both definitions are equivalent. As was shown in [IOP2] , the matrix M = (D F ) −1 MD R obeys relations imposed on the generators of the quantum matrix algebra in the work [IOP1] .
Lemma 4 The matrix M composed of the generators of the quantum matrix algebra M(R, F ) satisfies the relations
17)
where the matrices M k , M k+1 are defined by rules (3.15) with the R-matrix F .
The proof of the lemma is presented in [IOP1] .
Characteristic subalgebra and Schur functions
Further in this section we consider the quantum matrix algebras M(R, F ) defined by a Hecke R-matrix R. We shall refer to them as the matrix algebras of the Hecke type. Let a subspace Char(R, F ) ⊂ M(R, F ) be a linear span of the unit and of the following elements
y The detailed proof is given in [IOP1] . It is based, in particular, on the following technical result. 
Formula (3.19) will be repeatedly used in the sequel. It is immediate consequence of the property (3.10) of the compatible pairs {R, F } and its proof is also presented in [IOP1] .
Take into consideration two sets {p k (M)} and {s λ (M)} of elements of the characteristic subalgebra. The elements of these sets will be referred to as the power sums and the Schur functions respectively. For an arbitrary integer k ≥ 1 the power sums are defined by
(3.20)
Given a Hecke type R-matrix R and an arbitrary partition λ ⊢ k, k = 1, 2, . . ., we define the Schur functions as follows
The right hand side of (3.21) does not actually depend on the index α of the matrix unit. Indeed, for all x (k) ∈ H k (q) the matrices ρ R (x (k) ) and (M 1 . . . M k ) commute in (3.18) due to (3.17). Then, taking into account the cyclic property of the R-trace, one gets
where ℓ := ℓ k { λ α}. Next, with the use of (2.8), (2.10), (2.17) and (2.18) relations (2.13) can be rewritten in the form
This leads to y(E λ π k (α) ) = y(E λ α ). At last, the fact that the set of the standard Young tableaux is cyclic with respect to the action of the symmetric group guarantees that definition (3.21) is non-contradictory.
Proposition 7 For any quantum matrix algebra M(R,F ) of the Hecke type i) Its characteristic subalgebra Char(R, F ) is generated by the unit and by the power sums p k (M), k = 1, 2, . . .;
ii) The set of Schur functions s λ (M), λ ⊢ k, k = 0, 1, . . ., forms a linear basis in Char(R, F ).
Proof. The first part of the proposition is proved in [IOP1] . To prove the second part, we note that, basing on the arguments given to justify relations (3.21), one can get the following equalities
Now the statement on a linear basis of the Schur functions follows from the fact that the matrix units {E λ αβ | λ ⊢ k} form the linear basis in the algebra H k (q).
Powers of quantum matrices
Let a subspace Pow(R, F ) ⊂ Mat N (M(R, F )) be the linear span of the unit matrix and of the following matrices
where x (k) runs over all elements of H k (q). The matrix M (x (k) ) will be called the x (k) -th power of the matrix M, and the space Pow(R, F ) will be referred to as the space of matrix powers.
Proposition 8 Pow(R, F ) is a right module over the characteristic subalgebra Char(R, F ).
With the use of (3.19) this proposition can be proved analogously to the proof of the commutativity of Char(R, F ) (see [IOP1] ).
In the space Pow(R, F ) we choose a special set of matrices constructed by the following rule. Having fixed a standard Young tableau λ α of the form λ ⊢ k, k = 1, 2, . . ., we define the matrices (3.26) where the index i in M (λ;i) is the number of the raw of the tableau λ α (when counting from the top) which contains k -the largest integer among those filling the tableau. Take, as an example, the standard tableau Since the largest integer k = 7 is contained in the second raw then i = 2 for the diagram involved.
The matrix M (λ;i) defined in (3.26) does not depend on the positions of the other integers which are less than k. The proof is analogous to that used when arguing in favour of the unambiguity of the Schur function definition (see the paragraph next to the formula (3.21)). One should only take into account an additional circumstance. If two matrix units E λ α and E λ β λ ⊢ k have the number k standing in the same nodes of the corresponding tableaux, then the chain of transformations linking these matrix units contains only the elements x (k−1) of the subalgebra H k−1 (q). Just with respect to the images ρ R (x (k−1) ) ∈ Id V ⊗ Aut(V ⊗(k−1) ) the operation Tr R (2 . . . k) possesses the cyclic property. Besides M (λ;i) , consider also a series of matrices M k :
The matrices M (λ;i) and M k will be called respectively the (λ; i)-th and the k-th powers of the matrix M.
Proposition 9 For any quantum matrix algebra M(R, F ) of the Hecke type:
i) The unit matrix and the family of matrices M k , k = 1, 2, . . . is a generating set of the right Char(R, F )-module Pow(R, F );
ii) The unit matrix and the family of matrices M (λ;i) , λ ⊢ k, k = 1, 2, . . . where i runs over all the possible values for each partition λ ⊢ k is a basis of the linear space Pow(R, F ).
The proof of items i) and ii) of the above proposition can be given by a quite obvious generalization of the proof of the corresponding items of proposition 7.
To end the section, we present another form of the k-th power of the matrix M. Basing on the property (3.10) of compatible pairs one can show that definition (3.27) is equivalent to the following iterative formulae
where the map φ is given by (3.13) and the dot stands for the usual matrix product. Relations (3.28) can be interpreted as the result of the consecutive application of the operator M :
Quantum matrix algebras: examples
Let P : V ⊗2 → V ⊗2 be the transposition operator:
and R-matrix R be strictly skew-invertible. The pair {R, P } is compatible and it defines a quantum matrix algebra M(R, P ). Denote the matrix of its generators by the letter T .
In the case involved, T k = T k (see definitions (3.1) and (3.15)) and commutation relations (3.16) take the form
Suppose additionally that R is of the GL(m) type. The standard example of such an Rmatrix is the Drinfeld-Jimbo R-matrix obtained by the quantization of classical groups of the A m series. The corresponding algebra M(R, P ) = Fun q (GL(N)) is the quantization of the algebra of functions on the general linear group [FRT] . Note that in general m = N. Examples of N 2 × N 2 R-matrices of the GL(m) type such that m = N are constructed in [G] . In case R is an R-matrix of the GL(m) type (including the Drinfeld-Jimbo R-matrix) the matrix T of generators of M(R, P ) obeys a polynomial Cayley-Hamilton identity of the m-th order [IOPS, IOP1] . The coefficients of the polynomial are proportional to the Schur functions s (1 k ) (T ), 0 ≤ k ≤ m. At the classical limit q → 1 the Drinfeld-Jimbo R-matrix tends to the transposition matrix lim q→1 R = P and algebra (3.29) becomes the commutative matrix algebra M(P, P ). The corresponding Cayley-Hamilton identity coincides with (1.1).
In particular, the Schur functions s (1 k ) (T ) turn into the elementary symmetric functions in the eigenvalues of the matrix T .
The other example of a compatible pair is given by {R, R} where R is a strictly skewinvertible R-matrix. The commutation relations (3.16) for the generators of the quantum matrix algebra M(R, R) read (3.30) where L 1 = L ⊗ Id V and L = L j i is the matrix composed of the algebra generators. The algebra M(R, R) is called the reflection equation algebra [KS] . Having first appeared in the theory of integrable systems with boundaries, the algebra has then found applications in the differential geometry of the quantum groups (see, for example, [IP, FP, GS, GS2] ).
In this case the power of the quantum matrix coincides with the usual matrix power L k = L k . The characteristic subalgebra Char (R, R) belongs to the center of M (R, R) . The Cayley-Hamilton identity for the reflection equation algebra with Drinfeld-Jimbo R-matrix was obtained in [NT, PS] . Its generalization to the case of an arbitrary R-matrix of the GL(m) type was found in [GPS] .
Supposing R to be a strictly skew-invertible R-matrix of the Hecke type, let us make a linear shift of generators of M(R, R)
After such a change relations (3.30) transforms into the quadratic-linear form
(3.31)
The above basis of generators is convenient in constructing the quantum analogs of orbits of the coadjoint action of a Lie group on the space dual to its Lie algebra. The Cayley-Hamilton identity for this basis was obtained in [GS] . If R is the Drinfeld-Jimbo R-matrix, then in the limit q → 1 commutation relations (3.31) of the M(R, R) generators pass to that of the generators of the universal enveloping algebra U(gl N ) and the Cayley-Hamilton identity transforms into the well known identity for the matrix composed of the U(gl N ) generators (see, for example, [Gou] ). Let P m|n be the transposition operator on the superspace of the (m|n) type
where v i is a homogeneous element of the superspace and |v i | denotes the corresponding parity. The algebra M(R, R) with R = P m|n was considered in [KT] . Note that the matrix superalgebra M(P m|n , P m|n ) is a limiting case of the algebra M(R m|n , R m|n ) (3.30) at q → 1 where R m|n is the Drinfeld-Jimbo R-matrix obtained in quantization of the classical supergroup GL(m|n) (an explicit form of this R-matrix can be found in [DKS, I] ). The so-called invariant Cayley-Hamilton identity established in [KT] is a limiting case of the Cayley-Hamilton identity for the quantum matrix algebras of the GL(m|n) type. The latter is proved in the next section.
Proof of the Cayley-Hamilton identities
In this section we give a scheme of the proof and then formulate the Cayley-Hamilton identity for the quantum matrix algebras M(R, F ) defined by an R-matrix R of the GL(m|n) type. Below these algebras will be referred to as the matrix algebras of the GL(m|n) type. Fix a pair of integers m ≥ 1, n ≥ 1 and denote A := (m + 1)(n + 1). We also introduce the special notations for the following partitions Λ(r, s) := (n + 1) r , n (m−r) , s , r = 0, . . . , m, s = 0, . . . , n, (4.8) where t := (m − r) + (n − s) + 1. Let us take the following linear combinations of the above matrices
where the index i runs from 1 to (m + n). Our immediate task is in proving the relations
(4.10) With that end in view, transform the expression of Φ i to the form
Here we extend the definition of elements (4.5)-(4.8) to the boundary values of its indices, that is to the cases when the matrix units used in construction of (4.5)-(4.8) are not defined:
P row (k, n + 1) = P col (m + 1, k) = P + (k, 0) = P + (0, k) = 0, k = 0, 1, . . . .
When deriving (4.11) we apply formulae (2.21) to the matrix units (4.4)
and then use (2.14) in the form
in order to transform the terms ρ R (E Λ(r,s) row/col ) R t in expressions for P row/col (k, i − k). Using calculations analogous to (3.24), one can show that the term with the non-diagonal matrix unit entering the right hand side of (4.13) does not contribute to (4.11).
Note that expressions (4.12) for E Λ(r,s) row and E Λ(r,s) col are formally the same, since our notations (4.4) take into account only the position of the largest integer among those filling the Young tableau. One should keep in mind that the matrix units E Λ(r,s) row and E Λ(r,s) col in the right hand side of (4.12) differ in the position of the number preceding to the largest one. This difference manifests itself in applying relation (4.13).
At the next step we reduce the similar terms in (4.11):
(4.14)
In calculating the coefficients at P + (·, ·) and P + (·, ·) the following relation is useful
Next, we transform the first summand in the right hand side of (4.14) with the help of the computation
(4.17)
In the above computation we use relation (4.12) first what results in (4.16). Expression (4.16) turns out to be independent on a particular choice of the index α of the matrix unit. Then we split (4.16) into two factors with the use of (3.19). At last, the first factor is transformed in the same way as that used to derive relation (3.28) for the matrix powers from definition (3.27).
Substituting ( Here to simplify the coefficients at P row (·, ·) and P col (·, ·) we have used the formula which can be easily verified with the help of (4.15). Finally, shifting the summation index k → k + 1 in the last summand of (4.18) we come to (4.10).
Now it remains only to construct analogs of (4.10) for the boundary values i = 0 and i = m + n.
For i = 0 we have: Φ 1 = P row (1, 0) + P col (0, 1) = φ(M m+n ) s Λ(0,0) (M) , (4.20)
which coincides with (4.10) if one sets Φ 0 = 0. In case i = m + n the transformation of Φ m+n is performed in the same way as when deriving (4.10). A peculiarity of the case involved consists in two points. Firstly, when carrying out the computations one finds an additional term associated with the Young diagram ((n + 1) m+1 ) and secondly, Φ m+n+1 = 0. So, making the calculations we find Φ m+n = (−1) m+1 q m−n Id V s Λ(m,n) (M)
, (4.21) which also has the same form as (4.10) provided that ρ R E ((n+1) m+1 ) m+1 = 0 or, by definition, in the GL(m|n) case.
Next, we add together the left and right hand sides of all relations (4.10), (4.20) and then subtract from the sum the corresponding parts of (4.21). At last, on applying the map φ −1 (see (3.13), (3.14)) to the result we come to the following theorem. If one multiplies the both sides of the matrix equalities (4.10), (4.20) and (4.21) by the matrix M from the left, the equalities turn into relations among the elements of the space Pow (R, F ) . Adding this relations together as in deriving the Cayley-Hamilton theorem, we establish the connection among the elements of two basis sets of the space Pow(R, F ) which were described in proposition 9.
Proposition 11 Let M be the matrix of generators of a quantum matrix algebra M(R, F ) of the Hecke type. Then the λ-powers of M corresponding to the rectangular Young diagrams λ = ((r + 1) s+1 ), r, s = 0, 1, . . . are expressed in terms of its k-th powers as follows (−1) s (s + 1) q (r + 1) q M (((r+1) s+1 ); s+1) = s+r i=0 M s+r+1−i min{i,s} k=max{0,i−r} (−1) k q 2k−i s Λ(k,i−k) (M) .
(4.23)
