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Motivated by recent experiments we study the influence of thermal noise on the phase slips in
toroidal Bose-Einstein condensates with a rotating weak link. We derive a generalized Arrhenius-
like expression for the rate of stochastic phase slips. We develop a method to estimate the energy
barrier separating different superflow states. The parameters at which the energy barrier disappears
agree with the critical parameters for deterministic phase slips obtained from dynamics simulations,
which confirms the validity of our energetic analysis. We reveal that adding thermal noise lowers
the phase-slip threshold. However, the quantitative impact of the stochastic phase slips turns out to
be too small to explain the significant discrepancy between theoretical and the experimental results.
I. INTRODUCTION
Generation and decay of persistent currents in atomic
Bose-Einstein condensates (BECs) is one of the most
striking manifestations of quantum effects at macroscopic
level. Using a system of laser beams it is possible to cre-
ate a toroidal trapping potential with repulsive barrier
which can be moved around the ring. The rotational
state of the BEC in such potential is sensitively depen-
dent on the velocity of the barrier. Such systems form a
basis of the emerging field of atomtronics, which aims to
build an analogy to common electronic circuits based on
neutral atoms instead of electrons. Atomtronic circuits
became the subject of many experimental and theoretical
investigations, which cover various aspects of persistent
currents [1–4] as well as other related phenomena, e.g.,
atom interferometry [5, 6], Josephson effects [7–9], prop-
agation of sound waves [10, 11], and solitons [12, 13].
In most of these studies simple zero-temperature phe-
nomenological models show good agreement with exper-
iments. However, recent experiments with ring-shaped
BECs not only demonstrated dissipationless flows under
unprecedented level of control, but also challenged tra-
ditional theoretical tools by dramatic disagreement be-
tween existing zero-temperature theoretical predictions
and experimental observations [2, 14].
The existence of a persistent current in a superfluid is
related to a stable quantized vortex, which is a localized
phase singularity with integer winding number. Since
having a vortex inside the BEC bulk costs energy, in
toroidal geometry the condensate ring prevents vortices
from exiting the system central region, which stabilizes
even multicharged persistent currents. Thus, the states
with non-zero persistent current are metastable states. It
is easy to find the local energy minima — the metastable
states with different topological vortex charges. How-
ever, the value of the energy barrier that separates these
metastable states is not generally known. The first objec-
tive of this paper is to analyze quantitatively the energy
cost of a phase slip between the ground state and the
lowest metastable state for different rotation rates of the
external repulsive barrier.
A real condensate is always at a non-zero temperature,
and thus thermal fluctuations may play a crucial role
near the threshold of the phase slip. Very recent exper-
iments [14] clearly demonstrated that persistent current
lifetime crucially depends on the temperature. The sec-
ond objective of this paper is to calculate the life time of
a metastable state under the influence of thermal white
noise.
Our paper is organized as follows. In Sec. II, we define
the model we use to investigate the system. In Sec. III,
neglecting the noise, we investigate deterministic phase
slips and develop a method to estimate the value of en-
ergy barrier separating metastable states. In Sec. IV, we
study the effect of noise on the phase slips. We summa-
rize our results in the concluding Sec. V.
II. MODEL
We describe BEC [15] by the stochastic Gross-
Pitaevskii equation (sGPE) [16, 17], which can be written
in dimensionless form as follows:
(i− γ)∂ψ(r, t)
∂t
=[
− 1
2
∆ + V (r, t) + g|ψ(r, t)|2 − µ
+ γΩγ∂ϕ
]
ψ(r, t) + η(r, t), (1)
where η(r, t) is the Gaussian-distributed random complex
noise with
〈η(r, t)〉 = 0, (2)
〈η(r, t)η(r′, t′)〉 = 0, (3)
〈η∗(r, t)η(r′, t′)〉 = 2η0 δ(t− t′) δ(r− r′), (4)
and η0 ≥ 0 is the noise strength (η0 = 0 means the noise
is absent, and the equation is fully deterministic), ∆ is
the Laplace operator, V (r, t) is the external potential, g
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2is the interaction constant, µ is the BEC chemical po-
tential, ∂ϕ = x∂y − y∂x = [r × ∇]z, the dissipation is
controlled by parameter γ and is related to the thermal
cloud of uncondensed atoms, and the non-standard term
proportional to Ωγ is related to assuming that the ther-
mal cloud rotates with angular velocity Ωγ (this term’s
origin is explained in Appendix A).
The external potential has the form:
V (r, t) = V0(r, z) + U(t)W (r, ϕ− Ωt, z), (5)
where r, ϕ, and z are the cylindrical coordinates. The
external potential consists of two parts: the time-
independent, rotationally invariant trapping potential
V0(r, z) =
1
2
(r −R)2 + 1
2
κz2, (6)
where R is the trap radius, and the rotating (stirring)
potential with time-dependent amplitude
U(t)W (r, ϕ− Ωt, z) = U(t)Θ(χ)e− 12 (ζ/w)2 , (7)
χ = r cos (ϕ− Ωt) , ζ = r sin (ϕ− Ωt). (8)
Here Θ(χ) is the Heaviside theta-function.
For further, it is convenient to describe the system in
the reference frame that rotates together with the stirring
potential W (r, ϕ− Ωt, z). For that one can consider the
wave function in the rotating reference frame
ψrot(r, ϕ, z, t) = ψ(r, ϕ+ Ωt, z, t). (9)
The sGPE then acquires the form
(i− γ)∂ψrot(r, t)
∂t
=[
− 1
2
∆ + V0(r, z) + U(t)W (r, ϕ, z) + g|ψrot(r, t)|2 − µ
+ iΩ∂ϕ + γ(Ωγ − Ω)∂ϕ
]
ψrot(r, t) + η(r, t) (10)
with the only explicit time dependence in the equation
being the changing amplitude U(t).
We will use the angular momentum z-projection oper-
ator Lˆz = −i∂ϕ. The angular momentum z-projection of
the BEC in the non-rotating (laboratory) reference frame
is
Lz = −i
∫
d3rψ∗(r, t)∂ϕψ(r, t) =
− i
∫
d3rψ∗rot(r, t)∂ϕψrot(r, t). (11)
It is also convenient to define angular momentum per
particle ` = Lz/N , where the number of particles
N =
∫
d3r|ψ(r, t)|2. (12)
In the absence of dissipation (γ = 0), noise (η0 = 0),
and for constant stirring barrier amplitude U(t) = Ub,
Eq. (10) conserves energy in the rotating reference frame
EΩ =
∫
d3r
[
1
2
|∇ψrot|2+
(V0(r, z) + UbW (r)− µ)|ψrot|2 + g
2
|ψrot|4
− Ωψ∗rotLˆzψrot
]
. (13)
We use the trap, the condensate, and the stirring po-
tential parameters reported for the experimental setup of
Ref. [1]: R = 10.4, κ = 4.88, g = 1.88× 10−2, w = 1.85.
We use γ = 1.5 × 10−3, which is a reasonable value for
the system under consideration.
Above, we used dimensionless quantities. The dimen-
sionalization is as follows: time is measured in units of
ω−1r , where ωr = 2pi × 123 Hz, all energies are mea-
sured in units of ~ωr ≈ 6 nK, the angular momentum
is measured in units of ~, and the distances are mea-
sured in units of lr =
√
~/(Mωr) = 1.84µm (M is the
mass of 23Na atom). The dimensionless coupling con-
stant g = 4pias/lr, where as is the scattering length. The
dimensionful wave function is related to the dimension-
less one ψ via ψdim = l
−3/2
r ψ.
In all the present work (except for Sec. III A) we will
work in the reference frame that rotates at angular veloc-
ity Ω. Therefore, we will omit the index in ψrot, denoting
it as ψ in the rest of the work.
Before concluding the model description, we would
like to discuss the issue of associating dissipation to a
reference frame rotating at some angular velocity Ωγ .
Physically, the dissipation in BEC comes from the un-
condensed atoms. Since the mechanism of creating the
stirring potential is insensitive to whether an atom is in
the BEC or not, the cloud of uncondensed atoms is also
made to rotate by the stirring barrier. The most natural
angular velocity for the cloud to rotate with would be the
stirring potential angular velocity Ω. Therefore, in most
of the article we put Ωγ = Ω.
In principle, there can be deviations from this picture,
the simplest of which being Ωγ 6= Ω. We believe, that
such deviations should have little effect on deterministic
dynamics (when η0 = 0) since the term γ(Ωγ −Ω)∂ϕψ is
small compared to the important term iΩ∂ϕψ for γ  1.
However, in the presence of stochastic noise (for η0 6=
0) such a deviation may be important as discussed in
Appendix C.
III. DYNAMICAL AND ENERGETIC
ANALYSIS OF DETERMINISTIC PHASE SLIPS
In this section we investigate phase slips within the
framework of deterministic GPE.
Using dynamics simulations, in Sec. III A we find the
critical rotation frequency and reproduce the result of
3Ref. [18] that the theoretically found critical frequency
is significantly above the one found experimentally in
Ref. [1].
However, the same critical frequency can be found from
energetical considerations: the phase slip happens when
the energy barrier separating two local minima at differ-
ent values of angular momentum per particle disappears.
In Sec. III B we introduce a semianalytical approximate
method, which uses a trial wave function with imprinted
vortex cores, to estimate the energy of the condensate
in different states. The method captures the main fea-
tures of the phase-slip energy landscape, however, over-
estimates the value of energy barrier and the critical ro-
tation frequency.
In Sec. III C we use the imaginary time propagation
(ITP) method to verify that the critical rotation fre-
quency that can be obtained from energetic consider-
ations coincides with the one obtained from dynamics
simulations.
Finally, in Sec. III D we use the imaginary time propa-
gation to improve the ansatz wave function of Sec. III B.
This results in an improved estimate for the value of en-
ergy barrier and the critical frequency. The latter agrees
with the critical frequency estimates obtained both from
dynamics and via ITP.
Therefore, the methodology of Secs. III B, III D gives a
reliable systematic way for estimating the value of energy
barrier separating two local minima at different values of
angular momentum per particle.
A. Dynamics of deterministic phase slips
In our dynamical GPE simulations we change the stir-
ring barrier amplitude U(t) in the same way as is done in
the experiment of Ref. [1]: the grows linearly for 0.5 s, re-
mains constant for the next 0.5 s, and linearly decreases
for last 0.5 s. The maximum value of the amplitude is
chosen to be Ub = 1.3 × h kHz (here h is the Plank’s
constant).
The phenomenological dissipation parameter γ is cho-
sen for our dynamics calculations as γ = 1.5 × 10−3.
However, as we verified, our main results do not depend
qualitatively on the specific value of γ  1. Position and
temperature dependence of this parameter are neglected
in our phenomenological approach.
The chemical potential µ(t) is adjusted at each time
step such that the number of condensed particles remains
N = 6× 105.
Using the split-step Fourier transform method [19], we
solved numerically deterministic GPE (1) with η0 = 0
and Ωγ = 0.
1 The initial state for our simulations was
found using imaginary-time propagation method [20],
1 In the rest of the work we use Ωγ = Ω. Therefore, it would be
more appropriate to use that value for deterministic simulations
as well. However, we expect that the Ωγ term should have little
Figure 1. (Color online) Temporal evolution of the angular
momentum per particle ` = Lz/N in deterministic GPE sim-
ulations: solid black line corresponds to over-threshold value
of barrier frequency Ω/(2pi) = 2.2 Hz. Dashed red line cor-
responds to sub-threshold value of barrier rotation frequency
Ω/(2pi) = 2.1 Hz.
which allowed us to find the BEC ground state. We
have found that for frequency values below critical value
Ωc/(2pi) = 2.1803 ± 10−4 Hz no phase slips occur, and
after 1.5 s of evolution BEC returns to the ground state
with ` = 0. For rotation frequency Ω > Ωc the final
state corresponds to ` = 1. Examples of the angular
momentum per particle evolution with time for rotation
frequencies below and above the critical one are shown
in Fig.1.
B. Approximate energetic analysis of the phase
slips
The critical frequency for phase slips can be under-
stood in terms of dependence of BEC energy in the rotat-
ing reference frame (13) on the system state. At Ub = 0
the energy landscape exhibits local minima at integer val-
ues of `. For Ω 6= 0 and Ub 6= 0 the existence of the weak
link slightly moves the minima from integer `. We con-
centrate on the two local minima near ` = 0 and ` = 1
and the energy barrier separating them. For sufficiently
small values of the rotation frequency Ω both local min-
ima exist. The energy barrier between the minima pre-
vents deterministic transitions between them. However,
the depth of the minima depends on Ω, and above some
critical rotation frequency only the ` ≈ 1 minimum is left
while the ` ≈ 0 minimum merges with the energy barrier.
effect on deterministic dynamics as long as |γΩγ |  |Ω|. Thus,
we prefer to use Ωγ = 0 and expect the results to be applicable
for Ωγ = Ω since γ  1.
4Figure 2. (Color online) The condensate energy dependence on the positions of the imprinted vortex and antivortex for
Ω/(2pi) = 2 Hz: (a) for the IVM, (c) for the IVM improved with imaginary time propagation of trial wave functions. (b)
Energy vs ` = Lz/N for the steepest descent trajectories starting at the energy barrier (i.e., saddle point) and ending at one of
the local minima. Blue asterisks correspond to the trajectory descending to ` = 0 local minimum in the IVM, yellow squares
correspond to the trajectory descending to ` = 1 local minimum in the IVM, and red circles correspond to the trajectory
descending to ` = 0 local minimum in the ITP-improved IVM. The trajectories are marked by the same markers on the
corresponding energy surfaces (a) and (c). Coordinates xa and xv are measured in units of lr, energy E − E0 is measured in
units of ~ωr, and the angular momentum per particle is measured in units of ~.
One naturally expects the critical frequency at which one
of the minima disappears to coincide with the dynamic
critical frequency for phase slips.
In our deterministic GPE dynamics simulation de-
scribed above, the phase slips close to the critical rotation
rate happen as a vortex which comes from external pe-
riphery of the system (for the barrier rotating anticlock-
wise, i.e., Ω > 0) and an antivortex exiting the central
hole of the toroidal condensate merge in the region on the
central line of the weak link. Therefore, the main features
of the phase slips can be accurately described using only
two coordinates: variable positions of the cores for the
vortex xv and for the antivortex xa.
Since we consider transitions ` = 0 → 1, we need the
initial state to have ` = 0 and an anti-vortex in the cen-
tral hole. To achieve this, we introduce an additional
vortex x∗v inside the central hole. For a given Ω, we de-
termine the minimal energy state with ` ≈ 0 using finite
x∗v, xa and xv → +∞, and then we keep x∗v fixed as we
vary xa and xv to build the system energy landscape.
Thus, our energetic analysis consists of two steps. (i)
Build energy surface by varying positions of the addi-
tional vortex x∗v and the anti-vortex xa and find the en-
ergy minimum for ` ≈ 0 when both are located inside the
annulus. (ii) Build a new energy surface by varying xa
and xv while keeping x
∗
v fixed to the value corresponding
to the energy minimum found in the previous step. This
procedure gives us an energy map for states with angu-
lar momenta per particle between ` = 0 and ` = 2. In
the rest of the article, we call this entire procedure the
imprinted vortices model (IVM).
We build wave functions with imprinted vortices as fol-
lows. Using the imaginary time evolution in the rotating
reference frame for a given barrier height U(t) = Ub =
const for a short amount of imaginary time, we find nu-
merically a stationary state ΨGS(r) with no vortex lines.
Then we imprint the vortices and the anti-vortex into
the ground state and obtain the condensate ansatz wave-
function with imprinted vortex lines
ψ(x, y, z) = AΨGS(r)
∏
i
(tanh (ρi/ξ))
|mi| eimiθi , (14)
where A is a normalization constant introduced to pre-
serve the number of atoms, mi is the topological charge
of the i-th imprinted vortex line (mi = +1 for vortices
and mi = −1 for anti-vortices), and ξ is the healing
length in the point of highest density on the central
line of the weak link (ϕ = 0, r > 0). We assume that
the vortex line is parallel to the z-axis, thus ρi(x, y) =√
(x− xi)2 + y2 and θi(x, y) = arctan [y/(x− xi)] define
the core-centered polar coordinates of the i-th vortex,
placed at point (xi, yi = 0). Previously, a similar approx-
imation was used for analyzing the energetic stability of
vortex lines and vortex rings both in simply connected
and toroidal traps [18, 21, 22].
An example of resulting energy map is shown in
Fig. 2(a). Note, that there are two saddle points cor-
responding to 0 → 1 transition: either a vortex can
get inside the condensate (the meeting point of the blue
and yellow trajectories) or an antivortex can leave the
condensate. In both cases the final state corresponds
to ` ≈ 1. However, the saddle point corresponding to
the vortex entering the condensate is energetically lower.
Therefore, we use this saddle point to estimate the energy
barrier ∆E.
Dependence of the barrier height on the rotation fre-
quency is shown in Fig. 3 by dashed red line. As ex-
pected, the value of the energy barrier decreases with
the increase of rotation frequency Ω. However, the fre-
quency of barrier vanishing considerably differs from the
threshold value obtained using dynamics simulations and
equals ΩIVMc /2pi ≈ 2.58 Hz.
5Figure 3. (Color online) The energy barrier height as a func-
tion of rotation frequency Ω. Red circles connected by the
dashed red line correspond to the IVM data, black squares
connected by the solid black line correspond to the ITP-
improved IVM data. Dotted blue line denotes the critical
rotation frequency Ωc/(2pi) = 2.1803±10−4 Hz obtained from
real-time dynamics simulations of deterministic GPE.
One can imagine two possible reasons for the discrep-
ancy. One possibility is that we use an inaccurate de-
scription of vortices by our ansatz. The other option
is that in dynamics simulations the intensity of rotating
beam is not constant: a relatively fast intensity growth
might supply energy to the system and lead to a transi-
tion into ` = 1 state in the presence of non-zero energy
barrier. In order to show that the former is the case, in
the next section we estimate the critical frequency using
the imaginary time propagation method.
C. Imaginary time evolution and the phase slips
The basic idea of this section’s investigation is as fol-
lows. As the initial state, we take the ansatz wave func-
tion corresponding to the minima of the energy near ` = 0
found via IVM as described in the previous section (ex-
ample of such state is shown in Fig. 4). Imaginary time
propagation essentially implements the steepest descent
method in the energy space [23]. Therefore, if the ini-
tial state is separated from the ` ≈ 1 state by an energy
barrier, no transition will happen in ITP and the system
will remain at ` ≈ 0. However, if the barrier is absent
the transition to ` ≈ 1 will happen after some amount of
imaginary time. In this way one can estimate the critical
frequency of barrier vanishing without any use of ansatz
form for vortices except for the initial state. And the
initial state is only weakly sensitive to the exact shape
of vortices as all the vortex cores are in the regions with
small density of the BEC (either inside or outside the
condensate ring).
Figure 4. (Color online) An example of the toroidal conden-
sate with imprinted vortices: the local minimum at ` ≈ 0 for
IVM at Ω/(2pi) = 2.24 Hz. Left (right) shows the density
(phase) color-coded distribution in the z = 0 plane. Crosses
denote vortex cores, circles denote anti-vortex cores. The
white cross shows the position of the fixed additional vortex
core, while the red (left plot) or black (right plot) signs show
the moveable vortex and antivortex positions. Coordinates x
and y are measured in units of lr, and the density is measured
in units of l−3r .
More accurately, this method allows one to find an up-
per bound on the critical frequency since the necessary
duration of imaginary time to make a transition diverges
as one approaches the critical rotation frequency from
above. Therefore, one cannot be sure whether the tran-
sition did not happen because the barrier is non-zero or
because one has not waited long enough. We checked
the presence or absence of a transition up to evolution
duration of tim = ωr · it ≈ 104.
Examples of evolution for sub-critical and super-
critical values of rotation frequency are shown on Fig. 5.
The found upper bound for the critical angular velocity
Ωimagc /(2pi) = 2.20±0.015 Hz agrees well with the critical
frequency found from dynamics simulations. Therefore,
we see that the IVM overestimates the value of the energy
barrier and should be improved.
D. Improved analysis of the energy surface
The most probable reason of the IVM overestimating
the energy barrier is that the vortices’ shape is not re-
produced appropriately by ansatz (14). To improve the
vortex form we applied imaginary time propagation to all
states with imprinted vortices, taking into account that
the ITP decreases the state energy [23]. We have found
that the positions of the vortices do not change signifi-
cantly up to imaginary time tim = 2, while the density
shape near the vortices changes considerably.
We have found that the shape of the energy surface
changes and the energy barrier height ∆E = Eb − Ew
decreases with imaginary time, converging to a constant
value (see Fig. 6). One can see that ∆E saturates for
tim ≥ 1. Thus, we used tim = 1 in the rest of our calcu-
lations.
An example of the resulting improved energy surface
is shown in Fig. 2(c). The improved energy barrier ∆E
6Figure 5. (Color online) Imaginary time evolution of angular
momentum per atom ` = Lz/N for sub-critical angular fre-
quency Ω/(2pi) = 2.1857 Hz (dotted red line) and for super-
critical angular frequency Ω/(2pi) = 2.2157 Hz (solid black
line). The imaginary time is measured in dimensionless imag-
inary time units: tim = iωrt.
Figure 6. (Color online) The energy barrier height as a func-
tion of dimensionless imaginary propagation time for rotation
frequency Ω/(2pi) = 2.1 Hz. Black squares correspond to the
calculated values, the solid red line is a fit of the data by the
function a+ b exp (−c · tim) with a, b, and c as fitting param-
eters. The dashed blue line corresponds to the asymptote a
of the fitting function. The imaginary time is measured in
dimensionless imaginary time units: tim = iωrt.
as a function of the rotation frequency Ω, is shown in
Fig. 3 by solid black line. The improved ∆E is sig-
nificantly lower than the energy barrier given by IVM.
The resulting critical frequency Ωimprc /(2pi) ≈ 2.18 Hz, in
an excellent agreement with both deterministic and ITP
simulations.
E. Section summary
In this section we developed a systematic method for
finding the value of energy barrier separating two local
energy minima with different angular momenta.
The method is based on creating trial wave functions
by imprinting vortices and anti-vortices at different posi-
tions into a background wave function and then evolving
the trial wave functions in imaginary time. While the
imprinted vortices’ ansatz captures the long-range be-
havior of BEC phase, it does not describe well enough
short-range variations of BEC phase and density. This
is compensated for by imaginary time propagation of the
wave function: with appropriate duration of ITP, it ad-
justs the wave function locally in order to minimize its
energy but doesn’t have enough imaginary time to move
vortices too much from their initial position. From the
energy maps for the resulting wave functions we are able
to find the value of the energy barrier. The barrier value
we find depends on the duration of imaginary time evo-
lution and converges as the duration is increased.
Reliability of our method is confirmed by the fact that
the conditions of a phase slip happening in deterministic
GPE simulation and those of energy barrier disappear-
ance agree well. The last result also shows that raising
the stirring barrier in the experiment can be considered
adiabatically slow.
IV. THE EFFECT OF NOISE ON THE PHASE
SLIPS
In Sec. III we considered several methods for estimat-
ing critical rotation frequency for phase slips of a BEC de-
scribed by the deterministic GPE. All the methods agree
on a value which is much higher than the one observed
in the experiment of Ref. [1]. Since BEC is always at
finite temperature, it is natural to consider the effect of
stochastic (thermal) noise on the phase slips as a possible
source of the discrepancy.
Suppose the BEC described by the stochastic GPE
(10) is originally in a metastable minimum near ` = 0,
which has energy Ew. Under the action of stochastic
noise the system will eventually go over the energy barrier
Eb to the lower-energy state near ` = 1. This process is
probabilistic and is governed by the noise strength, which
is determined by the system temperature T . The process
has a characteristic timescale given by the Arrhenius-
type formula τ = A exp((Eb − Ew)/T ) such that the
probability that the BEC is still near the metastable min-
imum after time t is p = exp(−t/τ). The pre-exponential
factor A is not constant but depends on various system
parameters such as T or Eb − Ew.
In the previous section we developed a reliable method
to find the value of the energy barrier ∆E = Eb − Ew.
In this section we develop a method to estimate the pre-
exponential factor A and estimate the transition time.
7We compare our estimate with the phenomenological es-
timate of A employed in Ref. [2, Supplemental material].
We use our approach to estimate the probability of
making a phase slip in the experiment and deduce the
critical value of rotation frequency. We find that ther-
mal noise indeed lowers the threshold frequency. How-
ever, the effect is not enough to reconcile theory and the
experiment.
The section structure is as follows: in Secs. IV A,
IV B we introduce the theory that we use to analyze
the stochastic effects, in Sec. IV C we summarize our
methodology, and in Sec. IV D we present the results of
our studies. We discuss possible directions for further
investigation in Sec. IV E.
A. Fokker-Planck equation for noised BEC
We start with the sGPE (10) in the reference frame
that rotates together with the stirring potential. When
Ωγ = Ω, this equation can be conveniently rewritten in
the form
(i− γ)∂tψ(r, t) = δHΩ[ψ,ψ
∗, t]
δψ∗(r)
+ η(r, t), (15)
where the Hamiltonian coincides with the energy in the
rotating reference frame:
HΩ[ψ,ψ
∗, t] =
∫
d3r
[
1
2
|∇ψ|2+
(V0(r, z) + U(t)W (r)− µ)|ψ|2 + g
2
|ψ|4
+ iΩψ∗∂ϕψ
]
. (16)
Since the equation describing the system is no longer
deterministic, but incorporates randomness, it is natural
to describe the system state by the probability density
P [ψ,ψ∗, t] of the BEC wave function being ψ(r).
The probability density then satisfies the Fokker-
Planck equation (FPE)
∂tP [ψ,ψ
∗, t] =
γ − i
1 + γ2
∫
d3r
δ
δψ∗(r)
(
δHΩ[ψ,ψ
∗, t]
δψ(r)
P
)
+
γ + i
1 + γ2
∫
d3r
δ
δψ(r)
(
δHΩ[ψ,ψ
∗, t]
δψ∗(r)
P
)
+
2η0
1 + γ2
∫
d3r
δ2P
δψ∗(r)δψ(r)
. (17)
In what follows, we concentrate on the case of time
independent stirring barrier U(t) = const, which leads to
the time-independent Hamiltonian HΩ[ψ,ψ
∗].
For time-independent HamiltonianHΩ[ψ,ψ
∗], the FPE
admits for the thermal equilibrium solution
Peq[ψ,ψ
∗] = N e−HΩ[ψ,ψ∗]/T , (18)
where N is a normalization constant and T = η0/γ in
agreement with the fluctuation-dissipation theorem. We
identify the equilibrium solution temperature T with the
experimentally measured BEC temperature.
We emphasize here again that in Eq. (15), and conse-
quently in Eq. (17), we associate the dissipation with the
reference frame that rotates together with the stirring
potential (Ωγ = Ω).
The connection of the sGPE to the FPE and the role
of having Ωγ 6= Ω are discussed in Appendices B and C
respectively.
B. 1D approximation to the Fokker-Planck
equation and the transition time
Equation (17) is written in the infinite-dimensional
space of wave functions, which makes it hard to deal with.
However, the process of transition over the energy barrier
between two local minima is likely to be dominated by
the vicinity of a single activation trajectory similar to the
trajectory marked in Fig. 2(a). The rest of trajectories
will be exponentially suppressed due to requiring to get
larger energy for a longer time from the noise in order
for the transition to happen.
In Appendix D we make an approximation to Eq. (17)
which allows us to ”project” the FPE to a single trajec-
tory ψα(r) parametrized by a real parameter α. The pa-
rameter α can be related to ` or be any other parameter
along the transition trajectory. The resulting equation
for the probability density P (α) of being at specific α is
∂tP (α, t) =
γ
1 + γ2
√
C
∂
∂α
(√
C
∂HΩ(α)
∂α
P
)
+
γT
1 + γ2
√
C
∂
∂α
(√
C
∂
∂α
P
)
, (19)
where HΩ(α) = HΩ[ψα, ψ
∗
α], T = η0/γ is the system
temperature, and the metric parameter
C(α) =
(
2
∫
d3r
∣∣∣∣∂ψα(r)∂α
∣∣∣∣2
)−1
. (20)
The probability of being between α1 and α2 is∫ α2
α1
dα√
C(α)
P (α). (21)
Changing to the natural parameter of the transition
trajectory
q(α) =
∫ α dα√
C(α)
, (22)
one rewrites Eq. (19) as
∂tP (q, t) =
γ
1 + γ2
∂
∂q
(
∂HΩ(q)
∂q
P
)
+
γT
1 + γ2
∂2P
∂q2
, (23)
8Figure 7. (Color online) Possible shapes of HΩ(q) and its key
points. (a) — the classical standard two-well shape. The key
points are: the metastable minimum M1, the stable minimum
M2, the barrier separating the two minima B1. (b) — a more
realistic case with an additional minimum on the left. The key
points are the same plus the additional metastable minimum
M0 and the barrier B0 separating M0 and M1.
Suppose HΩ(q) has the shape sketched in Fig. 7(a).
The system originally placed in the metastable minimum
M1 will eventually go over the barrier B1 to the lower
minimum M2. For such a system, there is an exact answer
for the average transition time τ :
τ =
1 + γ2
γT
∫ qB1
qM1
dq eHΩ(q)/T
∫ q
−∞
dq˜e−HΩ(q˜)/T , (24)
with qM1 and qB1 being the coordinates q correspond-
ing to the metastable minimum and the energy barrier
respectively. This formula is derived in Appendix E.
We emphasize that this is an exact result, not assuming
anything about the ratio ∆E/T of the energy barrier
∆E = HΩ(qB1)−HΩ(qM1) (25)
and the temperature T . In the case of ∆E/T  1 one
can use the saddle-point approximation for the integrals
and get the well-known Arrhenius-like result
τ =
pi(1 + γ2)
γ
√
H ′′Ω(qM1)|H ′′Ω(qB1)|
exp
(
∆E
T
)
. (26)
Equation (24) is obtained for the energy landscape of
Fig. 7(a) that has two local minima: one metastable and
one stable. Realistically, however, there are more than
two local minima (near several integer `). Therefore,
the shape of HΩ(q) is better represented with Fig. 7(b).
There is an additional minimum M0 to the left of M1
and correspondingly a barrier B0. Equation (24) is
no longer valid in this case. However, if one assumes
HΩ(qB0) − HΩ(qM1)  ∆E, one can expect that the
vicinity of B0 and what is to the left of it are not im-
portant since their influence is exponentially suppressed.
Thus, as a good approximation one can put the inner
integral lower cutoff to qB0 instead of −∞ in Eq. (24).
One can easily see that further minima to the left of M0
and to the right of M2 are not important.
In practice, we prefer to somewhat underestimate the
value of τ by putting the inner integral lower cutoff to
qM1 :
τ =
1 + γ2
γT
∫ qB1
qM1
dq eHΩ(q)/T
∫ q
qM1
dq˜e−HΩ(q˜)/T . (27)
It is instructive to rewrite the last formula in the form
τ = A exp
(
∆E
T
)
, (28)
where the pre-exponential factor
A =
1 + γ2
γT
∫ qB1
qM1
dq e−(HΩ(qB1 )−HΩ(q))/T×∫ q
qM1
dq˜e−(HΩ(q˜)−HΩ(qM1 ))/T . (29)
We would like to conclude the section with the dis-
cussion of how we choose a specific trajectory ψα(r) to
consider.
The most theoretically established way would be to
choose the instanton trajectory, which can be obtained
from the stochastic action which corresponds to the FPE
(17) (see Appendix B and Ref. [24, Section 4.4]). How-
ever, finding the instanton trajectory from the action is
not an easy problem.
A good replacement would be to find the trajectory
that would give the minimum transition time τ (27).
Again, we cannot do that exactly.
As an approximation, we aimed for the trajectory of
the steepest ascent between the metastable minimum and
the point corresponding to the energy barrier. In order
to find that, we used ansatz wave functions of the type
described in Sec. III D, built the energy surface corre-
sponding to the wave functions, found the saddle point
separating the two local minima, and found the trajec-
tory of the steepest descent between the saddle point
and the metastable minimum (see Fig. 2(c)). We used
the found trajectory as the transition trajectory.
C. Algorithm for calculating the transition time
and phase-slip probability
Before we discuss the results we outline the sequence
of our actions as we find the transition time τ .
As in Sec. III, we study the system with parameters
corresponding to the experiment of Ref. [1]. The param-
eters are given in Sec. II. For every given stirring poten-
tial rotation frequency Ω we do the following: (i) Build
the energy surface according to the procedure outlined
in Sec. III D. (ii) Find the steepest descent trajectory
between the saddle point and the metastable minimum.
Find wave functions on the trajectory. (iii) Calculate the
metric parameter (20) and build the natural parameter
along the trajectory (22). (iv) Calculate the transition
time τ according to Eq. (27). (v) Estimate the proba-
bility of making the transition during the experiment as
ptrans = 1− exp(−texp/τ) with texp = 1.5 s.
9Figure 8. (Color online) Transition time as a function of
the stirring barrier rotation frequency for different temper-
atures. Solid black line and black squares correspond to
the temperature T = 50 nK, dashed red line and red disks
correspond to T = 100 nK, dotted blue line and blue up-
facing triangles correspond to T = 200 nK. The dash-dotted
magenta line and magenta down-facing-triangles down corre-
spond to a phenomenological estimate τph = Aph exp(∆E/T ),
where ∆E is taken the same as for the rest three curves and
Aph = 7.7 · 10−5 s. The vertical axis is presented in logarith-
mic scale, however, its origin corresponds to zero.
The last step requires explanation. In the experiment
[1], the rotating stirring barrier amplitude is time depen-
dent. The accurate estimate of the stochastic transition
probability should require taking into account that (a) τ
varies with the stirring barrier amplitude and is thus time
dependent and (b) the transition is not instantaneous,
therefore, the barrier amplitude changes the dynamics
which makes τ deviate from its value calculated in the
case of constant barrier amplitude. We neglect the influ-
ence of (b). As for (a), we expect τ to be the larger, the
smaller is the stirring barrier amplitude. Thus, using τ
corresponding to the maximum amplitude for the whole
time of the experiment tends to overestimate ptrans.
D. Results for temperature-assisted phase-slips’
transition time and probability
Here we discuss the results obtained using the method-
ology outlined in Sec. IV C.
Figure 8 presents the estimated transition time ttrans =
τ computed for various stirring barrier rotation frequen-
cies and system temperatures. It is instructive to com-
pare this figure with the black solid line on Fig. 3 pre-
senting the dependence of the energy barrier ∆E on Ω.
One can see several regimes.
Naturally, the transition time goes to zero when ∆E
vanishes. Formally, this is due to the fact that the barrier
disappears when the metastable minimum qM1 and the
Figure 9. (Color online) The probability of making a phase
slip during the experiment. The red dashed line shows the
deterministic probability: 0 below Ωc, 1 above Ωc. The black
solid line and the black squares show the probability estimated
according to ptrans = 1 − exp(−texp/τ) with the experiment
duration texp = 1.5 s, and τ calculated for T = 200 nK using
Eq. (27).
potential barrier qB1 merge. Thus, the outer integral in
Eq. (29) is taken along the interval of length zero and the
pre-exponential factor A vanishes.
In the region of ∆E  T , exp (∆E/T ) ≈ 1 but the
transition time grows rapidly with decreasing Ω due to
the growth of the pre-exponential factor A (the separa-
tion of qM1 and qB1 grows but the exponentials are almost
equal to one). In this regime the curves for different tem-
peratures almost coincide.
For Ω/(2pi) . 2.0 Hz the pre-exponential factor A sat-
urates for all the three curves. It may still vary slightly
but the transition time dependence on Ω is determined
mainly by exp (∆E/T ).
In Fig. 8, we have also plotted the phenomenological
formula employed for analyzing a similar experiment in
Ref. [2, Supplemental material]. The formula reads as
τph = Aph exp (∆E/T ). Reference [2] uses a toy model
for ∆E(Ω) and estimate Aph from dimensional reasoning
as Aph = ξ/cs, where ξ is the healing length and cs is the
speed of sound. For our system this leads to Aph ≈ 7.7×
10−5 s. We plot τph using this estimate for Aph and the
same our results for ∆E as were used for the other three
curves. The temperature is taken to be T = 200 nK.
One can see two important features. First, the phe-
nomenological time does not go to zero when the en-
ergy barrier ∆E vanishes. This is because for ∆E = 0,
τph = Aph, which is a non-zero constant. Second, and
more importantly, the phenomenological estimate is sev-
eral orders of magnitude below the estimate by Eq. (27)
at the same temperature. This means that our estimate
(29) for the pre-exponential factor and the phenomeno-
logical one differ by several orders of magnitude.
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Finally, we estimate the probability of making the
transition during the experiment as a function of the
stirring barrier rotation frequency Ω. Figure 9 presents
the deterministic probability (which is either 0 under
the threshold or 1 above the threshold) and the stochas-
tic one. The stochastic probability was estimated via
ptrans = 1 − exp(−texp/τ) with the experiment duration
texp = 1.5 s. The transition time τ was taken from the
calculation above for T = 200 nK. The threshold fre-
quency (defined as the frequency at which ptrans = 0.5) is
indeed decreased. However, the decrease is much smaller
than the discrepancy between the theoretical threshold
frequency Ωtheorc /(2pi) ≈ 2.2 Hz and the experimental
one [1, Fig. 3] Ωexpc /(2pi) < 1 Hz.
2
E. Section summary
In this section, we investigate the effect of stochas-
tic noise on the phase slips in BEC obeying the sGPE.
We consider the Fokker-Planck equation corresponding
to the sGPE. The FPE admits for a thermal equilibrium
solution; we identify the equilibrium solution tempera-
ture with the experimentally measured system tempera-
ture. We ”project” the equation onto a 1D transition tra-
jectory that we expect to dominate the stochastic phase
slips. In this approximation, we calculate the average
time it takes the BEC to perform a noise-assisted phase
slip. From the average time we estimate the probability
of BEC performing a phase slip during the experiment [1].
We find that adding thermal noise indeed lowers the
phase slip threshold. However, the effect is small com-
pared to the discrepancy between theory and the exper-
iment. This suggests that thermal noise may not be the
main mechanism responsible for the discrepancy. Fur-
ther theoretical and experimental work is thus needed
to clarify the nature of the phase slips observed in the
experiment.
We see several possible ways to improve our model:
Improving the treatment of the FPE. ”Projecting” the
FPE onto a 1D trajectory in the wave-function space con-
tains some error in neglecting the contribution of fluctu-
ations perpendicular to the dominant transition trajec-
tory in the infinite-dimensional space of wave functions.
A proper treatment that accounts for the perpendicular
degrees of freedom would be beneficial.
Studying the system with the dissipation associated to
a reference frame rotating at a different angular velocity
than the stirring potential. We assumed that the main
2 Note that the transition time τ and the transition probability
ptrans depend on the dissipation parameter γ through the pre-
integral factor in Eq. (27). For the estimates above we used γ =
1.5×10−3. As a function of γ, the minimal value of τ is achieved
at γ = 1. However, even with γ = 1 (which is definitely beyond
the physically relevant region of parameters), the frequency at
which τ ≈ texp would be Ω/(2pi) ≈ 2.1 Hz.
source of dissipation is the cloud of uncondensed atoms.
It is natural to expect that in a steady state the cloud
rotates together with the stirring barrier. However, the
dissipation may be dominated by a different mechanism,
e.g., related to the trap fluctuations. Then it would be
natural to associate the dissipation term to the labora-
tory reference frame. This, however, would have drastic
physical consequences. For example, the stationary BEC
state in the rotating reference frame would no longer be
a thermal equilibrium state but a non-equilibrium steady
state as discussed in Appendix C.
Studying spatially modulated dissipation and noise.
The cloud of uncondensed atoms is the main source of
dissipation and noise. Due to the external potential, the
cloud is not uniform in space. Due to viscosity and the
circular geometry, the thermal cloud is unlikely to rotate
at a uniform angular velocity together with the stirring
barrier, instead, the flow may have some spatial struc-
ture. This would lead to dissipation acting differently on
the BEC in different spatial regions. A non-uniform flow
of the cloud would cause heating of the cloud, which may
also be non-uniform, resulting in the spatial modulation
of the noise acting on the condensate. This can be taken
into account via writing down a hydrodynamic model of
the cloud and phenomenologically associating the cloud
parameters with the parameters of noise and dissipation
acting on the BEC.
Considering the full kinetic model of nonequilibrium
dynamics of the BEC and the uncondensed atoms. The
previous item naturally generalizes into consideration of
the full microscopic model of interaction of the BEC and
the uncondensed cloud. Such a model, often referred to
as Zaremba-Nikuni-Griffin (ZNG) model, has been de-
rived in Refs. [25, 26]. Importantly, the ZNG model pro-
vides a possibility to account for inhomogeneous distri-
bution of the thermal cloud near the weak link, which
may have a crucial influence on the phase-slip dynam-
ics. However, the description of the phase-slip problem
within the ZNG model is still an open challenge.
We would like to emphasize that while various ap-
proaches to accounting for stochastic effects are possible,
one expects the energy barrier value to be a dominating
factor. As we have found, the energy barrier rapidly in-
creases below the deterministic threshold rotation rate.
This implies that thermal phase slips are likely to be
suppressed also in the framework of more complicated
microscopic approaches.
V. CONCLUSION
We have investigated generation of persistent current
in a toroidal condensate at final temperature driven by
a wide penetrable barrier moving azimuthally at a fixed
angular velocity Ω. Similar to experimental observations
in GPE simulations, the condensate remains in the zero
orbital momentum state if Ω < Ωc. However, if the angu-
lar velocity exceeds the critical value Ω > Ωc, a phase slip
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occurs induced by vortex excitations created by the rotat-
ing weak link. The outcome is probabilistic for Ω ≈ Ωc.
Challenged by a dramatic disagreement between experi-
mental results and previous theoretical estimates of the
critical angular velocity Ωc, in this article we have studied
the influence of thermal noise on the phase slip process.
We have performed a quantitative analysis of the en-
ergy barrier separating two local energy minima with dif-
ferent angular momenta. Our calculations of the energet-
ics include three stages: (i) we find numerically a steady
state of the system with the weak link rotating with an-
gular velocity Ω; (ii) we set the approximate semiana-
lytical trial wave functions by imprinting vortices and
anti-vortices at different positions into the steady state;
(iii) we improve the accuracy of our energetic analysis by
evolving the approximate trial wave functions in imag-
inary time. From the thus found energy map we ex-
tract the value of the energy barrier. In good agree-
ment with our deterministic dynamical simulations of
the stirred toroidal condensate, the energy barrier, sep-
arating Lz/N = 0 and Lz/N = 1 states, vanishes when
Ω > Ωc.
We have studied the influence of stochastic noise on the
phase slips in the toroidal BEC with rotating weak link
created by a wide laser beam of fixed intensity. Our anal-
ysis generalizes the well known Arrhenius-type expression
for the metastable state decay rate under action of the
noise induced by thermal fluctuations. From stochastic
GPE we derive the corresponding Fokker-Planck equa-
tion. Using the FPE, some approximations, and the en-
ergy maps, obtained by our energetic analysis, we calcu-
late the probability of a phase slip at different tempera-
tures. We find that adding thermal noise indeed lowers
the phase-slip threshold. However, the quantitative im-
pact of the stochastic phase slips turns out to be too small
to explain the significant discrepancy between theoretical
and the experimental estimates of Ωc.
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Appendix A: GPE in a rotating reference frame
In this appendix we explain the connection between
the GPE in different rotating reference frames and the
peculiarities that arise due to the phenomenological dis-
sipation term.
Consider the stochastic GPE
(i− γ)∂tψ(r, t) =[
−1
2
∆ + V (r, t) + g|ψ|2
]
ψ
+ η(r, t), (A1)
where η(r, t) is the Gaussian-distributed random complex
noise with correlations as in Eqs. (2)–(4).
We rewrite this equation for the wave function
ψrot(r, t) = ψ(Rˆ(Ωt)r, t) (A2)
in a reference frame rotating with the angular velocity
Ω:
(i− γ)∂ψrot(r, t)
∂t
=[
− 1
2
∆ + V (Rˆ(Ωt)r, t) + g|ψrot(r, t)|2
+ Ω(i− γ)∂ϕ
]
ψrot(r, t) + η(Rˆ(Ωt)r, t), (A3)
where Rˆ(φ) is a counterclockwise rotation by angle φ
around z axis and ∂ϕ = x∂y − y∂x.
One can check that all the properties of η(r, t) and
η(Rˆ(Ωt)r, t) coincide including
〈η∗(Rˆ(Ωt)r, t)η(Rˆ(Ωt)r′, t′)〉 = 2η0 δ(t− t′) δ(r− r′).
Therefore, one can replace η(Rˆ(Ωt)r, t) with η(r, t) in
Eq. (A3).
Thus, there are two differences between the sGPE
in the laboratory reference frame and in the rotat-
ing one: the rotating external potential and the term
Ω(i − γ)∂ϕψrot(r, t). The latter, however, has a pecu-
liarity. Namely, if one starts with Eq. (A1) with γ = 0,
changes to the rotating reference frame, and only then
introduces the phenomenological dissipation by means of
changing i∂t → (i − γ)∂t, the term proportional to ∂ϕ
will not contain the γ part:
(i− γ)∂ψrot(r, t)
∂t
=[
− 1
2
∆ + V (Rˆ(Ωt)r, t) + g|ψrot(r, t)|2
+ iΩ∂ϕ
]
ψrot(r, t) + η(Rˆ(Ωt)r, t). (A4)
Instead, the term will appear when one changes back to
the laboratory frame:
(i− γ)∂ψ(r, t)
∂t
=[
− 1
2
∆ + V (r, t) + g|ψ(r, t)|2
+ γΩ∂ϕ
]
ψ(r, t) + η(r, t). (A5)
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This difference of approaches has the physical mean-
ing of associating the dissipation to either the laboratory
or the rotating reference frame. In general, one can as-
sociate the dissipation to a reference frame rotating at
some angular velocity Ωγ . The sGPE in the laboratory
frame and the frame rotating at frequency Ω then has
the form
(i− γ)∂ψ(r, t)
∂t
=[
− 1
2
∆ + V (r, t) + g|ψ(r, t)|2
+ γΩγ∂ϕ
]
ψ(r, t) + η(r, t) (A6)
and
(i− γ)∂ψrot(r, t)
∂t
=[
− 1
2
∆ + V (Rˆ(Ωt)r, t) + g|ψrot(r, t)|2
+ iΩ∂ϕ − γ(Ω− Ωγ)∂ϕ
]
ψrot(r, t) + η(r, t) (A7)
respectively.
Appendix B: Derivation of the FPE for a generic
sGPE
In this appendix we sketch the derivation of the FPE
corresponding to the sGPE. The derivation repeats the
steps of deriving the Fokker-Planck equation correspond-
ing to the Langevin equation, which is explained in detail
in Ref. [24, Chapter 4].
Consider a generic sGPE type equation
(i−γ)∂tψ(r) = f(ψ(r), ψ∗(r),∇ψ(r),∆ψ(r), t)+η(r, t)
= f [ψ,ψ∗, t] + η(r, t) (B1)
with the the Gaussian-distributed random complex noise
η(r, t) having correlations as in Eqs. (2)-(4).
It is convenient to consider the propagator
K[ψf , ψ
∗
f , tf |ψi, ψ∗i , ti] which is the probability that
the system will have the wave function ψf (r) at time tf
provided that at time ti < tf the system wave function
was ψi(r). By definition, the propagator satisfies two
conditions: the normalization condition∫
Dψf (r)Dψ∗f (r)K[ψf , ψ∗f , tf |ψi, ψ∗i , ti] = 1, (B2)
which tells that the total probability of getting all possi-
ble states is 1; and the convolution condition
K[ψf , ψ
∗
f , tf |ψi, ψ∗i , ti] =∫
Dψim(r)Dψ∗im(r)K[ψf , ψ∗f , tf |ψim, ψ∗im, tim]×
K[ψim, ψ
∗
im, tim|ψi, ψ∗i , ti], (B3)
for tim ∈ [ti; tf ], which embodies the rule that the proba-
bility of getting into the final state from the initial one is
the sum over all possible intermediate states of the prob-
abilities to get from the initial to the final state via the
intermediate one.
The integration measure here is defined through the
real R and the imaginary I parts of the wave function ψ:
ψ(r) = R(r) + iI(r), (B4)
DR(r) =
∏
r∈R3
dR(r), (B5)
DI(r) =
∏
r∈R3
dI(r), (B6)
Dψ(r)Dψ∗(r) = DR(r)DI(r). (B7)
With the help of Martin–Siggia–Rose method (see
Ref. [24, Sec. 4.2-4.3]) one can show that Eq. (B1) is
equivalent to the following path-integral form of the prop-
agator
K[ψf , ψ
∗
f , tf |ψi, ψ∗i , ti] =
N (tf , ti)
∫ ψ(t=tf )=ψf
ψ(t=ti)=ψi
D[ψ]D[ψ∗]e−S[ψ,ψ
∗]/(2γT ), (B8)
where the integration measure is the product of integra-
tion measures for all intermediate times
D[ψ]D[ψ∗] =
∏
t∈(ti;tf )
Dψ(r, t)Dψ∗(r, t), (B9)
the action governing the stochastic propagation is
S[ψ,ψ∗] =
∫ tf
ti
dt
∫
d3r
∣∣∣∣(i− γ)∂tψ(r, t)− f [ψ,ψ∗, t]∣∣∣∣2,
(B10)
and N (tf , ti) is a normalization constant which ensures
that Eq. (B2) is satisfied.
One can define the probability density P [ψ,ψ∗, t] of
having a specific wave function ψ at time t. The prop-
agator transforms the probability density at an earlier
time ti into one at a later time tf > ti by virtue of
P [ψf , ψ
∗
f , tf ] =∫
Dψi(r)Dψ∗i (r)K[ψf , ψ∗f , tf |ψi, ψ∗i , ti]P [ψi, ψ∗i , ti].
(B11)
Using the last identity and the path-intergral form
of the propagator, one can derive the following Fokker-
Planck equation for the time evolution of the probability
density (see Ref. [24, Sec. 4.5]):
∂tP [ψ,ψ
∗, t] =
γ − i
1 + γ2
∫
d3r
δ
δψ∗(r)
(f [ψ,ψ∗, t]∗P )
+
γ + i
1 + γ2
∫
d3r
δ
δψ(r)
(f [ψ,ψ∗, t]P )
+
2η0
1 + γ2
∫
d3r
δ2P
δψ∗(r)δψ(r)
. (B12)
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For η0 = 0, the FPE is equivalent to the deterministic
GPE. It is clear, therefore, that the second and the third
rows of Eq. (B12) generate deterministic dynamics, and
the last row gives rise to diffusion in the space of wave
functions.
Appendix C: The role of associating the dissipation
to different reference frames
Consider the sGPE (10) in the reference frame that
rotates together with the stirring barrier. As it was dis-
cussed before, one can associate the dissipation to dif-
ferent reference frame, which results in the term γ(Ωγ −
Ω)∂ϕψ(r, t) in the r.h.s. As a result,
f [ψ,ψ∗, t] =
δHΩ[ψ,ψ
∗, t]
δψ∗(r)
− γ(Ω− Ωγ)∂ϕψ(r, t), (C1)
where HΩ[ψ,ψ
∗, t] is defined in Eq. (16).
Plugging this expression into (B12), one gets
∂tP [ψ,ψ
∗, t] =
i
1 + γ2
∫
d3r
[
δ
δψ(r)
(
δHΩ+γ2(Ω−Ωγ)[ψ,ψ
∗, t]
δψ∗(r)
P
)
− δ
δψ∗(r)
(
δHΩ+γ2(Ω−Ωγ)[ψ,ψ
∗, t]
δψ(r)
P
)]
+
γ
1 + γ2
∫
d3r
[
δ
δψ(r)
(
δHΩγ [ψ,ψ
∗, t]
δψ∗(r)
P
)
+
δ
δψ∗(r)
(
δHΩγ [ψ,ψ
∗, t]
δψ(r)
P
)]
+
2η0
1 + γ2
∫
d3r
δ2P
δψ∗(r)δψ(r)
, (C2)
where
HΩX [ψ,ψ
∗, t] =
∫
d3r
[
1
2
|∇ψ|2+
(Vt(r, z) + U(t)W (r)− µ)|ψ|2 + g
2
|ψ|4
+ iΩXψ
∗∂ϕψ
]
. (C3)
If one puts Ωγ = Ω, one gets Eq. (17). In general, how-
ever, two different Hamiltonians appear in the FPE. The
second and the third rows of Eq. (C2) are responsible for
deterministic dynamics of the system. In the limit γ  1,
when one can neglect terms proportional to γ2, one can
clearly separate the terms responsible for non-dissipative
dynamics (the second row) and those that give rise to
dissipation (the third row). We see, therefore, that the
dissipative and non-dissipative dynamics of the system
are governed by different Hamiltonians. That is, the two
types of dynamics feel different energy landscapes.
This fact can lead to drastic consequences. As an ex-
ample, consider the steady state solution in the case of
constant amplitude of the stirring barrier U(t) = U . If
Ωγ = Ω, the two Hamiltonians coincide and there ex-
ists the thermal equilibrium solution (18). However, for
Ωγ 6= Ω, there is no steady state solution of the form
Pst[ψ,ψ
∗] = N e−HΩX [ψ,ψ∗]/TX .
Thus, if a steady state exists, it is a non-equilibrium
steady state.
In this work we study only the case of Ωγ = Ω.
Appendix D: ”Projecting” Fokker-Planck equation
to a one-dimensional subspace
Consider the Fokker-Planck equation (17) with η0 =
γT . The equation is written in the infinite-dimensional
space of wave functions. The space natural coordinates
are ψ(r) and ψ∗(r) (or equivalently, the real and imag-
inary parts of ψ(r) = R(r) + iI(r)) for all r ∈ R3. It
may, however, be convenient to introduce another set of
coordinates in this space.
Suppose one has a trial wave function ψα(r), where
α is some parameter (angular momentum, vortex coor-
dinate etc.). One can then consider a change of coor-
dinates in the space of wave functions {ψ(r), ψ∗(r)} ∼
{R(r), I(r)} → {α, ~β}, where ~β are auxiliary coordinates
to cover the full space. Such a change of coordinates
implies a definition of functionals α[ψ,ψ∗], ~β[ψ,ψ∗] and
functions ψ(r;α, ~β). We demand ψ(r;α, ~β = 0) = ψα(r)
and have the freedom of choice of ψ(r;α, ~β 6= 0). For
brevity we will denote the set of new coordinates as
~λ = {λi}, i ∈ N such that λ1 = α and λi = βi−1 for
i ≥ 2.
Using some standard formulas from tensor calculus,
one can rewrite the equation for the probability density
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P (~λ) in the new coordinates
∂tP (~λ, t) =
γT
1 + γ2
√
C
∂
∂λi
Cij
√
C−1
∂
∂λj
P
+
γ
1 + γ2
Cij
∂P
∂λi
∂HΩ(~λ, t)
∂λj
+ P
γ
1 + γ2
√
C
∂
∂λi
Cij
√
C−1
∂
∂λj
HΩ(~λ, t)
+
i
1 + γ2
∂P
∂λi
Cim(Amn −A∗mn)Cnj
∂HΩ(~λ, t)
∂λj
, (D1)
where summation over repeating indices is implied,
HΩ(~λ, t) = HΩ[ψ(r, ~λ), ψ
∗(r, ~λ), t],
Aij(~λ) =
∫
d3r
∂ψ∗0(r, ~λ)
∂λi
∂ψ0(r, ~λ)
∂λj
, (D2)
Bij(~λ) = Aij(~λ) +A
∗
ij(
~λ) = 2gij(~λ), (D3)
Cij(~λ) = (B−1)ij , C(~λ) = det
ij
Cij(~λ), (D4)
and gij is the metric tensor in the space of wave functions.
The last row in Eq. (D1) is corresponds to the dissi-
pationless part of deterministic dynamics, the two pre-
ceding rows generate the dissipation. Finally, the term
proportional to T is responsible for the diffusion in the
space of wave functions.
The probability conservation condition∫
Dψ(r)Dψ∗(r)P [ψ,ψ∗, t] = const (D5)
now has the form∫ ∏
i
dλi
P (~λ, t)√
C(~λ)
= const. (D6)
Suppose the Hamiltonian HΩ is time independent.
Then equilibrium distribution
Peq(~λ) = e
−HΩ(~λ)T (D7)
is a stationary solution of Eq. (D1).
Consider now the following ansatz:
P (~λ, t) = p(α, t)e−
HΩ(
~λ,t)−HΩ(α,~β=0,t)
T , (D8)
that is, the distribution is equilibrium in ~β but is arbi-
trary in α. Plugging this ansatz into Eq. (D1) and us-
ing the freedom to choose ~β to be orthogonal to α (i.e.,
C1i = Ci1 = 0 for i 6= 1), one gets
∂tp(α, t) =
γT
1 + γ2
√
C
∂
∂α
C11
√
C−1
∂
∂α
p
+
γ
1 + γ2
C11
∂p
∂α
∂HΩ(~λ)
∂α
+ p
γ
1 + γ2
√
C
∂
∂α
C11
√
C−1
∂
∂α
HΩ(~λ)
+
i
1 + γ2
(
∂p
∂α
+
p
T
∂HΩ(~λ)
∂α
)
×
× C11(A1n −A∗1n)Cn,j+1
∂HΩ(~λ)
∂βj
. (D9)
Note that the r.h.s. contains HΩ(~λ) = HΩ(α, ~β), which
means that at different ~β one gets different equations for
p(α). We take the equation at ~β = 0 and assume that it
is a local minimum of the Hamiltonian at each α, i.e.,
∂HΩ(~λ)
∂βj
∣∣∣∣∣
~β=0
= 0.
In practice, however, we cannot verify whether this re-
quirement is satisfied. Therefore, one can think that we
simply neglect the non-dissipative dynamics term in the
FPE. Then the equation acquires the form
∂tp(α, t) =
γT
1 + γ2
√
C
∂
∂α
C11
√
C−1
∂
∂α
p
+
γ
1 + γ2
C11
∂p
∂α
∂HΩ(α)
∂α
+ p
γ
1 + γ2
√
C
∂
∂α
C11
√
C−1
∂
∂α
HΩ(α), (D10)
where HΩ(α) = HΩ(α, ~β = 0).
Further, C = C11 × C ′, where C ′ = deti,j>1 Cij(~λ).
In principle, C ′ depends on α. However, one can rescale
~β in an α- and ~β-dependent manner such that C ′(α, ~β)
does not depend on α. Using this freedom, one further
simplifies the equation to
∂tp(α, t) =
γ
1 + γ2
√
C11
∂
∂α
(√
C11
∂HΩ(α)
∂α
p
)
+
γT
1 + γ2
√
C11
∂
∂α
(√
C11
∂
∂α
p
)
, (D11)
which is equivalent to Eq. (19) up to renaming C11(α)
and p(α) here into C(α) and P (α) in the main text.
Note that Eq. (D11) conserves
∫∞
−∞ dαp(α, t)/
√
C11:∫ ∞
−∞
dα√
C11
∂tp(α, t) = 0. (D12)
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Strictly speaking, this is not the same as the total prob-
ability
∫ ∞
−∞
dα√
C11
∫ ∏∞
i=1 dβ
i√
C ′(~β)
p(α)e−
HΩ(
~λ,t)−HΩ(α,~β=0,t)
T .
(D13)
We, however, make further approximation and treat
p(α, t) as the probability density of being at α.
We make the following errors by using the approxi-
mations of this section: (i) we neglect the influence of
the energy landscape outside the trajectory under con-
sideration (~β 6= 0) when we restrict the FPE to ~β = 0
and also by using p(α) as the probability density; (ii)
we neglect the influence of non-dissipative dynamics by
neglecting the last term in Eq. (D10) (in other words,
we take into account the interplay of noise and the dissi-
pative dynamics, but not the non-dissipative one). The
approximations we make in this section are not controlled
by any small parameter. Therefore, we cannot estimate
the error we make by using them. However, we believe
that our treatment allows for some progress in under-
standing phase-slips in toroidal BECs.
Appendix E: Calculation of the escape time
Here we sketch a derivation of Eq. (24) for the average
transition time. The detailed derivation of the formula
can be found in Refs. [27, Secs. 4.2], [28, Sec. 8.10]. A
slightly different discussion of the same problem can be
found in Ref. [24, Sec. 4.8]. In the end of the section we
discuss the relation between the average transition time
and the probability to make the transition.
Consider Eq. (23) with the Hamiltonian HΩ(q) hav-
ing the form sketched in Fig. 7(a). One can define the
probability P (q, t|q0, 0) of being at point q at time t
given that at time t = 0 the system is localized at q0.
P (q, t|q0, 0) is the solution of Eq. (23) with the initial
condition P (q, 0|q0, 0) = δ(q − q0).
The probability that the system started at q0 < qB1
and is still at q < qB1 at time t is
Pstay(q0, t) =
∫ qB1
−∞
dqP (q, t|q0, 0). (E1)
Pstay(q0, t) can be shown to satisfy
∂tPstay(q0, t) =
− γ
1 + γ2
∂HΩ(q0)
∂q0
∂Pstay
∂q0
+
γT
1 + γ2
∂2Pstay
∂q20
, (E2)
with the boundary conditions Pstay(qB1 , t) = 0,
∂q0Pstay(q0 → −∞, t) = 0 and the initial condition
Pstay(q0 < qB1 , 0) = 1.
One can then define the average time τ(q0) it takes the
system to reach the barrier B1 starting at q0:
τ(q0) = −
∫ ∞
0
dt t∂tPstay(q0, t) =
∫ ∞
0
dtPstay(q0, t),
(E3)
where we used the fact that Pstay(q0, t → +∞) = 0.
The last equation together with Eq. (E2) leads to the
following equation for τ(q0):
− γ
1 + γ2
∂HΩ(q0)
∂q0
∂τ(q0)
∂q0
+
γT
1 + γ2
∂2τ(q0)
∂q20
= −1 (E4)
with boundary conditions τ(qB1) = 0, ∂q0τ(q0 → −∞) =
0. The solution for τ(q0) gives
τ(q0) =
1 + γ2
γT
∫ qB1
q0
dq eHΩ(q)/T
∫ q
−∞
dq˜e−HΩ(q˜)/T ,
(E5)
which gives Eq. (24) for τ = τ(qM1).
There are a couple of subtleties regarding the relation
between τ and the probability to escape from the vicinity
of the metastable minimum M1. First, we use
Pstay(qM1 , t) = e
−t/τ . (E6)
It is not an exact statement but a good approximation.
Second, 1−Pstay(qM1 , t) is the probability of reaching the
barrier qB1 before time t. However, once at the top of the
barrier under the action of noise the system can go to the
stable minimum qM2 with probability pt or return to the
metastable minimum qM1 with probability pr = 1 − pt
(one usually expects pt ≈ 1/2). Therefore, the actual
probability of making a transition before time t can be
shown to be
PM1→M2(t) = 1− e−ptt/τ . (E7)
Therefore, the characteristic transition time is not τ but
τ/pt ≥ τ .
In the main text, however, we use τ as the character-
istic time and estimate the transition probability as
ptrans = PM1→M2(t) = 1− e−t/τ , (E8)
thus underestimating the transition time and overesti-
mating the transition probability.
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