This paper describes all the identities of degree 7 satisfied by algebras of 2 × 2 matrices over the octonions. There are three cases: (1) the full matrix algebra under the usual matrix product, (2) the algebra of Hermitian matrices under the symmetric product, and (3) the algebra of skewHermitian matrices under the antisymmetric product. In case (1) we present seven new identities in degree 7 which were discovered by a computer search but which are proved to hold for matrices with entries in any alternative ring. In case (2) we recover the identities of Vasilovsky in degrees 5 and 6 for the special Jordan algebra of a nondegenerate symmetric bilinear form. In case (3) we describe a computational proof that there are no identities in degree 7 which are not implied by anticommutativity.  2004 Elsevier Inc. All rights reserved.
Introduction
Let R be an algebra (not necessarily associative) over the field Q of rational numbers: that is, R is a vector space over Q with a bilinear multiplication R × R → R denoted (a, b) → ab. By an involution on R we mean an anti-automorphism of order 2; that is, a linear map R → R denoted a → a with the properties ab = ba, a = a.
If X and Y are matrices with entries in R, of sizes m × n and n × p respectively, then we can define the product XY by the usual formula
since this does not depend on associativity. If R has an involution then M n (R) has the conjugate transpose involution X → X * defined by
For any integer n 1 we consider three matrix algebras with entries in R. The first is M n (R): the algebra of n × n matrices under the usual matrix product.
If R has an involution then the second and third matrix algebras are H n (R): the subspace of all n × n Hermitian matrices X over R (meaning X * = X) under the symmetric product X • Y = We avoid using the term Jordan or Lie product, since this may suggest that the resulting algebra is a Jordan or Lie algebra, which in general is not the case. We may also regard M n (R) itself as an algebra under the symmetric or antisymmetric product.
If R is associative then M n (R) is associative for all n. The subspace H n (R) is a Jordan algebra; that is, it satisfies the commutative and Jordan identities:
The subspace SH n (R) is a Lie algebra; that is, it satisfies the anticommutative and Jacobi identities: 
For R not associative the algebras M n (R), H n (R) and SH n (R) have received very little attention. In this paper we will consider the case in which R is an alternative algebra; that is, R satisfies the left and right alternative identities:
Equivalently (by Artin's Theorem) R satisfies the condition that any subalgebra generated by two elements is associative. The associator in R is defined by
and the ring R is alternative if and only if the associator is an alternating function of its three arguments. If R is alternative then a subspace of R which is closed under the symmetric product is still a Jordan algebra. A subspace of R which is closed under the antisymmetric product is not necessarily a Lie algebra but is a Malcev algebra; that is, it satisfies anticommutativity and the Malcev identity:
[W, Y ], [X, Z] = [W, X], Y , Z + [X, Y ], Z , W + [Y, Z], W , X
For the purposes of this paper, the most important varieties of nonassociative algebras are the alternative, Jordan and Malcev algebras, and generalizations of these. Basic references on nonassociative algebras are [4] and [10] . Let O denote the octonion division algebra; that is, the vector space over Q with basis 1, i, j, k, l, m, n, p
and multiplication given in Table 1 . The involution on O is defined by Table 1 Octonion multiplication Table 2 Octonion matrix algebras 
Over an algebraically closed field, the octonion algebra is the only simple nonassociative alternative algebra. An excellent survey article on the octonions and their applications in algebra and geometry is [2] . Table 2 lists the most important nonassociative algebras constructed from n×n octonion matrix algebras for 1 n 4. We use the following notation:
SJ: the simple special Jordan algebra of 2 × 2 Hermitian matrices over O, which is isomorphic to the Jordan algebra of a bilinear form on a 9-dimensional vector space; EJ: the simple exceptional Jordan algebra of 3 × 3 Hermitian matrices over O; M: the simple non-Lie Malcev algebra of "pure imaginary" octonions.
Over an algebraically closed field, EJ is the only simple exceptional Jordan algebra, and M is the only simple non-Lie Malcev algebra. The question marks indicate that for these particular algebras, the structure of the identities has not been studied (with the exception of the new identities for M 2 (O) presented in Section 3). The identities satisfied by the algebras indicated by question marks will provide varieties to study which generalize the family of algebras in that particular column (respectively alternative, Jordan and Malcev). We have the following obvious result.
Proposition 1. The dimension formulas for the octonion matrix algebras are
dim Main results. The purpose of this paper is threefold:
(1) to determine the identities of degree 7 satisfied by the algebra M 2 (O): there are no identities in degree 6 but seven new identities in degree 7, all of which hold for M 2 (R) where R is any alternative ring; (2) to determine the identities of degree 7 satisfied by the algebra H 2 (O): here we recover Vasilovsky's identities of degrees 5 and 6 for the special Jordan algebra of a nondegenerate symmetric bilinear form; (3) to determine the identities of degree 7 satisfied by the algebra SH 2 (O): here we give a computational demonstration that there are no identities of degree 7 that do not follow from anticommutativity.
These three cases will be discussed separately following the next section.
Computational methods
Let A be any algebra (not necessarily associative) over a field F . That is, A is a vector space over F , together with a bilinear map A × A → A (equivalently, a linear map A ⊗ A → A). We are interested in the polynomial identities satisfied by the algebra A. To simplify the discussion, we will assume initially that the base field F has characteristic 0. This assumption implies that any polynomial identity over F is equivalent to a family of homogeneous multilinear identities.
Associative polynomials
We fix a positive integer n and a set of n indeterminates X = {a 1 , a 2 , . . . , a n }.
We let S n be the symmetric group on {1, 2, . . ., n}. We will write elements of S n as monomials of degree n in the indeterminates X. That is, the permutation σ ∈ S n corresponds to the monomial
Here we apply σ to the subscripts not the positions, so we have to multiply permutations from right to left. This convention assumes that we are dealing with multilinear identities;
we regard an identity with a variable repeated k times as shorthand for the symmetric sum over k new variables in the positions of the original repeated variable.
An example will make this clear. Suppose we want to look at
In terms of the action on subscripts we would write this identity as
The left ideal generated by this element of the group ring will include
This is just what we want: those portions of the monomials which do not move are substituted for the same element in all terms. The parts which switch are switched into new elements but the pattern of the movement will be the same. But we have to multiply from right to left because the right hand permutation hits the subscript first.
In terms of the action of permutations on positions we would write the same identity as I + (12). If I + (12) acts on x 5 x 1 x 3 x 2 x 4 we get
Here we must multiply from left to right because we put the permutation in first, and then apply the identity: 
This is also correct if we make the assumption that permutations are acting on positions.
The action on subscripts gives a left ideal when we multiply from right to left. The action on positions gives a left ideal when we multiply from left to right. The first method (action on subscripts) is easier to program and corresponds directly to the representation theory given in standard references such as [3] .
Let P n be the linear span of all n! monomials p σ as σ ranges over S n . We regard P n as a module over S n under the action induced by πp σ = p πσ . If A is an associative algebra then the elements of P n correspond to the homogeneous multilinear identities of degree n that could be satisfied by A. More precisely, let f ∈ P n be a homogeneous multilinear associative polynomial of degree n. We say that f is an identity for A if it vanishes identically on A; that is, if
An identity can be identified with the submodule that it generates: an algebra A satisfies the identity f if and only if it satisfies all the identities in the submodule generated by f .
The group ring F S n decomposes as the direct sum of full matrix rings of size d λ × d λ , where d λ is the dimension of the irreducible QS n -module corresponding to λ, and λ ranges over all partitions of n. The module P n decomposes into the same direct sum. Any submodule is a direct sum of irreducible modules. Since we can perform computations one representation at a time, it is possible to study an identity by breaking the problem down into smaller pieces, each of which corresponds to a partition of the degree n.
Nonassociative polynomials
If A is a nonassociative algebra then we also have to keep track of the possible association types that may occur in a monomial of degree n. The number of distinct association types (that is, the number of distinct ways to parenthesize n factors) is the Catalan number
Here is a short The total number of homogeneous multilinear monomials of degree n for a nonassociative algebra A is the Catalan number t n (the number of association types) times the factorial n! (the number of associative words, or unparenthesized monomials):
This is the dimension of the vector space Q n of all possible multilinear homogeneous nonassociative identities of degree n. We can think of Q n as the direct sum of t n copies of P n , one copy for each association type.
Random vectors
Suppose we want to find the simplest identity satisfied by a nonassociative algebra A of dimension s. We represent elements of A as s-tuples with respect to some convenient basis, and we assume that we have an explicit procedure for computing the product in A with respect to this basis. (Such a procedure can be obtained from the structure constants for the algebra A.)
For each degree n and each partition n = n 1 + · · · + n k we list all the corresponding monomials involving k variables x 1 , . . . , x k with x i occurring n i times in each monomial.
(We are no longer assuming multilinearity.) Let c be the number of these monomials; we have
We set up a matrix M with c + s rows and c columns, initialized to zero. We now begin the following iterative procedure: We generate k random elements of A. Each column of M is labelled by one of the c monomials, and each monomial involves k variables. We set the k variables equal to the k random elements of A and evaluate each of the c monomials using the product in A. For each column of M we obtain another element of A which we view as an s × 1 column vector. In column j of M, in rows c + 1 to c + s (at the bottom of the matrix), we put the s × 1 column vector obtained by evaluating the j th monomial on the k random elements of A. After the s × c bottom segment of M is filled in this way, each of the last s rows contains a linear relation which must be satisfied by the coefficients of any identity satisfied by A. To see this, let T i (1 i c) be the monomials labelling the columns of the matrix M. Let 
Writing out the components of the general linear combination of the T i we get s linear relations that must be satisfied by the a i :
These are the relations that occupy the last s rows of the matrix M. (Another way of viewing this process is to say that we are generating random counterexamples to the possible identities satisfied by A; we thank Don Pigozzi for pointing this out.) We now compute the row canonical form of M. Since M has size (c + s) × c, its rank must be c, and so the bottom s × c submatrix will now be zero. We repeat this fill-and-reduce process; in our experience each iteration tends to increase the rank of M by s = dim A. The process is continued until the rank of M stops increasing. We perform a few more iterations to be sure that M has reached full rank. If the nullspace of M at this point is nonzero, it contains candidates for non-trivial identities satisfied by A. We now test the candidates by seeing if they evaluate to zero on further choices of random arguments. Finally, we attempt to prove them directly.
Using the symmetric group ring
Another technique we use to find identities is the representation theory of the symmetric group. The process of studying identities through group representations is indirect and complicated. It does, however, have two tremendous advantages. Because the process can be run separately on each representation of the symmetric group, the calculations can be broken up into smaller, more manageable portions. Also, the basic unit of the group algebra approach is the identity, rather than all substitutions in an identity. Since there are n! possible substitutions, one can see that it is better to work with one object rather than n! objects.
Let f (x 1 , x 2 , . . . , x n ) be a multilinear nonassociative polynomial of degree n in n indeterminates with coefficients from a field F . We first sort the terms of f by association type. Thus we can write f = f 1 + · · · + f t where t is the number of association types. Within each association type, the terms can be specified by giving the coefficient c ∈ F of the term and the permutation π ∈ S n of the n factors in the term. Thus each f i for 1 i t can be expressed as an element g i = π c iπ π of the group algebra F S n of the symmetric group S n . Hence f may be identified with the element (g 1 , g 2 , . . . , g t ) of
the direct sum of t copies of F S n . If π is any permutation, then (πg 1 , πg 2 , . . . , πg t ) is also an identity since it represents the identity f applied to a permutation of its arguments. Since linear combinations of identities are identities, one also gets that (gg 1 , gg 2 , . . . , gg t ) is an identity for all elements g of the group algebra over S n . From this it is clear that M is a module over the group algebra and the set of all identities we seek is a submodule of M.
Any partition λ of n determines an irreducible representation of S n of dimension d λ . The group algebra F S n is isomorphic to a direct sum of matrix algebras of size d λ × d λ as λ ranges over all partitions of n. Let p λ denote the projection of the group algebra onto the matrix subalgebra corresponding to the partition λ. Projecting onto this matrix subalgebra we see that each element of the group algebra corresponds to a matrix of size d λ × d λ . Combining the t association types we put together (horizontally) the t matrices of size
is a matrix of size d λ × td λ which represents the identity f in representation type λ. Furthermore,
which is a sequence of row operations applied to the matrix which represents f (including the possibility of zeroing out a row). Two identities f and f of degree n are equivalent (by definition) if they generate the same F S n -submodule of M; in other words, in each representation type λ, the two matrices representing the two identities have the same row space.
A minimal identity is an identity whose matrix has rank one in one representation and rank zero in all the rest. Any identity is equivalent to a collection of minimal identities. If we are looking for identities, we only need to locate all the minimal identities.
Stacking the matrices (vertically) for a number k of identities f (1) , . . . , f (k) gives a matrix of size kd λ × td λ . Each row of this matrix represents an identity implied by f (1) , . . . , f (k) . Row operations on this matrix replace rows with linear combinations of rows, and so the rows of the new matrix also represent identities implied by f (1) , . . . , f (k) . The nonzero rows of the row-canonical form of this matrix are a set of independent module generators for the submodule of M in representation type λ generated by the identities f (1) , . . . , f (k) . Since the rank of this matrix can be no greater than td λ , the number of independent generators is at most td λ .
An identity in degree n implies identities in higher degrees. Given an identity f (x 1 , . . . , x n ) of degree n, we obtain n + 2 identities of degree n + 1 implied by f either by replacing x i by x i x n+1 for some i (1 i n) or by multiplying f on the left or the right by x n+1 . Any identity in degree n + 1 which is implied by this set of n + 2 identities is called a "lifted identity" obtained from f . This process may be repeated to obtain liftings of any degree > n of an identity of degree n.
Further details of the group ring approach
We now present a brief outline of the group algebra process for determining the identities satisfied in degree n by a particular nonassociative algebra of dimension s. Any minimal identity can be thought of as a single nonzero row in one representation and zeros in all other representations. The single nonzero row can be placed in the first row. By the isomorphism between the group algebra F S n and the direct sum of matrix algebras of sizes d λ × d λ we can speak of a correspondence between elements in the group algebra and the matrix representation of these group algebra elements. Let e 11 , e 12 , . . . , e 1d (d = d λ ) represent the elements of the group algebra which are mapped by the projection p λ (corresponding to the partition λ) to the matrix units E 11 , E 12 , . . . , E 1d . We consider the functions f k (g) which evaluate the group algebra element g by applying the permutations in g to the elements x 1 , x 2 , . . . , x n as monomials in association type k. Then a minimal identity can be viewed as
where c k 1j is the coefficient of e 1j in the kth association type. Since this function is an identity, it has to evaluate to zero for all choices of elements x 1 , x 2 , . . . , x n in the s-dimensional algebra under consideration. In particular, for any random choice x 1 , x 2 , . . . , x n in the algebra, the dt elements V k 1j = f k (e 1j ) are elements in the algebra which are column vectors of length s. If we list these column vectors in the matrix form is in the null space of (16). The process of finding the identities satisfied by an algebra amounts to creating (16) for several choices of elements in the algebra. The process involves filling a matrix with (16), then reducing it to row canonical form, then adding a second fill of (16) on the bottom and then again reducing it. The process of adding a new fill of (16) to the bottom and reducing to row canonical form continues until the rank seems to have stabilized. At this point the null space represents the minimal identities. Any true identity will be found in the null space, but if we have not chosen our random elements properly, or not continued long enough to reach the full rank, we may still have elements in the null space that are not identities. We avoid these false identities by checking the members of the null space to see that they are actually identities.
We are confident that our stochastic process reached full rank in every case. If we had stopped the iterations too early before reaching the matrix M of maximal rank, we would have
Since our algebras are elements of a known variety, for each degree the identities of the variety are contained in the identities of the algebra. Thus the rank of the identities of the variety is less than or equal to the rank of the identities of the algebra. The rank of M, plus the rank of the identities of the algebra, equals the total dimension of the space of polynomials. In each case we found that the rank of M, plus the rank of the identities of the variety, equals the total dimension of the space of polynomials. Thus we know that the rank of M equals the rank of M and that the rank of the identities of the variety equals the rank of the identities of the algebra. In the cases where we found identities, we were able either to prove them directly or to use results from the literature. To save space and time these computational methods were implemented over the field with p elements where p is a prime larger than the degree of the identities under consideration. This guarantees that the group ring will be semisimple, and effectively ensures that the results will be equivalent to the characteristic 0 case; that is, the dimension of a submodule of identities will be equal to the dimension of the corresponding submodule over Q, and the basis which is computed will be formally the same in the two cases if the coefficients of the monomials are expressed as small integers.
The computer code implementing these algorithms is available from the authors.
The full matrix algebra
For M 2 (O) the dimension is s = 32. Using the computational methods described in Section 2, no identities were found in degree d 6. In degree 7, the algebra M 2 (O) satisfies no identities in partition 7, but it does satisfy identities in partition 61. See Theorem 3 for the proof of these statements.
While working out a proof of the identities in partition 61, it was found that they can be generalized to hold in partition 22111, and that these more general identities hold with the matrix entries coming from any alternative algebra. These are the identities stated in Theorem 1. Three other identities, also in partition 22111, were discovered; these are stated in Theorem 2.
To describe these identities we first use the associator to define five homogeneous nonassociative polynomials of degree 3:
The abbreviations indicate that these are the left-alternative, right-alternative, leftsymmetric, right-symmetric, and flexible identities. We can now state the two main theorems of this section.
Theorem 1. Let R be an alternative ring, and let M 2 (R) be the algebra of 2 × 2 matrices with entries from R. Then M 2 (R) satisfies the identities

LA F LS(A, B, B), C, C , D, E
= 0,(23)
LA F RS(B, B, A), C, C , D, E
= 0,(24)
RA D, E, F LS(A, B, B), C, C
= 0,(25)
RA D, E, F RS(B, B, A), C, C = 0, (26) where A, B, C, D, E are any elements of M 2 (R).
Theorem 2. Let R be an alternative ring, and let M 2 (R) be the algebra of 2 × 2 matrices with entries from R. Then M 2 (R) satisfies the identities F LS(A, B, B), RS(D, D, C), E − F RS(D, D, C), LS(A, B, B), E = 0, (27) F RS(B, B, A), RS(D, D, C), E − F RS(D, D, C), RS (B, B, A), E = 0, (28) F LS(A, B, B), LS(C, D, D), E − F LS(C, D, D), LS(A, B, B), E = 0, (29) where A, B, C, D, E are any elements of M 2 (R).
These two theorems may be distinguished by the ternary association types of their terms when the associators are expanded. where xyz denotes the associator (x, y, z) for any x, y, z ∈ R.
Proof. We have
A(BC) = a(ep) + a(f r) + b(gp) + b(hr) a(eq) + a(f s) + b(gq) + b(hs) c(ep) + c(f r) + d(gp) + d(hr) c(eq) + c(f s) + d(gq) + d(hs) . (35)
From this we see that the entries of (AB)C − A(BC) are the given sums of associators of the matrix entries. 2
Corollary 1. If R is an alternative ring then in M 2 (R) we have
(A, A, A) = 2abc − bcd abd −acd abc − 2bcd .(36)
From this we see that if R is an alternative ring which is not associative, then M 2 (R) is not even third-power associative.
Proof. If we take A = B = C in Lemma 1 we obtain
If R is alternative then an associator with a repeated factor is zero, and the others can be rearranged (with appropriate sign changes) so that the factors are in alphabetical order. This gives the result. 2
Proposition 2. If R is an alternative ring and A, B are elements of the matrix ring M 2 (R) then LS(A, B, B) and RS(B, B, A) are matrices of trace 0.
Proof. We write
Using Lemma 1 we obtain
Since R is alternative we may simplify the associators in R as in the proof of Corollary 1:
Subtracting the last two matrix associators gives
in which the sum of the diagonal entries is zero. The proof of the result for RS(B, B, A) is similar; if R has an involution, we may simply apply the conjugate transpose on M 2 (R). 2
Proposition 3. If R is an alternative ring and B, C are elements of the matrix ring M 2 (R) with B of trace 0 then F (B, C, C) = tI where t is in R and I is the identity matrix.
(C, C, B) = ppe + qre + pqg + qsg ppf + qrf − pqe − qse rpe
Simplifying the associators in R gives
Adding the last two matrix associators gives Proof. We write
Adding the last two matrix associators gives
The proof of the result for RA(D, D, C) is similar; if R has an involution, we may simply apply the conjugate transpose on M 2 (R). 2 Proof. The proof employs the computational methods described in Section 2. Table 3 Table 4 displays the ranks of the S 6 -modules for the identities of degree 6. Since column 3 equals column 4, we see that there are no identities in degree 6 satisfied by
For d = 7 the number of association types is 132, and for partition 61 there are 7 monomials in each association type. Each monomial involves 6 x's and 1 y. This gives a total of 132 · 7 = 924 monomials. The matrix M has size (924 + 32) × 924 = 956 × 924. After 924/32 = 29 iterations the rank stabilizes at 920, giving a 4-dimensional nullspace of identities. Table 5 displays the ranks of the S 7 -modules for the identities of degree 7. The first three columns are analogous to the corresponding columns in the previous tables. Column 4, labelled "new" to indicate the new identities in Theorems 1 and 2, gives the rank (multiplicity) of each irreducible module in the submodule generated by these seven identities in degree 7; that is, the submodule of identities which are consequences of the new identities. An attempt to find a convenient basis for a complementary 8-dimensional subspace of new identities in degree 8 has so far proved unsuccessful.
The Hermitian matrix algebra
In this and the next section we study commutative and anticommutative algebras, and so we need only consider one representative of each equivalence class of association types with respect to the symmetry yx = ±xy. If s d denotes the number of such representatives (the Wedderburn number [9] ), then we have the recursion formula
where the last term only occurs when d is even. We obtain
In this section we study the algebra H 2 (O) of 2 × 2 Hermitian matrices over the octonions. This algebra is a 10-dimensional special Jordan algebra, and is isomorphic to the Jordan algebra of a bilinear form on a 9-dimensional vector space. The identities for Jordan algebras of nondegenerate symmetric bilinear forms have been determined by Vasilovsky; see [6, 7] and [8] .
Theorem 5 (Vasilovsky).
Let A denote the Jordan algebra of a nondegenerate symmetric bilinear form on a vector space of dimension n over a field of characteristic 0. Then A satisfies these two identities in degrees 5 and 6:
where we define the Jordan associator and the T -polynomial by
Furthermore, every identity of degree 2n satisfied by A follows from these two identities. Proof. We give a computational demonstration of this result in the special case A = H 2 (O) with an upper bound of degree 7. This simultaneously reconfirms Vasilovsky's result and provides evidence of the reliability of our computational methods. Table 6 displays the ranks of the S 5 -modules (as described in Section 2) for the identities of degree 5. The first column gives a partition λ and the second column gives the dimension d λ of the corresponding irreducible S 5 -module. The group algebra QS 5 contains a full matrix subalgebra of size d λ × d λ . Column 3 gives the product s 5 d λ where s 5 = 3 is the number of commutative association types; this product is the rank (multiplicity) of the irreducible S 5 -module for λ in the direct sum of s 5 copies of the group algebra QS 5 . Column 4, labelled CJ5 to indicate the commutative and Jordan identities together with the degree-5 Vasilovsky identity, gives the rank (multiplicity) of each irreducible module in the submodule generated by these three identities in degree 5; that is, the submodule of degree-5 identities which are consequences of the commutative, Jordan and degree-5 Vasilovsky identities. Column 5, labelled I to indicate linear relations satisfied by the identities, gives the rank of each irreducible module in the complement of the submodule of identities satisfied by the commutative algebra H 2 (O). Since column 3 equals the sum of columns 4 and 5, we see that the three given identities generate all the identities in degree 5 satisfied by H 2 (O). Table 7 gives analogous results for degree 6: column 4 (labelled CJ56) gives the ranks of the submodules generated by the commutative and Jordan identities together with the 6  1  6  5  1  51  5  30  28  2  42  9  54  49  5  411  10  60  58  2  33  5  30  29  1  321  16  96  92  4  3111  10  60  60  0  222  5  30  27  3  2211  9  54  53  1  21111  5  30  30  0  111111  1  6  6  0 Vasilovsky identities of degree 5 and 6. As before, column 3 equals the sum of columns 4 and 5, and so these four identities generate all the identities in degree 6 satisfied by H 2 (O). Table 8 summarizes the results for degree 7: column 4 (labelled CJ56) gives the ranks of the submodules generated by the commutative and Jordan identities together with the Vasilovsky identities of degree 5 and 6. As before, column 3 equals the sum of columns 4 and 5, and so these four identities generate all the identities in degree 7 In the last result, space considerations prevented us from continuing the computations through degree 7. 
The skew-Hermitian matrix algebra
In this section we study the algebra mathitSH 2 (O) of 2 × 2 skew-Hermitian matrices over the octonions. This is an anticommutative algebra of dimension 22.
Theorem 9. For the algebra mathitSH 2 (O) there are no identities in degree 7 that do not follow from anticommutativity.
Proof. Table 9 displays the ranks of the modules for the identities of degree 5. The first three columns are analogous to those in the previous tables. Column 4, labelled x 2 to indicate the anticommutative identity, gives the rank (multiplicity) of each irreducible module in the submodule generated by the anticommutative identity in degree 5; that is, the submodule of degree-5 identities which are consequences of the anticommutative identity. Column 5, labelled I to indicate linear relations satisfied by the identities, gives the rank (multiplicity) of each irreducible module in the complement of the submodule of identities satisfied by the anticommutative algebra mathitSH 2 (O). Since, for every partition λ, column 3 equals the sum of columns 4 and 5, it follows that every identity satisfied by the algebra mathitSH 2 (O) in degree 5 is a consequence of the anticommutative identity.
Similar remarks apply to Tables 10 and 11. As in degree 5, every identity satisfied by the algebra mathitSH 2 (O) in degrees 6 and 7 is a consequence of the anticommutative identity. Proof. This follows immediately from the previous theorem since any identity for M 2 (O) under XY − Y X would also be an identity for mathitSH 2 (O). 2
Concluding remarks
We have the isomorphism
Both M 2 (Q) and O are composition algebras, and the tensor product of composition algebras is a structurable algebra in the sense of Allison [1] (see also [5] ): that is, a unital algebra with involution which satisfies the identity 
This identity involves an involution and hence it is not an identity in the sense considered in this paper. But the above isomorphism shows that M 2 (O) satisfies the structurable identity, and hence it is clear that the class of identities with involution is a natural place to search for further identities satisfied by the octonion matrix algebras M n (O), H n (O) and mathitSH n (O).
