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In der Plasmakammer eines Fu-
sionsreaktors verschmelzen die
leichten Atomkerne der Wasser-
stoffisotope Deuterium (d) und Tri-
tium (t) bei hohen Temperaturen
( @ 100 Millionen Grad Celsius) zu
Heliumkernen. Pro Fusionsreak-
tion wird ein Neutron emittiert, das
mit 14.1 MeV den Löwenanteil der
freigesetzten Bindungsenergie in
Höhe von 17.6 MeV davon trägt.
Die 14-MeV-Neutronen verlassen
die Plasmakammer ungehindert
und treten mit den Atomkernen 
der umgebenden Materialien in
Wechselwirkung. Die Beschrei-
bung des Ausbreitungsprozesses
der Neutronen- und Photonen-
strahlung („Teilchentransport“) im
Fusionsreaktor ist Gegenstand
der Fusionsneutronik. Das Mon-
te-Carlo-Verfahren [1] ermöglicht
es, den Teilchentransport auf mi-
kroskopischer Ebene in beliebig
komplexer Geometrie zu be-
schreiben und eignet sich damit
speziell für die Fusionsneutronik.
Im folgenden Beitrag wird die
Monte-Carlo-Technik zur Be-
schreibung des Teilchentrans-
ports skizziert. Sodann wird ein
Programmsystem vorgestellt, mit
dessen Hilfe es möglich ist, drei-
dimensionale Dosisratenvertei-
lungen nach Reaktorabschaltung
zu bestimmen. Schließlich wer-
den Anwendungsbeispiele prä-
sentiert, die auf dem HPC Linux-
Cluster des FZK im Parallelbetrieb
gerechnet wurden. 
Die kernphysikalischen Wechsel-
wirkungsprozesse in den Mate-
rialien der das Plasma umgeben-
den Reaktorkomponenten führen
zur Abbremsung und schließ-
lichen Absorption der schnellen 
14-MeV-Neutronen. Dabei wer-
den die Materialien aktiviert, es
wird hochenergetische g -Strah-
lung emittiert, die sich weiter aus-
breitet, sowie geladene Teilchen,
die in den Materialien schnell ab-
gebremst werden und diese dabei
aufheizen. Art und Umfang der
stattfindenden Wechselwirkungs-
prozesse werden bestimmt durch
die räumliche Materialverteilung
und die zugehörigen nuklidspezi-
fischen Wechselwirkungswahr-
scheinlichkeiten. Daraus ergibt
sich dann die räumliche und ener-
getische Verteilung der Neutro-
nen- und Photonenfelder. 
Die Ausbreitung der Neutronen




schicksale wie sie analog in der
physikalischen Realität ablaufen
würden. Ausgehend von der „Ge-
burt“ eines Teilchens, z. B. eines
Neutrons in einer (d,t)-Fusionsre-
aktion, wird der ganze „Lebens-
weg“ des Teilchens bis zu seinem
„Tod“ (z. B. Absorption) verfolgt.
Dabei wird die probabilistische
Natur der kernphysikalischen
Wechselwirkungsprozesse aus-
genutzt. Die Geburt eines Teil-
chens, seine Energie, seine Flug-
richtung, seine weiteren Wech-
selwirkungen, die dadurch be-
dingte(n) Emission(en) neuer Teil-
chen, deren Energie, Flugrichtung
und weitere Wechselwirkungen
etc., all diese Ereignisse und Ei-
genschaften sind probabilisti-
scher Natur und können „ausge-
würfelt“, d.h. mit Hilfe generierter
Zufallszahlen simuliert werden
(daher die Bezeichnung „Monte-
Carlo-Verfahren“).
Das Monte-Carlo-Verfahren eig-
net sich zur Lösung komplexer
Transportprobleme, die sich nicht
oder nur schwer mit deterministi-
schen Methoden berechnen las-
sen. Dies gilt insbesondere für
geometrisch komplexe Material-
anordnungen wie sie bei Fusions-
reaktoren des Tokamak-Typs ge-
geben sind. Die Geometrie kann
sehr flexibel dargestellt werden,
im allgemeinen durch Schnitt-
flächen räumlicher Körper (Kugel,
Quader, Zylinder, Torus, etc.) im
dreidimensionalen Raum. Bei der
rechnerischen Verfolgung der Teil-
chenschicksale ist es lediglich er-
forderlich, die Schnittpunkte der
Teilchenbahnen mit den die geo-
metrischen Zellen begrenzenden
Flächen zu berechnen. Die Gren-
zen der Anwendungsmöglichkeit
werden bestimmt durch die Zahl
der für ein Problem zu berück-
sichtigenden Teilchenschicksale,
mithin durch die benötigte Re-
chenzeit. Der Aufwand an Re-
chenzeit wächst naturgemäß mit
der Komplexität der behandelten
Geometrie und ebenso mit der
Zahl und Komplexität der zu be-
rechnenden physikalischen Grö-
ßen. Die in den letzten Jahren
ständig steigende Rechenleistun-
gen einschließlich der Verfügbar-
keit von massiven Parallelrech-
nern haben die Anwendungsmög-
lichkeiten für Monte-Carlo-Rech-
nungen beträchtlich erweitert. 
Der technische Entwurf für den
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de in einer langjährigen interna-
tionalen Zusammenarbeit zwi-
schen der EU, Japan, Russland
und den USA ausgearbeitet. Mit
ITER soll der Nachweis der wis-
senschaftlichen und technologi-
schen Machbarkeit der Kernfusi-
on als künftiger Energiequelle er-
bracht werden. Während des Be-
triebs von ITER muss gewährlei-
stet sein, dass das Wartungsper-
sonal Zugang zum Kryostaten hat,
um dort befindliche Systemkom-
ponenten zu warten und zu repa-
rieren. Aufgrund der hohen Akti-
vierung der Reaktorkomponenten
in diesem Bereich ist ein Zugang
nur nach Abschaltung des Reak-
tors möglich. Eine wichtige Auf-
gabe ist es, die Dosisratenvertei-
lung zu bestimmen, so dass fest-
gelegt werden kann wann und wo
Zutritt möglich ist. Dies erfordert
einerseits ein geeignetes Instru-
mentarium zur Berechnung der
dreidimensionalen zeitabhängi-
gen Dosisratenverteilung und an-
dererseits ein geeignetes nuklea-
res Experiment zu dessen Vali-
dierung. Ein solches Experiment
wurde am Neutronengenerator in
Frasacti (FNG) als Kooperation
zwischen ENEA Frascati, der TU
Dresden und dem Forschungs-
zentrum Karlsruhe durchgeführt
[3]. Zur rechnerischen Analyse
wurde am FZK ein Programmsys-







tems sind das Monte-Carlo-Pro-
gramm MCNP [5], mit dem die
Transportrechnungen für die Neu-
tronen und die Zerfallsgamma-
quanten durchgeführt werden,
sowie das Inventarprogramm
FISPACT [6], mit dem die Quell-
terme der Zerfallsgammaquanten
berechnet werden. Abb. 1 zeigt
schematisch den Programmab-
lauf. Unter Benutzung eines drei-
dimensionalen Geometriemodells
werden zunächst die Neutronen-
flussspektren mit MCNP für alle
Materialzellen berechnet, die nach
Bestrahlung eine g -Strahlenquel-
le darstellen können. Die Neutro-
nenflussspektren werden über ein
Interface an FISPACT übergege-
ben zur Berechnung der Quellver-
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ten. Ein weiteres Interface stellt
diese Verteilung dann MCNP für
die Transportrechnung der Zer-
fallsgammaquanten zur Verfü-
gung. Die rechnerische Verfol-
gung der Zerfallsgammaquanten
mit MCNPermöglicht es, die durch
die Materialaktivierung während
der Bestrahlung bedingte g -Strah-
lendosis zu jedem Zeitpunkt nach
Reaktorabschaltung an jedem Ort
innerhalb des behandelten Geo-
metriemodells zu bestimmen. 
Validierung
Das Programmsystems wurde an-
hand des oben erwähnten Be-
strahlungsexperimentes validiert.
Eine ITER-typische Materialan-
ordnung aus Stahl und wasser-
äquivalentem Material wurde zu
diesem Zweck mit insgesamt
1.95 × 1015 14 MeV-Neutronen am
Neutronengenerator Frascati be-
strahlt. Die Nachzerfallsdosisrate
wurden in einem Hohlraum der
Materialanordnung in einem Zeit-
raum von » 1 h bis 20 Tage nach
der Bestrahlung gemessen [3].
Die berechneten Nachzerfallsdo-
sisraten sind in Abb. 2 mit den von
einem Team der TU Dresden ge-
wonnen Messwerten verglichen.
Es zeigt sich insgesamt eine recht
befriedigende Übereinstimmung.
Die Abweichungen liegen bei ma-
ximal – 15% und sind im wesentli-







Zum Nachweis seiner Eignung zur
Behandlung großer und komple-
xer Systeme wurde das Pro-
grammsystem eingesetzt, um die
Dosisratenverteilung von ITER
nach Reaktorabschaltung im Be-
reich der zentralen Handha-
bungsöffnung zu bestimmen. Abb.
3 zeigt hierzu einen Vertikalschnitt
durch das von ITER Garching
entwickelte MCNP-Torussektor-
modell. Abb. 4 zeigt einen Hori-
zontalschnitt durch den Bereich
der Handhabungsöfffnung mit Ma-
terialzellen und zugeordneten
Zellnummern. Die sehr aufwändi-
ge Berechnung der Neutronfluss-
spektren für insgesamt 1663 Ma-
terialzellen wurde im Parallel-
betrieb unter PVM („Parallel Vir-
tual Machine“) [7] auf dem HPC-
Linux-Cluster des FZK durch-
geführt. Zur Bestimmung der
Quellverteilung der Zerfallsgam-
maquanten wurde eine ITER-ty-
pische Bestrahlungsgeschichte
mit einer 20-jährigen Betriebszeit
bei einer mittleren Verfügbarkeit
von 2.7% zu Grunde gelegt. 
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Abb. 2: Vergleich berechneter und gemessener Nachzerfallsdosisraten in einem Validierungs-










30 h FNG Bestrahlung








Abb. 5 zeigt die Nachzerfallsdo-
sisraten die sich für die Zellen
außerhalb der zentralen Handha-
bungsöffnung ergeben. Es zeigt
sich, dass der Bereich um die Zel-
len # 21502-21510 durch die Mag-
netfeldspulen recht gut abge-
schirmt ist, so dass die Dosisrate
dort innerhalb eines Tages unter
den für das Wartungsperso-
nal festgelegten Grenzwert von
100 µSv/h fällt. Der Bereich um die
Zellen #21531, 21532, ist hinge-
gen nur durch Blanket und Vaku-
umgefäß abgeschirmt, so dass die
Dosisleistung innerhalb des be-
trachteten Zeitraums von 30 Ta-
gen über 100 µSv/h bleibt. War-
tungs- und Reparaturarbeiten
sind unter den angenommenen
Randbedingungen in diesem Be-




nungen können prinzipiell parallel
durchgeführt werden, da die Teil-
chenschicksale voneinander un-
abhängig sind. MCNP kann z. B.
standardmäßig im Parallelmodus
unter PVM [7] eingesetzt werden.
Dabei wird die gleiche Monte-Car-
lo-Siumlationsrechnung parallel
auf mehreren Prozessoren durch-
geführt. Die Gesamtzahl der zu
berücksichtigen Teilchenschick-
sale wird vom „Master“ auf die zur
Verfügung stehenden Prozesso-
ren aufgeteilt, indem diesen ver-
schiedene Zufallszahlensequen-
zen zugewiesen werden. Die Er-
gebnisse der Simulationsrech-
nungen auf den verschiedenen
Prozessoren werden nach Been-
digung vom Master eingesammelt
und zum Gesamtergebnis aufbe-
reitet. Dieses ist völlig identisch
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Abb. 4: Horizontalschnitt durch den Bereich der Handhabungsöffnung.
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mit dem Ergebnis das sich bei ei-
ner sequentiellen Rechnung auf
einem Prozessor unter Verwen-
dung der gleichen Zufallszahlen-
sequenz ergeben würde. Auf dem
benutzen HPC Linux-Cluster ska-
liert der Zeitgewinn dabei fast li-
near mit der Anzahl der genutzten
Prozessoren, da sich die Kommu-
nikation zwischen den Prozesso-
ren auf die Zeiten beschränkt, bei
denen die Teilergebnisse vom Ma-
ster eingesammelt und ausge-
wertet werden. Die Häufigkeit die-
ser Kommunikationsprozesse
wird durch die „Rendezvouszahl“
gesteuert, die Zahl aller – auf al-
len Prozessoren – bis zum Zeit-
punkt des „Einsammelns“ be-
rechneter Teilchenschicksale.
Tab. 1 zeigt exemplarisch den Ein-




möglicht es, den Teilchentransport
auf mikroskopischer Ebene in be-
liebig komplexer Geometriedar-
stellung zu beschreiben. Mit dem
am Los Alamos National Labora-
tory LANL entwickelten Monte-
Carlo-Programm MCNP und
neueren Fusionskerndatenbiblio-
theken steht ein Instrumentarium
zur Verfügung, das sich vorzüg-
lich zur Lösung neutronenphysi-
kalischer Fragestellungen der Fu-
sionstechnologie eignet. Die Lö-
sung komplexer Probleme erfor-
dert allerdings einen hohen Re-
chenaufwand, der unter Nutzung
von Parallelrechnern wie dem
HPC Linux-Cluster innerhalb ei-
nes überschaubaren Zeitrahmens


































(FENDL-2/A, -MC-Daten)   
Tab. 1: Vergleich sequentieller und paralleler MCNP-Rechnungen auf dem HPC Linux-Cluster bei
einer Gesamtzahl von 4,2 Millionen berechneter Teilchenschicksale. 
Zahl der Prozessoren 1 15 15 15 11
Rendezvouszahl [Millionen] – 1,0 0,5 0,1 0,8
Rechenzeit in Minuten 870 86 74 130 98
(„wall clock time“)
es auch möglich, ein auf dem Mon-
te-Carlo-Verfahren basierendes
Programmsystem zu erstellen, mit
dessen Hilfe drei-dimensionale
Dosisratenverteilungen nach Re-
aktorabschaltung in beliebig kom-
plexen Geometrien bestimmt wer-
den können. Das Programmsys-
tem wurde anhand eines Bestrah-
lungsexperimentes am Neutro-
nengenerator in Frascati validiert
und anschließend auf den ITER-
Reaktor angewandt. Zur Berech-
nung der Dosisratenverteilung in
großen, die Reaktoranlage um-
gebenden Gebäuden, ist es not-
wendig, das Programmsystem zu
erweitern. Eine Kopplung mit drei-
dimensionalen deterministischen
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