Abstract: Future networks face tremendous challenges towards providing guaranteed Quality of Service (QoS) for the multiple traffic types employing numerous protocols. This work presents an expanded parameter Call Admission Control (CAC) scheme and intelligent scheduling to provide QoS on modern networks. The expanded parameter CAC scheme features the lower layers Signal to Interference Ratio (SIR) and network delay as admission parameters. The SIR is due to the transmission on the code division multiple access network and delay is due to the operation of the Transmission Control Protocol (TCP). TCP delay is a good representative of the aggregated delays of the entire network; both access and core network as it is at a higher layer. TCP was ideally designed for wired networks. TCP performance is degraded and leads to substantial delay while operating on wireless lossy links as it reduces the sending rate and resends lost packets. This work presents an analytical framework for evaluating the performance of a wireless TCP based CAC model which features Batch Markovian Arrival Process (BMAP) traffic, a better representative of the future traffic characteristics than the traditional Poisson traffic. A teletraffic analysis of a network with TCP is done and the impact of TCP induced delays on the network is investigated for a future generation CAC scheme.
INTRODUCTION
Future networks design needs to overcome the numerous network and traffic challenges. The network challenges include those associated with increasing the network capacity, accommodating diverse heterogeneous networks, mobility management and dealing with diverse network protocols e.g. Code Division Multiple Access (CDMA) and TCP with their own inherent problems [1] [2] [3] . They also handle diverse ever growing applications over cellular networks with their own challenges. The traffic challenges include; diversity in QoS requirements, multimedia traffic types, real time or non-real time with different QoS metrics (BER and delay). Furthermore, the traffic may exhibit other properties such as burstiness, correlation and selfsimilarity. An efficient CAC scheme is one of the methods employed to guarantee QoS on a CDMA based network. This heterogeneous mix of services with varying QoS metrics and characteristics must be supported and provided with their guaranteed QoS. Each traffic type has got key QoS defining metric(s). These key metric(s) for a traffic type must be identified and made the principal admission parameter(s). The most common QoS parameters for most traffic on a CDMA network are the SIR and delay. SIR has traditionally been the de facto parameter for CAC on CDMA based networks [4] [5] . A combination of several admission parameters has been encountered in seldom [6] [7] . In this work, the employed CAC considers both SIR and delay. The SIR is on the CDMA wireless link while the delay can be due to scheduling on the wireless link or in the core network. In a realistic network, delay is a result of the effects of the numerous factors; scheduling, processing, transmission and routing. Access network delays and core network delays that arise due to transmission, scheduling and routing protocols have been widely explored as compared to other protocol induced delays [8] [9] . Some network protocols like TCP, the transport layer protocol, Automatic Repeat request (ARQ), the link layer protocol, several Media Access Control (MAC) protocols like CDMA introduce delays in networks due to their operation. CDMA and ARQ protocol induced delays have received sufficient attention unlike the TCP induced delays [7] [8] [10] . TCP is one of the de facto transport protocols on the internet today. There are many TCP variants [11] [12] ; Tahoe, Reno, New Reno, SACK, Vegas, Fast TCP etc. However, their basic core functionality is the same. TCP was ideally designed for wired networks where the losses are not so great [3] . However, for an anything anytime anywhere network, TCP will operate on wireless networks with higher packet losses than expected. This leads to a degradation of the TCP's performance as it was not meant to perform on very lossy links. TCP affects the whole network in the following ways; firstly, during congestion it reduces the sending rate on the network and secondly, when a packet is lost it resends the packet. These factors introduce latency in the whole network. They cause delays and greatly impact on the teletraffic performance of the network. TCP delay is an aggregation of delays at various layers of the protocol stack. It is a comprehensive summary of the user's end to end delay including the access and core network delays. It is therefore imperative that a CAC scheme should feature the delay introduced by TCP. An analytical framework for investigating a CAC for a future Next Generation Networks (NGN) with TCP protocol induced delay is presented in this work.
Modern network models need to be used to effectively evaluate the performance of current and future CAC schemes. The analytical traffic models need to evolve with the evolving traffic characteristics. Traditionally, simple traffic models like the Poisson model have been used. However, they have been shown to be unsuitable for current and future IP based traffic [13] . BMAP traffic models have been favored to evaluate the performance of the CAC scheme. This is because BMAP is a generalization of a wide variety of traffic types and can effectively represent modern traffic than the Poisson model. The BMAP model suffers from drawbacks of complexity and fuels the matrix state space explosion of Markovian analytical models. It can easily render the analysis intractable. An approximate Markovian model to evaluate the BMAP based traffic models without too much error margins is developed and used in the teletraffic analysis.
Closely related works [14] [15] [16] , have addressed in parts the various sections of this work and not as a complete unit. A TCP-aware CAC scheme to regulate the packet-level dynamics of TCP flows is proposed and analyzed in [14] . A TCP call is admitted to the system and TCP call adjustment is done by reducing the transmission rate to fit in the available bandwidth. The work does not employ modern traffic models and the wireless link is not modeled. The work in [15] models the TCP window and addresses the inefficiencies that arise due to the peculiar window evolution. It introduces TCP feedback into the CAC procedures in different non terrestrial wireless architectures. The work is simulation based and no analytical model is developed. A more recent work in [16] develops an analytical model to investigate the performance experienced by TCP sessions sharing a wireless channel by a fixed point approach; two models for different packet loss scenarios, imperfect error correction and buffer overflow. Different analytical queuing models are investigated and compared. The paper justifies the use of simple queuing models, M/M/1/K or Geo/Geo/1/K as compared to the BMAP/G/1/K. Though debatable, there is no call admission control employed and the wireless link is not explicitly modeled. The main contribution of this work is to provide a unified analytical model of a multiclass heterogeneous TCP based wireless network featuring; modern BMAP traffic and a CAC based on the wireless SIR and TCP feedback delay. Performance evaluation for the various TCP protocols over different wireless channel models is done. This paper is organized as follows; Section 2 presents the system model; network model, CAC model and the wireless channel model. The analytical evaluation of SIR capacity and TCP based delay capacity is done in the section. The teletraffic queuing based analytical model is developed in Section 3 where the following is presented; non-homogeneous BMAP arrival process and the Markovian model. The performance measures for evaluating the developed models are presented in Section 4. The obtained results are presented and discussed in Section 5 and the conclusions drawn in Section 6.
SYSTEM MODEL

Network Model
The network consists of mobile stations of different classes; high priority traffic sensitive to both delay and packet loss, medium priority traffic that can tolerate some delay and packet loss violations and low priority best effort traffic. The traffic classes are grouped into the three groups depending on their desired BER (SIR) and delay thresholds. The CDMA based access network is employed. A call admitted in the network starts a TCP session for transmission of its traffic. TCP operates with independent sessions for each source and class. The different sessions affect each other by increasing interference on the wireless link and congestion in the core network. 
Call Admission Control Algorithm
The call admission control employed is as follows. An arriving call requests admission from the base station. To admit a new call i of class k , the guaranteed QoS (SIR and delay bounds), for the particular call should be provided and the QoS of the existing calls should not be severely affected by admitting the call. The SIR capacity is determined, if there is no capacity, the call is dropped; the delay capacity is determined, if available, the call is admitted. The analytical capacities represented by (2) and (16) are calculated in the sections that follow.
Capacity Based on interference
The received signal to noise ratio 
(2) where
and ik g is the power index, ik  the power constraint and   t C are respectively given by:
The mean and variances of Z can easily be derived [19] . If (2) is satisfied, then there is capacity based on SIR.
CAC capacity based on TCP Protocol Delay
To determine TCP delay capacity, the TCP window evolution needs to be modeled. The behavior of various TCP protocols; window evolution, slow start, congestion avoidance, fast recovery and timeout has extensively been presented in literature [3] [20] [21] . Though there are many variants [11] [12], the basic TCP protocols are used. TCP Window evolves in cycles which can be divided into rounds. After packet loss detection, a TCP cycle begins with either slow start or congestion avoidance and ends with the successful conclusion of fast recovery mechanism or on the basis of a timeout. A round starts with the transmission of w packets where w is the current size of the congestion window. To model the evolution, an analytical loss window model [22] is employed. Let i W denote the maximum window size reached in the i th cycle.
where m W is the maximum window size allowed on the wireless link due to the constraint of the sum of wireless link and the buffers in the system, rec W is the maximum receiver buffer size that the receiver advertises at the beginning of TCP flow establishment. Finally, d W is the window where a packet drops due to congestion or the wireless channel losses. The sequences of window sizes at which packets are dropped in successive cycles   i W form a Markov chain with transition matrix
. The steady state loss window
W can be found from the transition matrix. The transition probability matrix is characterized by [22] 
The terms of the equation are defined by the following events with s w as the slow start threshold:  The event that the next cycle starts in congestion avoidance given a packet loss at congestion window
 The event that the next cycle starts in slow start given a packet loss at congestion window of
 The event that packets successfully reach the receiver to attain a window size w belonging in slow start given that it started from slow start is 
is the number of successful congestion avoidance rounds and s w is the slow start window threshold at which TCP enters congestion avoidance.
The probability that enough packets successfully reach the receiver to attain a window size w belonging in congestion avoidance given that it started from congestion avoidance are the successful congestion avoidance packets. The probability that enough packets successfully reach the receiver to attain a window size w belonging in congestion avoidance given that it started from slow start d x should be less than  . The probability of a direct timeout to P is given by:
c) Timeout probability Calculation
x T P (13) An indirect timeout occurs if the TCP algorithm goes to fast retransmit and then the first recovery fails and a timeout occurs. This is given by the probability that the algorithm goes to fast retransmit and less packets go through for a first recovery to succeed and a timeout occurs. The probability of indirect timeout to P is given by
The probability of a packet loss in a cycle resulting in a loss window w belonging in slow start,
, and the probability of a packet loss in a cycle resulting in a loss window w belonging in congestion avoidance,
, are identical and reduce to the probability of a packet loss after successful delivery of several packets. This is the probability of failure to deliver a packet in one slot. It is given by: . For the TCP model the loss window characterizes the maximum throughput of a TCP session. Together with the round trip time, this determines the least delay that can be guaranteed for a particular TCP session.
Wireless Model and packet error probability
The wireless channel is modelled as a Finite State Markov Chain (FSMC). The FSMC Model represents the channel with multiple states with each state corresponding to a transmission mode [23] . It can be reduced to a Two State Markov Chain (TSMC) if the number of states reduces to two. In the FSMC the range of the received SNR is partitioned into a finite number of
be the thresholds of the received SNR. Then the channel is in state 1 , ,
. An L-State FSMC Channel Model is depicted in Fig. 2 . 0 1 2 L P 00 P 01 P 10 P 11 P 12 P 22 The steady state distribution of the FSMC is  , where
and i  is the probability that the underlying Markov chain is in state i given the chain is stable, and L is the number of states. In a typical multipath propagation environment, the received signal envelope has a Rayleigh distribution. With additive Gaussian noise, the received instantaneous SNR  is distributed exponentially with Probability Density Function (PDF) [23] 
where 0  is the average SNR. In this case, the steadystate probabilities of the channel states are given by
while satisfying
The packet error probability is a function of a given modulation scheme and a Forward Error Correction (FEC) code. Let ei p be the channel bit error probability in the i -th state. The BER performance of uncoded BPSK scheme is given by, (20) where 
The packet loss probability in a slot is given by:
Considering a transmission scheme where a packet is transmitted per slot and assuming there is no state transition within a slot, the probability of x packets transmitted successfully in n slots is:
This is used in calculating the packet loss probabilities for the TCP window evolution.
TELETRAFFIC ANALYTICAL EVALUATIONS
The BMAP Arrival Processes of the Model
BMAP traffic models are used in the modeling of the network traffic as opposed to the simple Poisson models. The traffic arrival process is according to a nonhomogeneous BMAP process due to the call admission control. The process is a 2-dimesional non homogeneous level dependent Markov process 
where the properties of the non-homogenous infinitesimal generator are dependent on the level p due to the effects of the CAC algorithm, a function of the number in the system. The stationary probability vector of the underlying Markov chain with generator D , denoted by  , satisfies; 
P is an admission probability dependent on the level and is a product of (2) and (16) 
The Markovian Analytical Model
The teletraffic analysis is done by a Markovian model. A full Markovian model suffers from an explosion on the matrix state space [24] and can't be used for complex networks. An approximate model has been used whose performance was tested and found to be close to the exact model [25] . The model used involves decomposition of the various classes into different priority queues at different stages with combined traffic. Consider three traffic classes with Class 1 as the highest priority and Class 3 the lowest. The arrival of traffic class k is governed by a k BMAP , which is itself a combination of several processes from the sources that constitute the traffic class. An illustration of the approximate analytical model is as presented in Fig. 3 .
For Stage 1, the traffic arrival into the high priority queue is a combination of the two high priority classes, . The low priority traffic does not differentiate between the two traffic types of higher priority. The total arrival into the system is
. Let the total number of calls in the system be 1 T , the total number of class one calls be X , the total number of class two calls be Y and the total number of class three calls be Z . The average number of calls at stage one can be represented by
Fig. 3 Approximate Analytical Model
The expected number of calls in the high priority queue can also be calculated as a level dependent 1 / / G BMAP for accuracy comparisons. This is numerically tested and the results for the second stage normalized. The approximations are made possible by the fact that the lowest priority traffic does not differentiate between the higher priority ones. The higher priority traffic utilizes the complete network capacity. The model can be extended to several stages as an approximate model for evaluating more complex networks. 
Analytical Evaluation of the
(33) The derivation of the state transition matrix and the steady state distribution from the state transitional matrix of (31) is done by the level dependent Markovian means [24] [25] [26] .
PERFORMANCE MEASURES
The call blocking probability is used as the performance measure for the developed model. The steady state probability of the number in the system s  is computed first. Let k  be the blocking probability of call i of class k . The blocking probabilities are given by
where
, determined by (2) and (16) of the CAC algorithm.
DISCUSSION AND RESULTS
The performance of the analytical CAC algorithms is validated by simulations using a developed C++ discrete event simulator. Typical CDMA parameters are used in the simulation; processing gain of 128, chip rate The results of the teletraffic performance of the different TCP protocols, Tahoe and Reno, in terms of blocking probability are shown in Fig. 4 . From the results, the following can be deduced; firstly, the dropping probabilities increase with an increase in the offered load as expected. Secondly, TCP Reno performs better that TCP Tahoe in terms of the call blocking probabilities as it achieves less blocking than TCP Tahoe. Finally the Poisson model achieves less blocking probabilities than the BMAP model. This can be disadvantageous in terms of overestimating the theoretical performance of the system resulting in poor network dimensioning. The analytical and simulation results tally well. The analytical model was engaged to determine the behavior of TCP with different traffic classes. The results are as shown in Fig. 5 . From the results, it is evident that the different traffic classes were differentiated in performance. Class 1 achieves better performance than Class 2 which performs better than Class 3. Their blocking probabilities increase with an increase in the offered load. Fig. 6 . From the results we can deduce the following; as has been the case TCP Reno performs better than TCP Tahoe with any type of wireless model. The most important deduction is that for all the cases of TCP the TSMC wireless channel incurs less blocking than the FSMC model. This is feasible since the TSMC is an approximation of the FSMC. It could easily overestimate the losses on the network and lead to network dimensioning problems. Fig. 7 . The following can be deduced: The window sizes decreases with an increase in the offered load. As the load increases, though regulated by the CAC scheme, the network traffic increases. However, the window size of TCP with CAC reduces very gradually as compared to the one without CAC. The CAC blocks incoming calls and maintains the QoS of the calls already in the system. A higher load increases the probability of packet error in the network. More timeouts occur and thus inhibit the growth of the window. TCP with a long timeout granularity performs better than that with a short time granularity. Telecommunication network protocols have found themselves being used on environments of which they were not meant to be used. Their effects need to be quantified on the new environments. CAC schemes and intelligent scheduling on the links has always been employed to alleviate the tremendous challenges of networks. These CAC schemes need to incorporate the effect of network protocols and features of future traffic. In this work, a CAC scheme featuring the following is developed, multiple traffic types, multiple admission parametersand TCP protocol issues with BMAP traffic. TCP delays are a good representative of the whole systems delay. To assess their effectiveness, the performance analysis of the solutions to alleviate network challenges (CAC) has been done. With the developed model, the effects of TCP protocol induced delays have been investigated for different TCP protocols. The results indicate that a CAC algorithm maintains the QoS for various TCP traffic in the network. 
