Electronegative inductive discharges in higher pressure ranges typically exhibit strongly localized ionization near the coil structure, with decay of the electron temperature and ionization into the central discharge region. We use a two-dimensional (2D) fluid code with a chlorine feedstock gas to determine the spatial profiles of the particle densities and electron temperature in a cylindrical transformer-coupled plasma device excited by a stove-top coil on top of the plasma chamber. To compare with one-dimensional (1D) analytical models, the 2D results are area-averaged over the radius. The area-averaged ionization frequency ν iz is found to decay exponentially away from the coils, allowing the ansatz of an exponentially decaying axial variation for ν iz to be used in a 1D numerical model. The 1D model captures the main features of the axial variations of the area-averaged 2D fluid simulation, indicating that the main diffusion mechanisms act along the axial direction. A simple analytical global discharge model is also developed, accounting for the asymmetric density and ionization profiles. The global model gives the scalings of the ion densities and electron temperature with power and pressure. The 1D and global models are compared with the 2D fluid simulations, showing reasonable agreement.
Introduction
We have modelled electronegative (EN) plasma equilibria, applicable to lower pressure plasmas under various configurations [1] [2] [3] [4] [5] [6] [7] [8] [9] . Comparisons are made with particle-in-cell (PIC) simulations [3, 5] and with experiments [6, 9] . For complex chemistries the equilibria are incorporated into global models [2, 4, 9] . General scaling relations are found for different pressure and density ranges [8] . In all of the analytical models, the electron temperature T e is assumed to be spatially uniform. This condition is satisfied at sufficiently low pressure, and also at higher pressures if the most significant device dimension L is sufficiently small. A simple estimate is that λ E /L 1, where λ E = (λ el λ inel /3) 1/2 is the characteristic energy decay length, with λ el and λ inel , the elastic and inelastic mean free paths.
However, the conditions for spatially uniform T e are not usually satisfied in many inductive EN discharges [10] [11] [12] [13] [14] [15] [16] of commercial interest. Non-uniform T e can lead to significant spatial variation in the ionization frequency ν iz since the ionization rate coefficient K iz is an exponential function of 1 Author to whom any correspondence should be addressed.
T −1
e . In this work, a two-dimensional (2D) axi-symmetric fluid code [15, 16] is used to simulate a typical inductively coupled EN discharge with a stove-top coil. The results show that the ionization decays roughly exponentially away from the coil. Using this information, we construct one-dimensional (1D) and global models to describe the 2D fluid results and to predict behaviour in similar devices.
In section 2, we describe and summarize the results of 2D fluid simulations of inductive discharges with chlorine feedstock gas. In section 3, we present the simple 1D numerical diffusion model and compare its results with the area-weighted radial averages of the 2D fluid results. In section 4, we present the simplified global model, which gives the scaling of the plasma parameters with power and pressure. Conclusions and further comments are given in section 5.
2D fluid simulation

Description of the 2D hybrid fluid-analytical code
A fast 2D fluid-analytical code [15, 16] was developed using the commercially available finite element simulation tool COMSOL in order to simulate a transformer-coupled plasma (TCP) reactor. The code consists of four basic parts: (1) an electromagnetic EM module, which calculates the inductive and capacitive coupling of the source coils to the plasma, (2) a bulk plasma fluid module, which solves the time-dependent ion continuity and electron energy balance equations, (3) an analytical sheath module, which calculates the sheath voltage and thickness and the heating of the electrons and ions in the sheath, (4) a steady-state neutral fluid module, which solves for the gas pressure, velocity, temperature and species concentrations. A detailed description of the different parts of the simulation and the method of their solution can be found in [15, 16] . The simulation time for a typical TCP reactor is about 70 min using a workstation with a 2.2 GHz CPU and 4 GB of memory. Figure 1 shows the model TCP geometry, which was chosen to be similar to an experiment [10] . The model reactor has an axi-symmetric cylindrical geometry with centre of symmetry at r = 0 (z-axis). The reactor radius = 18.5 cm, and the heights of the plasma chamber, quartz dielectric window and air chamber are 20 cm, 1.9 cm and 19 cm, respectively. A four-turn stove-top coil set is placed 0.32 cm above the dielectric window. The four coils have a 1 cm × 1 cm crosssection centred at radii of 4 cm, 6 cm, 8 cm, and 10 cm, respectively. The outermost coil is grounded while the innermost coil is connected to an rf current source. The outer walls are perfect conductors, and the bottom electrode of radius 10 cm is separated from the grounded walls by a 1.905 cm × 2.54 cm quartz dielectric spacer. Gas enters the plasma chamber from above through a 2.54 cm diameter inlet at the radial centre and exits at the bottom through a 2.54 cm width annular region near the radial edge.
A fixed width sheath region of thickness s 0 = 6.35 mm surrounds the bulk plasma. This nominal sheath width s 0 is large enough to be resolved by the computational mesh, but small enough not to affect the overall size of the bulk plasma region. The actual sheath thickness s in the simulation is variable and depends on the local plasma parameters and electric field. However, it is computationally inconvenient to change the location of the plasma-sheath boundary every time the fields or the plasma parameters change. Therefore, we model a vacuum sheath (κ = 1) of variable thickness s with a fixed width sheath of thickness s 0 and variable dielectric constant κ s = s 0 /s. The value of κ s is chosen so that the sheath voltage drops are equal for the two types of sheaths.
The time-averaged power deposited by the source coils to the plasma is given by
where J T = (σ p + jω 0 )E is the total plasma current density and σ p = 0 ω 2 p /(ν m +jω) is the plasma conductivity. Although the power deposition has both capacitive and inductive components, we will mainly study the power range in which the inductive power dominates.
In the plasma fluid module the time-dependent equations for ion continuity and electron energy balance equations are solved under the following assumptions: (i) a fixed ion temperature T i = 0.052 V for each ion species, (ii) Maxwellian electron energy distribution, (iii) quasi-neutral and ambipolar plasma, n e = i n +i − i n −i , and Γ e = i Γ +i − i Γ −i , where n and Γ refer to the density and flux, and the subscripts e, +i and −i refer to electrons, positive ions and negative ions, respectively; (iv) an ambipolar electric field, E a = −T e ∇n e /n e , which satisfies the electron Boltzmann condition, (v) collisionally dominated ion transport with ion fluxes given by
is the ion diffusion coefficient, and M ±i and ν ±i are the ion mass and collision frequency, respectively, (vi) an electron heat flux Q e given by
where the first and second terms are from electron net motion and electron thermal conduction, respectively. The particle balance equation for each ion species ±i is
where R ±i gives the net rate of creation for each ion species ±i. The electron power balance equation is
The first term on the right-hand side is the power lost by the electrons to the ambipolar field, the second term is the power lost due to electron-neutral collisions, and the the last term p dep , given by (1) , is the power absorbed by the electrons from the source coil fields. The boundary conditions are zero energy flux at r = 0, and an energy flux Q e ·n = (2eT e + eV shMin )Γ e ·n − (S stoc + S ohmSh )
at the plasma-sheath boundary. Here V shMin , S stoc and S ohmSh are the minimum sheath voltage, the stochastic and Ohmic heating flux in the sheath, respectively. The minimum sheath voltage V shMin ensures a minimum sheath width of roughly a few debye lengths [15] . If we assume a Maxwellian electron energy flux exits at the chamber wall, and the electrons enter the sheath when the sheath voltage is at its minimum, then the outgoing Maxwellian electron energy flux at the plasmasheath boundary is (2eT e + eV shMin )Γ e ·n. In addition to this outgoing flux, there is an incoming electron energy flux of S stoc + S ohmSh due to the stochastic and Ohmic heating in the sheath.
Reference [15] gives complete details of all parts of the 2D fluid calculations. The simulation results in that paper showed good agreement with a set of experimental data [10] [11] [12] for the T e , n Cl and n e values at the discharge centre as a function of the total absorbed power P abs in both the low power capacitive and higher power inductive regimes. At intermediate powers, there was an instability, which was studied in a separate paper [16] . In this paper, we are mainly interested in the inductive regime.
2D simulation results
The base case chosen for the study is a 15 mTorr Cl 2 discharge with an absorbed power of P abs = 518 W. In the 2D fluidanalytical simulations, this discharge was obtained by setting the rf current source amplitude I rf and frequency f to 12.5 A and 13.56 MHz, respectively. The mass flow at the gas inlet was set to be 100 sccm Cl 2 , and the pressure p was fixed at 15 mTorr at the outlet. The base case power of 518 W is in the inductive regime, above the power range in which E to H transition instabilities occur. The reaction rates for the chlorine chemistry were taken from [17] . Gas heating occurs from (i) electron-neutral collisions, (ii) ion-neutral collisions and (iii) Frank-Condon heating due to dissociative attachment and Cl 2 dissociation. For the base case, the 2D simulation results showed that the Cl 2 dissociation fraction increased from 0% at the gas inlet to about 62% in the central region of the discharge and decreased to about 45% at the bottom radial edge near the gas outlet. The simulation result of 62% dissociation in the central region for p = 15 mTorr and P abs ≈ 500 W agrees well with Thorsteinsson and Gudmundsson's global model result [17] , but is somewhat lower than the roughly 85% dissociation observed by Malyshev and Donnelly in their experiment [11] for the same P abs ≈ 500 W with a lower pressure of p = 10 mTorr. (Malyshev and Donnelly did not conduct any experiments with p = 15 mTorr.) Note that as in [15, 17] , we assumed that P abs /P rf = 0.75 for the Malyshev and Donnelly reactor. The gas temperature T g varied from a central peak of 750 to 300 K near the wall. The mean gas density n g = p/(k B T g ), which includes both Cl atoms and Cl 2 molecules, was about 3×10 20 m −3 . After considering the base case, we will present cases at other pressures and powers to compare to the scalings that are found from the 1D and global models. Figure 2 shows the 2D axi-symmetric profiles of (a) the relative electron density n e /n e max , (b) the electron temperature T e (V), (c) the relative negative ion density n − /n −max , (d) the electronegativity α = n − /n e , (e) the ionization frequency ν iz (s −1 ) and (f ) the bulk Ohmic heating p dep (W m −3 ) for the base case 15 mTorr Cl 2 discharge with P abs = 518 W. Throughout this study, equivalent voltage units (V) will be used for the electron and ion temperatures T e and T i while kelvin (K) will be used for the gas temperature T g . Each plot is a planar cut through the cylindrically symmetric reactor, and the thin band surrounding the plasma bulk is the fixed width sheath region briefly described above and in more detail in [15] . The crosssection of the four-turn stove-top coil is shown at the top of each plot. Figure 2 (a) shows that the n e profile spreads out in the ambipolar fields of an EN plasma and decreases downstream due to attachment. This n e profile differs significantly from the more uniform distributions found in lower pressure equilibrium calculations [1, 2] . More importantly, the electron temperature T e , as shown in figure 2(b), is significantly higher near the coil. This leads to an ionization frequency ν iz that is also significantly higher near the coil, as shown in figure 2(e), since ν iz has an approximately exponential dependence on −E iz /T e , where E iz is the ionization energy.
Since the ionization is concentrated near the coil, the positive ion density n + will also be localized near the coil. In contrast, negative ions are created everywhere from attachment (which has no threshold energy), but are pushed by the ambipolar fields into the region near the coil, as shown in figure 2(c). Note that the relatively high electronegativity α = n − /n e shown in figure 2(d) allows the approximation n − ≈ n + in various calculations. The power density p dep deposited into the electrons by the coil fields is shown in figure 2 (f ). The coil fields are limited by both the skin depth of a collisional plasma and the geometric effect of the confining walls. The collisional heating region is thicker than the field penetration region due to the transport of hot electrons. Thus, the smaller field penetration distance will be ignored in formulating the 1D model in section 3.
We also performed fluid simulations over a range of pressures at the same P abs ≈ 500 W, and over a range of powers at the same outlet pressure of 15 mTorr. The electronegativity α increases at higher p for the same P abs and decreases at higher P abs for the same p. The electron density n e is roughly proportional to P abs . For the base case of p = 15 mTorr and P abs ≈ 500 W, the globally averaged electron and negative ion densities are n e = 2.9×10 16 m −3 and n − = 1.3×10 17 m −3 , leading to a globally averaged α = 4.5. At the same base case p = 15 mTorr, but higher P abs ≈ 900 W, n e = 5.9 × 10 16 m −3 and n − = 1.45 × 10 17 m −3 , leading to α = 2.45. At the same base case P abs ≈ 500 W but lower p = 5 mTorr, n e = 3.65 × 10 16 m −3 and n − = 7.5 × 10 16 m −3 , leading to α = 2.1. We also found that at higher P abs , the power deposition and ionization profile are more localized near the source coils due to the decreased skin depth at the higher n e .
The scaling of α with p and P abs can be understood from a global model [1, 2] , which gives the simple approximation
1/2 (6) with K att and K rec the attachment and recombination rate coefficients that govern the creation and destruction of negative ions. The gas density n g is proportional to p, and the electron density n e is roughly proportional to P abs . Thus from (6), at a fixed P abs , α scales roughly as p 1/2 while at fixed p, α scales roughly as P −1/2 abs . The scalings are not exact since the gas temperature T g also increases as p or P abs increases.
In order to compare the 2D fluid simulations with the 1D numerical diffusion model in section 3, we take areaweighted radial averages of the 2D fluid results. Figure 3 shows the area-averaged 2D fluid results for (a) n e (m −3 ),
at outlet pressures of 5 mTorr (dotted-dashed), 15 mTorr (solid) and 50 mTorr (dashed). In all three cases, the absorbed power P abs is approximately 500 W. The n e and n − profiles are shown in figures 3(a) and (c), and their ratio α in figure 3(d). As shown in figure 3(b) , the electron temperature T e is highest in the region near the coil, which is located above z = 0.2 m. The resulting ν iz = K iz (T e )n g is plotted on the semi-log scale in figure 3(e), and is seen to fall roughly exponentially in the region near the coil. Since most of the ionization occurs near the coil, we assume an exponential z-variation for K iz in our 1D numerical model in section 3. In contrast to ionization, attachment has no threshold energy so that K att is only weakly dependent on T e and assumed to be spatially constant in the 1D model. The gas temperature T g and K rec are also assumed to be spatially constant in the 1D model.
At lower pressures, the ν iz profile gradually becomes more diffuse although it still retains its exponential form near the coil. The n − profile also decays away from the coil, while the n e profile evolves more rapidly towards a uniform distribution due to the higher electron mobility. The electron temperature decreases with increasing pressure, as in the well-known case of uniform T e discharges. As expected from the scaling in (6), the electronegativity α decreases approximately as p 1/2 . The unusual double-humped distribution of α can be qualitatively explained from the decrease in the ion recombination loss rate I rec = K rec n + n − away from the coil due to rapidly reduced ion densities while the attachment rate I att = K att n e n g , which transfers n e to n − , remains relatively constant.
In figures 3(b) and (e), the curves (especially at 50 mTorr) have a minimum in the chamber when one might expect them to decrease monotonically when moving away from the source wall. The increase in T e near the passive wall of the chamber is caused by the capacitive currents there due to capacitive coupling from the source coils. Thus, the electrons are heated not only near the source wall but everywhere along the plasma-sheath boundary. The plasma acts like a conductor retranslating the source capacitive field to the opposite sheath. Also, the plasma resistivity is inversely proportional to n e , so we should expect the local Ohmic heating to be high near the passive wall where n e is small. For the p = 50 mTorr and P abs ≈ 500 W case, the rf sheath voltage amplitude was about 60 V near the source wall and 30 V near the passive wall.
The 1D numerical diffusion model
We use the drift-diffusion equations along z to model the areaaveraged fluid results with one positive and one negative ion species:
where D + and D e , and µ + and µ e , are the Cl + 2 and electron diffusion and mobility coefficients, and we have taken the diffusion and mobility for the negative ions to be the same as that of the positive ions, for simplicity. We assume the usual relations between the diffusion and mobility coefficients, T e = D e /µ e and T + = D + /µ + , and we make the assumptions that D + D e , µ + µ e , and T i T e . However, we do not assume n e n + . The positive ion, negative ion and electron balance equations are
where K iz , K att and K rec are the ionization, attachment and recombination rate coefficients and n g is the Cl 2 feedgas density. We assume, as found in section 2.2, that the z-dependence of the ionization rate coefficient is
where the ionization decay constant β is determined from the electron heat flow equation, as discussed below. The peak ionization rate coefficient is given by K iz0 = A iz exp(−E iz /T e0 ). As mentioned above, since attachment is only weakly dependent on T e , we use K att = const = K att (3 V). Also, since K rec depends only weakly on T i , we use K rec = const = K rec (0.026 V). The expressions for K att and K rec are obtained from [17] . Note that in contrast to the 2D configuration shown in figure 1 , for the 1D model, z = 0 is assumed to be the position of the upstream wall near the coil while z = L is assumed to be the position of the downstream wall. The subscript 0 (e.g. as seen in K iz 0 and T e0 ), refers to the values of the plasma quantities at z = 0. Note that since T e , and K iz are at their maximum near the coil at z = 0, the subscript 0 also denotes the peak values of these quantities. The boundary conditions are − = 0 and + = ∓n + u Bi at z = 0, L. To simplify the calculations, we use u Bi = (eT i /M + ) 1/2 , which is the ion loss (Bohm) speed for α 1. The more general Bohm speed (see [1] ) can be used to improve accuracy at the cost of additional complexity.
The electric field E can be determined from the driftdiffusion equations using the ambipolar condition + = − + e , to obtain
The charged particle densities are similarly related by quasineutrality n + = n − + n e . Using the ambipolar and quasineutrality conditions, we can eliminate one of the three drift-diffusion equations (7)- (9) and one of the three particle balance equations (10)- (12) . For numerical reasons we introduce the heavy particle flux sum = + + − and use and e as our two flux variables, and n + and n e as our two density variables. Then we obtain the following set of four first-order differential equations:
with the four boundary conditions = ∓n + u Bi and e = at z = 0, L. As with K att , we use a nominal T e = 3 V to evaluate D e and µ e . The numerical solution of the 1D boundary value problem defined by these equations yields the profiles of , e , n + and n e , and the eigenvalue K iz0 , for any given value of the decay constant β. The electron temperature variation T e (z) is then determined by equating K iz = A iz exp(−E iz /T e ) to (13),
which yields
The decay constant β is made self-consistent with the solution to the boundary value problem as follows. The electron heat flow equation, neglecting small convective terms, is
where E c (T e ) is the electron energy loss per electron-ion pair created in the discharge, which has been calculated for Cl 2 by Thorsteinsson and Gudmundsson [17] , and Q e is the electron heat flow vector given by
with ν m = K m n g the electron-neutral momentum transfer collision frequency, and K m the momentum transfer rate coefficient. Inserting (20) into (22), we obtain
To evaluate β we use (19) in (21), assuming constant n e = n e0 , and integrate (21) over z to obtain
Dropping the small term Q e (L) and evaluating Q e (0) from (23), we find
with v T e0 = (eT e0 /m) 1/2 and ν iz0 = K iz0 n g . We use this form for β in solving (15)-(18). For chlorine, β depends only weakly on T e in the range 2 V T e 6V such that β ≈ 1.0×10
−19 n g m −1 . The area-averaged 2D fluid results for n g and n e are used as inputs in the 1D model to set the pressure and power, respectively. For each 1D calculation, we take the corresponding 2D area-averaged fluid case and use the spatially averaged n g and the peak n e as inputs. For example, for the base case of p = 15 mTorr and P abs = 500 W, the inputs to the 1D calculation are n g = 3 × 10 20 m −3 and peak n e = 4.7 × 10 16 m −3 . Figure 4 shows the 1D model results of the same plasma parameters as the area-averaged fluid results shown in figure 3 . Results are shown for the base case of 15 mTorr (solid), as well as 5 mTorr (dotted-dashed) and 50 mTorr (dashed) at P abs = 500 W. Note that the abscissa of the plots in figure 4 is L − z rather than z because z = 0 was chosen to correspond to the upstream wall near the coil in the 1D model. The 1D model and area-averaged 2D fluid results are qualitatively and quantitatively close except at 50 mTorr, near the passive wall, where the capacitive heating in the 2D fluid simulations creates an elevated T e which is not captured in the 1D diffusion model. Also, differences near the passive wall do not significantly affect the bulk properties.
For the base case of 15 mTorr, the 1D model calculation gives the equilibrium value of β = 31.2 (m −1 ), which corresponds to a decay length of λ iz = 1/β = 0.032 m. This is close to the λ iz value of approximately 0.035 m obtained from observing the initial decay of ν iz in figure 3(e). As noted above, the peak value of the electron density n e = 4.7 × 10 16 in the 1D model is chosen to be the same as the peak value in figure 3(a) . This gives a 1D model result for the base case of peak n − = 3.7 × 10 17 shown in figure 4(c), compared with the area-averaged fluid result of peak n − = 2.6 × 10 17 shown in figure 3(c) . This difference is due to 2D effects not captured in the 1D model, and the 1D model assumption of spatially uniform β. In the 2D fluid simulations, β decreases as T e decreases away from the coil.
In figure 5 , we show additional quantities that further illustrate the effect of the non-uniform T e . Figure 5(a) shows the 1D model results for the positive ion flux + (solid), the negative ion flux − (dashed) and the electron flux e (dotteddashed) (m −2 s −1 ) for the base case of p = 15 mTorr and P abs = 500 W. The positive ions flow from the bulk plasma to both walls as expected while the negative ions, which are confined by the edge fields, flow upstream towards the coil. In the 1D model, the fluxes are assumed to balance everywhere so that the electron flux e = + − − . The negative ion flux − can be understood in terms of the non-uniform values of the attachment rate I att (z) = K att n e (z)n g and the recombination rate I rec (z) ≈ K rec n 2 + (z). Since K att , K rec and n g are assumed spatially constant in the 1D model, n 2 + (z) is the most rapidly varying term so that I rec (z) decays faster in the downstream direction than I att (z). The volume balance of the negative ions is achieved by an excess production downstream and loss in the upstream source region. Figure 5(b) shows the 1D numerical model results for the ambipolar electric field E (solid) and the Boltzmann electric field E B = T e (1/n e )dn e /dz (dashed) (V m −1 ) for the base case. The two fields are equal when the electron Boltzmann condition is satisfied. The closeness of the two fields indicates that the electron Boltzmann condition can be used when formulating the global analytical model in section 4. Since the electrons are highly mobile, the small difference from the Boltzmann electric field allows the required electron current to flow as observed in figure 5(a) . 
The global model
To obtain an analytical approximation for the variation of discharge parameters with power and pressure, we develop a simple global model based on results of the previous section. We assume that n e (z) and n − (z) decay spatially while producing a roughly constant electronegativity α 0 = n − /n e ≈ const 1, as seen in figure 4(d) . Within the main body of the discharge, the decay of n e leads to an electric field given approximately by the electron Boltzmann relation, E(z) ≈ E B = T e (1/n e )dn e /dz, as seen in figure 5(b) . We assume that this field drives positive ion diffusion at the ambipolar rate. As in the 1D model, we assume that K iz (z) decays exponentially with a decay constant β given by (25).
The positive ion diffusion equation is then
with D a = D + (1 + T e /T i ) the ambipolar diffusion coefficient. This surprising result (D a rather than 2D + ) is due to the large ambipolar field in this strongly non-uniform plasma. To determine an approximate density profile η(z) for the global model, we drop the exponentially decaying ionization term on the right-hand side and solve (26) to obtain
where
Because n − ≈ n + and n e /n i ≈ α 0 = const, we assume that n e and n − have the same profile η(z) as n + . The profile average is
and
For the pressure range of interest, γ L 1 so that we can use the approximate expression η 2 ≈ 1/(3γ L) in the global model.
To determine the global solution, we first integrate the negative ion balance over z to obtain
We specify n e0 and n g in lieu of absorbed power P abs and pressure p, as is common in global models. As in the 1D model, we use K rec = K att = const. Equation (30) can be solved numerically using the exact averages (28) and (29) to determine n +0 . For higher pressures such that γ L 1, an analytical solution can be obtained by setting η ≈ 1/γ L in (28). In this higher pressure range, γ L cancels in (30), yielding the simple scaling
Integrating the positive ion balance (26) over z and dropping the two end fluxes, assumed small, we obtain
The spatial average e −βz η can be written in terms of the exponential integral, but the results are not particularly illuminating. The global numerical model for T e0 uses the exact average e −βz η . For the global analytical model, we use the asymptotic result e −βz η ≈ 1/βL in the limit βL γ L 1. Solving (32) for K iz0 , we obtain
The peak electron temperature T e0 at z = 0 is then obtained using the standard form for the ionization
Results for the (a) peak positive ion density n +0 (m −3 ), (b) the ratio of average-to-peak positive ion density η = n + /n +0 , (c) the peak electron temperature T e0 (V) and (d) the ionization decay constant β as a function of n g for fixed n e0 = 4.7 × 10 16 m −3 are shown in figure 6 . Results for the same quantities as a function of n e0 for fixed n g = 3.0 × 10 20 m −3 are shown in figure 7 . The input values of 4.7 × 10 16 m −3 and 3.0 × 10 20 m −3 correspond to the peak n e and spatially averaged n g , respectively, of the areaaveraged 2D fluid results for the base case with P abs ≈ 500 W and p = 15 mTorr. The global numerical solutions (solid) and analytical approximations (dashed) are compared with the 1D numerical results (circles) from section 3, showing good agreement. The global analytical approximations for η =n + /n +0 , n +0 and T e0 are obtained from (28), (31) and (34), respectively. Note that since the 1D numerical model and the global models use the same expression (25) for β, the circles and dashed lines coincide in figures 6(d) and 7(d).
In figure 6 (c), T e0 (T e near the source wall) increases slowly with increasing p. This is consistent with figure 4(b) , where the pressure dependence of T e reverses near the source coil region. To understand this we use a simplified version of a global model for EN discharges (see [1, chapter 10] ) in which particle loss due to volume recombination is neglected. In this case the particle balance equation for positive ions is where V and A are the volume and surface area of the plasma. The positive ion flux is
where d eff ≈ λ E , the energy relaxation scale length. Using V = Ad eff and inserting (36) into (35) gives
Since
g . Thus, T e near the source coils is a slowly increasing function of n g . The area-averaged 2D fluid result for T e shown in figure 2(b) does not show the same behaviour near the source wall because of the area averaging of T e in the 2D fluid simulations, and the neglect of capacitive electron heating in the 1D and global models.
The particle fluxes to the two end walls are of interest for applications, even though they are small compared with the volume losses. Because the negative ion flux is zero at the walls, eliminating the electric field term from (7) and (8) yields a positive ion diffusion coefficient of 2 D + near the walls. At the upstream wall near the coil (z = 0), we neglect recombination losses, such that the positive ion diffusion equation becomes
This yields a parabolic profile for n + near the wall,
Cz 2 with C = K iz0 n e0 n g /2D + . This n + near the upstream wall is joined to the n + in the main discharge region at a distance d u from the upstream wall. Using the three conditions that n + and its derivative dn + /dz are continuous at z = d u and that the boundary condition at the wall is 2 D + (dn + /dz) w = n +w u Bi , we can determine the coefficients A, B, and the joining width d u near the upstream wall. Eliminating A and B gives a quadratic equation,
which can be solved to obtain d u . Then B = Cd u − βn +0 /2 and A = 2D + B/u Bi . The flux is +u = n +w u Bi = 2D + B.
At the downstream wall (z = L), the ionization term is essentially zero and the derivative dn + /dz is nearly zero, allowing for a simpler approach. We use the heuristic flattopped model for diffusion described in [7] , which gives the upstream wall near the coil, the values from the 1D numerical model (circles) and the global model including (solid) and excluding (dashed) corrections for 1/γ L are quite close. At the downstream wall, the deviations of the global model from the 1D numerical model increase at lower pressures and higher powers, where the downstream ionization, which is neglected in global models, can play a more significant role.
Conclusion
Previous models of EN plasma discharges assumed spatially uniform T e , which is a valid assumption at low pressures or at higher pressures if the driving mechanism is across a relatively small dimension. However, many commercial inductive discharges operate in the higher pressure regime of 10-50 mTorr and with relatively large dimensions of tens of centimetres. Using a 2D fluid code, we numerically investigated a 2D axi-symmetric device with a stove-top coil on top of a cylindrical plasma chamber with 18 cm radius and 20 cm height. Operating with a feedstock gas of 100 sccm chlorine with a base case of P abs ≈ 500 W and outlet pressure p = 15 mTorr, we found a pronounced decay of plasma parameters (e.g. n e , n − , T e and ν iz ) away from the source coil.
To enable comparisons with a 1D diffusion model, the 2D fluid results were area-averaged in the radial direction. The electron and ion densities, T e and ν iz all decayed axially away from the coil region. In particular, we found that the ionization rate coefficient K iz decayed exponentially away from the upstream wall near the coil. This exponential decay is the driving term for the non-uniformity of the plasma parameters. As seen in figure 3 , n e , n − , T e and ν iz decay more slowly with decreasing pressure. The electron density n e (z) even changes its curvature at the lowest pressure of 5 mTorr so that the axial decay becomes more gradual, and the profile becomes more spread out and symmetrical. So, as the pressure decreases, T e becomes more uniform and n e becomes more symmetrical.
In section 3, we developed a 1D numerical diffusion model. A comparison of the 1D model results and the areaweighted radial averages of the 2D fluid results indicated that the 1D equations capture the main features of the axial dependence of the plasma parameters in the 2D simulations. This indicates that the main diffusion mechanisms act along the axial direction, i.e. the fluxes to the radial walls do not play a dominant role in the 2D simulations. The main difference between the area-averaged 2D results shown in figure 3 and the 1D results shown in figure 4 is found in the plots for the ionization frequency ν iz , which depends exponentially on β = λ −1 iz . This is because β is assumed to be spatially uniform in the 1D diffusion model, but is actually a function of T e and decreases away from the coil region due to capacitive heating effects. However, the effect of decreasing β in the downstream direction has only small effects on the other plasma parameters shown in figures 3 and 4. The 1D numerical model is an intermediate step to developing a simple global analytical model that captures the scalings of the plasma parameters with power and pressure. In section 4, we made simplifying assumptions such as constant electronegativity α 0 to integrate the 1D equations and obtain global analytical expressions for the plasma parameters. The scalings of the plasma parameters with gas density and peak electron density obtained from the global model were compared with the results of the 1D numerical diffusion model, showing good agreement.
