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a b s t r a c t
It is now well established that separated representations built with the help of proper
generalized decomposition (PGD) can drastically reduce computational costs associated
with solution of a wide variety of problems. However, it is still an open question to know
if separated representations can be efficiently used to approximate solutions of hyperbolic
evolution problems in space-time domain. In this paper, we numerically address this issue
and concentrate on transient elastodynamic models. For such models, the operator associ-
ated with the space-time problem is non-symmetric and low-rank approximations are
classically computed by minimizing the space-time residual in a natural L2 sense, yet lead-
ing to non optimal approximations in usual solution norms. Therefore, a new algorithm has
been recently introduced by one of the authors and allows to find a quasi-optimal low-rank
approximation a priori with respect to a target norm. We presently extend this new algo-
rithm to multi-field models. The proposed algorithm is applied to elastodynamics formu-
lated over space-time domain with the Time Discontinuous Galerkin method in
displacement and velocity. Numerical examples demonstrate convergence of the proposed
algorithm and comparisons are made with classical a posteriori and a priori approaches.
1. Introduction
Standard discretization techniques, such as finite element method and time integration schemes, are now sufficiently
well-established to be used for the solution of industrial problems. However, applying these methods in industrial context
requires ever increasing computational resources. As an example, performing one simple transient elastodynamic simula-
tion, on a structure discretized with one million nodes and over one million time steps, requires more than 7000 Gbytes
in order to store a scalar solution over the space-time domain. Such a solution can never be stored in practice and engineers
have the difficult task (before performing analyses) to select particular locations in space-time domain for partially post-
processing the full solution, other calculated values being lost at the end of the simulation. Also, industrial problems usually
depend on many parameters and engineers need to perform as many simulations as possible in optimization or uncertainty
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quantification contexts. Then, even if the impressive amount of computational resources today available potentially allows
to deal with such models, one should propose innovative methods to better exploit these resources.
Reduced order models (ROMs) can be used to address this issue. They are usually based on projection of the full order
model onto low dimensional reduced bases. The most popular reduced basis in elastodynamics is the truncated modal basis
due to the physical interpretation of spatial modes [23,37]. However, ROMs based on modal truncation are not efficient to
simulate transient motions since eigen modes associated with a wide frequency band must be introduced in the reduced
basis to get accurate results. More recently, ROMs based on proper orthogonal decomposition (POD) were proposed
[7,29,28]. In this approach, the full order model in space is used to compute some solutions at particular time instants of
the computational domain (called snapshots). Then, the idea is to build the reduced basis with the most dominant modes
of the POD of the snapshots. This method is well-suited when reasonable comparability of model dynamics can be assumed
[24]. Otherwise, many snapshots must be computed to obtain a reduced basis representative of all full order model states.
POD method is called a posteriori since the reduced basis must be computed in a first step, based on partial knowledge of the
full order model solution. In this paper, we present an a priori approach that allows finding a good approximation of the POD
of the full space-time solution, without computing this full solution. It is based on a new algorithm recently proposed in [8].
Initially introduced in the 80’s for the solution of non-linear mechanical models [30], ROMs based on PGD have been more
recently generalized to high-dimensional problems [5,1,15,35]. In the last decade, lots of contributions have been published,
showing that many problems solutions can be well approximated using PGD of low ranks [16]. For evolution problems [2,36],
the aim is to approximate a space-time solution as a sum of products of space and time functions, that can be viewed as space-
time modes. The number of space-time modes is called decomposition rank. The question is then, can we accurately approx-
imate the solution of a given evolution problem with decomposition of low rank? For second order hyperbolic problems the
question is still open (see [10] for a first application of space-time PGD on the equation of waves motion). In this paper, we
numerically address this issue and concentrate on solutions of transient elastodynamicmodels with two dimensions in space.
To evaluate if such solutions can be well approximated with separated representations of low rank, we first need to define
what is the best approximation of a given rankM. Assuming the full solution is known, we should introduce a target norm in
order to measure the error between the full solution and the low rank approximations. Then, the optimal approximation of
rank M is defined as a minimizer of this error in the subset of rank-M tensors. This construction is called a posteriori decom-
position [25] since one needs to calculate and be able to store the full solution before computing its low rank approximation.
When this is not possible, a more challenging task is to compute a low rank approximation a priori, that is without knowing
the full solution. This is aim of classical PGD methods. An even more challenging task is to compute the optimal low rank
approximation a priori and this is aim of this paper.
For linear systems of equations with non-symmetric operators, as is the case of elastodynamic problems, PGD is classi-
cally computed by minimizing the discrete residual typically using (L2-type) Euclidean norms [3,36]. However, when oper-
ators are ill conditioned, the classical minimal residual PGD yields poorly accurate approximations with respect to usual
solution norms. In elastodynamic problems, the number of space-time modes required to represent the full solution at a gi-
ven accuracy is far from the optimal one. Therefore a new algorithm for non-symmetric problems has been introduced in [8]
and allows finding a priori a quasi-optimal approximation of a given rank, with respect to a target metric. The idea is to intro-
duce an ideal residual norm, so that minimizing this residual norm is equivalent to minimizing the error in the target norm.
Notice that other variants have been also proposed in [36,12].
We presently extend the algorithm proposed in [8] to multi-field models for its application in elastodynamics. This is
motivated by the fact that recent time integration schemes used to compute an accurate solution of transient elastodynamic
problems, are often based on multi-field formulations [27]. Here, we formulate the elastodynamic problem with two fields
(displacement and velocity) and we use the Time Discontinuous Galerkin (TDG) method [26]. This formulation allows avoid-
ing high frequency perturbations introduced by classical time schemes (such Newmark scheme) and that can increase the
number of space-time modes required to approximate the full solution at a given accuracy [10]. Moreover, for elastodynamic
models with two dimensions in space (or more), unknown solutions are vector fields (displacement and velocity vectors). In
such case, each component of the unknown vectors is taken as a particular field.
This paper is structured as follows: in Section 2, the optimal approximation of a given rank with respect to a target norm
is defined and heuristic comparisons are made with approximations based on classical residual minimizations. In Section 3,
the ideal minimal residual-based approach allowing finding a quasi-optimal approximation with respect to the target metric
is described. In Section 4, we extend this approach to multi-field models and an example is given in Section 5 for the elas-
todynamic problem with two dimensions in space. In Section 6, space-time separated approximations of transient responses
due to impact loads whose duration varies from 0.01 to 1 ms are computed. Numerical comparisons are made between a
posteriori and a priori low-rank approximations, and convergence of the new algorithm is analyzed.
2. Optimality of low-rank approximations
In this section, we introduce space-time separated representations of solutions of single field models. First, we define the
optimal separated approximation of a given rank with respect to a target metric. Then, we give some heuristic arguments to
explain why this optimal decomposition may not be well approximated a priori with classical minimal residual approach if
the operator associated with the considered model is ill conditioned.
2.1. A posteriori decomposition
Consider a scalar field uðx; tÞ defined in a space-time domain X I. After discretization on a given space-time mesh, the
discrete representation of this field can be stored in a second order tensor denoted by u 2 S ¼ RNðSÞ  RNðTÞ, where NðSÞ and
NðTÞ give the size of the approximation spaces in the spatial and temporal dimensions respectively.
The aim of space-time decomposition is to find a low-rank approximation of a space-time field as a sum of products of
spatial and temporal functions [30]. In the discrete case, it consists of approximating the tensor u as a sum of a few rank-one
tensors. Each rank-one tensor can be viewed as a space-time mode. The number of space-time modes involved in the sum is
called the decomposition rank M. Then, the rank-M space-time decomposition is denoted uM and is searched in the subset
SM  S defined as
uM 2 SM ¼ u 2 S j u ¼
XM
m¼1
wSm wTm
( )
: ð1Þ
Since a space-time decomposition of fixed rank gives an approximation of the full tensor, we need a target norm in order to
define the best approximation in a certain sense. Here, we choose the canonical norm for second order tensors, defined as
kxk2 ¼
ffiffiffiffiffiffiffiffiffiffiffi
x :D x
p
¼
ffiffiffiffiffiffiffiffiffiffiffiffiX
i;j
x2ij
s
;
where the inner product ‘‘ :D’’ is the classical two times contracted product between second order tensors (that is D ¼ 2).
Then, the optimal rank-M approximation uM is searched as a minimizer of the distance to the solution u, measured in the
target norm, that is
uM 2 arg min
uH 2 SM
ku uHk22: ð2Þ
With the chosen target norm, problem (2) is simply the POD of rank-M of the full space-time solution. This construction is
called a posteriori decomposition since it is necessary to calculate (and store) the full tensor u before to compute its low rank
approximation. A more difficult task is to find an approximation of uwhile avoiding the calculation of u. This is called a priori
low rank approximation.
Remark 1. In practice, the rank-M approximation uM , solution of problem (2), can be written
uM ¼
XM
m¼1
am wSm wTm; ð3Þ
with wSm wTm
 
2 ¼ 1, for all m ¼ 1 . . .M. The obtained decomposition is the Singular Value Decomposition (SVD) of the sec-
ond order tensor u and it verifies the following property:
ku uMk22 ¼ kuk22 
XM
m¼1
a2m: ð4Þ
2.2. A priori low rank approximation
A space-time separated approximation of the solution of a transient problem can be constructed a priori (that is without
knowing u) thanks to PGD methods [5,3,34]. After discretization, such problem can be written in tensor format as: find
u 2 RNðSÞ  RNðTÞ such that
A :D u ¼ b; ð5Þ
with
A 2 RNðSÞNðSÞ  RNðTÞNðTÞ
b 2 RNðSÞ  RNðTÞ
(
;
where A is an invertible operator1.
PGD methods can be efficiently applied only if A and b admit low rank representations2, that is
A ¼
XMA
m¼1
ASm  ATm and b ¼
XMb
m¼1
bSm  bTm; ð6Þ
1 In case of space-time problems, A is a fourth order tensor that can be identified with a linear operator that links a second order tensor with another second
order tensor of the same size, that is A :D u ¼ b()PNðSÞjS¼1PNðTÞjT¼1AiS jS iT jT ujS jT ¼ biS iT .
2 Indeed, assembly costs of linear operators involved in the alternated minimization process of PGD algorithms are mostly related to matrix–vector products
and linearly depend on the ranks MA and Mb .
with moderate ranks MA and Mb.
Then, there are many ways to define PGD, the most used being the Galerkin-based PGD and the minimal residual-based
PGD. However, for non-symmetric problems, convergence of the decomposition constructed with a Greedy rank-one algo-
rithm has been proven only for minimal residual definition of the PGD (in a finite dimensional setting in [4] or infinite
dimensional setting in [21]). Since operator A associated with elastodynamic problems is non-symmetric, we only consider
the minimal residual definition of the PGD. Thus, the a priori low-rank approximation is searched among all rank-M tensors
as a minimizer of the residual norm. Classically, residual minimization is performed using a canonical norm, that is
uM 2 arg min
uH 2 SM
kb A :D uHk22 : ð7Þ
2.3. Optimality of minimal residual PGD
Minimal residual approximation (7) yields an optimal rank-M approximation in the sense that it minimizes the residual
norm. However, our aim is to find a priori the optimal rank-M approximation (2) that minimizes the error defined with re-
spect to the target normwe have chosen. Therefore, for a given rankM, one should ask if the minimal residual approximation
(7) yields the best approximation (2). Here, we answer with some heuristic arguments. Defining the operator norm as
kAk2 ¼max x 2 Skxk2¼1 kA :
D xk2, we have
kAk12 kb A :D uHk2 6 ku uHk2 6 kA1k2kb A :D uHk2: ð8Þ
Inequality (8) means that if we find a rank-Mminimizer of the residual norm, it may yield a high error if the condition num-
ber jðAÞ ¼ kAk2kA1k2 is high. Then for ill-conditioned problem, minimal residual PGD could require the computation of
more space-time modes than necessary to obtain an accurate enough approximation with respect to the target norm.
Remark 2. From the computational point of view, similar algorithms can be used for a posteriori and a priori constructions of
separated representations. To illustrate this point, we denote by JðuÞ the functional involved in definitions (2) or (7). A first
class of algorithms can be set up by minimizing the functional only with respect to the last mode in the current
decomposition, other modes being supposed to be known. That is, we suppose uM1 is known, and we look for the best rank-
one enrichment w 2 S1 such that JðuM1 þwÞ is minimum, then uM ¼ uM1 þw. This is called progressive or Greedy rank-
one algorithms. For a posteriori decomposition, it yields the optimal rank-M approximation defined by the direct
minimization of the functional on SM . For a priori decomposition, linear operator A also needs to be rank-one (that is
A ¼ A1  A2). If this is not the case, progressive algorithmsmay converge to poorly accurate solutions [4,20]. Then forMA > 1,
minimization must be performed with respect to all modes at each iteration (as done in problem (7)) if one wants to
compute the optimal low-rank approximation. We call this approach direct algorithms. With this approach, the use of an
alternating minimization algorithm requires the solutions of linear systems of size MNðdÞ MNðdÞ (with d ¼ S or T) that
cannot be solved for high values of the decomposition rank M. Then, different updating strategies are usually used in
conjunction with progressive construction [35,36,22]. In this paper, we focus on direct and pure progressive constructions.
3. Algorithm based on ideal minimal residual formulation
In this section, we present an algorithm recently introduced in [8] that allows finding a priori a quasi-optimal low-rank
approximation with respect to a target metric.
3.1. Ideal norm for residual minimization
The main idea is to introduce a residual norm whose minimization is equivalent to minimizing the error in the target
metric. That is, we are looking for a symmetric definite positive operator N (defining the norm kxkN ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x :D N :D x
p
) such that
ku uHk2 ¼ kb A :D uHkN: ð9Þ
This yields N ¼ ðA :D A0 (where A0 and A1 denote transpose and inverse operations respectively). Then, the optimal rank-M
decomposition (that is the POD of the space-time solution) can be defined as
uM 2 arg min
uH 2 SM
kb A :D uHk2
ðA :D A0 Þ
1 : ð10Þ
3.2. Direct construction with low-rank approximation of an auxiliary problem solution
Obviously, the norm involved in problem (10) is cumbersome from a computational point of view. To avoid its explicit
calculation, we introduce an auxiliary variable y 2 S, solution of the problem
ðA :D A0Þ :D y ¼ b A :D uM: ð11Þ
Introducing (11) in the stationary condition associated with problem (10), one can derive a gradient-type algorithm that can
be viewed as an extension of algorithms introduced in [17,14] to nonlinear approximation in SM . This algorithm reads at a
given iteration ðkþ 1Þ: knowing uðkÞM 2 SM , find uðkþ1ÞM 2 SM such that
yðkÞ ¼ ðA :D A0Þ1 :D b A :D uðkÞM
 
; ð12aÞ
uðkþ1ÞM 2 arg min
uH 2 SM
uðkÞM þ A0 :D yðkÞ  uH
 2
2
: ð12bÞ
Note that if Eq. (12a) is solved exactly, then this algorithm converges to the optimal rank-M approximation in one iteration
whatever the initialization uð0ÞM . However, this solution requires the same computational cost as the solution of Eq. (5). There-
fore, it has been proposed in [8] to introduce a perturbation of this ideal approach. The idea is to compute a low-rank approx-
imation of ðA :D A0Þ1 :D b A :D uðkÞM
 
that can be controlled with some precision. Then, convergence to a neighborhood of
the optimal approximation can be proven depending on the precision of the low-rank approximation of the auxiliary variable
[8]. Here, we use a slightly different approach. We propose to compute a low-rank approximation yR 2 SR of the auxiliary
variable at fixed rank R. Since the auxiliary problem is symmetric, we compute this approximation with the progressive
Galerkin PGD algorithm. Then, the direct algorithm for the a priori computation of a quasi-optimal low-rank approximation
is called ideal minimal residual PGD (denoted by (IMR) PGD in short) and reads: given uðkÞM 2 SM , compute uðkþ1ÞM 2 SM such
that
rðkÞ ¼ b A :D uðkÞM ; ð13aÞ
yðkÞR ¼ ðGÞPGDðA :D A0; rðkÞ;RÞ; ð13bÞ
uðkþ1ÞM 2 arg min
uH 2 SM
kuðkÞM þ A0 :D yðkÞR  uHk22; ð13cÞ
where ðGÞPGDðA;b;MÞ gives a rank-M approximation of the solution of the linear systemwith operator A and right hand side
b, computed with a progressive Galerkin PGD algorithm [36].
Remark 3. The rank-R approximation yR of the solution y of the auxiliary problem (11) is the progressive Galerkin PGD of y.
In practice, it is computed under the form
yR ¼
XR
r¼1
br y
S
r  yTr ; ð14Þ
with ySr  yTr
 
A :D A0
¼ 1, for all r ¼ 1 . . .R. Then, yR verifies the following property [36]:
ky  yRk2A :D A0 ¼ kyk
2
A :D A0

XR
r¼1
b2r : ð15Þ
Remark 4. As explained in Remark 2, a direct algorithm for classical PGDs, using alternating minimization algorithm, may
not be tractable since it requires alternated solutions of linear systems whose size linearly depends on the rankM. An impor-
tant advantage of the proposed approach is that it does only require solutions of linear systems of size NðdÞ  NðdÞ (with
d ¼ S or T) and thus, it can be used even for high values of decomposition rank M.
Remark 5. Computational costs associated with (IMR) PGD algorithm are mainly related to the progressive PGD algorithm
used for the decomposition of the auxiliary problem’s solution. Indeed, since uðkÞM þ A0 :D yðkÞR
 
is already given in a low-rank
format, the cost of step (13c) is negligible compared to the cost of step (13b).
3.3. Convergence of the algorithm at fixed auxiliary rank R
Convergence of algorithm (13) towards a controlled neighborhood of the best rank-M approximation has been proven in
[8] under the following assumptions:
 at each iteration ðkÞ, the rank-R approximation yðkÞR of the solution yðkÞ of the current auxiliary problem (12a) satisfies
kyðkÞ  yðkÞR kA :D A0 6 d kyðkÞkA :D A0 with 0 < d <
1
2
; ð16Þ
 and problem (13c) is solved with controlled precision.
In the present paper, yðkÞR is the fixed rank-R progressive Galerkin PGD of y
ðkÞ, and then, thanks to property (15) and noting
that kyðkÞkA :D A0 ¼ ku uðkÞM k2, we only ensure that
yðkÞ  yðkÞR
 
A :D A0
¼ dðkÞR kyðkÞkA :D A0 with 0 6 dðkÞR < 1; ð17Þ
where dðkÞR ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
PR
r¼1 b
ðkÞ
r
 2
kuuðkÞM k
2
2
s
. Therefore, an adaptive procedure allowing to find R such that dðkÞR 6 d should be defined in order
to ensure convergence of the algorithm (see the approach used in [8]). However, we do not consider this aspect here since
convergence of the algorithm has been numerically observed even for very small fixed rank R (typically R ¼ 1, see Section 6).
3.4. Error estimator
Thanks to property (17), we have
1
1þ dðkÞR
yðkÞR
 
A :D A0
6 u uðkÞM
 
2
6 1
1 dðkÞR
yðkÞR
 
A :D A0
: ð18Þ
Assuming that the auxiliary problem is solved with a reasonable precision, that means dðkÞR is small compared to 1, then
yðkÞR
 
A :D A0
reflects the behavior of the true error u uðkÞM
 
2
. A rigorous control of the algorithm would require the use of
error estimation methods for the auxiliary problem in order to provide an upper bound of dðkÞR . In practice, we here rely
on a criterion based on the stagnation of yðkÞR
 
A :D A0
in order to stop the algorithm.
4. Extension to multi-field models
In this section, we extend definitions and algorithms presented in Sections 2 and 3 to multi-field models. We consider
multi-field modeling of problems involving F scalar fields u1ðx; tÞ; . . . ;uFðx; tÞ defined in a space-time domain X I. These
fields can be related to different physics (various examples can be found in [19,32,33,6,10]) or as illustrated in [9,18], they
can be different components of a vector field. Also, we allow different approximation spaces for each field, that is the discrete
representation of a given field ui is stored in a second order tensor ui 2 RNði;SÞ  RNði;TÞ (where Nði; dÞ gives the size of the
approximation space related to the field i in the dimension d ¼ S or T).
4.1. Linear algebra on a product of tensor spaces
To shorten notations, we introduce the F-tuple fug 2 SF , where SF is a product of F tensor spaces. fug can be viewed as a
vector whose components are the F second order tensors ui 2 RNði;SÞ  RNði;TÞ. That is,
fug 2 SF () fug 
u1
..
.
uF
2
664
3
775: ð19Þ
Also, we introduce LðSFÞ, the space of linear operators from SF to SF . An element ½A 2 LðSFÞ can be viewed as a matrix whose
components are tensors Aij 2 RNði;SÞNðj;SÞ  RNði;TÞNðj;TÞ. That is,
½A 2 LðSFÞ () ½A 
A11 	 	 	 A1F
..
. ..
.
AF1 	 	 	 AFF
2
664
3
775: ð20Þ
We introduce the following operations:
fag :D: fbg ¼
XF
i¼1
ðai :D biÞ;
½A :D: fag ¼ fbg ()
XF
j¼1
ðAij :D ajÞ ¼ bi;
where the additional point near the previously introduce D-times contracted product ‘‘ :D’’ is related to matrix–vector oper-
ations between components of the tuples. The first operation defines the natural inner product on SF .
4.2. Optimal approximation with respect to the target norm
Following approaches used in [19,32,6,9,18,10], we introduce a rank-M approximation3 of each second order tensor ui. We
denote this multi-field decomposition fugM and define the corresponding subset SFM  SF as
SFM ¼ fug 2 SF j ui ¼
XM
m¼1
wSim wTim; i ¼ 1 . . . F
( )
: ð21Þ
Then, we introduce a target norm in order to define the optimal decomposition. Here, we use the ‘‘canonical norm’’ of
Ftuples whose components are second order tensors defined as
kfxgk2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fxg :D : fxg
q
: ð22Þ
Thus, for problems involving F second-order tensors, the optimal rank-Mmulti-field space-time decomposition with respect
to the target norm is defined as
fugM 2 arg minfugH 2 SFM
kfug  fugHk22 : ð23Þ
This is the a posteriori decomposition of multi-field problems.
Remark 6. Notice that with the chosen norm (22), optimal decomposition defined by (23) is equivalent to decomposition (2)
applied to each field ui. However, when the F-tuple fug contains different physical fields, the multi-field norm (22) involves
summation of quantities that are not homogeneous in terms of physical units. Then, some weighting of the norm should be
introduced in order to preserve physical homogeneity of the multi-field norm (see [10] for more details when the different
fields are displacement and velocity fields). Notice that this weighting of the norms does not change the solution of problem
(23).
4.3. Classical minimal residual PGD
As for single field case, we can also introduce a priori decompositions. We suppose the F tensors ui are solutions of F cou-
pled linear equations. These equations can be recast in a monolithic way as a unique block system. The multi-field linear
system reads
½A :D : fug ¼ fbg ()
A11 	 	 	 A1F
..
. ..
.
AF1 	 	 	 AFF
2
664
3
775 :D :
u1
..
.
uF
2
664
3
775 ¼
b1
..
.
bF
2
664
3
775; ð24Þ
with
Aij 2 RNði;SÞNðj;SÞ  RNði;TÞNðj;TÞ
bi 2 RNði;SÞ  RNði;TÞ
(
8 i; j ¼ 1 . . . F;
where ½A is an invertible operator. Multi-field PGD can be efficiently applied when each block of the monolithic system is of
low-rank. That is each of the components of the operator ½A and right hand side fbg admit low-rank representations of the
form
Aij ¼
XMAði;jÞ
m¼1
ASijm  ATijm and bi ¼
XMbðiÞ
m¼1
bSim  bTim 8 i; j ¼ 1 . . . F ð25Þ
with moderate ranks MAði; jÞ and MbðiÞ.
Then, following [10], we introduce a monolithic definition of a priori decomposition of multi-field problems. This ap-
proach differs from [19,32,6] in the sense that we do not partition the multi-field problem, thus preserving the better con-
vergence properties of monolithic approaches while allowing different approximation spaces for each field. The
decomposition is searched as a minimizer of the residual of the monolithic problem, among all decompositions in SFM , that
is
fugM 2 arg minfugH 2 SFM
kfbg  ½A :D: fugHk22 : ð26Þ
3 A different rank Mi could be used for each tensor ui .
4.4. Ideal minimal residual approach
However, as for single field case, the quality of classical minimal residual-based decomposition depends on the condition
number of the multi-field problem and do not give the optimal separated representation of rankMwith respect to the target
metric. Thus, an ideal minimal residual decomposition is introduced. In the multi-field case, this reads
fugM 2 arg minfugH 2 SFM kfbg  ½A :D: fug
Hk2
ð½A :D: ½A0 Þ
1 : ð27Þ
Then, following Section 3, we introduce an iterative scheme. Mimicking the direct construction introduced for single field
case, we obtain the following iterative scheme in the multi-field case: given fugðkÞM 2 SFM , compute fugðkþ1ÞM 2 SFM such that
frgðkÞ ¼ fbg  ½A :D : fugðkÞM ; ð28aÞ
fygðkÞR ¼ ðGÞPGDMFð½A :D : ½A0; frgðkÞ;RÞ; ð28bÞ
fugðkþ1ÞM ¼ arg minfugH 2 SFM kfug
ðkÞ
M þ ½A0 :D: fygðkÞR  fugHk22; ð28cÞ
where ðGÞPGDMFð½A; fbg;MÞ gives a rank-M approximation of the solution of the multi-field linear system with operator
½A and right hand side fbg, computed with a progressive Galerkin PGD as implemented in [10].
Remark 7. Notice that in Eq. (28b), we use the same rank R for all auxiliary fields. A more adaptive strategy would consist in
using a different rank Ri for each auxiliary field.
5. Application to elastodynamic models in space-time domain
In this section, we illustrate construction of separated representations of operator ½A and right hand side fbg for elasto-
dynamic models with two dimensions in space. A two-field (displacement uðx; tÞ and velocity vðx; tÞ) weak formulation over
space-time domain is first described. Then, separated representations of ½A and fbg are introduced considering a tensor
structure of the form 2D-space  1D-time (see Fig. 1).
We assume small perturbations of material domain X over the time domain I ¼0; T½ such that X does not evolve over I.
Dirichlet boundary conditions (we consider imposed displacement u and velocity v) are imposed on @Xu  I. Neumann con-
ditions (we consider external load p) are applied on @Xr  I. Boundary is partitioned so that @X ¼ @Xu [ @Xr and
@Xu \ @Xr ¼£. We suppose that @Xu and @Xr do not evolve in time. Initial state is known and described by initial displace-
ment u0 and velocity v0 defined on X.
Plain strain and linear elastic behavior of the medium are assumed. Strain and stress tensors (e and r respectively) are
given by
e ¼ 1
2
ðr  uþ ðr uÞ0Þ and r ¼ k trðeÞI þ 2l e; ð29Þ
where trðeÞ is the trace of e; I is the identity matrix, and k and l are Lamé’s constants. We denote by e the thickness of the
spatial domain.
5.1. space-time weak formulation
We introduce the following function spaces:
UðuÞ ¼ fu : X I ! R2 j u ¼ u on @Xu  I þ regularityg;
VðvÞ ¼ fv : X I ! R2 j v ¼ v on @Xu  I þ regularityg
and the following forms:
Fig. 1. Geometry and boundary conditions.
Mðu; vÞ ¼
Z
X
u 	 v dX; ð30Þ
Kðu; vÞ ¼
Z
X
rðuÞ : eðvÞ dX ðwith r : e ¼
X2
i;j¼1
rijeijÞ; ð31Þ
FðvÞ ¼
Z
@Xr
p 	 v dS: ð32Þ
The elastodynamic problem is weakly formulated over the space-time domain using the two-field Time Discontinuous
Galerkin (TDG) method, as proposed in [26]. Thus, the space-time domain is decomposed into subintervals called space-time
slabs: X I ¼ SNslabi¼1 X Ii with Ii ¼tþi1; ti ½ where tþ0 ¼ 0 and tNslab ¼ T . Then, the weak formulation reads: find u 2 UðuÞ and
v 2 VðvÞ such that
Aðfu;vg; fuH;vHgÞ ¼ bðfuH;vHgÞ 8uH 2 Uð0Þ;8vH 2 Vð0Þ; ð33Þ
where the space-time bilinear form A is given by
Aðfu;vg; fuH;vHgÞ ¼
XNslab
i¼1
Z
Ii
Mðq _v ; vHÞ þ Kðu; vHÞ dtþ
XNslab
i¼1
Z
Ii
Kð _u v ; uHÞ dt
þ
XNslab
i¼2
M q v x; tþi1
  q v x; ti1 ; vH x; tþi1  þX
Nslab
i¼2
K u x; tþi1
  u x; ti1 ; uHðx; tþi1Þ 
þM q v x; tþ0
 
; vH x; tþ0
  þ K u x; tþ0 ; uH x; tþ0   ð34Þ
and the linear operator b is given by
bðfuH;vHgÞ ¼
XNslab
i¼1
Z
Ii
FðvHÞ dtþM q v0; vH x; tþ0
  þ K u0; uH x; tþ0  : ð35Þ
5.2. 2D-space  1D-time decomposition
We give here an illustration of separated representation of bilinear and linear forms involved in (33) using a 2D-space 
1D-time decomposition. In this case, there is no restriction on the geometry of the spatial domain, nor on the supports of
Dirichlet boundary conditions.
All components of the displacement and velocity fields are considered as independent fields, that is
uðx; tÞ ¼
X2
i¼1
uiðx; tÞei and vðx; tÞ ¼
X2
i¼1
v iðx; tÞei: ð36Þ
To simplify, we discretize each component of the displacement and velocity fields with the same approximation space. That
is for i ¼ 1 or 2,
uiðx; tÞ ¼ UðxÞ WðtÞ :D ui þ uiðx; tÞ; ð37Þ
v iðx; tÞ ¼ UðxÞ WðtÞ :D vi þ v iðx; tÞ; ð38Þ
where UðxÞ are continuous finite elements basis functions defined on X (and vanishing on @Xu) and WðtÞ are piecewise con-
tinuous finite elements basis functions defined on I. Virtual fields are discretized similarly for i ¼ 1 or 2,
uHi ðx; tÞ ¼ UðxÞ WðtÞ :D uHi ; ð39Þ
vHi ðx; tÞ ¼ UðxÞ WðtÞ :D vHi : ð40Þ
Then, introducing approximations (37)–(40) in the weak form (33), we obtain the discrete problem in tensor format: find
u1 2 RNðSÞ  RNðTÞ, u2 2 RNðSÞ  RNðTÞ; v1 2 RNðSÞ  RNðTÞ and v2 2 RNðSÞ  RNðTÞ such that
K11  A K12  A K11  B K12  B
K 012  A K22  A K 012  B K22  B
K11  B K12  B M11  A 0
K 012  B K22  B 0 M22  A
2
6664
3
7775 :D:
u1
u2
v1
v2
2
6664
3
7775 ¼ RHS; ð41Þ
where operators defined on the spatial domain are classical stiffness and mass matrices given by
K11 ¼
Z
X
e ðkþ 2lÞdU1ðxÞ
dx1
 dU1ðxÞ
dx1
þ l dU1ðxÞ
dx2
 dU1ðxÞ
dx2
 	
dx1dx2;
K22 ¼
Z
X
e ðkþ 2lÞdU2ðxÞ
dx2
 dU2ðxÞ
dx2
þ l dU2ðxÞ
dx1
 dU2ðxÞ
dx1
 	
dx1dx2;
K12 ¼
Z
X
e k
dU1ðxÞ
dx1
 dU2ðxÞ
dx2
þ l dU1ðxÞ
dx2
 dU2ðxÞ
dx1
 	
dx1dx2;
Mii ¼
Z
X
eq UiðxÞ UiðxÞ dx1dx2 ði ¼ 1;2Þ
and operators in time are given by
A ¼
XNslab
i¼1
Z
Ii
WðtÞ  dWðtÞ
dt
dtþWðtþ0 Þ W tþ0
 
;
þ
XNslab
i¼2
W tþi1
 W tþi1 W tþi1 W ti1  ;
B ¼
XNslab
i¼1
Z
Ii
WðtÞ WðtÞdt:
See A for details on the definition of the right hand side RHS.
6. Numerical results
In this section, we investigate ability of space-time separated representation to approximate the transient solution of an
elastodynamic problem, with decompositions of low rank. We consider transient responses due to impact loads whose dura-
tion varies from 0.01 to 1 ms. Comparisons between a posteriori and a priori low-rank approximations are made, and conver-
gence of the new (IMR) PGD algorithm is analyzed.
6.1. Test-case description
The test-case describes the propagation of elastic waves in a rectangular medium submitted to impact loads.
6.1.1. Geometry, material and boundary conditions
Spatial domain is fixed to X1 X2 ¼ ½0;1m  [0,0.5] m and thickness is e ¼ 0:1 m. Lamé’s constants k and l are given in
function of Youngmodulus E and Poisson’s coefficient mwith E ¼ 2 1011 N/m2 and m ¼ 0:3. Density is taken as q ¼ 8000 kg/m3.
Simulations are performed until T ¼ 103 s. Also, null displacement and velocity are imposed on the right side of the medium
and zero initial conditions are taken (see Fig. 2). An impact load is applied on the middle left side of the medium. Its
expression is given by
pðx1; x2; tÞ ¼ 10
8 1þ sin 2pDTload t 
p
2
  
e1 N=m2 8 t < DTload
0 8 t P DTload
(
8 ðx1; x2Þ 2 f0g  ½0:125; 0:375:
We vary the time DTload of application of the load from 0.01 to 1 ms (we choose DTload ¼ 0:01 0:05 0:2 1 ms).
Fig. 2. Test case description.
6.1.2. Approximation spaces
Displacement and velocity fields are approximated with linear finite elements (continuous in space and piecewise
continuous in time). This introduces a first source of error compared to the exact solution. Here, we do not consider this error
and fix it to the same value for all test cases. The discretization error associated with the solutions fug ¼ ðu1;u2Þ0 and
fvg ¼ ðv1;v2Þ0 on a given mesh is calculated thanks to the following error indicator:
errDISCðfugÞ ¼ kfueg  fugk2kfuegk2
; ð42Þ
where fueg ¼ ðu1e;u2eÞ0 contains the values of the exact solution calculated on a finer mesh. We choose discretization param-
eters such that the discretization error related to the displacement field is less than 4% for all test cases (see Table 1). Notice
that fixing the discretization error related to the displacement field to a certain value does not necessary ensure that the dis-
cretization error related to the velocity field is also smaller than this value. One should use different approximation spaces
for both fields in order to be able to choose a particular error level for each field. This may be possible within the present
strategy but we do not consider it here.
6.1.3. space-time solutions
First, we compute space-time solutions with an incremental procedure in time. The solution obtained for the test case
DTload ¼ 0:01 ms is displayed at given time instants on Fig. 3. It shows propagation of elastic waves in the medium due to
the impact load. Displacement and velocity solutions are shown in space-time domain on Fig. 4 for all test cases. One can
notice that the transient solution is more and more localized over the space-time domain as the duration of the impact
decreases.
6.2. A posteriori low-rank approximation
Since space-time solutions fug and fvg have been calculated in a previous step, we can compute optimal low-rank
approximations of these solutions a posteriori. These low-rank approximations are the POD of the full space-time solutions.
They are calculated thanks to classical Singular Value Decomposition algorithm (SVD).
6.2.1. Errors due to low-rank approximation
Low-rank approximations of the displacement and velocity fields are calculated following definition (23). Then, we eval-
uate the decomposition error due to the rank-M approximation fugM (resp. fvgM) of the space space-time solution fug (resp.
fvg) with the following indicator:
errðfugMÞ ¼
fug  fugM
 
2
fugk k2
: ð43Þ
Decomposition errors obtained for all test cases are depicted in Fig. 5 in function of the decomposition rank M. One can no-
tice that higher decomposition ranks are needed in order to get a given decomposition error, when the duration of the impact
decreases.
Remark 8. The length of the time interval (denoted T), and consequently the number of waves reflections on boundary, has
not a strong influence on the approximability using low rank approximations (detailed results can be found in [11]). This
means that low rank approximations will provide a better memory gain if we increase the length of the time interval.
6.2.2. Optimal memory gain
Memory gain related to storage requirements of a full space-time solution compared to its low-rank approximation,
strongly depends on the size of the approximation space and the rank. We numerically found that the error between the
discrete space-time solution and its best approximation of rank M does not depend on the size of the mesh, provided that
the mesh is fine enough [11]. For a given rank M, it is not necessary to choose a too large approximation space. Doing so will
not decrease the error between the exact (continuous) solution and its (discrete) rank-M approximation. Therefore, we intro-
duce in this section an ‘‘optimal memory gain’’ that takes into account both discretization and decomposition errors.
Table 1
Discretization parameters and associated discretization errors for all test cases. Parameters in space are fixed such that Dx1 ¼ Dx2 ¼ cLDt where
cL ¼
ffiffiffiffiffiffiffiffi
E=q
p ¼ 5000 m/s is the velocity of longitudinal waves.
DTload (ms) Dt (ms) NðSÞ  NðTÞ errDISCðfugÞ (%) errDISC ðfvgÞ (%)
1 0.025 40 80 < 2 < 2
0.2 0.00625 544 320 < 2 < 5
0.05 0.0015625 8320 1280 < 2 < 9
0.01 0.000625 51520 3200 < 4 < 25
We propose to evaluate the memory gain related to the storage requirements of a full space-time solution on a given
mesh and its low-rank approximation of same accuracy. To this end, we are looking for the minimal decomposition rank
M for which decomposition error is smaller than discretization error (given in Table 1). Then, we calculate the memory gain
as the ratio between the memory required to store the full solution and the memory required to store its low-rank approx-
imation of same accuracy. That is, the optimal memory gain is defined as:
Fig. 3. Amplitude of the displacement field at given time instants for the test case DTload ¼ 0:01 ms.
Fig. 4. space-time solutions for all test cases. Amplitude of displacement and velocity fields are shown.
memory gain ¼ NðSÞ  NðTÞ
M  ðNðSÞ þ NðTÞÞ ð44Þ
where M is the minimal integer such that errðfugMÞ 6 errDISCðfugÞ.
Memory gains obtained with the displacement field for all test cases are summarized in Table 2. It shows that even if a
higher rank is needed (for decomposition error to be lower than discretization error), memory gain gets better when dura-
tion of impact decreases. This is due to the finer space-time mesh needed at fixed discretization error in case of smaller dura-
tion of impact load.
Thus, for cases we treated, a posteriori space-time low-rank representation allows decreasing memory required to store
solutions of transient elastodynamic models frommore than one order of magnitude4. Question is now: can we calculate good
approximations of these optimal decompositions without calculating and storing the full space-time solution in a preliminary
step ?.
6.3. A priori low-rank approximations
We now construct low-rank approximations of the displacement and velocity fields a priori, that is without knowing fug
and fvg. We compare accuracy of classical and ideal minimal residual-based PGDs with the optimal low-rank approximation
computed a posteriori (that is the POD). The classical PGD is computed with a direct algorithm which is an extension to mul-
ti-field models of the algorithm called ‘‘Subspace iterations algorithm’’ in [36]. It is denoted by (R) PGD-S and allows finding
the global minimizer defined in problem (26). For the computation of the ideal approach, pseudo-code is given in Algorithm
1. Convergence of this algorithm is studied in details in Section 6.4 and we denote it by (IMR) PGD. It gives an approximation
of the decomposition defined in problem (27) whose accuracy depends on the rank R of the approximation of the auxiliary
problem’s solution.
6.3.1. Influence of discretization parameters
First, we compare the accuracy of the obtained low-rank approximations at a fixed rank M ¼ 10 for the test case
DTload ¼ 0:2 ms. In order to exhibit the influence of the space-time problem condition number (see Section 2.3) on the
decomposition accuracy, calculations are made for different discretization parameters. Results are summarized in Table 3.
One can notice that (R) PGD-S algorithm converges to a poorly accurate low-rank approximation compared to the optimal
decomposition given by the POD. Moreover, the accuracy of the decomposition calculated with (R) PGD-S algorithm
Fig. 5. Decomposition error associated with the optimal low-rank approximation calculated a posteriori (POD) in function of the decomposition rank M.
Errors obtained for all test cases and both displacement and velocity fields are shown for different DTload . Discretization parameters are given in Table 1.
Table 2
Optimal memory gain factor associated with the space-time separated
representation of the displacement field. The rank M is the minimal
integer such that decomposition error errðfugMÞ is smaller than
discretization error errDISC ðfugÞ.
DTload M Mem. gain
1 2 13
0.2 6 34
0.05 32 35
0.01 81 37
4 Better gains (more than two orders of magnitude) were obtained by separating spatial variables in addition to the time variable but these results are not
presented in the present paper where we only consider low-rank approximations of second-order tensors.
deteriorates as the size of the discretization space increases. On the contrary, the (IMR) PGD algorithm allows to find the
optimal low-rank approximation with a very good accuracy. And accuracy of the low-rank approximation obtained with
(IMR) PGD is very less affected by the size of the discretization space. Indeed, as explained in [8], the choice made for the
ideal norm (used to minimize the residual) implies that the space-time problem is ideally conditioned.
6.3.2. Influence of impact loads duration
Then, we compare the accuracy of the low-rank approximations given by (IMR) PGD algorithm in function of the auxiliary
rank R as the duration of the impact load decreases (we use DTload ¼ 0:05 0:2 1 ms and discretization parameters given in
Table 1). The decomposition is calculated with the (IMR) PGD algorithm for different values of decomposition rank M (we
take M ¼ 1;2;4;8;16;32;64) and different values of auxiliary rank R (we take R ¼ 1;2;4;8;16). As can be noticed on
Fig. 6, IMR) PGD algorithm allows finding a very good approximation of the optimal decomposition (given by POD) with a
very small number of auxiliary modes, even for high decomposition rank M and small duration of impact (see the points
Table 3
Comparison of decomposition errors obtained a posteriori (with POD) and a priori (with (R) PGD-S and (IMR) PGD for different auxiliary ranks R) in function of
discretization parameters. Errors are calculated for a fixed decomposition rank M ¼ 10 and the test case DTload ¼ 0:2 ms.
NðSÞ  NðTÞ POD (R) PGD-S (IMR) PGD
R = 5 R = 10 R = 20 R = 40
errðfug10Þ
144 160 2.5e03 3.5e02 3.4e03 2.9e03 2.6e03 2.5e03
544 320 3.5e03 3.9e02 4.8e03 3.9e03 3.6e03 3.5e03
2112 640 3.6e03 9.8e02 4.4e03 4.0e03 3.8e03 3.7e03
8320 1280 3.6e03 1.0e + 00 4.4e03 4.0e03 3.7e03 3.6e03
errðfvg10Þ
144 160 1.4e02 1.3e01 1.8e02 1.6e02 1.5e02 1.4e02
544 320 2.0e02 1.4e01 2.7e02 2.4e02 2.1e02 2.1e02
2112 640 2.2e02 3.1e01 3.0e02 2.6e02 2.3e02 2.2e02
8320 1280 2.1e02 9.7e01 4.5e02 3.2e02 2.4e02 2.2e02
Fig. 6. Influence of auxiliary rank R on the accuracy of the decompositions obtained a priori with (IMR) PGD in function of the decomposition rank M,
compared to decomposition errors obtained a posteriori with POD.
for M ¼ 64 and DTload ¼ 0:05 ms). This means that the auxiliary problem’s solution can be well approximated with a very
low-rank approximation, even for small duration of the impact load. However, as it will be illustrated in the next section,
the convergence of (IMR) PGD algorithm strongly depends on the auxiliary rank R and more iterations are needed for the
algorithm to converge when it is used with small values of R.
Remark 9. We also compared accuracy of classical reduced order models – ROMs, namely truncated modal basis and POD-
Snapshot approaches, with the best rank-M approximation of the full space-time solution, in case of transient dynamic
problems. Detailed results can be found in [11]. We numerically showed that approximations obtained with classical ROMs
are less accurate than the best rank-M approximation defined in the present paper. For transient dynamic cases we treated,
these approaches require to calculate and store almost all structural modes (for the truncated modal basis approach) or
snapshots at nearly all time steps of the reference temporal mesh (for POD-Snapshot approach) in order to get accurate
approximations. On the other hand, as shown in Section 6.3.1, classical PGD algorithms also fail to give an accurate rank-M
approximation of transient dynamic solutions since space-time operators of such problems are ill-conditioned. For a given
Fig. 7. Influence of decomposition rank M on the convergence of the multi-field (IMR) PGD algorithm.
decomposition error, classical minimal residual PGD requires to compute far more space-time modes than necessary
compared to the best rank-M approximation. Then, the main interest of the (IMR) PGD algorithm is to allowa
prioricalculation of a good approximation of the best rank-M approximation without having to calculate and store much
more space-time modes than necessary.
6.4. Convergence of (IMR) PGD algorithm
In this section, we numerically study the convergence of (IMR) PGD algorithm. We first describe the algorithm and its
parameters. Then, their influence on the convergence of the algorithm is analyzed. A stopping criterion is finally proposed
and analyzed. Notice that, here, fugM is used to denote the rank-M approximation of a tuple whose components are the
rank-M approximations of the components of the displacement and velocity fields, that is fugM ¼ ðu1M;u2M;v1M;v2MÞ0.
Fig. 8. Influence of auxiliary rank R on the convergence of the multi-field (IMR) PGD algorithm.
6.4.1. Algorithm parameters
Pseudo-code for (IMR) PGD is given in Algorithm 1. The algorithm depends on the following steps:
 Step (4) is used to give a rank-R approximation of the auxiliary problem’s solution. It is computed with the multi-field
version of the progressive Galerkin-based PGD algorithm described in [10].
 Step (5) gives an optimal rank-M approximation of a tensor given in low-rank format (that is the tensor
fugM þ ½A0 :D : fygR). Since this tensor is already given in low-rank format, computational cost of this step is negligible
compared to the cost of the auxiliary step (4).
These two steps are related to minimization problems. Algorithms used to solve these problems are stopped once a cri-
terion based on stagnation of the minimized functional is reached. The value of the stopping criterion has not a decisive
influence on the accuracy of the decomposition fugM obtained at the end of Algorithm 1. A small number of iterations (typ-
ically less than ten) can be used for the progressive computation of each mode, see B for more details. In the following, we
fixed the value of these stopping criterions so that the numerical error associated with the construction of the low-rank
approximations at step (4) and (5) of Algorithm 1 do not influence accuracy of fugM .
Algorithm 1 fugM ¼ ðIMRÞPGDð½A; fbg;M;RÞ – Direct construction.
1: fugM ¼ 0
2: for k ¼ 1 to kmax do
3: frg ¼ fbg  ½A :D: fugM
4: fygR ¼ ðGÞPGDMFð½A :D: ½A0; frg; RÞ
5: fugM ¼ SVDðfugM þ ½A0 :D: fygR; MÞ
6: Check convergence of fugM
7: end for
Key parameters of Algorithm 1 as regards the convergence of the algorithm are the auxiliary rank R and the decomposi-
tion rank M. To study the influence of these parameters on the convergence of the algorithm, we compute the multi-field
error given by fug  fugðkÞM
 
2
at all iterations k. We recall that this is the error we try to minimize for a given rank M. Also,
we compare this error with the value of fygðkÞR
 
½A :D : ½A0
obtained at all iterations k. As explained in Subsection 3.4, the value
of fygðkÞR
 
½A :D : ½A0
gives a good estimate of the error fug  fugðkÞM
 
2
, provided the auxiliary rank R is high enough. For all cal-
culations we made (see Figs. 7–9), we observe the same behavior of the algorithm: in a first stage, the error decreases in a
linear way as iterations increase, and then it stagnates around a particular value.
6.4.2. Influence of decomposition rank M
As can be noticed on Fig. 7, the order of convergence of the error does not depend on the decomposition rankM. Only the
value to which the error stagnates depends on M. This can be easily understood by the fact that the error kfug  fugMk2 is
smaller for higher values of decomposition rank M. Then, the number of iterations needed to reach stagnation of the error is
higher when computing decomposition of higher rank M.
Fig. 9. Influence of discretization parameters on the convergence of the multi-field (IMR) PGD algorithm. Errors are calculated for a fixed decomposition
rank M ¼ 10 and the test case DTload ¼ 0:2 ms.
6.4.3. Influence of auxiliary rank R
On the contrary, the order of convergence of the error depends strongly on the auxiliary rank R. As can be observed on
Fig. 8, higher the auxiliary rank R is, the faster the algorithm converges. Indeed, using a higher number of auxiliary modes
yields a more accurate approximation of the auxiliary solution, and then to a smaller number of algorithm iterations. Also,
we notice that the error reaches its stagnation value in very few iterations provided the auxiliary rank R is high enough. As an
example, less than twenty iterations are necessary to reach stagnation of the error for the test case 1=DTload ¼ 20 kHz using
R ¼ 16 auxiliary modes for computing the decomposition of rank M ¼ 64.
6.4.4. Influence of discretization parameters
The convergence of the algorithm does not depend much on the discretization parameters. The same order of conver-
gence and the same number of iterations necessary to reach stagnation of the error are observed whatever the discretization
parameters are (see the convergence curves depicted in Fig. 9).
6.4.5. Stopping criterion
As can be noticed on Figs. 7–9, the value of fygðkÞR
 
½A :D : ½A0
reflects the behavior of the true error fug  fugðkÞM
 
2
as k in-
creases, provided the auxiliary rank R is high enough. Then, to stop algorithm iterations, we use a heuristic criterion that
allows determining a number of iterations after which we can consider there is stagnation of fygðkÞR
 
½A :D : ½A0
. However,
we may fail to detect stagnation of the error if a too small auxiliary rank R is used. Indeed, high oscillations of
fygðkÞR
 
½A :D : ½A0
around its stagnation value are observed if the auxiliary rank R is too small. These oscillations may be atten-
uated by choosing adaptively the auxiliary rank R during iterations, as done in [8].
Remark 10. Our PGD computational technique is still at a early stage of development and our implementation should be
optimized. Therefore, we did not compared calculation times of our PGD algorithm with calculation times of the incremental
solver. Nevertheless, we can compare complexity of both approaches. To this end, we denote linðnÞ the complexity5
associated with solution of a square linear system of size n. To simplify, consider a single field problem discretized with nS
degrees of freedom and nT time steps. Then, the order of magnitude of the complexity associated with an incremental solution is
nT  linðnSÞ (if we use an implicit time scheme as is the case in the present paper). The most expensive step of the (IMR) PGD
algorithm is the computation of the rank-R approximation of the auxiliary problem’s solution (using a progressive Galerkin PGD
algorithm). This cost is due to kauxmax solutions of two linear systems (one in space and an other in time). Neglecting the cost of
these linear systems assembly, the complexity of one auxiliary step is thus of the order of magnitude of
R kauxmax  ðlinðnSÞ þ linðnTÞÞ. This auxiliary step being computed kmax times, we obtain kmax  R kauxmax  ðlinðnSÞ þ linðnTÞÞ for
the order of magnitude of the complexity of the (IMR) PGD algorithm. More details can be found in [11]. Assume now that
nS ¼ nT ¼ n, we see that the (IMR) PGD algorithm will be faster than the incremental solver only if kmax  R kauxmax 
 n=2. This
condition is not satisfied for all numerical experiments we did and the complexity of the (IMR) PGD algorithm is only of the
order of magnitude of (or bigger than) the complexity of the incremental solver. In fact, the potential of the (IMR) PGD
algorithm, in terms of computational time reduction, will be revealed if we increase the problem dimensionality (by splitting
spatial variables in addition to the time variable [9] or in uncertainty quantification context [35]) or if multiple transient
dynamic simulations have to be performed (as is the case for non-linear problems [30] or in optimization context [31]).
7. Conclusions and Perspectives
In this paper, we have illustrated the ability of space-time separated representations to approximate the solution of elas-
todynamic models with two dimensions in space. We show that transient responses due to impact loads can be well approx-
imated with decompositions of low rank.
The optimal low-rank approximation has first been defined a posteriori with respect to a target norm. Using a classical
canonical norm, this optimal decomposition is simply the POD of the full space-time solution. The aim of this paper was
to compute this optimal approximation a priori that is without knowing the full space-time solution. To this end, we have
extended to multi-field models an algorithm (called ‘‘ideal minimal residual PGD’’) introduced in [8] that allows finding a
priori a very good approximation of the best low-rank approximation with respect to the target norm.
The accuracy of the obtained decomposition depends on the low-rank approximation of an auxiliary problem’s solution.
Numerical results have demonstrated the convergence of the algorithm even for very small values of the auxiliary rank,
showing that the auxiliary problem’s solution can be well approximated with a very small number of modes. However, con-
vergence of the algorithm strongly depends on this auxiliary rank and more auxiliary modes should be used to decrease the
number of iterations necessary for the algorithm to converge. Also, the computed approximation of the auxiliary solution can
5 Notice that PGD algorithms preserve properties of spatial and temporal operators such as sparsity. Therefore, we can use the same linear solver complexity
(denoted by linðnÞ) to compare both approaches.
be used to provide an accurate lower bound of the low-rank approximation error with respect to the target norm, assuming
the auxiliary rank is high enough.
Current developments focus on finding an efficient procedure to choose the auxiliary rank adaptively during the iterative
process, so that strict lower and upper bounds of the decomposition error can be calculated. Also, acceleration strategies
based on multi-grid methods and exploiting convergence property of the algorithm are under investigations [38,13].
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Appendix A. Right hand side derivation
In this section, details about the definition of the right hand side of Eq. (41) are given. This right hand side is related to
Dirichlet conditions u and v , to Neumann condition p and to initial conditions u0 and v0. It can be written in general form as
RHS ¼
bu01
bu02
bv01 þ bp1  b
u
1  b
v
1
bv02 þ bp2  b
u
2  b
v
2
2
66664
3
77775: ðA:1Þ
In order to identify each contribution to the right hand side, all boundary conditions must be given in a low-rank format. If
this is not the case, truncated SVD could be first applied to the data.
Each component biðx; tÞ of a given boundary field bðx; tÞ (except initial conditions) are written under the following form:
for i ¼ 1 or 2,
biðx; tÞ ¼
XMbðiÞ
m¼1
bSimðxÞ bTimðtÞ with x 2 @Xu or @Xr; t 2 I:
Then, the boundary fields are discretized as follows:
biðx; tÞ ¼ ð~UðxÞ WðtÞÞ :D bi with bi ¼
XMbðiÞ
m¼1
bSim  bTim;
and introduced in the weak formulation (33). This allows identifying all contributions br1 ; b
r
2 ; b
u
1; b
u
2; b
v
1 ; b
v
2 due to external
loads, imposed displacement and velocity. In order to identify contributions due to initial displacement and velocity
bu01 ; b
u0
2 ; b
v0
1 ; b
v0
2 , the following approximation of initial fields must be introduced in the weak formulation (33):
8i ¼ 1 . . .2; bi0ðxÞ ¼ UðxÞ 	 bi0 with x 2 X
Appendix B. Stopping criterion of the auxiliary PGD
In this section, details about the stopping criterion used to stop the algorithm that computes the auxiliary low-rank
approximation at step (4) of Algorithm 1 are given. This step is computed with the algorithm
fygR ¼ ðGÞPGDMF ½A :D : ½A0; frg; R
 
that gives a rank-R approximation of the solution of the linear system with operator
½A :D : ½A0 and right hand side frg. This algorithm is related to the minimization of the following functional (see [10]):
Jaux :
SF ! R
fyg# 12 fyg :D : ½A :D : ½A0 :D : fyg  fyg :D : frg
(
ðB:1Þ
Table B.4
Influence of stopping criterion emaxaux used at step (4) of Algorithm 1 on the accuracy of the obtained decomposition fug10 for different values of discretization
parameters. kmoyaux is the mean number of alternating minimization iterations necessary to reach the stopping criterion during the computation of each auxiliary
mode. Other parameters are maximum number of iterates kmax ¼ 10, auxiliary rank R ¼ 10 and test case DTload ¼ 0:2 ms.
NðSÞ  NðTÞ emaxaux ¼1e01 emaxaux ¼1e03 emaxaux ¼1e05 emaxaux ¼1e07
errðfug10Þ and kmoyaux in parentheses
144 160 3.6e03(7) 3.0e03(24) 3.3e03(44) 2.9e03(58)
544 320 5.0e03(7) 4.5e03(25) 4.0e03(42) 4.0e03(58)
2112 640 4.8e03(7) 4.3e03(25) 4.0e03(43) 4.0e03(58)
8320 1280 1.3e02(8) 4.1e03(24) 4.0e03(44) 4.0e03(54)
The decomposition is constructed in a progressive way (see Remark 2). For a given decomposition fygR1 of rank R 1, the
new rank-one enrichment fwg 2 SF1 is calculated such that JðfygR1 þ fwgÞ is minimum and fygR ¼ fygR1 þ fwg. This min-
imization problem is solved with an alternating minimization algorithm and a criterion based on stagnation of the functional
Jaux is used. At a given iteration ðkÞ, we calculate the following criterion:
eauxðkÞ ¼ j JauxðfygR1 þ fwg
ðkÞÞ  JauxðfygR1 þ fwgðk1ÞÞ j
JauxðfygR1 þ fwgðkÞÞ
ðB:2Þ
and we stop the iterative process once eauxðkÞ < emaxaux .
Influence of the stopping value emaxaux on the accuracy of decomposition fugM obtained forM ¼ 10 and R ¼ 10 at the end of
Algorithm 1 is illustrated in Table B.4. It shows the decomposition error errðfug10Þ in function of stopping values emaxaux and for
different discretization parameters. Also, the mean number of alternating minimization iterations kmoyaux necessary to reach the
stopping criterion during the computation of each auxiliary mode is shown in parentheses in Table B.4. As can be noticed,
only a small number of iterations (less than ten) for the computation of each auxiliary mode is sufficient to get the full con-
verged decomposition fug10 with a quite good approximation.
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