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BOUNDING THE TRELLIS STATE COMPLEXITY OF
ALGEBRAIC GEOMETRIC CODES
CARLOS MUNUERA AND FERNANDO TORRES
Abstract. Let C be an algebraic geometric code of dimension k and length n con-
structed on a curve X over Fq. Let s(C) be the state complexity of C and set
w(C) := min{k, n−k}, the Wolf upper bound on s(C). We introduce a numerical function
R that depends on the gonality sequence of X and show that s(C) ≥ w(C) −R(2g − 2),
where g is the genus of X . As a matter of fact, R(2g − 2) ≤ g − (γ2 − 2) with γ2 being
the gonality over Fq of X , and thus in particular we have that s(C) ≥ w(C)− g+ γ2− 2.
1. Introduction
A trellis of depth n is an edge-labeled directed graph T = (V,E) with vertex set V and
edge set E satisfying the following properties:
• V is the union of (n+ 1) disjoint subsets V0, . . . , Vn;
• every edge in E that begins at Vi ends at Vi+1;
• every vertex in V belongs to at least one path from a vertex in V0 to a vertex in
Vn.
In this paper we only consider trellises with V0 and Vn having just one element. To each
path from V0 to Vn one can associate an ordered n-tuple over a label alphabet, say Fq the
finite field with q elements. Thus the set of all such n-tuples defines a block code CT of
length n over Fq. Conversely, given a block code C ⊆ F
n
q we say that a trellis T represents
C if CT = C. There might exist more than one non-isomorphic trellis representing the
same code. The use of trellises in coding theory started with applications to convolutional
codes. Then they were employed with block codes mainly for the purpose of soft-decision
decoding with the Viterbi algorithm. History and the state of the art of application of
trellises to coding theory can be seen in Forney’s paper [8] and Vardy’s survey [20]. A
way to measure the complexity of a trellis T that represents a code C ⊆ Fnq is by means
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of the state of complexity of T denoted by sT (C) and defined by
sT (C) := max{s0(T ), s1(T ), . . . , sn(T )} ,
where si(T ) := logq|Vi| with V0, . . . , Vn being the underlying partition of the vertex set of
T . If the code C is linear, and once the order of coordinates of C is fixed, there exists an
unique (up to a graph isomorphism) trellis TC such that for each i = 0, 1, . . . , n, and any
trellis T that represents C it holds that si(TC) ≤ si(T ). The trellis TC is called the minimal
trellis of C. Then the sequence (si(C) : i = 0, 1, . . . , n), with si(C) := si(TC), is called the
state complexity profile of C and the number s(C) := sTC(C) is the state complexity of C.
Forney [8] (see also [20, Ex. 5.1]) noticed that the state complexity of C may vary when
changing the order of coordinates. We shall say that two codes are equivalent if one of
them can be obtained from the other by permuting coordinates and we denote by [C] the
set of codes which are equivalent to C. We thus are lead to consider the absolute state
complexity of C, namely
s[C] := min{s(C′) : C′ ∈ [C]} .
We mention that the role of the state complexity of a linear code is comparable to the
role that plays its length, its dimension and its minimum distance; cf. Muder [12], Forney
[8]. In general, there are several bounds on s(C) available in the literature, see e.g. [20,
Sects. 5.2,5.3]. Here we just mention the Wolf bound, as it was first noticed by him in
[22], namely
s(C) ≤ w(C) := min{k, n− k} ,
where k is the dimension of C. The study of the state complexity of some classical codes,
such as BCH, RS, and RM codes, has been carried out by several authors; see [2], [3], [4],
[11], [21]. The case of algebraic geometric codes (or simply, AG codes) was treated by
Shany and Be’ery [18], Blackmore and Norton [5], [6], and by Munuera and Torres [15].
If C = C(X , D,G) is an AG code, from these works it follows that s(C) = w(C), provided
that either deg(G) < ⌊deg(D)/2⌋, or deg(G) > ⌈deg(D)/2⌉ + 2g − 2, with g being the
genus of the underlying curve X . Otherwise we have the so-called Clifford bound, namely
s(C) ≥ ⌈deg(D)/2⌉ − g − 1. The main result in [15] is a Goppa-like bound on s(C),
s(C) ≥ w(C) − (g − α) with α being the abundance of the code. The particular case of
Hermitian codes have been treated in [5], [6] and [18]. The purpose of this paper is to
investigate further lower bounds on s(C) for C = C(X , D,G) an AG code. Our approach
depends heavily on the gonality sequence of the curve X used to construct the code and as
a matter of facts our results subsume the previous aforementioned lower bounds on s(C).
We introduce a numerical function R(N) which gives rise to our first main result Theorem
3.4 below establishing that s(C) ≥ w(C) − R(2deg(G) − deg(D)) ≥ w(C) − R(2g − 2).
Essentially this bound is the same as the one introduced by Blackmore and Norton in
[6], where it is called second gonality bound. In [5] this bound was computed by the same
authors for the case of Hermitian codes and used to give a very good bound on s(C) for
these codes. By using specific properties of R (cf. Lemma 3.5), here we can compute
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R(2g − 2) (see Proposition 3.11) and in particular we find that R(2g− 2) ≤ g − (γ2− 2),
where γ2 is the gonality over Fq of the curve X . In this way we obtain our second main
result, Theorem 3.12 below, which asserts that s(C) ≥ w(C)− g+ γ2− 2. Furthermore we
can compute R for all plane (nonsingular) curves, and thus we can extend some results of
[5] to all codes coming from these curves. Section 2 contains preliminary results on the
state complexity of linear codes and gonality sequence of curves. The novelty here is a
“symmetric-like property” (Proposition 2.8) of the gonality sequence of a curve which has
been noticed first in [7]. Finally, in Section 4 we state a new property of Self-orthogonal
codes which was first noticed by Blackmore and Norton in [5] for the case of Hermitian
codes (see Proposition 4.4 here).
2. Preliminaries
In this section we shall point out some results on the state complexity of linear codes as
well as some basic properties of the gonality sequence of curves which play a role in the
present work.
2.1. On the state complexity of linear codes. For a [n, k, d] linear code C over the finite
field Fq, its minimal trellis T = TC can be constructed in several ways; see [20, Sect.
4]. For our purpose the relevant construction is the one given by Forney. He shows that
the sub-sets V0, . . . , Vn of the underlying partition of the vertex set of T are given by
Vi = C/Pi ⊕Fi, with Pi = Pi(C) and Fi = Fi(C) being respectively the i-th past and the
i-th future subcodes of C; namely, P0 = Fn = 0, Pn = F0 = C, and for i = 1, . . . , n− 1,
Pi = {(c1, . . . , ci) : (c1, . . . , ci, 0, . . . , 0) ∈ C} ,
Fi = {(ci+1, . . . , cn) : (0, . . . , 0, ci+1, . . . , cn) ∈ C} .
It follows that |Vi| is a power of q so that
si(C) = k −∆i ,
where
∆i = ∆i(C) := dimFq(Pi) + dimFq(Fi) , i = 0, 1, . . . , n .
Lemma 2.1. ([20, Thm. 4.20]) The state complexity of a linear code and that of its dual
are identical.
In particular, from this Lemma and the Forney’s construction, the Wolf bound, s(C) ≤
w(C) = min{k, n − k}, follows. Therefore to study the state complexity of C we can
restrict ourselves to the case 2k ≤ n. Now by definition
s(C) = k −∆ ,
where ∆ = ∆(C) := min{∆0,∆1, . . . ,∆n}. We set ∆[C] := max{∆(C
′) : C′ ∈ [C]}.
Lemma 2.2. With the above notation, the following holds:
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(1) Pi = 0 for i = 0, . . . , d− 1; in particular min{∆0, . . . ,∆d−1} = ∆d−1.
(2) Fi = 0 for i = n− d+ 1, . . . , n; in particular min{∆n−d+1, . . . ,∆n} = ∆n−d+1.
Proof. For i ∈ {1, . . . , d−1} (resp. i ∈ {n−d+1, . . . , n−1}), the length of Pi (resp. Fi)
is smaller than the weight of any nonzero codeword in C. Thus Pi = 0 (resp. Fi = 0) and
the result follows taking into account the fact that dimFq(F0) > dimFq(F1) > . . . (resp.
dimFq(Pn) > dimFq(Pn−1) > . . .). 
Proposition 2.3. For a linear code C, we have
s(C) =
{
k whenever 2d ≥ n + 2,
k −min{∆d−1, . . . ,∆n−d+1} otherwise.
Proof. The result follows from Lemma 2.2 by taking into consideration that there exists
an integer i with n− d+ 1 ≤ i ≤ d− 1 whenever 2d ≥ n+ 2. 
2.2. On the gonality sequence of curves. Let X be a (projective, geometrically irreducible,
non-singular algebraic) curve defined over the finite field Fq. Let i be a positive integer.
The i-th gonality number over Fq of X is defined by
γi = γi(X ,Fq) := min{deg(A) : A ∈ Div(X ,Fq) with ℓ(A) ≥ i} .
As usual Div(X ,Fq) denotes the set of Fq-divisors of X and for a divisor F , L(F ) stands
for the Fq-vector space of Fq-rational functions f on X such that f = 0 or F +div(f)  0.
We set ℓ(F ) := dimFqL(F ). Standard references on algebraic geometry and algebraic
function fields are the books by Hartshorne [9] and Stichtenoth [19] respectively. The
sequence GS(X ) = GS(X ,Fq) := (γi : i ∈ N) is called the gonality sequence of X over
Fq. Notice that γ1 = 0 and that γ2 is the usual gonality of X over Fq.
Remark 2.4. Pellikaan [16] noticed the relevance of the gonality of the underlying curve
in the study of AG codes. The invariant GS(X ) was introduced by Yang, Kumar and
Stichtenoth in [23] in connection with lower bounds on the generalized Hamming weight
hierarchy of AG codes; these lower bounds were generalized by Munuera in [13].
Some properties of GS(X ) are stated below. Let g be the genus of X .
Lemma 2.5. ([23, Prop. 11]) Suppose that X (Fq) 6= ∅. Then:
(1) The sequence GS(X ) is strictly increasing;
(2) 2i− 2 ≤ γi ≤ g + i− 2, for i = 2, . . . , g;
(3) γg = 2g − 2;
(4) γi = g + i− 1, for i ≥ g + 1.
In general, it is quite difficult to compute the sequence GS(X ); nevertheless it is available
in the following cases.
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Lemma 2.6. Suppose that X (Fq) 6= ∅.
(1) If X is a hyperelliptic curve, then γi = 2i− 2 for i = 1, . . . , g − 1;
(2) ([17, Cor. 2.4]) If X is a (non-singular) plane curve of degree r + 1, then GS(X )
is the strictly increasing sequence obtained from the semigroup generated by r and
r + 1.
Remark 2.7. By Clifford’s theorem, Item (1) in the above result can be improved by
observing that the curve X is hyperelliptic if and only if γi = 2i − 2 for some i ∈
{2, . . . , g − 1}.
We shall need the following result which was originality noticed in [7]; we include the
proof for the sake of completeness.
Proposition 2.8. Assume X (Fq) 6= ∅. Let a be an integer with 0 ≤ a ≤ 2g − 1. Then
a ∈ GS(X ) if and only if 2g − 1− a 6∈ GS(X ).
Proof. By Lemma 2.5 in the interval [0, 2g − 1] there are precisely g gonality numbers
of X . Thus it is enough to show that 2g − 1 − γi 6= γj for any i, j = 1, . . . , g. Let
A ∈ Div(X ,Fq) such that deg(A) = γi and ℓ(A) ≥ i. Let W be a canonical divisor on X .
By the Riemann-Roch theorem, ℓ(W −A) ≥ i+g−γi−1. Suppose that j ≤ i+g−γi−1.
Then γj ≤ deg(W − A) = 2g − 2 − γi and thus 2g − 1− γi 6= γj. Now let j ≥ i+ g − γi
and suppose by means of contradiction that 2g − 1 − γi = γj. Let B ∈ Div(X ,Fq) such
that deg(B) = γj and ℓ(B) ≥ j. As above we have ℓ(W − B) ≥ j + g − γj − 1 so that
ℓ(W−B) ≥ j+γi−g ≥ i. This is not possible since deg(W−B) = 2g−2−γj = γi−1. 
3. A lower bound on the absolute state complexity of an AG code
The goal of this section is to state and prove new lower bounds on the absolute state
complexity of an AG code (see Theorems 3.4 and 3.12 below) which will be related to
the gonality sequence of the underlying curve. Standard references on AG codes are
the survey [10] by Høholdt, van Lint and Pellikaan, and Stichtenoth’s book [19]. Let
X be a (projective, geometrically irreducible, non-singular algebraic) algebraic curve of
genus g defined over the field Fq. Let D and G be two Fq-rational divisors on X with
D = P1+ . . .+Pn being the sum of n pairwise different Fq-rational points on X such that
Pi 6∈ supp(G). The AG code C = C(X , D,G) is the image in F
n
q of the Fq-linear map
ev : L(G)→ Fnq , f 7→ (f(P1), . . . , f(Pn)).
Notice that the kernel of ev is L(G−D). The number ℓ(G−D) is called the abundance of
C and C is called non-abundant provided that ℓ(G−D) = 0. Let k and d be respectively
the dimension and the minimum distance of C. We have the so-called Goppa estimates
on the parameters k and d, namely
k = ℓ(G)− ℓ(G−D) , and d ≥ n− deg(G) ,
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and thus they can be handled by means of the Riemann-Roch theorem.
Lemma 3.1. If 2k ≤ n and n > 2g, then the AG code C = C(X , D,G) is non-abundant
and 2deg(G)− n ≤ 2g − 2.
Proof. Suppose that ℓ(G − D) ≥ 1. Then the divisor G − D must be special; otherwise
k = ℓ(G)− (deg(G−D) + 1− g) ≥ (deg(G) + 1− g)− (deg(G−D) + 1− g) = n which
is a contradiction. By Clifford’s theorem, deg(G−D) ≤ (deg(G)− n)/2 + 1 and hence
k = ℓ(G)− ℓ(G−D) ≥ (deg(G) + 1− g)− (deg(G)− n)/2− 1 = (deg(G) + n− 2g)/2 .
From the hypothesis 2k ≤ n we conclude that 2g ≥ deg(G). On the other hand, deg(G−
D) ≥ 0 as ℓ(G − D) ≥ 1, and thus 2g ≥ deg(G) ≥ n; a contradiction. The second
statement follows from the fact that n/2 ≥ k = ℓ(G) ≥ deg(G) + 1− g. 
Remark 3.2. Examples of curves of genus g over Fq having more than 2g Fq-rational points
are the maximal curves over Fq, namely those whose number of Fq-rational points attains
the Hasse-Weil upper bound. Numerical examples are the Fermat curves over Fq2 of degree
r+ 1, a divisor of q + 1. Other examples are the Hurwitz curves XhY + Y hZ +ZhX = 0
over Fq2 , where (h
2 − h + 1) is a divisor of q + 1; see e.g. [1].
Let GS(X ) = (γi : i ∈ N) be the gonality sequence over Fq of X . It will be convenient
for us to consider GS(X ) as a subset of N′ := {−1}∪N0. An element in N
′ \GS(X ) will
be called a gap of X . By Lemma 2.5 there are g + 1 gaps and the biggest one is 2g − 1.
Let ℓ˜ = ℓ˜X : N
′ → N0 be the numerical function defined by ℓ˜(−1) := 0 and
ℓ˜(a) := max{i ∈ N : γi ≤ a} , a ∈ N0 .
By Lemma 2.5 the function ℓ˜ becomes an increasing step function such that ℓ˜(2g−2) = g
and ℓ˜(2g − 1 + i) = g + i for i ≥ 0. Moreover, ℓ˜(a + 1) ≤ ℓ˜(a) + 1 and equality holds if
and only if a + 1 ∈ GS(X ).
Lemma 3.3. For F a rational divisor on X with deg(F ) ≥ −1, ℓ(F ) ≤ ℓ˜(deg(F )).
Proof. If deg(F ) = −1, then ℓ(F ) = 0 = ℓ˜(−1). Let deg(F ) ≥ 0 and let i ∈ N0 be such
that γi ≤ deg(F ) < γi+1 so that ℓ˜(deg(F )) = i. Thus by definition of γi+1 we must have
ℓ(F ) ≤ i and the result follows. 
Next we let R = RX : N
′ ∩ [−1, 2g − 2]→ N be the numerical function defined by
R(N) := min{ℓ˜(a) + ℓ˜(b) : a, b ∈ N′ with a+ b = N} .
Now we can state the first main result of this section.
Theorem 3.4. Let C = C(X , D,G) be an AG code such that 2k ≤ n and n > 2g, where
g is the genus of X . Set m := deg(G). Then
∆[C] ≤ R(2m− n)
and hence s[C] ≥ w(C)− R(2m− n).
BOUNDING THE TRELLIS STATE COMPLEXITY OF AG CODES 7
Proof. Since the function R depends only on the underlying curve X , it is enough to show
that ∆(C) ≤ R(2m− n). In addition, w(C) = min{k, n− k} = k and by Proposition 2.3
we can assume that 2d < n+ 2 so that 2m− n ≥ −1 by the Goppa estimative on d. Let
us recall that the i-th past and the i-th future subcodes Pi and Fi respectively of the AG
code C in Forney’s construction are also AG codes and are given by (see [4])
Pi = C(X , D − Pi+1 − . . .− Pn, G− Pi+1 − . . .− Pn) ,
Fi = C(X , D − P1 − . . .− Pi, G− P1 − . . .− Pi) .
Now by Lemma 3.1 the code C is non-abundant and hence the i-th element si = si(C) in
the state complexity profile of C is given by
si = k −∆i ,
where ∆i = ℓ(G−P1− . . .−Pi) + ℓ(G−Pi+1− . . .−Pn). Thus, according to Proposition
2.3, and since d ≥ n−m, we have s(C) = w(C)−∆(C) where
∆(C) = min{∆d−1, . . . ,∆n−d+1} = min{∆n−m−1, . . . ,∆m+1} .
Let i be an integer with n−m− 1 ≤ i ≤ m+ 1 so that deg(G−P1 − . . .− Pi) ≥ −1 and
deg(G− Pi+1 − . . .− Pn) ≥ −1; then by Lemma 3.3,
∆i ≤ ℓ˜(deg(G− P1 − . . .− Pi)) + ℓ˜(deg(G− Pi+ 1− . . .− Pn)) .
Now as deg(G − P1 − . . . − Pi) + deg(G − Pi+1 − . . . − Pn) = 2m − n which is at most
2g − 2 by Lemma 3.1, the result follows. 
In order to apply the above result we need to know the behavior of the function R.
This study is done in the rest of this section. In particular, we shall compute R(2g − 2)
whenever g > 0 and also explicitely describe R for the case of plane curves.
Lemma 3.5. Let N ∈ N′ ∩ [−1, 2g − 2].
(1) R is an increasing function such that R(N) < R(N + 1) implies R(N + 1) =
R(N) + 1;
(2) If N < γi − 1, then 1 ≤ R(N) ≤ i− 1;
(3) R(N) ≤ ⌊(N + 1)/2⌋+ 1;
(4) There exists a gap a = a(N) of X with a ≤ N/2 such that R(N) = ℓ˜(a)+ ℓ˜(N−a).
Proof. From the definition of R it is clear that R(N) ≥ 1 and that R(−1) = 1. (1) Let
R(N + 1) = ℓ˜(a) + ℓ˜(b) with a + b = N + 1 and a ≤ b. From a + (b − 1) = N we have
R(N) ≤ ℓ˜(a) + ℓ˜(b− 1) ≤ ℓ˜(a) + ℓ˜(b) = R(N + 1) since ℓ˜ is an increasing function. Now
suppose that R(N) < R(N +1) and let R(N) = ℓ˜(a′)+ ℓ˜(b′) with a′+ b′ = N . Then from
(a′ + 1) + b′ = N + 1, R(N + 1) ≤ ℓ˜(a′ + 1) + ℓ˜(b′) and thus ℓ˜(a′ + 1) > ℓ˜(a′). Therefore
R(N + 1) = R(N) + 1 since ℓ˜(a′ + 1) = ℓ˜(a′) + 1. (2) From N = −1 + (N + 1) it follows
that R(N) ≤ ℓ˜(N + 1); the latter number is at most i− 1 by hypothesis and (2) follows.
(3) There exists i ∈ {1, . . . , g} such that γi ≤ N + 1 < γi+1. Then by (2), R(N) ≤ i, and
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the latter number is at most (N + 3)/2 by Lemma 3.3(2). (4) Let R(N) = ℓ˜(a) + ℓ˜(b)
with a ≤ b = N − a and suppose that a ∈ GS(X ). We have ℓ˜(a − 1) = ℓ˜(a) − 1,
and ℓ˜(b + 1) ≤ ℓ˜(b) + 1. Then ℓ˜(a − 1) + ℓ˜(b + 1) ≤ ℓ˜(a) + ℓ˜(b) = R(N) and thus
R(N) = ℓ˜(a− 1) + ℓ˜(b+1). If a− 1 is a gap of X , then we are done; otherwise we repeat
the above argument. 
Remark 3.6. From Lemma 3.5(1)(3), we have that R(N) ≤ R(2g− 2) ≤ g whenever N ∈
N′∩ [−1, 2g−2]. Then Theorem 3.4 yields the main result in [15], namely s[C] ≥ w(C)−g,
provided that 2k ≤ n and n > 2g. We are going to improve this result via Proposition
3.11 and Theorem 3.12 below.
Lemma 3.7. Let i ∈ N′, N ∈ N′ ∩ [−1, 2g − 2] and r ∈ N with i + r ≤ N + 1. If
A = {i, i+1, . . . , i+ r} ⊆ N′ is a set of r+1 consecutive integers such that i+1, . . . , i+ r
are gaps of X , then
min{ℓ˜(a) + ℓ˜(N − a) : a ∈ A} = ℓ˜(i+ r) + ℓ˜(N − i− r) ..
Proof. Let a = i+ j with 1 ≤ j ≤ r. We have that ℓ˜(a) = ℓ˜(i) since by hypothesis a is a
gap of X . Then ℓ˜(a) + ℓ˜(N − a) is minimum when ℓ˜(N − a) is; i.e., when a is the largest
element in A as ℓ˜ is an increasing function. 
Proposition 3.8. For N ∈ N′ ∩ [−1, 2g − 2],
R(N) =min{ℓ˜(a) + ℓ˜(N − a) : −1 ≤ a ≤ N/2, a = ⌊N/2⌋ or
a ∈ N′ \GS(X ) with a + 1 ∈ GS(X )} .
Proof. By Lemma 3.5(4), R(N) = ℓ˜(a)+ ℓ˜(N−a) for some gap a of X such that a ≤ N/2.
Suppose that a < ⌊N/2⌋. If each integer a′ with a < a′ ≤ ⌊N/2⌋ is a gap of X , then from
Lemma 3.7 R(N) = ℓ˜(⌊N/2⌋)+ ℓ˜(⌈N/2⌉); otherwise, by Lemma 3.7 again, we can assume
a+ 1 ∈ G(X ) and the result follows. 
Example 3.9. Let N ∈ N′ ∩ [−1, 2g − 2] such that ⌈N/2⌉ < γ2. Then from the above
result we have that R(N) = 1 whenever N + 1 < γ2, and R(N) = 2 otherwise.
Next we show that the upper bound for R(N) in Lemma 3.5(3) is the best possible.
Proposition 3.10. If X is a hyperelliptic curve, then
R(N) = ⌊
N + 1
2
⌋+ 1 , N ∈ N′ ∩ [−1, 2g − 2] .
Conversely, suppose the above formula holds true for some N ∈ N′ ∩ [1, 2g − 4].
(1) If N is odd, then X is hyperelliptic;
(2) If N is even, then either X is hyperelliptic, or γi = 2i−1 for some i ∈ {2, . . . , g−1}.
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Proof. Let X be hyperelliptic and a ∈ N′ ∩ [−1, 2g − 1]. By Lemma 2.6(1), a is a gap of
X if and only if a is odd; moreover, ℓ˜(a) = ⌊(a+2)/2⌋. Now let R(N) = ℓ˜(a′)+ ℓ˜(N − a′)
with a′ a gap of X (cf. Lemma 3.5(4)). Then
R(N) =
a′ + 1
2
+ ⌊
N − a′ + 2
2
⌋.
If N is even (resp. odd), then ⌊(N − a′+2)/2⌋ = (N − a′+1)/2 (resp. = (N − a′+2)/2)
and the claimed formula for R(N) follows. Now assume that R(N) = ⌊(N +1)/2⌋+1 for
some integer N ∈ [1, 2g − 4]. Let i ∈ N be such that γi ≤ N + 1 < γi+1. From Lemmas
3.5(2) and 2.5(2) we have ⌊(N +1)/2⌋+1 = R(N) ≤ i ≤ (γi+ 2)/2 ≤ (N + 3)/2. If N is
odd, then i = (N +3)/2 with 2 ≤ i ≤ g− 1 and γi = 2i− 2, and (1) follows from Remark
2.7. If N is even, then i = (N + 2)/2 with 2 ≤ i ≤ g − 1 and γi ∈ {2i − 2, 2i− 1}, and
(2) follows again by Remark 2.7. 
According to Remark 3.6, it is useful to compute R(2g − 2). The result is the following.
Proposition 3.11. Let GS(X ) = (γi : i ∈ N) be the gonality sequence of X . Then
R(2g − 2) = min{2R(g − 1), a}, where
a := g −max{γi − (2i− 2) : i = 1, . . . , g} .
Proof. By Proposition 3.8,
R(2g − 2) = min
(i=1,...,g)
{2R(g − 1), ℓ˜(γi − 1) + ℓ˜(2g − 1− γi)} .
Claim. For i = 1, . . . , g, ℓ˜(γi − 1) = i− 1 and ℓ˜(2g − 1− γi) = g − γi + i− 1.
In fact, the first claim follows immediately by the definition of the function ℓ˜. The proof
of the second claim will follow from the fact that γg−γi+i−1 < 2g − 1 − γi < γg−γi+i (∗)
for i = 1, . . . , g. To prove (∗), we apply induction on i. If i = 1, then (∗) becomes
γg = 2g − 2 < 2g − 1 < γg+1 = 2g by Lemma 2.5. Suppose that (∗) is true for 1 ≤ i < g.
We first show that 2g − 1 − γi+1 < γg−γi+1+i+1. If this is not true, then by inductive
hypothesis and Proposition 2.8 we would have that
γg−γi+1+i+1 < 2g − 1− γi+1 < 2g − 1− γi < γg−γi+i .
Then g − γi+1 + i + 1 ≤ g − γi + i − 1 so that γi+1 − γi ≥ 2. Now let a be an integer
with γi < a < γi+1. The 2g − 1 − a ∈ GS(X ) by Proposition 2.8 and since 2g − 1 −
γi+1 < 2g − 1 − a < 2g − 1 − γi we must have that γg−γi+1+i+1 < γ(g−γi+i)−(γi+1−γi−1), a
contradiction. To finish the proof of the claim we now prove the other inequality, namely
γg−γi+1+i < 2g − 1− γi+1. If this were not true, then we have
2g − 1− γi+1 < γg−γi+1+i < γg−γi+1+i+1 ≤ γg−γ+i .
Then we must have γi+1 − γi ≥ 2, otherwise from the above inequalities and inductive
hypothesis it holds that
2g − 1− γi+1 = 2g − 2− γi < γg−γi+1+i = γg−γi+i−1 < 2g − 1− γi ,
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a contradiction. We now proceed as in the previous proof. Now, since ℓ˜(γi − 1) + ℓ˜(2g −
1− γi) = g − γi + 2i− 2, the result follows. 
Now Theorem 3.4, Remark 3.6 and the above computation ofR(2g−2) imply the following.
Theorem 3.12. Let C = C(X , D,G) be an AG code such that 2k ≤ n and n > 2g, where
g is the genus of X . Let γ2 be the gonality of X over Fq. Then
s[C] ≥ w(C)− g + γ2 − 2 .
In the remaining part of this section we study the function R on a plane curve X of degree
r + 1. In this case the genus of X is g = r(r − 1)/2 and its gonality sequence GS(X ) is
obtained from the semigroup generated by r and r+1 (cf. Lemma 3.7(2)). For an integer
a ∈ N0, let α and β be the non-negative integers defined by
a = αr + β , 0 ≤ β < r .
It is clear that a ∈ GS(X ) if and only β ≤ α.
Lemma 3.13.
ℓ˜(a) =
α(α + 1)
2
+ min{α, β}+ 1 .
Proof. If a = 0, the formula is true so let a > 0. Suppose first that a ∈ GS(X ) so that
min{α, β} = β. Then ℓ˜(a) = 1 + 2 + . . .+ α+ β + 1 and we the claimed formula follows.
Now let a be a gap of X so that β > α. We have ℓ˜(a) = ℓ˜(αr + α) and the result follows
by applying the above computation to αr + α ∈ GS(X ). 
Lemma 3.14. Let N ∈ N′ ∩ [−1, 2g − 2] and a = αr + β a gap of X with α ≥ 1 such
that a ≤ N/2. Then
ℓ˜(a) + ℓ˜(N − a) ≤ ℓ˜(a− r) + ℓ˜(N − (a− r)) .
Proof. Set a′ := a− r, that is, a′ = (α− 1)r+ β. Let b := N − a = δr+ ǫ, with 0 ≤ ǫ < r
so that b′ = N − a′ = (δ + 1)r + ǫ. From Lemma 3.13 we have
ℓ˜(a)− ℓ˜(a′) = α + 1 , and ℓ˜(b)− ℓ˜(b′) ≤ −δ − 1 .
Now the result follows since a ≤ b = N − a implies δ ≥ α. 
Thus Proposition 3.8 for the case of a plane curve becomes as follows.
Proposition 3.15. For N ∈ N0 ∩ [0, 2g − 2] let α and β be the integers defined by
⌊N/2⌋ = αr + β with 0 ≤ β < r. Assume that α ≥ 1.
(1) If ⌊N/2⌋ is a gap of X , then
R(N) = min{ℓ˜(⌊
N
2
⌋) + ℓ˜(⌈
N
2
⌉), ℓ˜(αr − 1) + ℓ˜(N − αr + 1)} .
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(2) If ⌊N/2⌋ ∈ GS(X ), then
R(N) = ℓ˜(αr − 1) + ℓ˜(N − αr + 1) .
Proof. It follows from Proposition 3.8 and Lemma 3.14. 
To improve this result we shall introduce the notion of “jump”. An integer N with
0 ≤ N ≤ 2g−2 is called a jump of X whenever R(N) > R(N−1) (so, R(N) = R(N−1)+1
by Lemma 3.5(1)). We denote by U(X ) the set of jumps of X . Clearly |U(X )| = R(2g−2)
and this number can be computed via the above proposition. More precisely the following
holds.
Lemma 3.16. Let X be a (non-singular) plane curve of degree r + 1. Then
(1) |U(X )| =
{
r2/4 if r is even,
(r2 − 1)/4 if r is odd;
(2) U(X ) = {αr+ β:−1 ≤ α ≤ r − 1, 0 ≤ β ≤ r − 1, and 2β + 2 ≤ α or β = r − 1} \
{2g − 1}.
Proof. (1) Let us compute R(2g − 2). If r is even, then g − 1 = (r − 2)(r + 1)/2 =
(r − 2)r/2 + (r − 2)/2 and thus it belongs to GS(X ). By Proposition 3.15, R(2g −
2) = ℓ˜(αr + 1) + ℓ˜(2g − 2 − αr + 1) with α := (r − 2)/2. Now the result follows by
applying Lemma 3.13. The case r odd is similar. (2) Let us denote by T the set of the
right-hand side in the equality in Item (2). We claim that |T | = R(2g − 2). Indeed
|T | =
∑⌊(r−4)/2⌋
β=0 (r − 2β − 3) + r − 1 = R(2g − 2). Therefore it is enough to show that
T ⊆ U(X ). From Proposition 3.15 and Lemma 3.13 it is easily seen that all elements in
U(X ) are jumps. Then the proof is complete. 
Graphically, the set U(X ) looks like in the following example.
Example 3.17. Let X be a plane curve of degree 8. So r = 7 and g = 21. The next
table shows all integers from −1 to 2g−2 = 40. The jumps of X are marked in bold face.
-1 0 1 2 3 4 5
6 7 8 9 10 11 12
13 14 15 16 17 18 19
20 21 22 23 24 25 26
27 28 29 30 31 32 33
34 35 36 37 38 39 40
Finally the promised improved description of R(N) in the case of plane curves is as follows.
Proposition 3.18. Let X be a (non-singular) plane curve of degree r + 1 and N ∈
N′ ∩ [−1, 2g − 2]. Let α and β be the integers defined by N = αr + β with 0 ≤ α ≤ r − 2
and −1 ≤ β ≤ r − 2.
12 C. MUNUERA AND F. TORRES
(1) If β > ⌊α/2⌋ − 1, then R(N) = R(αr + ⌊α/2⌋ − 1);
(2) If β ≤ ⌊α/2⌋ − 1, then
R(N) =
{
α(α+ 2)/4 + β + 1 if α is even,
(α + 1)2/4 + β + 1 if α is odd.
Proof. (1) In this case αr + ⌊α/2⌋ − 1 is the largest jump of X not exceeding N and (1)
follows. (2) Here place all the integers from −1 to 2g − 2 in an array according to the
corresponding values of α and β (cf. Example 3.17). The j-th row of the array contains
⌊(j + 2)/2⌋ jumps of X which are precisely the ones in the first ⌊(j + 2)/2⌋ columns
of the array. Thus the number of jumps from −1 to N is: β + 1 in the row α plus
2(
∑(α−1)/2
i=1 i) = α(α+2)/2 if α is even, and β+1 in row α plus 2(
∑(α−2)/2
i=1 i) = (α+1)
2/4
if α is odd. 
4. A property of Self-orthogonal codes
In this section we state a new property of self-orthogonal codes. This property was first
noticed by Blackmore and Norton in [5] for the case of Hermitian codes, and used to
improve their bounds on s(C). Here we shall show that it holds in the very general
context of formally self-orthogonal codes. We begin with some definitions. Let C, C′ be
two codes of the same length n over Fq. We say that they are formally equivalent (denoted
C ∼ C′) if there exists an n-tuple x of nonzero elements in Fq such that C = x∗C, where ∗
stands for the coordinate-wise multiplication, see [14]. The code C is called self-orthogonal
if C ⊆ C⊥, and formally self-orthogonal if there exists an n-tuple x of nonzero elements in
Fq such that C ⊆ x ∗ C
⊥.
Example 4.1. (1) Let C = RMq(r,m) be a q-ary Reed-Muller code. Since RMq(r,m)
⊥ =
RMq(m(q−1)−r−1, m), then C is self-orthogonal whenever its dimension is at most n/2.
(2) Let C = C(X , D,G), C′ = C(X , D,G′) be two AG code as the ones treated in the former
sections. Then C ∼ C′ if and only if G ∼ G′, where ∼ stands for the usual equivalence of
divisors, see [14]. The dual of C is C⊥ = C(X , D,D +W − G), where W is a canonical
divisor obtained as the divisor of a differential form having simple poles and residue 1 at
every point in supp(D). Thus we deduce that C is formally self-orthogonal if there is an
effective divisor E such that supp(E) ∩ supp(D) = ∅ and D +W − 2G ∼ E. Now, let
C = C(X , D,G) be a Hermitian code, that is, a code constructed from a Hermitian curve
of affine equation yq+y = xq+1 over Fq2 , by taking Q := (0 : 1 : 0), D equals to the sum of
the q3 affine points, and G = mQ (see [5], [23]). Since D+W −2G ∼ (n+2g−2−2m)Q,
then C is self-orthogonal whenever its dimension is at most n/2.
We shall give a bound on the trellis state complexity of formally self-orthogonal codes.
This bound is based on the following result.
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Proposition 4.2. Let C be a formally self-orthogonal [n, k, d] code. Then for 1 ≤ i ≤ n
either Pi−1 = Pi or Fi−1 = Fi.
Proof. Let x be such that C ⊆ x∗C⊥. If Pi and Fi+1 were proper subspaces of Pi+1 and Fi
respectively, then there exist codewords c = (c1, . . . , ci, 0 · · · , 0), c
′ = (0, . . . , 0, c′i, . . . , c
′
n)
in C such that cic
′
i 6= 0. On the other hand, being C self-orthogonal we have 0 = (x∗c)·c
′ =
xicic
′
i, hence cic
′
i = 0, which is a contradiction. 
Example 4.3. Let us see how the above result can be used to improve the bounds on
s[C]. Let C be a [n, k, d] code with 2k ≤ n. As we know we have s[C] = k if 2d ≥ n + 2
(Proposition 2.3). Set pi := dimFqPi and fi := dimFqFi. Let us examine the border case
2d = n+ 1. Again according to Proposition 2.3, ∆(C) = min{pd−1 + fd−1, pd + fd} hence
∆(C) ≤ 1 as pd−1 = fd = 0, pd, fd−1 ≤ 1. If C is formally self-orthogonal then either
pd = 0 or fd−1 = 0 and thus s[C] = k.
Proposition 4.4. Let C be a formally self-orthogonal [n, k, d] code with 2d ≤ n+1. Then
for 0 ≤ i ≤ j ≤ n we have (pj−pi)+(fi−fj) ≤ j− i. As a consequence, ∆[C] ≤ ⌊
n−2d+2
2
⌋.
Proof. Apply Proposition 4.2 j− i times. By this result with i = d− 1 and j = n− d+1,
we obtain fd−1 + pn−d+1 ≤ n− 2d+2, hence either ∆d−1 ≤ ⌊(n− 2d+2)/2⌋ or ∆n−d+1 ≤
⌊(n− 2d+ 2)/2⌋. 
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