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MULTIVARIATE ARCH MODELS: FINITE SAMPLE 
PROPERTIES OF ML ESTIMATORS AND AN 
 APPLICATION TO A LM-TYPE TEST 
 







  At the present time, there exists an important and growing econometric 
literature that deals with the application of multivariate-ARCH models to a variety of 
economic and financial data. However, the properties of the estimation procedures that 
are used have not yet been fully explored. This paper provides two main new results: the 
first concerns the large biases and variances that can arise when the ML estimation 
method is employed in a simple bivariate structure under the assumption of conditional 
heteroscedasticity; and the second examines how to use these analytical theoretical 
results to improve the size and the power of a test for multivariate ARCH effects. We 
analyse two models: one proposed in Wong and Li (1997) (where the disturbances are 
dependent but uncorrelated) and another proposed by Engle and Kroner (1995) and Liu 
and Polasek (1999, 2000) (where conditional correlation is allowed through a diagonal 
representation). We prove theoretically that a relatively large difference between the 
intercepts in the two conditional variance equations produces, in the first model, very 
large variances in some of the ML estimators and, in the second, very severe biases in 
some of the ML estimators of the parameters. Later we use our bias expressions to 
propose an LM type test of multivariate ARCH effects, showing that the size and the 
power of the test improve when we allow for bias correction in the estimators, and that 
the best recommendation in practical applications is always to use the expected hessian 
version of the LM. We address as well some constraints that should be included in the 
estimation of the models but which have so far been ignored. Finally, we present a SUR 
(seemingly unrelated) specification in both models, that provides an alternative way to 
retrieve the information matrix. We also extend Lumsdaine (1995) results in 
multivariate framework. 
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The multivariate-ARCH (autoregressive conditional heteroscedastic) model was ﬁrst
introduced by Kraft and Engle (1983), and Bollerslev, Engle and Wooldridge (1988).
Since then, new combinations of this speciﬁcation in the variance equation with dif-
ferent structures in the mean equation have been proposed: for example Baba, Engle,
Kraft and Kroner (1991), Harmon (1988), and Engle and Kroner (1995) introduced
the theoretical framework of simultaneous equation models and Calzolari and Fioren-
tini (1994) have considered some cases of non-linear simultaneous equations, while
Polasek and Kozumi (1996) proposed the VAR-GARCH structure.
The multivariate model implies that the conditional variance - covariance matrix
(Ht) of the disturbances (εt) depends on the information set (It−1). If we assume
normality in the conditional distribution (following Engle and Kroner (1995)), the
multivariate-GARCH (Generalised-ARCH) model can be written as:
εt/It−1 ∼ N (0,H t)
T h em a i np r o b l e mt ob ef a c e di nt h i ss p e c i ﬁcation is the relatively large number
of parameters that are involved. There are, however, many possible parameterisa-
tions for Ht in order to reduce the number of parameters to estimate. We begin by
















































For the estimation of this model, it is necessary to restrict the number of parame-
ters still further. Another possible speciﬁcation is the diagonal representation, where
each element of the covariance matrix hjk,t is a function, only, of past values of itself















































The drawback is that we must still ensure that Ht is a positive deﬁnite matrix
for all values of the εt,a n di tc a nb ead i ﬃcult task to check this in the previous
speciﬁcations. This is why Engle and Kroner (1995) proposed a new parameterisa-
tion: the BEKK (Baba, Engle, Kraft and Kroner (1991)) representation, where “...it
includes all positive deﬁnite diagonal representations, and nearly all positive deﬁnite











































Hence, this solution is not as restrictive as the diagonal representation, but “...com-
paring this model to the vech form of the model, we see that this model economises
on parameters by imposing restrictions both across and within equations...” (Engle
and Kroner (1995)).
Nowadays there exists an extensive literature about multivariate-ARCH models
that have been applied to diﬀerent varieties of data. Most of them use Maximum
Likelihood (ML) as the estimation procedure. However, there are relatively few the-
oretical papers that examine the consequences of doing that.


















t (yt − µt) (1.1)
Liu and Polasek (1999) gave the following representation of the conditional infor-









































3(see Liu and Polasek (1999), page 103), where µt = E (yt/It−1) is an M×1 conditional
mean vector, Ht = var(yt/It−1) is an M × M conditional variance matrix, D is the
M2 × M (M +1 )/2 duplication matrix and
N
indicates Kronecker product. They
argue that this formula corrects the initial work by Wong and Li (1997) who omitted
the last expression of the equation. However, Liu and Polasek (1999) themselves in-
troduced an error when they applied this expression to a VAR(1)-VARCH(1) (Vector-
AR(1)-Vector-ARCH(1)) model, because they neglected the inﬂuence of changes in
the parameters in the variance equation on the own disturbance (see Liu and Polasek
(1999, page 105)), which illustrates the diﬃculties of dealing with these models from
the theoretical point of view.
Regarding asymptotic theory, Tuncer (1994, 2000), Bauwens and Vandeuren (1995)
and Comte and Lieberman (2003) have established the strong consistency of the
Quasi-Maximum Likelihood estimator (QMLE) in a simple multivariate-ARCH model.
Asymptotic normality is proved provided that the initial state is either stationary or
ﬁxed. More recently, Ling and McAleer (2003) have shown the asymptotic normality
in a VARMA-GARCH model requiring only the existence of the second-order mo-
ment of the unconditional errors, and a ﬁnite fourth-order moment of the conditional
errors, which represents an important advance. On the other hand, Hafner (2000),
analyses the fourth moment in this model. However, these papers do not consider the
issue of the sample size needed in order to have conﬁdence in the asymptotic result,
and in this paper we provide results which go some way towards addressing this.
In relation to ﬁnite samples, in a more recent paper, Liu and Polasek (2000)
have compared through Monte Carlo simulation the biases that are generated using
the Splus+GARCH program package of MathSoft (1996), the BASEL package of
Polasek (1999) and the application of the method of scoring for MLE using the
exact information matrix (given previously). The generated biases are seen to be
striking, and the Bayesian method seems to be the best alternative (Appendix 1
shows the results they obtain for a VAR(1)-VARCH(1) model). For a sample size of
200 observations, these results show the existence of severe biases, and this is precisely
what has motivated the work in our present paper. On the other hand, Wong and
Li (1997) reported through Monte Carlo simulation that in their model, the biases
in the parameters were very small (see Wong and Li (1997) pages 119-122). In this
paper we are interested in a further analysis of these two models.
The plan of the paper is as follows. In the next section we will begin analysing a
bivariate model under two speciﬁcations that have been proposed in the literature so
far: the one given in Wong and Li (1997), where they allow the two disturbances to be
dependent but not correlated, and the one proposed in Engle and Kroner (1995) and
Liu and Polasek (1999, 2000), where linear dependence between the disturbances is
introduced. We provide theoretical results of the O(T−1) biases for the ML estimators
in each speciﬁcation under the assumption of conditional heteroscedasticity. We
impose the restriction that the variance parameters are zero; hence following an
approach that can be found in a number of other studies (see Engle, Hendry and
4Trumble (1985) and Linton (1997)). In eﬀect, we consider the case where conditional
heteroscedasticity is assumed when, in fact, it is absent. For easy of manipulation,
we assume as well the intercept in the mean equation to be known, although, more
complicated structures could be analysed following the same methodology. We prove
how in the Wong and Li (1997) model the variances for some estimators can be
large when there is a relatively large diﬀerence between the intercepts in the variance
equations (they only showed results for cases when the intercept parameters had very
similar numerical values). On the other hand, in the second model, we show that
this large diﬀerence in the intercepts can produce very large biases in some of the
MLEs. We show as well theoretically how in the Wong and Li (1997) and in the Liu
and Polasek (1999, 2000) models some assumptions should be imposed for the ML
estimator to be well-deﬁned. We provide evidence that the biases can be very diﬀerent
depending on both the structure we impose on the model, and on the combinations of
the parameters we study. We also analyse some invariance properties extending the
Lumsdaine (1995) work in univariate framework, and we propose a SUR (Seemingly
unrelated) speciﬁcation in both models, that provides an alternative way to ﬁnd the
information matrix under the null hypothesis of no-ARCH eﬀects. Later, in Section
3, we prove how these bias results can be used to improve the size and the power of
a test for multivariate ARCH eﬀects. Finally, Section 4 concludes.
2 A theoretical approach of a bivariate-ARCH model
2.1 Case 1: Allowing for dependent but uncorrelated distur-
bances
We begin by analysing the framework proposed in Wong and Li (1997) for the variance
equation, where the model is speciﬁed as:
yt = β + εt (2.1)
where yt =( y1t,y 2t)
0, εt =( ε1t,ε 2t)
0 ,E(εt)=0 , and we assume the intercept vector
β =( β10β20)
0 to be known. The conditional variance equation follows the structure





























Expressions (2.2) and (2.3) can be re-written as:
5ε
2












where, due to the uncorrelatedness of the epsilons:

































α0 (1 − γ2)+α2γ0








γ0 (1 − α1)+γ1α0
(1 − γ2)(1− α1) − γ1α2
From the above we may deduce the following restrictions on the variance equation
parameters:
γ2 < 1; α1 < 1; (1 − γ2)(1− α1) − γ1α2 > 0
Our objective is to analyse the ML biases of O(T−1) in this simple model under
the assumption that we specify the conditional variance structure given in (2.2) and
(2.3) when, in fact, in the true model we have α1 = α2 = γ1 = γ2 =0 .T h i st y p eo f
assumption, together with the fact that β is considered as known, has been imposed
in many of the theoretical analyses that have been carried out in univariate ARCH
models so far (eg. Engle, Hendry and Trumble (1985), Linton (1997) and Iglesias and
Phillips (2003)), and it facilitates, especially here, the analysis and the interpretation
of the results.
There are many papers that show, in univariate ARCH and GARCH models,
expressions for the conditional and unconditional moments of the disturbance, but
in multivariate-ARCH models we have not found any such previous work. So, we
will begin by ﬁnding, in our simple setting, the moment expressions that relate the
structure of ε1t and ε2t, simply by using the relationships given above:
Lemma 2.1: Under the speciﬁcation of a heteroscedastic disturbance vector εt =
(ε1tε2t)
0 that follows (2.1), (2.2) and (2.3), we can establish the following results
























The methodology we will use has been proposed by Cox and Snell (1968), where
they showed that for independent, but not necessarily identically distributed obser-












































for i,j,l =1 ,...,p (L denotes the Log-likelihood function). The total Fisher Informa-
tion matrix and its inverse are deﬁned by K = {−kij} and K−1 = {−kij} respectively.
The formula is valid, even for non-independent observations, provided that all k0s are
of O(T) (see Cordeiro and McCullagh (1991)), and this justiﬁes the application of
the methodology in our case.
In order to proceed to obtain the expectations of the second and third order
derivatives, we can follow the matrix diﬀerential calculus techniques of Magnus and
Neudecker (1991). Liu and Polasek (1999) provided the expression of the information







































Wt =( IM,X t−1,...,Xt−k), Vt =( IN,Z t−1,...,Zt−q),
Xt−i = diag (y1t−i,y 2t−i,...,yMt−i)







, for j =1 ,...,q.
Note that IM and IN are an M ×M and an N ×N identity matrices respectively
and D is the duplication matrix deﬁned in (1.2).
7However, if we follow their analysis (see Liu and Polasek (1999, page 105)), the
previous expression is found to be in error because it neglects the dependence of the
disturbances in the variance equation with respect to the parameters in the mean
equation in the maximisation procedure. Their formula is valid only in the situation
where there are no parameters to estimate in the mean equation, which is precisely
our case. We extend the work by Liu and Polasek (1999) to include all the cumulants
we need for our analysis and Appendix 2 provides the expressions for the second
and third order derivatives of (1.1) in our model on applying the diﬀerential matrix
calculus.
Once we know the expressions of all the k components, we are in the position
to apply expression (2.4), obtaining the bias results and the variances (given by the
information matrix) presented in the next Theorem:
Theorem 2.1: If yt = εt where yt =( y1t,y 2t)
0, εt =( ε1t,ε 2t)
0 is a vector of random
variables that has the structure given in (2.2) and (2.3), with α1 = α2 = γ1 = γ2 =0 ,
then the biases and the variances of the ML estimators to order T−1 are given by:
E (b α0 − α0)=
α0
T + o(T−1) E (b γ0 − γ0)=
γ0
T + o(T−1)
E (b α1 − α1)=− 1
T+ o(T−1) E (b α2 − α2)=o(T−1)



















0 + o(T−1) var(b γ2)= 1
T + o(T−1)
Proof. Given in Appendix 2.
It is interesting to note how, when the intercept parameters α0 and γ0 diﬀer
substantially, the above model can generate severe and large variances in the ML
estimators of the α2 and γ1 parameters (at least in one of them). In practical appli-
cations that ﬁtam o d e lw i t ht h i ss p e c i ﬁcation to real data, one should be mindful of
this fact when interpreting the estimation results.
Table 2.1 shows the standard errors of O(T−1), and a comparison with the sim-
ulated errors for diﬀerent combinations of the intercepts of the conditional variance
equation, conﬁrming the results shown previously.
Table 2.1: Approximate Standard Errors when we mispecify the multivariate ARCH
eﬀects. T= 400.
α0 =0 .81 α0 =0 .04
γ0 =0 .04 γ0 =0 .04
α0 0.081 (0.082) 0.004 (0.004)
α1 0.050 (0.051) 0.050 (0.050)
α2 1.012 (1.035) 0.050 (0.051)
γ0 0.004 (0.004) 0.004 (0.004)
γ1 0.002 (0.002) 0.050 (0.051)
γ2 0.050 (0.050) 0.050 (0.050)
8Simulated values are given in brackets for 20000 replications
On the other hand, the bias and variances of the ML estimators to O(T−1) in a
univariate ARCH(1) model, E (ε2
t/It−1)=α1 +α2ε2
t−1, when nothing is estimated in
the mean equation and under misspeciﬁcation, are given by (see Engle, Hendry and
Trumble (1985) and Iglesias and Phillips (2003)):
E (b α1 − α1)=
α1





T + o(T−1) var(b α2)= 1
T + o(T−1)
Comparing these biases with those of Theorem 2.1, it is seen that in the new
bivariate speciﬁcation the biases in the parameters that are common have the same
structure, while on the other hand, there is a loss of estimation eﬃciency to O(T−1)
in the intercept parameter estimator, and no gain or loss in eﬃciency for the estimator
of the ARCH parameter.
Extending the work in Lumsdaine (1995), the representation of the relevant part














Using the same argument as the one given in Lumsdaine (1995, page 10), we can
prove that if α0 and γ0 change in the same proportion, the biases and t-statistics
in b α1, b α2, b γ1 and b γ2 will remain invariant. This result matches with the bias and
variance results obtained in Theorem 2.1. However, if α0 and γ0 vary in diﬀerent
proportions, the invariance property does not hold.
2.2 Case 2: Allowing for dependent and correlated distur-
bances
We analyse now the variance-speciﬁcation proposed by Engle and Kroner (1995) and
Liu and Polasek (1999,2000), given by the bivariate model:
yt = β + εt (2.5)
where yt =( y1t,y 2t)
0, εt =( ε1t,ε 2t)
0 ,E(εt)=0 , and we assume again the intercept
vector β =( β10,β20)
0 to be known. The variance representation implies a diagonal
structure for the disturbances following an ARCH(1) process:




































Then, it follows that:

















= α30 + α33ε
2
2t−1












α10α30 . This implies the restriction that in this model, in order to guaran-
tee that the correlation coeﬃcient is absolutely smaller than 1:
α
2
20 (1 − α11)(1− α33)<(1 − α22)
2 (α10α30)
When α11 = α22 = α33 =0 , then α2
20 <α 10α30. In addition, α10,α 30 > 0, while
0 <α 11,α 33 < 1.
Our objective is again to analyse the biases of O(T−1) in this simple model when
we use the ML estimation procedure, under the assumption that we specify a diagonal
structure in the conditional variance, when, in fact, the true model is the one for which
we have α11 = α22 = α33 =0 .
In this case, the moment expressions that relate the structure of ε1t and ε2t are
given by:
Lemma 2.2: Under the speciﬁcation of a heteroscedastic disturbance vector εt =
(ε1tε2t)
0 that follows (2.5) and (2.6), where α11 = α22 = α33 =0 , we can establish the





























10Proof. Given in Appendix 3.
Using again the methodology proposed by Cox and Snell (1968) (Appendix 4 gives
the expressions for the second and third order derivatives), the bias results are given
in Theorem 2.2.
Theorem 2.2: If yt = εt where εt =( ε1t,ε 2t)
0 is a vector of random variables that
has the structure given in (2.6) with α11 = α22 = α33 =0 , then the biases and the
variances of the ML estimators to order T−1 are given by:





























































































































































































Proof. Given in Appendix 4.
I ns p i t eo ft h el a r g ea n dt e d i o u se x p r e s s i o n sw eg e t ,i ti si m p o r t a n tt oh i g h l i g h t
t h eu t i l i t yw ec a ng e tf r o mt h e m ,b e c a u s et h e ya l l o wu st oﬁnd approximations to
the biases for any combination of parameters, and to discover their evolution. In
addition, under the assumption of misspeciﬁcation of the conditional process, we can
use the expressions for bias correction, substituting the true values of the expressions
with the estimated ones.
11Appendix 5 shows the graphs for the 6 expressions in Theorem 2.2 (we must take
account of the fact that α20 c a nb en e g a t i v e ,a n dt h a tw em u s ta n a l y s eo n l yt h e
regions where α2
20 <α 10α30). They show that for some combinations of parameters,
the biases can become very important. We conﬁrm the results in Liu and Polasek
(2000), in the sense that the biases can be very large in these models -even although
our setting is diﬀerent-, but our ﬁndings provide evidence that the biases are only
so large for some combinations of parameters. Table 2.2 show how the larger biases
are those for the parameters of the ARCH-components, especially when there is a
large diﬀerence between the intercepts of the two conditional variance equations. For
example, the approximate bias of the estimator of α22 increases from around -0.004
to -0.197 when the constant terms α10 and α30 change from being the same and equal
at 0.15 to α10 being kept constant at 0.15 and increasing α30 to 15.
Table 2.2: Biases and variances of O(T−1) for some diﬀerent parameter
conﬁgurations, α10 =0 .15,α 20 =0 .5 and T=200.
α30 =0 .15 α30 =1 5
E (b α10 − α10) 0.00003 0.00713
var(b α10) 0.00022 0.00031
E (b α20 − α20) 0.00177 0.09837
var(b α20) 0.00228 0.01336
E (b α30 − α30) 0.00003 0.71368
var(b α30) 0.00022 3.17670
E (b α11 − α11) -0.00022 -0.04757
var(b α11) 0.00008 0.00411
E (b α22 − α22) -0.00355 -0.19675
var(b α22) 0.00368 0.00347
E (b α33 − α33) -0.00022 -0.04757
var(b α33) 0.00008 0.00411
Once we have found the bias expressions of O(T−1), we can again extend the
work by Lumsdaine (1995) to our model. In this case we need to change α10,α 20 and
α30 in the same proportion to get invariance in the bias and t-statistics of b α11, b α22
and b α33. Otherwise, the invariance property becomes invalid (again, this is consistent
with the results in Theorem 2).
2.2.1 Special case when the correlation of the disturbances is misspeciﬁed
In this case, if we set α20 =0 , Theorem 2.2 now becomes:
Corollary 2.1: If yt = εt where εt =( ε1t,ε 2t)
0 is a vector of random variables
that has the structure given in (2.6) under misspeciﬁcation of the conditional correla-
tion (α20 =0 ) , then the biases and the variances of the ML estimators to order T−1
are given by:
12E (b α10 − α10)=α10
T + o(T−1) E (b α11 − α11)=− 1
T + o(T−1)





E (b α30 − α30)=α30





T + o(T−1) var(b α11)= 1
T + o(T−1)
var(b α20)=α10α30





T + o(T−1) var(b α33)= 1
T + o(T−1)
Proof. In the results given in Theorem 2.2, we set α20 =0 .
The expression for the bias of b α22 is now especially easy to interpret and it is easy
too to analyse the eﬀe c to fal a r g ed i s t a n c eb e t w e e nt h et w oi n t e r c e p t s .O nt h eo t h e r
hand, the bias and variances of the ML estimators in a univariate ARCH(1) model,
when nothing is estimated in the mean equation, were given at the end of Section
2.1. So we see that the eﬀect of imposing a correlation between the disturbances,
when in fact it does not exist, again does not aﬀect the bias structure, although on
the other hand, this time there is neither gain nor loss in eﬃciency to the order of
the approximation.
2.2.2 A SUR-speciﬁcation for the multivariate ARCH model
In this section, we ﬁnd an alternative way of getting the expressions for the infor-
mation matrix under the null hypothesis of no-ARCH eﬀects. Imposing an ARCH
structure in the variance equation, implies a SUR (Seemingly-unrelated Regression)
structure for the model. If we would apply this methodology to the previous model
(Case 1), the GLS (Generalised Least Squares) estimator coincides with the ML and
the OLS (Ordinary Least Squares) estimators so the required approximations could
be obtained by examining the equations separately. In case 2, however, analysing the
problem in the context of a SUR system of equations is helpful under more general
conditions so we illustrate the procedure.
Consider again the model:
ε
2
1t = α10 + α11ε
2
1t−1 + η1t
ε1tε2t = α20 + α22ε1t−1ε2t−1 + ζ1t
ε
2
2t = α30 + α33ε
2
2t−1 + η2t
where η1t and η2t are innovation processes that are connected through the second

















13The SUR-system can be written in the form:
































... ... ... ... ... ...
001 ε1(n−1)ε2(n−1) 00
0 0 001 ε2
20
... ... ... ... ... ...
0 0 001 ε2
2(n−1)




































= Σ =( Ψ−1 N
In)
where n i st h es a m p l es i z e ,a n dΣ is of order 3n × 3n.
In this case the GLS estimator is asymptotically equivalent to the ML estimator
so that we can obtain asymptotically (under the null of no-ARCH eﬀects):
































This procedure could have been easily extended to multivariate models with higher
order ARCH-type disturbances, and even generalised to the multivariate-GARCH.
143 An LM type test allowing for bias correction in
the estimators
In this section, we show how the small sample bias approximations for the parameters
in the Wong and Li (1997) model (Case 1), can be utilised in a Lagrange Multiplier
(LM) test. In particular, since in the LM procedure estimation is conducted only
under the null, the bias approximations (which for the variance parameters are found
only in the null case) can be employed directly. As was seen in Theorem 2.1 bias
approximations were found for the constant terms in the variance equations (2.2)
and (2.3); these are nuisance parameters for the LM test on the variance parameters,
since they are not subject to the test, and bias corrected estimates for them are easily
found. These bias corrected estimates will be employed in the LM test. However, an
additional use of the bias approximations for the variance parameters in the null case
can also be found. Rather than evaluate these parameters as zero under the null, we
may set them at the O(T−1) biases since the expected values of the ML estimators
are not zero but are close to the bias approximation. To analyse the eﬀect of this use
of the bias corrections, we shall conduct simulations with the bias corrected constant
terms in the LM while setting the parameters under test to zero. Then in further
simulations we both use bias corrected estimates for the constant terms and set the
parameters under test to their asymptotic bias values. We thus deﬁne three cases:
Model 1: The nuisance parameters are replaced with uncorrected ML estimates
and the parameters under test are set to zero (M1).
Model 2: The nuisance paramaters are replaced with bias corrected ML estimates
with the parameters under test set to zero (M2).
Model 3: The nuisance parameters are replaced with bias corrected ML estimates
and the parameters under test are set to their asymptotic bias values (M3).
The LM test takes the form:
LM = S (θ)
0 V −1S (θ)
where S is the score vector, V is the information matrix and θ =( α0,α 1,α 2,γ0,γ1,γ2)
0
is the 6×1 vector of unknown parameters.
The null hypothesis that we wish to test is:
H0 = α1,α 2,γ1,γ2 =0
There are several variants of the LM test and generally they diﬀer only in the
estimator of the information matrix; see for example Amemiya (1985) and Dagenais
and Dufour (1991) for some related literature. We may distinguish three types of such
estimators; the Outer Product (OP) matrix of the score vector, the Hessian (HES)
matrix and the expectation of the Hessian (ExpHES) matrix. A non-operational
procedure which we shall examine for comparative purposes, uses the true Hessian
(TrueHES) where the actual values of unknown parameters are employed rather than
estimates. Each of these four variants of the LM test will be examined in the simu-
lations in the contexts of Models 1-3.
15The LM test based upon the expected Hessian is not always available since ﬁnding
the closed form solution for the expected Hessian may not be possible. In this case,
however, it is straightforward. From Wong and Li (1997) we ﬁnd on using (2.1), (2.2)


















































On taking expectations through Hessian(θ) we have:
ExpHES(θ)=




























































































T 0 − 1
T

        

We thus have four variants of the LM test. Their size and power are examined in
a set of 60000 simulation experiments. First the test sizes are examined for sample
sizes T=50, 100, 200 and 500 where the nuisance parameters are set to α0 =0 .81
and γ0 =0 .04. This choice of parameter values was made to ensure that the small
sample biases were not trivial. In the simulations, to examine the power of the tests
we considered two sets of values for the variance parameters: (i) α1 = α2 = γ1 =
γ2 =0 .16, and (ii) α1 = α2 = γ1 = γ2 =0 .49. The ﬁrst of this represents a moderate
departure from the null whereas the second lies close to the stationarity bound and
so is a relatively extreme departure.
The results on the test size are given in Table 3.1 and for size-adjusted power in
Table 3.2. The ﬁrst clear result we ﬁnd is that of the bad size properties in small
samples for the HES LM test (see Table 3.1), because it is clearly over-sized, even
at T=500, in marked contrast to the other tests. The OP and the ExpHES have
16better size properties, although when we check the size-adjusted power of the tests
(Table 3.2) it reveals the lack of power of the OP test for ﬁnite samples. At the more
extreme alternative the ExpHES and the TrueHES tests have power close to unity at
all sample sizes. From the results, the ﬁrst recommendation in practical applications,
is always to use the ExpHES to test for multivariate ARCH eﬀects. Once we have
selected the ExpHES, we can concentrate on the selection among Model 1, Model 2
or Model 3. Model 3 seems to have better size properties than Model 1, and Model
2 has better size properties for samples larger than T=100. Analysing the TrueHES,
again the one that presents the best size properties is Model 3. If we consider the
size-adjusted power, we observe how the test power in Model 2 and 3 always improves
on that of Model 1 (the same occurs when we analyse the TrueHES case). So the
overall conclusion from the simulations is that, of the operational tests, only ExpHES
performs well. Its size is approximately correct even at T=50 while it has high power
against both the moderate and extreme alternatives at all sample sizes considered. It
even dominates the non-operational TrueHES test for the moderate alternative and
has comparable but slightly less power for the extreme alternative. Hence, our overall
recommendation must be to use the ExpHES test while bias correcting all the ML
estimates, or at least, the ones that are not restricted under the null.
Table 3.1: Size Results based on 5% critical values
OP HES ExpHES TrueHES
M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3
T=500 0.038 0.038 0.039 0.086 0.081 0.086 0.058 0.056 0.052 0.055 0.059 0.052
T=200 0.047 0.048 0.051 0.146 0.141 0.152 0.057 0.057 0.048 0.062 0.065 0.052
T=100 0.054 0.048 0.054 0.144 0.134 0.146 0.058 0.061 0.044 0.063 0.072 0.053
T=50 0.043 0.040 0.048 0.101 0.095 0.109 0.055 0.062 0.042 0.066 0.080 0.054
The results are based on 60000 Monte Carlo replications under the null of no-ARCH
eﬀects. α0 =0 .81 and γ0 =0 .04.
Table 3.2: Power Results based on 5% critical values size-adjusted
OP HES ExpHES TrueHES
When the alternative hypothesis is α1 = α2 = γ1 = γ2 =0 .16
M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3
T=500 0.940 0.942 0.932 0.996 0.996 0.996 1.000 1.000 1.000 1.000 1.000 1.000
T=200 0.244 0.250 0.218 0.029 0.032 0.029 1.000 1.000 1.000 0.961 0.966 0.962
T=100 0.062 0.079 0.063 0.018 0.020 0.020 0.979 0.979 0.979 0.852 0.857 0.853
T=50 0.040 0.047 0.042 0.025 0.027 0.027 0.815 0.820 0.832 0.708 0.708 0.709
When the alternative hypothesis is α1 = α2 = γ1 = γ2 =0 .49
T=500 0.837 0.844 0.846 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
T=200 0.537 0.541 0.526 0.719 0.754 0.689 1.000 1.000 1.000 1.000 1.000 1.000
T=100 0.101 0.143 0.087 0.030 0.075 0.015 0.999 1.000 0.999 0.999 0.999 0.999
T=50 0.013 0.018 0.009 0.009 0.009 0.007 0.966 0.969 0.966 0.981 0.982 0.982
The results are based on 60000 Monte Carlo replications. α0 =0 .81 and γ0 =0 .04.
174C o n c l u s i o n s
In this paper we have provided some theoretical evidence of the severe biases and
large variances that result from unconstrained-ML estimation of a simple bivariate-
ARCH model under misspeciﬁcation of the conditional heteroscedasticy processes.
When we analyse the model in Wong and Li (1997), we ﬁnd that some of the esti-
mators can have large variances if the diﬀerence between the intercepts in the model
is relatively large. In the case of the Engle and Kroner (1995) and Liu and Po-
lasek (1999, 2000) speciﬁcation, we ﬁnd that a large diﬀerence between the intercepts
can produce large biases in the estimators of the ARCH-terms for some combina-
tions of parameters. We also ﬁnd a restriction among the parameters of this model
(α2
20 (1 − α11)(1− α33)<(1 − α22)
2 (α10α30) using the notation in the paper) that
should be considered in the estimation. We show too how a SUR representation
allows one to easily ﬁnd the information matrix under the null of no-ARCH eﬀects
and how the work given in Lumsdaine (1995) can be extended to the multivariate
case. We believe that the possibility of extreme biases and variances should be taken
into account in practical applications when ML is used as the estimation procedure
in this model. In the last section of the paper we use our bias results to improve,
albeit slightly, the size and power of an LM type test for multivariate ARCH eﬀects
by bias-correcting the estimators of the parameters. The general recommendation
from the simulation results in this paper, is always to use in practical applications
the expected Hessian form of the LM test and bias correct all the ML estimators,
or at least, the ones that are not restricted under the null. The extension of the
results in this paper to more general structures in the mean and in the conditional
variance-covariance matrix are subject of future research.
18Appendix 1:
Comparisons∗of estimates from S-Plus+GARCH, BASEL and MLE with
Squared Distances
Parameters True Values Splus+G Basel MLE
β10 0.10 0.1223657 0.1086234 0.1397224
β20 0.30 0.2004163 0.2678540 0.2855772
β11 -0.40 -0.5246969 -0.5083313 -0.5427349
β22 0.05 0.0493810 0.0158123 0.0404794
α10 0.15 1.0107307 0.0505836 0.2498541
α20 0.05 -0.0001644 0.0519461 0.1158166
α30 0.10 0.6928885 0.1056807 0.2946794
α11 0.01 -0.1427515 0.0304871 0.1397502
α22 0.07 -0.0180374 0.0378279 0.1243003
α33 0.05 0.1011727 0.0279547 0.0774030
∗Table extracted from Liu and Polasek (2000), page 5. The beta parameters correspond























While the alpha parameters are given by the same structure that we use in expression
(2.6).
19Appendix 2
The proofof Theorem 2.1, implies the use of expression(2.4) to ¯nd the kij, the






; and assuming the parameter vector to be (®0;°0;®1;®2;°1;°2);
we obtain:
SECOND ORDER DERIVATIVES







































































2t¡1 k115 0 k116 0
k212 0 k213 0 k214 0
k215 0 k216 0 k222 2T (h22t)
3





2t¡1 k133 2T (h11t)
3"4




k135 0 k136 0 k233 0
k234 0 k235 0 k236 0
k144 2T (h11t)
3"4
2t¡1 k145 0 k146 0
k244 0 k245 0 k246 0
k155 0 k156 0 k166 0
k255 2T (h22t)
3"4
1t¡1 k256 2T (h22t)
3"2
1t¡1"2













k436 0 k444 2T (h11t)
3"6
2t¡1 k445 0
k446 0 k335 0 k356 0
k455 0 k456 0 k366 0
k466 0 k555 2T (h22t)
3"6







2t¡1 k666 2T (h22t)
3"6
2t¡1The Cox and Snell (1968) expressions that are required (apart from the sec-
ond order derivatives, and the third order derivatives previously given), once we
evaluate them when ®1 = ®2 = °1 = °2 = 0; are:
eval. eval. eval. eval.
1
2k111+ k11;1 0 1
2k112+ k11;2 0 1
2k113 + k11;3 0 1
2k114+ k11;4 0 1










2k214 + k21;4 0
1
2k215+ k21;5 0 1
2k216+ k21;6 0 1
2k221 + k22;1 0 1
2k222+ k22;2 0 1
2k223 + k22;3 0
1
2k224+ k22;4 0 1
2k225+ k22;5 0 1
2k226 + k22;6 0 1




2k132 + k13;2 ¡ T
2®0°0
1








2k135 + k13;5 ¡ T
2°0
1
2k136+ k13;6 ¡ T
2®0
1
2k231 + k23;1 0
1
2k232+ k23;2 0 1
2k233+ k23;3 0 1
2k234 + k23;4 0 1
2k235+ k23;5 0 1




































2k244 + k24;4 0
1
2k245+ k24;5 0 1
2k246+ k24;6 0 1
2k151 + k15;1 0 1
2k152+ k15;2 0 1






































2k161 + k16;1 0
1
2k162+ k16;2 0 1
2k163+ k16;3 0 1
2k164 + k16;4 0 1
2k165+ k16;5 0 1












































































































2k351 + k35;1 0
1
2k352+ k35;2 0 1
2k353+ k35;3 0 1
2k354 + k35;4 0 1
2k355+ k35;5 0 1










2k455 + k45;5 0eval. eval. eval. eval.
1
2k456+ k45;6 0 1
2k361 + k36;1 0 1
2k362 + k36;2 0 1
2k363+ k36;3 0 1




2k366 + k36;6 0
1




2k463 + k46;3 0
1
2k464+ k46;4 0 1
2k465 + k46;5 0 1








































2k653 + k65;3 ¡T®0
2°0
1















2k662 + k66;2 ¡3T
°0
1





2k665 + k66;5 ¡3T®0
°0
1
2k666+ k66;6 ¡3TAppendix 3
Proof. of Lemma 2.2
Under the conditions established in Lemma 2.2, we can describe a projection of
ε2t on ε1t:
ε2t = φε1t + ut




α10,a n dw ec a nﬁnd the moments that are
required for the disturbance to balance the system we are studying, by substituting









α10 (this conﬁrms again the












Hence, using the previous expressions and the conditions given in (2.7) and (2.8):
1. E (ε3
1tε2t)=E (ε3





















1t (φε1t + ut)
3¢

















1t (φε1t + ut)
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=3 α10α2














The proof of Theorem 2.2, implies the use of expression (2.4) to …nd the







;and ordering the parameters as: ®10;®20;®30;®11;®22;®33,
we obtain:
SECOND ORDER DERIVATIVES






























































































































































































































































































































































2t¡1The Cox and Snell (1968) expressions that are required (apart from the second order derivatives,
and the third order derivatives previously given), once we evaluate them when ®11 = ®22 = ®33 = 0; are:
evaluation evaluation
1
2k111 + k11;1 0 1
2k112 + k11;2 0
1
2k113 + k11;3 0
1
2k114 + k11;4 0
1
2k115 + k11;5 0 1
2k116 + k11;6 0
1
2k211 + k21;1 0 1
2k212 + k21;2 0
1
2k213 + k21;3 0 1
2k214 + k21;4 0
1
2k215 + k21;5 0 1
2k216 + k21;6 0
1
2k221 + k22;1 0 1
2k222 + k22;2 0
1
2k223 + k22;3 0 1
2k224 + k22;4 0
1
2k225 + k22;5 0 1
2k226 + k22;6 0
1
2k131 + k13;1 0 1
2k132 + k13;2 0
1
2k133 + k13;3 0
1
2k134 + k13;4 0
1
2k135 + k13;5 0 1
2k136 + k13;6 0
1
2k231 + k23;1 0
1
2k232 + k23;2 0
1
2k233 + k23;3 0 1
2k234 + k23;4 0
1
2k235 + k23;5 0
1



















































































































































































































































































2k331 + k33;1 0 1
2k332 + k33;2 0
1
2k333 + k33;3 0
1
2k334 + k33;4 0
1
2k335 + k33;5 0 1
















































































































































































































































































































































































































































































































































































































































Bias of α33 when α10 =0 .15 for diﬀerent values of α20 and α30. T=200.
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