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Abstract
We geometrize quantum groups of type D in the spirit of Beilinson et al. (1990) [1].
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1. Introduction
In the classical paper [1], Beilinson, Lusztig and MacPherson give a geometric realization of
the quantum deformation of gln. First, the q-Schur algebra Kd , a quotient of the quantum glm, is
constructed by using the geometry of pairs of m-step flags on a d-dimensional vector space over
a finite field. Then, the behavior of the structure constants of Kd is studied when d increases by
a multiple of m. Finally, the quantum glm is obtained via taking limit.
The generalization of this approach to quantum affine glm is done by Ginzburg and
Vasserot [2], and independently Lusztig [6]. The various structures, such as comultiplications,
inner products, canonical bases, of the (modified) quantum affine glm are then studied in the
geometric setting in [2,6] by several authors in [3,7,13], and [9].
Motivated by the work [1] and [8], we give a geometric realization of certain quotients of the
quantum group of type Dm, in analogy with the geometric construction of Kd . More precisely,
we consider a variety X (3.1) consisting of certain “ramified” (2m − 2)-step flags in a fixed d-
dimensional vector space over a finite field. We show that the space of GL(d)-invariant functions
on the double X ×X, equipped with a natural convolution product, receives an algebra homo-
morphism from the quantum group of type Dm. As we will show in Section 4, the variety X sits
in-between the variety R in [11, 3.1] and the variety L in [10].
Many natural questions, such as the constructions of the transfer maps of the quotients, the
geometric constructions of the inner products and the canonical bases of the quantum groups of
type D, arise from this paper.
2. Quantum groups
2.1. Definitions
The Dynkin graph Γm of type Dm+2 is a graph of the form
i
j1 j2 · · · jm
k.
Let I = {i, k, j1, . . . , jm} be the vertex set of Γm. We set Caa = 2, Cab = −1 if there is an edge
between a and b, Cab = 0 otherwise, for any a = b ∈ I . The matrix C = (Cab)a,b∈I is the Cartan
matrix attached to Γm.
Following [4, Ch. 3], we define U′ to be the C(v)-algebra with unit generated by the symbols
Ea,Fa,Ka, and K−1a , ∀a ∈ I
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KaK
−1
a = 1, KaKb = KbKa, ∀a, b ∈ I ;
KaEb = vCabEbKa, KaFb = v−CabFbKa, ∀a, b ∈ I ;
EaFb − FbEa = δab Ka − K
−1
a
v − v−1 , ∀a, b ∈ I.
The quantum group U of type Dm+2 is the quotient algebra of U′ by the two-sided ideal generated
by the following elements
E2aEb −
(
v + v−1)EaEbEa + EbE2a, F 2a Fb − (v + v−1)FaFbFa + FbF 2a , if Cab = −1;
EaEb − EbEa, FaFb − FbFa, if Cab = 0.
3. Algebra C(X×X)
3.1. Variety X
Let Fq be a finite field of q elements. Fix a finite dimensional vector space D over Fq . Let X
be the set consisting of all flags, U , in D of the form
Ui
Vjm · · · Vj2 Vj1 Uj1 · · · Ujm D
Uk
where “A B ” represents A ⊆ B . For any ν ∈ N[I ], let Xν be the subset of X consisting
of all flags U such that
dimUi = νi, dimUk = νk, dimUjβ + dimVjβ = νjβ , ∀1 β m.
The set X admits a decomposition
X =
⊔
ν∈N[I ]
Xν.
3.2. Notations
We will use the following notations. For any vector space V , we write
|V | = dimV.
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V1
1⊂ V2
for the condition that V1 ⊂ V2 and dimV2 − dimV1 = 1. The notation “V1 1⊃ V2” is defined in a
similar way. For a = i or k, we write
U
a⊂ U˜
to represent that Ua
1⊂ U˜a and the other components of U and U˜ are the same. For a = jβ ,
1  β  m, we write “U
a⊂ U˜” to represent Ujβ
1⊂ U˜jβ and the other components of U and U˜
are the same, or Vjβ
1⊂ V˜jβ and the other components of U and U˜ are the same. The notation
“U
a⊃ U˜” is defined in a similar manner.
Given any U ∈ X, we set Vjm+1 = 0 and Ujm+1 = D.
3.3. Generators
Let C′(X × X) be the C-vector space of all C-valued functions on X × X. On C′(X × X),
there is a convolution product given by
φ1 ◦ φ2(U, U˜) =
∑
U ′∈X
φ1
(
U,U ′
)
φ2
(
U ′, U˜
)
, ∀φ1, φ2 ∈ C′(X × X); U, U˜ ∈ X.
It is clear that this convolution product is associative. So C′(X × X) is an associative algebra
over C. The algebra C′(X × X) has a unit 1 defined by sending (U, U˜) to 1 if U = U˜ , and 0
otherwise. Let us define the following elements in C′(X × X):
K±a(U, U˜) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
(
√
q )±(|U˜j1 |+|V˜j1 |−2|U˜i |), if U = U˜ , a = i,
(
√
q )±(|U˜j1 |+|V˜j1 |−2|U˜k |), if U = U˜ , a = k,
(
√
q )±(|U˜j2 |+|V˜j2 |+|U˜i |+|U˜k |−2|U˜j1 |−2|V˜j1 |), if U = U˜ , a = j1,
(
√
q )
±(|U˜jβ+1 |+|V˜jβ+1 |+|U˜jβ−1 |+|V˜jβ−1 |−2|U˜jβ |−2|V˜jβ |), if U = U˜ , a = jβ,
0, if U = U˜ ,
(1)
where β = 2, . . . ,m. To the vertex i, we associate the following elements in C′(X × X):
Ei(U, U˜) =
{
(
√
q )−(|U˜j1 |−|U˜i |), if U
i⊂ U˜ ,
0, otherwise,
Fi(U, U˜) =
{
(
√
q )−(|U˜i |−|V˜j1 |), if U
i⊃ U˜ ,
0, otherwise.
(2)
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Ek(U, U˜) =
{
(
√
q )−(|U˜j1 |−|U˜k |), if U
k⊂ U˜ ,
0, otherwise,
Fk(U, U˜) =
{
(
√
q )−(|U˜k |−|V˜j1 |), if U
k⊃ U˜ ,
0, otherwise.
(3)
To the vertices j1, and jβ , 2 β m, we associate the following elements in C′(X ×X):
Ej1(U, U˜) =
⎧⎪⎪⎨
⎪⎪⎩
(
√
q )−(|U˜i |+|U˜k |−|V˜j1 |−|V˜j2 |), if U
j1⊂ U˜ ,Vj1
1⊂ V˜j1 ,
(
√
q )−(|U˜j2 |+2|V˜j1 |−|U˜j1 |), if U
j1⊂ U˜ ,Uj1
1⊂ U˜j1,
0, otherwise,
Ejβ (U, U˜) =
⎧⎪⎪⎨
⎪⎪⎩
(
√
q )
−(|U˜jβ−1 |−|V˜jβ |−|V˜jβ+1 |), if U
jβ⊂ U˜ ,Vjβ
1⊂ V˜jβ ,
(
√
q )
−(|U˜jβ+1 |+2|V˜jβ |−|U˜jβ |−|V˜jβ−1 |), if U
jβ⊂ U˜ ,Ujβ
1⊂ U˜jβ ,
0, otherwise,
(4)
Fj1(U, U˜) =
⎧⎪⎪⎨
⎪⎪⎩
(
√
q )−(|U˜j2 |−2|U˜j1 |+|V˜j1 |), if U
j1⊃ U˜ ,Vj1
1⊃ V˜j1,
(
√
q )−(|U˜j1 |−|U˜i |−|U˜k |−|V˜j2 |), if U
j1⊃ U˜ ,Uj1
1⊃ U˜j1,
0, otherwise,
Fjβ (U, U˜) =
⎧⎪⎪⎨
⎪⎪⎩
(
√
q )
−(|U˜jβ+1 |−2|U˜jβ |+|V˜jβ |+|V˜jβ−1 |), if U
jβ⊃ U˜ ,Vjβ
1⊃ V˜jβ ,
(
√
q )
−(−|V˜jβ+1 |+|U˜jβ |−|U˜jβ−1 |), if U
jβ⊃ U˜ ,Ujβ
1⊃ U˜jβ ,
0, otherwise.
(5)
We will also need the following elements when we do the computations:
1Ej1(U, U˜) =
{
(
√
q )−(|U˜i |+|U˜k |−|V˜j1 |−|V˜j2 |), if U
j1⊂ U˜ ,Vj1
1⊂ V˜j1,
0, otherwise,
2Ej1(U, U˜) =
{
(
√
q )−(|U˜j2 |+2|V˜j1 |−|U˜j1 |), if U
j1⊂ U˜ ,Uj1
1⊂ U˜j1 ,
0, otherwise.
We define 1Ejβ , 2Ejβ for 2  β  m in a similar manner. The notations 1Fjβ and 2Fjβ for
1 β m are self-evident. We have
Ejβ = 1Ejβ + 2Ejβ , Fjβ = 1Fjβ + 2Fjβ , ∀1 β m.
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Let C(X × X) be the subalgebra of C′(X × X) generated by the elements Ka , K−1a , Ea , and
Fa for all a ∈ I defined in Section 3.3, (1)–(5). We set
C(Xν ×Xν˜) = C(X ×X)∩C′(Xν × Xν˜), ∀ν, ν˜ ∈ N[I ].
Then
C(X ×X) =
⊕
ν,ν˜∈N[I ]
C(Xν × Xν˜).
We have
Theorem 3.5. The assignments v → √q , Ka → Ka , K−1a → K−1a , Ea → Ea , and Fa → Fa for
all a ∈ I define a unique surjective C-algebra homomorphism Φ : U → C(X ×X).
The proof of the theorem will be given in Section 5.17.
4. Geometry of X
Throughout this section, we fix an algebraic closure F of the field Fq .
4.1. Irreducible components of X
The definition of X in Section 3.1 applies if we replace the field Fq by F. We thus get a variety,
denoted again by X, over F. Recall that we have a partition of X:
X =
⊔
ν∈N[I ]
Xν, Xν =
{
U ∈ X ∣∣ |Ui | = νi, |Uk| = νk, |Ujβ | + |Vjβ | = νβ, ∀1 β m}.
Given a sequence c = (cm, . . . , c1) of non-decreasing, non-negative integers, we set
Xν,c =
{
U ∈ Xν
∣∣ |Vjm | = cm, . . . , |Vj1 | = c1}.
These are the irreducible components of Xν . We have a decomposition of Xν
Xν =
⊔
c
Xν,c
where the union runs over all sequences of non-decreasing, non-negative integers. Note that Xν,c
is empty for all but finitely many c. We would like to compute the dimension of Xν,c.
Let Fc denote the following variety
Fc =
{
Vm ⊂ · · · ⊂ V1 ⊂ U1 ⊂ · · · ⊂ Um ⊂ D
∣∣ |Vβ | = cβ, |Uβ | = νjβ − cβ,1 β m}.
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morphism with fiber isomorphic to the variety
Fi,k = {Ui | Vj1 ⊂ Ui ⊂ Uj1} × {Uk | Vj1 ⊂ Uk ⊂ Uj1}.
So Xν,c is a smooth, irreducible variety. The dimensions of Fc and Fi,k can be computed as
follows:
dim Fi,k = (νi − c1)(νj1 − νi) + (νk − c1)(νj1 − νk);
dim Fc =
m∑
β=1
(cβ − cβ+1)(d − cβ) + (νj1 − c1 − c1)
(
d − (νj1 − c1)
)
+
m∑
β=2
(
(νjβ − cβ) − (νjβ−1 − cβ−1)
)(
d − (νjβ − cβ)
)
= c1(νj1 − c1) +
m∑
β=1
(νjβ − cβ)(νjβ+1 − cβ+1)
−
m∑
β=1
(νjβ − cβ)2 −
1
2
m+1∑
β=1
(cβ − cβ−1)2;
where we set νjm+1 = d , νj0 = 0, c0 = 0, and cm+1 = 0. So the dimension of Xν,c is
∑
a=i,k
(νa − c1)(νj1 − νa) + c1(νj1 − c1) +
m∑
β=1
(νjβ − cβ)(νjβ+1 − cβ+1)
−
m∑
β=1
(νjβ − cβ)2 −
1
2
m+1∑
β=1
(cβ − cβ−1)2. (6)
Remark. Let X0 =⊔ν∈N[I ] Xν,0, where 0 is the sequence such that all entries are zero. The
variety X0 is a special case of the variety
⊔
v Rθ (v,w) defined in [11, 3.1], and further studied
in [12].
4.2. Relation with quiver varieties
Let P be the pre-projective algebra attached to the graph Γm. See [5, 2.25] for an explicit
definition of P. Let Pjm be the indecomposable projective P-module attached to the vertex jm.
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F
ρ
F ⊕ F
ρ¯
ρ¯
σ
F ⊕ F
σ¯
σ
· · ·
σ¯
σ
F ⊕ F
σ¯
F
ρ
where the linear maps ρ, ρ¯, σ , and σ¯ are defined by
ρ =
(
1
0
)
, ρ¯ = (0 1 ) , σ =
(
1 0
0 0
)
, and σ¯ =
(
0 0
0 1
)
.
Let Pjm ⊗ D be the direct sum of |D|-copies of Pjm , which is represented by
D
ρ
D ⊕ D
ρ¯
ρ¯
σ
D ⊕ D
σ¯
σ
· · ·
σ¯
σ
D ⊕ D
σ¯
D
ρ
where the linear maps ρ, ρ¯, σ and σ are defined as block matrices.
Let Y be the variety of all P-submodules in Pjm ⊗ D. In other words, Y is the set of graded
vector spaces V =⊕a∈I Va , where Vi , Vk ∈ D, Vjβ ∈ D ⊕ D for 1 β m, such that
ρ(Vi ) + ρ(Vk) ⊆ Vj1 , ρ¯(Vj1) ⊆ Vi ∩ Vk, σ (Vjβ ) ⊆ Vjβ+1 , σ¯ (Vjβ+1) ⊆ Vjβ ,
for any β = 1, . . . ,m− 1. By [5, Thm. 2.26], we know that Y is isomorphic to the quiver variety
L defined in [10]. Define a morphism
Ψ1 : X → Y
by
Ψ1(U)i = Ui, Ψ1(U)k = Uk, Ψ1(U)jβ = (Ujβ ⊕ 0) ⊕ (0 ⊕ Vjβ ), ∀1 β m.
It is clear that Ψ1 is injective. Let p2 : D ⊕D → D be the second projection. Define a morphism
Ψ2 : Y → X
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Ui = Vi , Uk = Vk, Ujβ = Vjβ ∩ D ⊕ 0, Vjβ = p2(Vjβ ), ∀1 β m.
Summing up, we have
Proposition 4.3. X is a closed subvariety of Y . Ψ2Ψ1 = IdX , the identity morphism of X.
5. Defining relations
Now we investigate the relations between the elements K±a , Ea and Fa , ∀a ∈ I , defined in
Section 3.3, (1)–(5), in the algebra C(X ×X).
Lemma 5.1. KaK−1a = 1 and KaKb = KbKa for any a, b ∈ I .
This is clear.
Lemma 5.2. KaEb = (√q )CabEbKa and KaFb = (√q )−CabFbKa , for any a, b ∈ I .
This is also clear.
Lemma 5.3. EiFi − FiEi = Ki−K
−1
i√
q−(√q )−1 .
Proof. Assume that U ∈ X. We have
EiFi(U,U) =
∑
U ′∈X
Ei
(
U,U ′
)
Fi
(
U ′,U
)= (√q )−(|U ′j1 |−|U ′i |+|Ui |−|Vj1 |)#{U ′ ∣∣U i⊂ U ′}.
Observe that {U ′ | U i⊂ U ′}  {U ′i | Ui
1⊂ U ′i ⊂ Uj1}. So
EiFi(U,U) =
(√
q
)−(|Uj1 |−|Vj1 |−1) q |Uj1 |−|Ui | − 1
q − 1 . (7)
On the other hand,
FiEi(U,U) =
∑
U ′′∈X
Fi
(
U,U ′′
)
Ei
(
U ′′,U
)= (√q )−(|U ′′i |−|V ′′j1 |+|Uj1 |−|Ui |)#{U ′′ ∣∣U i⊃ U ′′}.
The set {U ′′ | U i⊃ U ′′} is bijective to {U ′′i | Vj1 ⊂ U ′′i
1⊂ Ui}. So
FiEi(U,U) =
(√
q
)−(|Uj1 |−|Vj1 |−1) q |Ui |−|Vi | − 1
q − 1 . (8)
Combining (7) and (8), we have
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(√
q
)−(|Uj1 |−|Vj1 |−1) (√q )2|Uj1 |−2|Ui | − (√q )2|Ui |−2|Vj1 |
q − 1
= (
√
q )|Uj1 |+|Vj1 |−2|Ui | − (√q )−|Uj1 |−|Vj1 |+2|Ui |√
q − (√q )−1
= Ki − K
−1
i√
q − (√q )−1 (U,U). (9)
Next, assume that U˜ ∈ X such that U = U˜ . We have
EiFi(U, U˜) =
∑
U ′∈X
Ei
(
U,U ′
)
Fi
(
U ′, U˜
)= (√q )−(|U ′j1 |−|U ′i |+|U˜i |−|V˜j1 |)#{U ′ ∣∣U i⊂ U ′ i⊃ U˜}.
The set {U ′ | U i⊂ U ′ i⊃ U˜} is empty, and hence EiFi(U, U˜) = 0, unless |Ui + U˜i/Ui | = 1, and
the other components of U and U˜ are the same. Under this condition, U ′i = Ui + U˜i , and the
other components of U ′ are the same as that of U . So,
EiFi(U, U˜) =
(√
q
)−(|Uj1 |−|Vj1 |−1).
On the other hand,
FiEi(U, U˜) =
∑
U ′′∈X
Fi
(
U,U ′′
)
Ei
(
U ′′, U˜
)= (√q )−(|U ′′i |−|V ′′j1 |+|U˜j1 |−|U˜i |)#{U ′′ ∣∣U i⊃ U ′′ i⊂ U˜}.
Notice that the set {U ′′ | U i⊃ U ′′ i⊂ U˜} is empty, and so FiEi(U, U˜) = 0, unless |Ui/Ui ∩
U˜i | = 1, and the other components of U and U˜ are the same. In this case, U ′ = Ui ∩ U˜i , and the
other components of U ′ are the same as that of U . So,
FiEi(U, U˜) =
(√
q
)−(|Uj1 |−|Vj1 |−1).
Observe that Ui + U˜i/Ui  Ui/Ui ∩ U˜i . So |Ui + U˜i/Ui | = 1 if and only if |Ui/Ui ∩ U˜i | = 1.
From the above analysis, we have
(EiFi − FiEi)(U, U˜) = 0, ∀U = U˜ ∈ X. (10)
The lemma follows from (9) and (10). 
Lemma 5.4. EkFk − FkEk = Kk−K
−1
k√
q−(√q )−1 .
Proof. This lemma can be proved in a similar manner as the proof of Lemma 5.3. We provide
another one here. Consider the permutation a : X → X defined by a(U)i = Uk , a(U)k = Ui and
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phism
a∗ : C′(X ×X) → C′(X × X) (11)
sending K±i , Ei and Fi to K
±
k , Ek and Fk , respectively, and fixing the elements Kjβ , Ejβ and
Fjβ for 1 β m. Then the lemma follows by applying a∗ to the identity in Lemma 5.3. 
Lemma 5.5. Ej1Fj1 − Fj1Ej1 =
Kj1−K−1j1√
q−(√q )−1 .
Proof. Let U be a flag in X. We have
1Ej1
1Fj1(U,U) =
∑
U ′∈X
1Ej1
(
U,U ′
) 1Fj1(U ′,U)
= (√q )−(|U ′i |+|U ′k |−|V ′j1 |−|V ′j2 |+|Uj2 |−2|Uj1 |+|Vj1 |)#{U ′ ∣∣U j1⊂ U ′,Vj1 1⊂ V ′j1}.
The set {U ′ | U j1⊂ U ′,Vj1
1⊂ V ′j1} is bijective to {V ′j1 | Vj1
1⊂ V ′j1 ⊂ Ui ∩ Uk}. So
1Ej1
1Fj1(U,U) =
(√
q
)−(−|Vj2 |+|Uj2 |−2|Uj1 |+|Ui |+|Uk |−1) q |Ui∩Uk |−|Vj1 | − 1
q − 1 . (12)
On the other hand,
1Fj1
1Ej1(U,U) =
∑
U ′′∈X
1Fj1
(
U,U ′′
) 1Ej1(U ′′,U)
= (√q )−(|U ′′j2 |−2|U ′′j1 |+|V ′′j1 |+|Ui |+|Uk |−|Vj1 |−|Vj2 |)#{U ′′ ∣∣U j1⊃ U ′′,Vj1 1⊃ V ′j1}.
The set {U ′′ | U j1⊃ U ′′,Vj1
1⊃ V ′j1} can be identified with the set {V ′′j1 | Vj1
1⊃ V ′′j1 ⊃ Vj2}. So
1Fj1
1Ej1(U,U) =
(√
q
)−(−|Vj2 |+|Uj2 |−2|Uj1 |+|Ui |+|Uk |−1) q |Vj1 |−|Vj2 | − 1
q − 1 . (13)
Similarly, we compute
2Ej1
2Fj1(U,U) =
∑
U ′∈X
2Ej1
(
U,U ′
) 2Fj1(U ′,U)
= (√q )−(|U ′j2 |+2|V ′j1 |−|U ′j1 |+|Uj1 |−|Ui |−|Uk |−|Vj2 |)#{U ′ ∣∣U j1⊂ U ′,Uj1 1⊂ U ′j1}.
The set {U ′ | U j1⊂ U ′,Uj 1⊂ U ′ } is bijective to the set {U ′ | Uj 1⊂ U ′ ⊂ Uj }. So1 j1 j1 1 j1 2
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2Fj1(U,U) =
(√
q
)−(−|Vj2 |+|Uj2 |−|Ui |−|Uk |+2|Vj |−1) q |Uj2 |−|Uj1 | − 1
q − 1 . (14)
On the other hand,
2Fj1
2Ej1(U,U) =
∑
U ′′∈X
2Fj1
(
U,U ′′
) 2Ej1(U ′′,U)
= (√q )−(|U ′′j1 |−|U ′′i |−|U ′′k |−|V ′′j2 |+|Uj2 |+2|Vj1 |−|Uj1 |)#{U ′′ ∣∣U j1⊃ U ′′,Uj1 1⊃ U ′′j1}.
The set {U ′′ | U j1⊃ U ′′,Uj1
1⊃ U ′′j1} is bijective to the set {U ′′j1 | Uj1
1⊃ U ′′j1 ⊃ Ui + Uk}. So
2Fj1
2Ej1(U,U) =
(√
q
)−(−|Vj2 |+|Uj2 |−|Ui |−|Uk |+2|Vj |−1) q |Uj1 |−|Ui+Uk | − 1
q − 1 . (15)
Next, observe that
rEj1
sFj1(U,U) = 0 = sFj1 rEj1(U,U), ∀r = s. (16)
By Eqs. (12), (13), (14), (15) and (16), we have
(Ej1Fj1 − Fj1Ej1)(U,U) =
Kj1 − K−1j1√
q − (√q )−1 (U,U). (17)
Let U˜ be a flag in X such that U = U˜ . We have
1Ej1
1Fj1(U, U˜)
= (√q )−(|U ′i |+|U ′k |−|V ′j1 |−|V ′j2 |+|U˜j2 |−2|U˜j1 |+|V˜j1 |)#{U ′ ∣∣U, U˜ j1⊂ U ′,Vj1, V˜j1 1⊂ V ′j1}.
The set {U ′ | U, U˜ j1⊂ U ′,Vj1 , V˜j1
1⊂ V ′j1} is empty, and hence 1Ej1 1Fj1(U, U˜) = 0, unless |Vj1 +
V˜j1/Vj1 | = 1, and the other components of U and U˜ are the same. In this case, this set consists
of exactly one element U ′ with V ′j1 = Vj1 + V˜j1 , and the other components are the same as that
of U . In this case
1Ej1
1Fj1(U, U˜) =
(√
q
)−(−|Vj2 |+|Uj2 |−2|Uj1 |+|Ui |+|Uk |−1). (18)
On the other hand
1Fj1
1Ej1(U, U˜)
= (√q )−(|U ′′j2 |−2|U ′′j1 |+|V ′′j1 |+|U˜i |+|U˜k |−|V˜j1 |−|V˜j2 |)#{U ′′ ∣∣U, U˜ j1⊃ U ′′,Vj1 , V˜j1 ⊃ V ′j1}.
The set {U ′′ | U, U˜ j1⊃ U ′′,Vj1 , V˜j1 ⊃ V ′j1} is empty, thus 1Fj1 1Ej1(U, U˜) = 0, unless |Vj1/Vj1 ∩
V˜j | = 1, and the other components of U and U˜ are the same. In this case1
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1Ej1(U, U˜) =
(√
q
)−(−|Vj2 |+|Uj2 |−2|Uj1 |+|Ui |+|Uk |−1). (19)
Due to the fact that |Vj1 + V˜j1/Vj1 | = 1 if and only if |Vj1/Vj1 ∩ V˜j1 | = 1, and by comparing (18)
and (19), we have
( 1Ej1 1Fj1 − 1Fj1 1Ej1)(U, U˜) = 0, ∀U = U˜ ∈ X. (20)
Similarly, we have
2Ej1
2Fj1(U, U˜)
= (√q )−(|U ′j2 |+2|V ′j1 |−|U ′j1 |+|U˜j1 |−|U˜i |−|U˜k |−|V˜j2 |)#{U ′ ∣∣U, U˜ j1⊂ U ′,Uj2 , U˜j2 1⊂ U ′j2}.
The set {U ′ | U, U˜ j1⊂ U ′,Uj2 , U˜j2
1⊂ U ′j2} is empty, so 2Ej1 2Fj1(U, U˜) = 0, unless |Uj1 +
U˜j1/Uj1 | = 1, and the other components of U and U˜ are the same. In this case, this set has
only one element U ′ such that U ′j1 = Uj1 + U˜j1 and the other components are the same as that
of U . So
2Ej1
2Fj1(U, U˜) =
(√
q
)−(−|Vj2 |+|Uj2 |−|Ui |−|Uk |+2|Vj1 |−1). (21)
On the other hand,
2Fj1
2Ej1(U, U˜)
= (√q )−(|U ′′j1 |−|U ′′i |−|U ′′k |−|V ′′j2 |+|U˜j2 |+2|V˜j1 |−|U˜j1 |)#{U ′′ ∣∣U, U˜ j1⊃ U ′′,Uj1, U˜j1 1⊃ U ′′j1}.
The set {U ′′ | U, U˜ j1⊃ U ′′,Uj1 , U˜j1
1⊃ U ′′j1} is empty, thus 2Fj1 2Ej1(U, U˜) = 0, unless |Uj1/Uj1 ∩
U˜j1 | = 1, and the other components of U and U˜ are the same. In this case
2Fj1
2Ej1(U, U˜) =
(√
q
)−(−|Vj2 |+|Uj2 |−|Ui |−|Uk |+2|Vj1 |−1). (22)
By (21) and (22), we have
( 2Ej1 2Fj1 − 2Fj1 2Ej1)(U, U˜) = 0, ∀U = U˜ ∈ X. (23)
Next, we compute
1Ej1
2Fj1(U, U˜)
= (√q )−(|U ′i |+|U ′k |−|V ′j1 |−|V ′j2 |+|U˜j1 |−|U˜i |−|U˜k |−|V˜j2 |)#{U ′ ∣∣U, U˜ j1⊂ U ′,Vj1 1⊂ V ′j1,U ′j1 1⊃ U˜j1}.
The set {U ′ | U j1⊂ U ′ j1⊃ U˜ ,Vj1
1⊂ V ′j1,U ′j1
1⊃ U˜j1} is empty, hence 1Ej1 2Fj1(U, U˜) = 0, unless
Vj
1⊂ V˜j , Uj 1⊃ U˜j , and the other components of U and U˜ are the same. In this case,1 1 1 1
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2Fj1 =
(√
q
)−(−2|Vj2 |+|Uj1 |−|Vj1 |−2). (24)
Next,
2Fj1
1Ej1(U, U˜) =
(√
q
)−(|U ′′j1 |−|U ′′i |−|U ′′k |−|V ′′j2 |+|U˜i |+|U˜k |−|V˜j1 |−|V˜j2 |)
× #{U ′′ ∣∣U, U˜ j1⊃ U ′′,Uj1 1⊃ U ′′j1,V ′′j1 1⊂ V˜j1}.
The set {U ′′ | U, U˜ j1⊃ U ′′,Vj1
1⊃ V ′′j1,U ′′j1
1⊂ U˜j1} is empty, so 2Fj1 1Ej1(U, U˜) = 0, unless Vj1
1⊂
V˜j1 , Uj1
1⊃ U˜j1 , and the other components of U and U˜ are the same. In this case, this set has
exactly one element U ′ with V ′j1 = Vj1 , U ′j1 = U˜j1 , and the other components are the same as
that of U . Thus
2Fj1
1Ej1(U, U˜) =
(√
q
)−(−2|Vj2 |+|Uj1 |−|Vj1 |−2). (25)
From the above analysis, we have
( 1Ej1 2Fj1 − 2Fj1 1Ej1)(U, U˜) = 0, ∀U = U˜ ∈ X. (26)
Next, we compute
2Ej1
1Fj1(U, U˜)
= (√q )−(|U ′j2 |+2|V ′j1 |−|U ′j1 |+|U˜j2 |−2|U˜j1 |+|V˜j1 |)#{U ′ ∣∣U, U˜ j1⊂ U ′,Uj1 1⊂ U ′j1,V ′j1 1⊃ V˜j1}.
The set {U ′ | U, U˜ j1⊂ U ′,Uj1
1⊂ U ′j1,V ′j1
1⊃ V˜j1} is empty, and thus 2Ej1 1Fj1(U, U˜) = 0, unless
Vj1
1⊃ V˜j1 , Uj1
1⊂ U˜j1 , and the other components of U and U˜ are the same. In this case, the set
has only one element U ′ with V ′j1 = Vj1 , U ′j1 = U˜j1 , and the other components are the same as
that of U . So
2Ej1
1Fj1(U, U˜) =
(√
q
)−(2|Uj2 |+3|Vj1 |−3|Uj1 |−4). (27)
Finally,
1Fj1
2Ej1(U, U˜)
= (√q )−(|U ′′j2 |−2|U ′′j1 |+|V ′′j1 |+|U˜j2 |+2|V˜j1 |−|U˜j1 |)#{U ′′ ∣∣U, U˜ j1⊃ U ′′,Vj1 1⊃ V ′′j1,U ′′j1 1⊂ U˜j1}.
The set {U ′′ | U, U˜ j1⊃ U ′′,Vj1
1⊃ V ′′j1,U ′′j1
1⊂ U˜j1} is empty, so 1Fj1 2Ej1(U, U˜) = 0, unless Vj1
1⊃
V˜j1 , Uj1
1⊂ U˜j1 , and the other components of U and U˜ are the same. In this case, this set has only
one element U ′′ with V ′′j1 = V˜j1 and U ′′j1 = Uj1 and the other components are the same as that
of U . So
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2Ej1(U, U˜) =
(√
q
)−(2|Uj2 |+3|Vj1 |−3|Uj1 |−4). (28)
From the above analysis, we have
( 2Ej1 1Fj1 − 1Fj1 2Ej1)(U, U˜) = 0. (29)
The lemma follows from (17), (20), (23), (26) and (29). 
Lemma 5.6. EjβFjβ − FjβEjβ =
Kjβ −K−1jβ√
q−(√q )−1 , for any β  2.
Proof. The proof is similar to the proof of Lemma 5.5. Let U be a flag in X. We compute
1Ejβ
1Fjβ (U,U)
= (√q )−(|U ′jβ−1 |−|V ′jβ |−|V ′jβ+1 |+|Ujβ+1 |−2|Ujβ |+|Vjβ |+|Vjβ−1 |)#{U ′ ∣∣U jβ⊂ U ′,Ujβ 1⊂ U ′jβ}.
The set {U ′ | U jβ⊂ U ′,Ujβ
1⊂ U ′jβ } is bijective to the set {V ′jβ | Vjβ
1⊂ V ′jβ ⊂ Vjβ−1}. So
1Ejβ
1Fjβ (U,U) =
(√
q
)−(|Ujβ+1 |−|Vjβ+1 |−2|Ujβ |+|Ujβ−1 |+|Vjβ−1 |−1) q |Vjβ−1 |−|Vjβ | − 1
q − 1 . (30)
Next, we compute
1Fjβ
1Ejβ (U,U)
= (√q )−(|U ′′jβ+1 |−2|U ′′jβ |+|V ′′jβ |+|V ′′jβ−1 |+|Ujβ−1 |−|Vjβ |−|Vjβ+1 |)#{U ′′ ∣∣U jβ⊃ U ′′,Vjβ 1⊃ V ′′jβ}.
Observe that the set {U ′′ | U jβ⊃ U ′′,Vjβ
1⊃ V ′′jβ } is bijective to {V ′′jβ | Vjβ+1 ⊂ V ′′jβ
1⊂ Vjβ }. So
1Fjβ
1Ejβ (U,U) =
(√
q
)−(|Ujβ+1 |−|Vjβ+1 |−2|Ujβ |+|Ujβ−1 |+|Vjβ−1 |−1) q |Vjβ |−|Vjβ+1 | − 1
q − 1 . (31)
Similarly,
2Ejβ
2Fjβ (U,U)
= (√q )−(|U ′jβ+1 |+2|V ′jβ |−|U ′jβ |−|V ′jβ−1 |−|Vjβ+1 |+|Ujβ |−|Ujβ−1 |)#{U ′ ∣∣U jβ⊂ U ′,Ujβ 1⊂ U ′jβ}.
The set {U ′ | U jβ⊂ U ′,Ujβ
1⊂ U ′jβ } is bijective to {U ′jβ | Ujβ
1⊂ U ′jβ ⊂ Ujβ+1}. So
2Ejβ
2Fjβ (U,U) =
(√
q
)−(|Ujβ+1 |−|Vjβ+1 |+2|Vjβ |−|Ujβ−1 |−|Vjβ−1 |−1) q |Ujβ+1 |−|Ujβ | − 1 . (32)q − 1
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2Fjβ
2Ejβ (U,U)
= (√q )−(−|V ′′jβ+1 |+|U ′′jβ |−|U ′′jβ−1 |+|Ujβ+1 |+2|Vjβ |−|Ujβ |−|Vjβ−1 |)#{U ′′ ∣∣U jβ⊃ U ′′,Ujβ 1⊃ U ′′jβ}.
The set {U ′′ | U jβ⊃ U ′′,Ujβ
1⊃ U ′′jβ } is bijective to the set {U ′′jβ | Ujβ
1⊃ U ′′jβ ⊃ Ujβ−1}. So
2Fjβ
2Ejβ (U,U) =
(√
q
)−(|Ujβ+1 |−|Vjβ+1 |+2|Vjβ |−|Ujβ−1 |−|Vjβ−1 |−1) q |Ujβ |−|Ujβ−1 | − 1
q − 1 . (33)
Observe that rEjβ sFjβ (U,U) = 0 = sFjβ rEjβ (U,U), for all r = s. From this, plus
Eqs. (30)–(33), we get
(EjβFjβ − FjβEjβ )(U,U) =
Kjβ − K−1jβ√
q − (√q )−1 (U,U). (34)
Assume that U˜ is a flag in X such that U = U˜ . We have
1Ejβ
1Fjβ (U, U˜) =
(√
q
)−(|U ′jβ−1 |−|V ′jβ |−|V ′jβ+1 |+|U˜jβ+1 |−2|U˜jβ |+|V˜jβ |+|V˜jβ−1 |)
× #{U ′ ∣∣U, U˜ jβ⊂ U ′,Vjβ , V˜jβ 1⊂ V ′jβ}.
The set {U ′ | U, U˜ jβ⊂ U ′,Vjβ , V˜jβ
1⊂ V ′jβ } is empty, and so 1Ejβ 1Fjβ (U, U˜) = 0, unless |Vjβ +
V˜jβ /Vjβ | = 1 and the other components of U and U˜ are the same. In this case, this set consists
of exactly one element U ′ such that V ′jβ = Vjβ + V˜jβ and the other components are the same as
that of U . So
1Ejβ
1Fjβ (U, U˜) =
(√
q
)−(|Ujβ+1 |−|Vjβ+1 |−2|Ujβ |+|Ujβ−1 |+|Vjβ−1 |−1).
Next, the value of 1Fjβ 1Ejβ at (U, U˜) is
(√
q
)−(|U ′′jβ+1 |−2|U ′′jβ |+|V ′′jβ |+|V ′′jβ−1 |+|U˜jβ−1 |−|V˜jβ |−|V˜jβ+1 |)#{U ′′ ∣∣U, U˜ jβ⊃ U ′′,Vjβ , V˜jβ 1⊃ V ′′jβ}.
The set {U ′′ | U, U˜ jβ⊃ U ′′,Vjβ , V˜jβ
1⊃ V ′′jβ } is empty, hence 1Fjβ 1Ejβ (U, U˜) = 0, unless
|Vjβ /Vjβ ∩ V˜jβ | = 1 and the other components of U and U˜ are the same. In this case, this set
contains only one element U ′′ such that V ′′jβ = Vjβ ∩ V˜jβ , and all other components are the same
as that of U . This implies that
1Fjβ
1Ejβ (U, U˜) =
(√
q
)−(|Ujβ+1 |−|Vjβ+1 |−2|Ujβ |+|Ujβ−1 |+|Vjβ−1 |−1).
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( 1Ejβ 1Fjβ − 1Fjβ 1Ejβ )(U, U˜) = 0, ∀U = U˜ ∈ X. (35)
Next, we compute the value of 2Ejβ 2Fjβ at (U, U˜). It equals
(√
q
)−(|U ′jβ+1 |+2|V ′jβ |−|U ′jβ |−|V ′jβ−1 |−|V˜jβ+1 |+|U˜jβ |−|U˜jβ−1 |)#{U ′ ∣∣U, U˜ jβ⊂ U ′,Ujβ , U˜jβ 1⊂ U ′jβ}.
The set {U ′ | U, U˜ jβ⊂ U ′,Ujβ , U˜jβ
1⊂ U ′jβ } is empty, and hence 2Ejβ 2Fjβ (U, U˜) = 0, unless
|Ujβ + U˜jβ /Ujβ | = 1 and the other components of U and U˜ are the same. In this case, this set
contains only one element U ′ such that U ′jβ = Ujβ + U˜jβ , and the other components are the same
as that of U . So
2Ejβ
2Fjβ (U, U˜) =
(√
q
)−(|Ujβ+1 |−|Vjβ+1 |+2|Vjβ |−|Ujβ−1 |−|Vjβ−1 |−1).
We compute the value of 2Fjβ 2Ejβ at (U, U˜). It equals
(√
q
)−(−|V ′′jβ+1+|U ′′jβ |−|U ′′jβ−1 |+|U˜jβ+1 |+2|V˜jβ |−|U˜jβ |−|V˜jβ−1 |)#{U ′′ ∣∣U, U˜ jβ⊃ U ′′,Ujβ , U˜jβ 1⊃ U ′′jβ}.
The set {U ′′ | U, U˜ jβ⊃ U ′′,Ujβ , U˜jβ
1⊃ U ′′jβ } is empty, hence 2Fjβ 2Ejβ (U, U˜) = 0, unless
|Ujβ /Ujβ ∩ U˜jβ | = 1, and the other components of U and U˜ are the same. In this case, this
set has only one element U ′′ such that U ′′jβ = Ujβ ∩ U˜jβ , and the other components are the same
as that of U . So
2Fjβ
2Ejβ (U, U˜) =
(√
q
)−(|Ujβ+1 |−|Vjβ+1 |+2|Vjβ |−|Ujβ−1 |−|Vjβ−1 |−1).
From the above analysis, we see that
( 2Ejβ 2Fjβ − 2Fjβ 2Ejβ )(U, U˜) = 0. (36)
We compute 1Ejβ 2Fjβ at (U, U˜). It is
(√
q
)−(|U ′jβ−1 |−|V ′jβ |−|V ′jβ+1 |−|V˜jβ+1 |+|U˜jβ |−|U˜jβ−1 |)#{U ′ ∣∣U, U˜ jβ⊂ U ′,Vjβ 1⊂ V ′jβ ,U ′jβ 1⊃ U˜jβ}.
The set {U ′ | U, U˜ jβ⊂ U ′,Vjβ
1⊂ V ′jβ ,U ′jβ
1⊃ U˜jβ } is empty, hence 1Ejβ 2Fjβ (U, U˜) = 0, unless
Vjβ
1⊂ V˜jβ , Ujβ
1⊃ U˜jβ , and the other components of U and U˜ are the same. In this case,
1Ejβ
2Fjβ =
(√
q
)−(−2|Vjβ+1 |+|Ujβ |−|Vjβ |−2).
We compute 2Fjβ 1Ejβ at (U, U˜). This is equal to
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q
)−(−|V ′′jβ+1 |+|U ′′jβ |−|U ′′jβ−1 |+|U˜jβ−1 |−|V˜jβ |−|V˜jβ+1 |)#{U ′′ ∣∣U, U˜ jβ⊃ U ′′,Ujβ 1⊃ U ′′jβ ,V ′′jβ 1⊂ V˜jβ}.
The set in the above equation is empty unless Vjβ
1⊂ V˜jβ and Ujβ
1⊃ U˜jβ , and the other compo-
nents of U and U˜ are the same. In this case, the set contains only one element, and
2Fjβ
1Ejβ (U, U˜) =
(√
q
)−(−2|Vjβ+1 |+|Ujβ |−|Vjβ |−2).
From the above analysis, we have
( 1Ejβ 2Fjβ − 2Fjβ 1Ejβ )(U, U˜) = 0. (37)
We compute 2Ejβ 1Fjβ at (U, U˜). It is equal to
(√
q
)−(|U ′jβ+1 |+2|V ′jβ |−|U ′jβ |−|V ′jβ−1 |+|U˜jβ+1 |−2|U˜jβ |+|V˜jβ |+|V˜jβ−1 |)
× #{U ′ ∣∣U, U˜ jβ⊂ U ′,Ujβ 1⊂ U ′jβ ,V ′jβ 1⊃ V˜jβ}.
The set in the above equation is empty, hence 2Ejβ 1Fjβ (U, U˜) = 0, unless Ujβ
1⊂ U˜jβ , Vjβ
1⊃
V˜jβ , and the other components of U and U˜ are the same. In this case,
2Ejβ
1Fjβ (U, U˜) =
(√
q
)−(2|Ujβ+1 |−3|Ujβ |+3|Vjβ |−4).
Finally, we compute 1Fjβ 2Ejβ at (U, U˜). It is equal to
(√
q
)−(|U ′′jβ+1 |−2|U ′′jβ |+|V ′′jβ |+|V ′′jβ−1 |+|U˜jβ+1 |+2|V˜jβ |−|U˜jβ |−|V˜jβ−1 |)
× #{U ′′ ∣∣U, U˜ jβ⊃ U ′′,Vjβ 1⊃ V ′′jβ ,U ′′jβ 1⊂ U˜jβ}.
The set in the above equation is empty, hence 1Fjβ 2Ejβ (U, U˜) = 0, unless Vjβ
1⊃ V˜jβ , Ujβ
1⊂
U˜jβ , and the other components of U and U˜ are the same. In this case,
1Fjβ
2Ejβ (U, U˜) =
(√
q
)−(2|Ujβ+1 |−3|Ujβ |+3|Vjβ |−4).
By combining the above analysis, we have
( 2Ejβ 1Fjβ − 1Fjβ 2Ejβ )(U, U˜) = 0. (38)
By (35), (36), (37) and (38), we have
(EjβFjβ − FjβEjβ )(U, U˜) = 0, ∀U = U˜ ∈ X. (39)
The lemma follows from (34) and (39). 
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Proof. Case 1. β = 1. We compute Ei 1Fj1 at (U, U˜). It is equal to
(√
q
)−(|U ′j1 |−|U ′i |+|U˜j2 |−2|U˜j1 |+|V˜j1 |)#{U ′ ∣∣U i⊂ U ′ j1⊃ U˜ ,V ′j1 1⊃ V˜j1}.
The set in the above equation is empty, hence Ei 1Fj1(U, U˜) = 0, unless Ui
1⊂ U˜i , Vj1
1⊃ V˜j1 , and
the other components of U and U˜ are the same. In this case, we have
Ei
1Fj1(U, U˜) =
(√
q
)−(|Uj2 |−|Uj1 |+|Vj1 |−|Ui |−2).
We compute 1Fj1Ei at (U, U˜). It is equal to
(√
q
)−(|U ′′j2 |−2|U ′′j1 |+|V ′′j1 |+|U˜j1 |−|U˜i |)#{U ′′ ∣∣U j1⊃ U ′′ i⊂ U˜ ,Vj1 1⊃ V ′′j1}.
The set in the above equation is empty, hence 1Fj1Ei(U, U˜) = 0, unless Ui
i⊂ U˜i , Vj1
1⊃ V˜j1 , and
the other components of U and U˜ are the same. In this case,
1Fj1Ei(U, U˜) =
(√
q
)−(|Uj2 |−|Uj1 |+|Vj1 |−|Ui |−2).
By combining the above analysis, we have
Ei
1Fj1 − 1Fj1Ei = 0. (40)
Next, we compute Ei 2Fj1 at (U, U˜). It is equal to
(√
q
)−(|U ′j1 |−|U ′i |+|U˜j1 |−|U˜i |−|U˜k |−|V˜j2 |)#{U ′ ∣∣U i⊂ U ′ j1⊃ U˜ ,U ′j1 1⊃ U˜j1}.
Ei
2Fj1(U, U˜) = 0 unless Ui
1⊂ U˜i , Uj1
1⊃ U˜j1 , and the other components of U and U˜ are the
same. In this case,
Ei
2Fj1(U, U˜) =
(√
q
)−(2|Uj1 |−2|Ui |−|Uk |−|Vj2 |−3).
We compute 2Fj1Ei at (U, U˜). It is equal to
(√
q
)−(|U ′′j1 |−|U ′′i |−|U ′′k |−|V ′′j2 |+|U˜j1 |−|U˜i |)#{U ′′ ∣∣U j1⊃ U ′′ i⊂ U˜ ,Uj1 1⊃ U ′′j1}.
It is zero unless Ui
i⊂ U˜i , Uj1
1⊃ U˜j1 and the other components of U and U˜ are the same. In this
case, 2Fj1Ei(U, U˜) = (√q )−(2|Uj1 |−2|Ui |−|Uk |−|Vj2 |−3). From the above analysis, we get
Ei
2Fj1 − 2Fj1Ei = 0. (41)
By (40) and (41), the lemma holds when β = 1.
1090 Y. Li / Advances in Mathematics 224 (2010) 1071–1096Case 2. β  2. We compute both Ei 1Fjβ and 1FjβEi at (U, U˜). They are both zero unless
Ui
1⊂ U˜i , Vjβ
1⊃ V˜jβ , and the other components of U and U˜ are the same. In this case, they both
equal (√q )−(|Ujβ+1 |−2|Ujβ |+|Vjβ |+|Vjβ−1 |+|Uj1 |−|Ui |−2). So we get
Ei
1Fjβ − 1FjβEi = 0. (42)
Next we compute Ei 2Fjβ and 2FjβEi at (U, U˜). Both of them are zero unless Ui
1⊂ U˜i ,
Ujβ
1⊃ U˜jβ , and the other term of U and U˜ are the same. In this case, both of them are equal
to (
√
q )
−(−|Vjβ+1 |+|Ujβ |−|Ujβ−1 |+|Uj1 |−|Ui |−2)
. So we have
Ei
2Fjβ − 2FjβEi = 0. (43)
By (42) and (43), the lemma follows for β  2. 
Lemma 5.8. EkFjβ − FjβEk = 0, for 1 β m.
Proof. This lemma follows by applying the automorphism a∗ in (11) to the identity in
Lemma 5.7. 
Lemma 5.9. EiFk − FkEi = 0.
Proof. We compute both EiFk and FkEi at (U, U˜). Both of them are zero unless Ui
1⊂ U˜i ,
Uk
1⊃ U˜k and the other components of U and U˜ are the same. In this case, the values of EiFk
and FkEi are equal to (
√
q )−(|Uj1 |−|Vj1 |−|Ui |+|Uk |−2). Therefore, EiFk − FiEi = 0. 
Lemma 5.10. EkFi − FiEk = 0.
Proof. This lemma follows by applying the automorphism a∗ in (11) to the identity in
Lemma 5.9. 
Lemma 5.11. EjβFjβ′ − Fjβ′Ejβ = 0 for all β = β ′, and β = 1 and β ′ = 1.
Proof. We compute 1Ejβ 1Fjβ′ and
1Fjβ′
1Ejβ at (U, U˜). They equal zero unless Vjβ
1⊂ V˜jβ ,
Vjβ′
1⊃ V˜jβ′ , and the other components of U and U˜ are the same. In this case, if β ′ = β + 1, then
they are equal to
(√
q
)−(−2|Ujβ+1 |+|Ujβ−1 |+|Ujβ+2 |−1).
If β ′ = β − 1, they are equal to
(√
q
)−(−|Vjβ+1 |+|Ujβ |−|Vjβ |−|Ujβ−1 |+|Vjβ−1 |+|Vjβ−2 |−2).
If |β ′ − β| 2, they are equal to
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q
)−(|Ujβ−1 |−|Vjβ |−|Vjβ+1 |+|Ujβ′+1 |−2|Ujβ′ |+|Vjβ′ |+|Vjβ′−1 |−2).
By the above analysis, we have
1Ejβ
1Fjβ′ − 1Fjβ′ 1Ejβ = 0. (44)
Next, we compute 1Ejβ 2Fjβ′ and
2Fjβ′
1Ejβ at (U, U˜). They are both equal to zero unless Vjβ
1⊂
V˜jβ , Ujβ′
1⊃ U˜jβ′ , and the other components of U and U˜ are the same. In this case, if β ′ = β + 1,
they equal
(√
q
)−(−|Vjβ+2 |+|Ujβ+1 |−|Vjβ+1 |−|Ujβ |−|Vjβ |+|Ujβ−1 |−2);
if β ′ = β − 1, they equal
(√
q
)−(−|Vjβ+1 |−2|Vjβ |+2|Ujβ−1 |−|Ujβ−2 |−3);
if |β ′ − β| 2, they equal
(√
q
)−(|Ujβ−1 |−|Vjβ |−|Vjβ+1 |−|Vjβ′+1 |+|Ujβ′ |−|Ujβ′−1 |−2).
From the above computations, we have
1Ejβ
2Fjβ′ − 2Fjβ′ 1Ejβ = 0. (45)
Next, we compute 2Ejβ 2Fjβ′ and
2Fjβ′
2Ejβ at (U, U˜). Both of them are equal to zero unless
Ujβ
1⊂ U˜jβ , Ujβ′
1⊃ U˜jβ , and the other components of U and U˜ are the same. In this case, if
β ′ = β + 1, they equal
(√
q
)−(2|Ujβ+1 |−|Vjβ+2 |−2|Ujβ |+2|Vjβ |−|Vjβ−1 |−3);
if β ′ = β − 1, they equal
(√
q
)−(|Ujβ+1 |−|Ujβ |+|Vjβ |+|Ujβ−1 |−|Vjβ−1 |−|Ujβ−2 |−2);
if |β ′ − β| 2, they equal
(√
q
)−(|Ujβ+1 |+2|Vjβ |−|Ujβ |−|Vjβ−1 |−|Vjβ′+1 |+|Ujβ′ |−|Ujβ′−1 |−2).
The above computations show that
2Ejβ
2Fj ′ − 2Fj ′ 2Ejβ = 0. (46)β β
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1Fjβ′
2Ejβ at (U, U˜). Both are equal to zero unless Ujβ
1⊂
U˜jβ , Vjβ′
1⊃ V˜jβ′ , and the other components of U and U˜ are the same. In this case, if β ′ = β + 1,
they are equal to
(√
q
)−(|Ujβ+2 |−|Ujβ+1 |+|Vjβ+1 |−|Ujβ |+3|Vjβ |−|Vjβ−1 |−2);
if β ′ = β − 1, they are equal to
(√
q
)−(|Ujβ+1 |+2|Vjβ |−2|Ujβ−1 |+|Vjβ−2 |−1);
if |β ′ − β| 2, they are equal to
(√
q
)−(|Ujβ+1 |+2|Vjβ |−|Ujβ |−|Vjβ−1 |+|Ujβ′+1 |−2|Ujβ′ |+|Vjβ′ |+|Vjβ′−1 |−2).
The above computations show that
2Ejβ
1Fjβ′ − 1Fjβ′ 2Ejβ = 0. (47)
The lemma follows from (44), (45), (46) and (47). 
Lemma 5.12. Ej1Fjβ − FjβEj1 = 0, for any β  2.
Proof. Let us compute 1Ej1 1Fjβ and 1Fjβ 1Ej1 at (U, U˜). They both are equal to zero unless
Vj1
1⊂ V˜j1 , Vjβ
1⊃ V˜jβ , and the other components of U and U˜ are the same. In this case, if β = 2,
they are equal to
(√
q
)−(|Ui |+|Uk |+|Uj3 |−2|Uj2 |−1);
if β  3, they are equal to
(√
q
)−(|Ui |+|Uk |−|Vj1 |−|Vj2 |+|Ujβ+1 |−2|Ujβ |+|Vjβ |+|Vjβ−1 |−2).
From the above computations, we have
1Ej1
1Fjβ − 1Fjβ 1Ej1 = 0. (48)
Next, we compute 2Ej1 2Fjβ and 2Fjβ 2Ej1 at (U, U˜). Both are zero unless Uj1
1⊂ U˜j1 , Ujβ
1⊃
U˜jβ , and the other components of U and U˜ are the same. In this case, if β = 2, they equal
(√
q
)−(−|Vj3 |+2|Uj2 |−2|Uj1 |+2|Vj1 |−3);
if β  3, they equal
(√
q
)−(|Uj2 |+2|Vj1 |−|Uj1 |−|Vjβ+1 |+|Ujβ |−|Ujβ−1 |−2).
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2Ej1
2Fjβ − 2Fjβ 2Ej1 = 0. (49)
Next, we compute 1Ej1 2Fjβ and 2Fjβ 1Ej1 at (U, U˜). They are zero unless Vj1
1⊂ V˜j1 , Ujβ
1⊃
U˜jβ , and the other components of U and U˜ are the same. In this case, if β = 2, they are equal to
(√
q
)−(|Ui |+|Uk |−|Vj3 |+|Uj2 |−|Vj2 |−|Uj1 |−|Vj1 |−2);
if β  3, they are equal to
(√
q
)−(|Ui |+|Uk |−|Vj1 |−|Vj2 |−|Vjβ+1 |+|Ujβ |−|Ujβ−1 |−2).
The above computations show that
1Ej1
2Fjβ − 2Fjβ 1Ej1 = 0. (50)
Finally, we compute 2Ej1 1Fjβ and 1Fjβ 2Ej1 at (U, U˜). They are zero unless Uj1
1⊂ U˜j1 , Vjβ
1⊃
V˜jβ , and the other components of U and U˜ are the same. In this case, if β = 2, they are equal to
(√
q
)−(|Uj3 |−|Uj2 |+|Vj2 |−|Uj1 |+3|Vj1 |−2);
if β  3, they are equal to
(√
q
)−(|Uj2 |+2|Vj1 |−|Uj1 |+|Ujβ+1 |−2|Ujβ |+|Vjβ |+|Vjβ−1 |−2).
From the above computations, we have
2Ej1
1Fjβ − 1Fjβ 2Ej1 = 0. (51)
The lemma follows from (48), (49), (50), and (51). 
Lemma 5.13. EjβFj1 − Fj1Ejβ = 0, for β  2.
Proof. Let us compute 1Ejβ 1Fj1 and 1Fj1 1Ejβ at (U, U˜). They are zero unless Vj1
1⊃ V˜j1 ,
Vjβ
1⊂ V˜jβ , and the other components of U and U˜ are the same. In this case, if β = 2, they are
equal to
(√
q
)−(−|Vj3 |+|Uj2 |−|Vj2 |−|Uj1 |+|Vj1 |−2);
if β  3, they are equal to
(√
q
)−(|Ujβ−1 |−|Vjβ |−|Vjβ+1 |+|Uj2 |−2|Uj1 |+|Vj1 |−2).
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1Ejβ
1Fj1 − 1Fj1 1Ejβ = 0. (52)
Next, let us compute 2Ejβ 2Fj1 and 2Fj1 2Ejβ at (U, U˜). They are zero unless Uj1
1⊃ U˜j1 , Ujβ
1⊂
U˜jβ , and the other components of U and U˜ are the same. In this case, if β = 2, they equal
(√
q
)−(|Uj3 |+|Vj2 |−|Uj2 |−|Vj1 |+|Uj1 |−|Ui |−|Uk |−2);
if β  3, they equal
(√
q
)−(|Ujβ+1 |+2|Vjβ |−|Ujβ |−|Vjβ−1 |+|Uj1 |−|Ui |−|Uk |−|Vj2 |−2).
From the above computations, we have
2Ejβ
2Fj1 − 2Fj1 2Ejβ = 0. (53)
Next, let us compute 1Ejβ 2Fj1 and 2Fj1 1Ejβ at (U, U˜). They are zero unless Uj1
1⊃ U˜j1 , Vjβ
1⊂
V˜jβ , and the other components of U and U˜ are the same. In this case, if β = 2, they are equal to
(√
q
)−(−|Ui |−|Uk |−|Vj3 |−2|Vj2 |+2|Uj1 |−3);
if β  3, they are equal to
(√
q
)−(|Ujβ−1 |−|Vjβ |−|Vjβ+1 |+|Uj1 |−|Ui |−|Uk |−|Vj2 |−2).
So we have
1Ejβ
2Fj1 − 2Fj1 1Ejβ = 0. (54)
Finally, we compute 2Ejβ 1Fj1 and 1Fj1 2Ejβ at (U, U˜). They are zero unless Vj1
1⊃ V˜j1 , Ujβ
1⊂
U˜jβ , and the other components of U and U˜ are the same. In this case, if β = 2, they are equal to
(√
q
)−(|Uj3 |+2|Vj2 |−2|Uj1 |−1);
if β  3, they are equal to
(√
q
)−(|Ujβ+1 |+2|Vjβ |−|Ujβ |−|Vjβ−1 |+|Uj2 |−2|Uj1 |+|Vj1 |−2).
So, we have
2Ejβ
1Fj1 − 1Fj1 2Ejβ = 0. (55)
The lemma follows from (52), (53), (54), and (55). 
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Proof. Let us compute 1EjβFi and Fi 1Ejβ at (U, U˜). They are zero unless Ui
1⊃ U˜i , Vjβ
1⊂ V˜jβ ,
and the other components of U and U˜ are the same. In this case, they are equal to
(√
q
)−(|Ujβ−1 |−|Vjβ |−|Vjβ+1 |+|Ui |−|Vj1 |−2).
So we have
1EjβFi − Fi 1Ejβ = 0. (56)
Let us compute 2EjβFi and Fi 2Ejβ at (U, U˜). They are zero unless Ui
1⊃ U˜i , Ujβ
1⊂ U˜jβ , and
the other components of U and U˜ are the same. In this case, they are equal to
(√
q
)−(|Ujβ+1 |+2|Vjβ |−|Ujβ |−|Vjβ−1 |+|Ui |−|Vj1 |−2).
So,
2EjβFi − Fi 2Ejβ = 0. (57)
The lemma follows from (56) and (57). 
Lemma 5.15. EjβFk − FkEjβ = 0, for β  2.
Proof. This lemma follows by applying the automorphism a∗ in (11) to the identity in
Lemma 5.15. 
By Lemmas 5.3–5.15, we have
Proposition 5.16. EaFb − FbEa = δab Ka−K
−1
a√
q−(√q )−1 , for any a, b ∈ I .
5.17. Proof of Theorem 3.5
By comparing Lemmas 5.1, 5.2, and Proposition 5.16 with the defining relations of U′ in
Section 2.1, we see that the map, sending v to √q , and Ka , K−1a , Ea and Fa to the elements of
the same notations in C(X × X), defines a surjective C-algebra homomorphism
Φ ′ : U′ → C(X × X).
If we regard C(X × X) as a U′-module, then Ea and Fa act nilpotently on C(X × X) because
E
|D|
a and F |D|a are zero. Moreover, the decomposition
⊕
ν∈N[I ](
⊕
ν˜∈N[I ]C(Xν ×Xν˜)) is a weight
space decomposition of C(X×X). So C(X×X) is an integrable U′-module. Therefore, the map
Φ ′ factors through U. Theorem 3.5 follows.
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