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Abstract
In this paper, an asymptotic stability proof for a class of real-time methods for nonlinear model predictive control is presented.
General Q-linearly convergent online optimization methods are considered and stability results are derived for the setting
where a single iteration of the optimizer is carried out per sampling time. To this end, a Lyapunov function for the combined
system-optimizer dynamics is constructed, which shows that asymptotic stability can be preserved if the sampling time is
sufficiently short. The results constitute an extension to existing attractivity results which hold in the simplified setting where
inequalities are not present or are inactive in the region of attraction considered. By extending these results, the gap between
theory and practice of the standard real-time iteration strategy is bridged and asymptotic stability for a broader class of
methods is guaranteed.
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1 Introduction
Nonlinear model predictive control (NMPC) is an ad-
vanced control technique that requires the solution of a
series of nonlinear programs in order to compute an im-
plicit control policy. Due to the potentially prohibitive
computational burden associated with such computa-
tions, efficient methods for the solution of the underly-
ing optimization problems are of crucial importance. On
the one hand, the interest drawn in both industry and
academia has driven in the past decades a quick progress
in both algorithms and software implementations and,
on the other hand, the computational power available on
embedded control units has drastically increased since
NMPC was first proposed and applied to systems with
slow dynamics such as chemical processes in the 70s [12].
This has led to NMPC gradually becoming a viable solu-
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tion for applications with much shorter sampling times
(see e.g. [19]).
In many cases, applications with high sampling rates rely
on approximate feedback policies in order to meet the
required computation times. Among other approaches,
the real-time iteration (RTI) strategy proposed in [4]
exploits a single iteration of a sequential quadratic pro-
gramming (SQP) algorithm in order to compute an ap-
proximate solution of the current instance of the nonlin-
ear parametric optimization problem. By using this so-
lution to warmstart the SQP algorithm at the next sam-
pling time, it is possible to track an optimal solution and
eventually converge to it, as the system is steered to a
steady state [6]. Attractivity proofs for the RTI strategy
in slightly different settings, and under the assumption
that inequalities are either absent or inactive in a neigh-
borhood of the equilibrium, are presented in [5] and [6].
In the same spirit, similar algorithms that rely on a lim-
ited number of iterations are present in the literature
and, in the following, we try to give a non-exhaustive
overview of such approaches. In [8] a general framework
that covers methods with linear contraction in the ob-
jective function values is analyzed and an asymptotic
stability proof is provided. The recent work in [10] ad-
dresses a more general setting where an SQP algorithm
is used. A proof of local input-to-state stability is pro-
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Fig. 1. Coupled system-optimizer dynamics: when a limited
number of iterations of the optimization algorithm are car-
ried out in order to obtain an approximate solution that is
then used to control the system, the system’s and the opti-
mizer’s dynamics interact with one another.
vided based on the assumption that a sufficiently high
number of iterations is carried out per sampling time.
In the convex setting, the works in [7] and [16] intro-
duce stability results for relaxed barrier anytime meth-
ods and real-time projected gradient methods, respec-
tively. Finally, we should mention the works in [14], [11]
and [1], which analyze conditions under which subopti-
mal NMPC is stabilizing given that a feasible warmstart
is available.
All of the above mentioned methods make use of a com-
mon idea. A limited number or, in the limit, a single it-
eration of an optimization algorithm are carried out in
order to “track” the parametric optimal solution while
reducing the computational footprint of the method. We
will refer to these methods as real-time methods in or-
der to make an explicit connection at the semantic level
with the well known RTI strategy [4].
Loosely speaking, the main challenge present in real-
time approaches lies in the fact that the dynamics of
the system and the ones of the optimizer interact with
each other in a non-trivial way, as visualized in Figure
2. Although a formal definition of the system-optimizer
dynamics requires the introduction of several concepts
that we delay to Section 2, loosely speaking, for a given
state x and an approximate solution z, the system is
controlled using the control u = Mu,zz as feedback law
and, and after the sampling time T , it is steered to x+ =
ψ(T ;x,Mu,zz). Analogously, the optimizer generates a
new approximate solution z+ = ϕ(ψ(T ;x,Mu,zz), z).
We will refer to these coupled dynamics, with state ξ =
(x, z), as ξ+ = Φ(T ; ξ), which will be formally defined
in Definition 16.
1.1 Contribution and Outline
In this paper, we regard general real-time methods and
we establish asymptotic stability of the closed-loop
system-optimizer dynamics ξ+ = Φ(T ; ξ). We assume
that the exact solution to the underlying optimal control
problems yields an asymptotically stable closed-loop
system and that the iterates of the real-time method
contract Q-linearly. Under these rather general assump-
tions and the additional assumption that the sampling
time T of the closed-loop is sufficiently short, we show
asymptotic stability of the system-optimizer dynamics
by constructing a Lyapunov function for ξ+ = Φ(T ; ξ)
and the equilibrium ξ = 0 over a neighborhood of ξ = 0.
Notice that attractivity proofs for the real-time iteration
strategy are derived in [5] and [6] for a simplified setting
where inequalities are not present or inactive in the en-
tire region of attraction of the closed-loop system. In this
sense, the present paper extends the results in [6] and
[5] to a more general setting where active-set changes
are allowed within the region of attraction. Moreover,
asymptotic stability, rather than attractivity, is proved.
1.2 Notation
Throughout the paper we will denote the Euclidean
norm and the 1−norm by ‖ · ‖ and ‖ · ‖1, respectively.
We will sometimes write ‖ · ‖2 explicitly, to denote the
Euclidean norm, when it improves clarity in the deriva-
tions. All vectors are column vectors and we denote the
concatenation of two vectors by
(x, y) :=
[
x
y
]
. (1)
We denote the derivative (gradient) of any function by
∇f(x) = ∂f∂x (x)> and the Euclidean ball of radius r
centered at x as B(x, r) := {y : ‖x − y‖ ≤ r}. We
use Rm×n> (Rn>) to denote the space of strictly positive
matrices (vectors) (i.e the space of matrices (vectors)
whose elements are real and strictly positive). With a
slight abuse of notation we will sometimes write v > 0,
to indicate that all the components of the vector v are
strictly positive. Analogously, we write Rm×n≥ (Rn≥) to
denote the space of matrices (vectors) whose elements
are nonnegative and use v ≥ 0 to indicate that all the
components of the vector v are nonnegative. We denote
a vector whose components are all equal to 1 as 1 and
the identity matrix as I.
2 Independent System and Optimizer Dynam-
ics
In this section, we will define the nominal dynamics that
the system and optimizer state obey independently from
each other. In the first case, the nominal dynamics of the
closed-loop system are assumed to be such that a Lya-
punov function can be constructed if the exact solution
to the underlying discretized optimal control problem is
used as feedback law. In the second case, we will assume
that certain contraction properties hold for the iterates
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generated by the optimizer if the parameter describing
the current state of the system is held fixed.
2.1 System Dynamics
The system under control obeys the following sampled-
feedback closed-loop dynamics:
Definition 1 (System Dynamics) Let the following
differential equation describe the dynamics of the system
controlled using a constant input u0:
dψ
dt
(t;x0, u0) = φ(ψ(t;x0, u0), u0),
ψ(0;x0, u0) = x0.
(2)
Here ψ : R×Rnx×Rnu → Rnx describes the trajectories
of the system, x0 denotes the state of the system at a
given sampling instant and u0 the corresponding constant
input. We will refer to the strictly positive parameter T >
0 as the sampling time associated with the corresponding
discrete-time system
xnext = ψ(T ;x, u). (3)
Moreover we will regard the following parametric non-
linear program:
P (x) :
V (x) := min
y
f(y)
s.t. g(y) +Bx = 0,
y ∈ Ω,
(4)
where y ∈ Rny describes the primal variables of the
discretized problem, Ω ⊆ Rny is a nonempty, closed and
convex set, f : Rny → R and g : Rny → Rng . Finally, x
is a parameter describing the current state of the system
that enters the equality constraints through the linear
map defined by the constant matrix B ∈ Rng×nx .
Assumption 2 The functions f and g in problem (4)
are twice continuously differentiable.
Remark 3 In most common cases, problem (4) will
be a discretized version of the continuous-time optimal
control problem of the form below, obtained with some
parametrization method (e.g. direct multiple shooting or
direct collocation):
min
s(·),u(·)
∫ Tf
0
L(s(τ), u(τ))dτ + LTf (s(Tf ))
s.t. s(0)− x = 0,
s˙(t) = φ(s(t), u(t)), t ∈ [0, Tf ],
h(s(t), u(t)) ≤ 0, t ∈ [0, Tf ],
hTf (s(Tf )) ≤ 0.
(5)
Here, s : R → Rnx and u : R → Rnu represent the
state and input of a system, respectively, whose dynamics
are described by φ : Rnx × Rnu → Rnx . The functions
L : Rnx × Rnu → R and LTf : Rnx → R represent the
running and terminal cost, respectively, and h : Rnx ×
Rnu → Rnh and hTf : Rnx → Rnh,Tf describe the path
and terminal constraints.
For the sake of generality, we do not specify a discretiza-
tion method for the continuous-time optimal control prob-
lem (i.e. not even an integration method for the dynam-
ics). Neither do we need to restrict our attention to the
formulation in (5), which can be extended, for example,
adding algebraic variables. We will instead assume that
certain properties of V (x) hold in Assumption 4.
LetX ⊆ Rnx denote the set that contains all the possible
values of x such that P (x) has at least one solution and
define
V (x) := f(y¯(x)), (6)
where y¯(x) solves P (x). We will restrict our attention to
a set XV¯ := {x ∈ X : V (x) ≤ V¯ }. For simplicity, we will
assume that XV¯ is a connected set since, whenever this
is not true, we can regard instead a connected subset of
XV¯ . Moreover, let u¯(x) denote the feedback policy
u¯(x) := Mu,y y¯(x) (7)
implicitly defined by P (x), where the constant matrix
Mu,y extracts the first input u¯(x) ∈ Rnu from the so-
lution vector y¯(x). The ideal NMPC-controlled closed-
loop system is then given by
xnext = ψ(T ;x, u¯(x)). (8)
In the following, we summarize a slightly adapted version
of the standard assumptions used to ensure the stability
properties of the nominal NMPC scheme.
Assumption 4 (Lyapunov Stability) Assume that
the optimal cost V (x) is a Lyapunov function in the
sense that there exist strictly positive constants a1, a2,
a3, T0 ≤ a2a3 , and q ∈ [1,∞) such that
a1‖x‖q ≤ V (x) ≤ a2‖x‖q, (9a)
V (ψ(T ;x, u¯(x)))− V (x) ≤ −T · a3‖x‖q, (9b)
for any x in XV¯ and for any T ≤ T0.
Remark 5 Notice that Assumption 4, for a fixed T boils
down to a standard assumption for exponential asymp-
totic stability (see [12]). Moreover, the dependence on T
in (9b) can be justified, for example, by assuming that V
is also a continuous-time Lyapunov function such that
d
dtV (x(t)) ≤ −a˜3‖x‖q, for some positive constant a˜3.
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Theorem 6 (Stability of Ideal NMPC [12]) Let
Assumption 4 hold. Then, for any T ≤ T0, the origin is
an exponentially stable equilibrium with attraction region
XV¯ for the closed-loop system xnext = ψ(T ;x, u¯(x)).
We make the following further assumption which estab-
lishes some additional regularity properties of the Lya-
punov function.
Assumption 7 Assume that V (x)
1
q is Lipschitz contin-
uous overXV¯ , i.e., there exists a positive constant µ˜ such
that
|V (x′′) 1q − V (x′) 1q | ≤ µ˜‖x′′ − x′‖, (10)
∀x′, x′′ ∈ XV¯ .
Remark 8 Notice that a sufficient condition for As-
sumption 7 to hold is that V (x) is Lipschitz continuous
overXV¯ and that V (x)
1
q is Lipschitz continuous at x = 0.
These conditions are satisfied, for example, by Lyapunov
functions which are twice continuously differentiable at
the origin if q = 2 or simply Lipschitz continuous at the
origin if q = 1.
2.2 Optimizer Dynamics
In Theorem 6 we have assumed the ideal setting in which
the optimal solution y¯(x), and thus u¯(x) are immediately
available once the state x is measured. However, in prac-
tice, only an approximate solution can be computed. In
order to formalize how this affects stability properties of
the closed-loop system, we need to define the optimizer’s
dynamics, which necessarily interact with the system’s
dynamics in a non-trivial way.
Following the notation used in [15], it is possible to write
the first-order necessary optimality conditions associ-
ated with (4) as follows:
0 ∈ ∇f(y) +∇g(y)λ+NΩ(y),
0 = g(y) +Bx,
(11)
where λ ∈ Rng are the Lagrange multipliers and NΩ(y)
denotes the normal cone to Ω:
NΩ(t) :=
{{v ∈ Rn : v>(t− u) ≥ 0, ∀u ∈ Ω}, if t ∈ Ω,
∅ otherwise.
Finally, introducing
F (z) :=
(
∇f(y) +∇g(y)λ
g(y)
)
, (12)
where z = (y, λ),K = Ω×Rng and C := [ 0 B>]> equa-
tions (11) can be reworked into the generalized equation
[13]
0 ∈ F (z) + Cx+NK(z). (13)
Definition 9 (Optimizer Dynamics) Let the follow-
ing discrete-time system describe the dynamics of the op-
timizer used to solve the parametric problem (4)
z+ = ϕ(ψ(T ;x,Mu,zz), z), (14)
where ϕ : Rnx×Rnz → Rnx and whereMu,z is a properly
defined projection matrix. For simplicity, we will assume
that ‖Mu,z‖ = 1.
Remark 10 Notice that the optimizer dynamics (14)
make use of the current approximate solution z and a
forward-simulated state x+ = ψ(T ;x,Mu,zz). This set-
ting corresponds, for example, to the case where a real-
time iteration is carried out by solving the linearized gen-
eralized equation (or, loosely speaking, the QP associated
with it)
0 ∈ F (z) +∇F (z)>(z+ − z) + Cx+ +NK(z+), (15)
with unknown z+ and linearization point z and where the
parameter x+ = ψ(T ;x,Mu,zz) is used. This amounts
to assuming that either a perfect prediction x+ of the
system’s state is available ahead of time, or that instan-
taneous feedback can be delivered to the system. In both
cases, small perturbations introduced by either model mis-
match or feedback delay could be introduced explicitly.
This goes however beyond the scope of the present work
(although inherent robustness of continuous Lyapunov
functions would provide the necessary properties to guar-
antee stability for sufficiently small perturbations).
Assumption 11 (Contraction) There exist strictly
positive constants rˆz and κˆ with 0 ≤ κˆ < 1, such that,
for any given stationary point z¯(x) at x ∈ XV¯ , and
any z in B(z¯(x), rˆz), the optimization routine produces
z+ = ϕ(x, z) such that
‖z+ − z¯(x)‖ ≤ κˆ ‖z − z¯(x)‖ . (16)
We call a vector in Rnz , with nz = ny + ng satisfying
(13) a stationary point. Let Z¯(x) be the set of stationary
points satisfying (13) for a given x. We will make use of
the concept of strong regularity throughout the paper.
Definition 12 (Strong Regularity [13]) Let z¯(x) ∈
Z¯(x) be a stationary point of P (x). We say that (13)
is strongly regular at z¯(x) if there exist neighborhoods
B(0, r¯δ) and B(0, r¯z) such that the perturbed linearized
generalized equation
0 ∈ F (z¯(x)) +∇F (z¯(x))>∆z+
Cx+NK(z¯(x) + ∆z)− δ, (17)
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with unknown ∆z has a unique solution ∆z¯(δ) in B(0, r¯z)
and its solution is Lipschitz continuous in B(0, r¯δ) with
Lipschitz constant ζ:
‖∆z¯(δ′)−∆z¯(δ)‖ ≤ ζ ‖δ′ − δ‖ , ∀δ, δ′ ∈ B(0, r¯δ).
We can interpret the concept of strong regularity in
terms of perturbed optimization by looking at the op-
timization problem associated with a set of perturbed
optimality conditions. After introducing the Lagrangian
L(y, λ) := f(y) + λ>g(y), (18)
it can be easily seen that (17) represents the first-order
optimality conditions of the following problem:
min
y
(∇f(y¯)− δ1)>y + 1
2
(y − y¯)>∇2L(y¯, λ¯)(y − y¯)
s.t. g(y¯) + g(y¯)(y − y¯) +Bx = δ2,
y ∈ Ω.
(19)
where δ = (δ1, δ1). Hence, problem (4) is strongly regu-
lar at z¯ if and only if (19) has a unique stationary point
z∗(δ) in B(z¯, r¯z) and the map z∗(δ) is Lipschitz contin-
uous in B(0, r¯δ).
Assumption 13 (Strong Regularity) Assume that,
for all x ∈ XV¯ , there exists a unique solution z¯(x)
and that the generalized equation (13) is strongly reg-
ular at z¯(x) [13]. Moreover, without loss of generality,
assume that the steady-state solution is z¯(0) = 0, i.e.
Z¯(0) = {0}.
Remark 14 Notice that strong regularity of (13) holds,
for example, if the linear independence constraint quali-
fication and strong second order sufficient conditions are
satisfied [13].
Notice that we assume that (4) has a unique solution in
XV¯ . This is similar to Assumption 2.3 in [5] and, to some
extent, a strong assumption, but, on the other side, most
classical NMPC stability results rely on the fact that the
optimizer finds a unique global solution [12]. However,
the requirement of uniqueness of the solution z¯(x) could
be in principle relaxed, and we could assume instead that
at least a parametric solution zˆ(x) for all x ∈ XV¯ such
that zˆ(0) = 0 and such that strong regularity holds at
zˆ(x) for any x ∈ XV¯ . One further additional implication
is the fact that the value function V (x) is continuous.
This is again similar to what is assumed in [5] and in
some of the work on inherent robustness of NMPC [11].
Theorem 15 Let Assumptions 11 and 13 hold, then
there exist strictly positive constants rz and rx, and fi-
nite positive constants σ, κˆ > 0, with κˆ < 1, such that,
for any z in B(z¯, rz), any x ∈ XV¯ and any x′ in B(x, rx),
the following holds
‖z¯(x′)− z¯(x)‖ ≤ σ ‖x′ − x‖ , (20)
and the optimizer can produce a new approximate solu-
tion ϕ(x′, z) such that
‖ϕ(x′, z)− z¯(x′)‖ ≤ κˆ ‖z − z¯(x)‖+ σκˆ ‖x′ − x‖ . (21)
PROOF. See e.g. [18].
3 Combined System-Optimizer Dynamics
Given the nominal properties of the system and opti-
mizer dynamics described in the previous section, we will
define in the following the combined system-optimizer
dynamics and elaborate on how the nominal properties
stated in Theorem 6 and Theorem 15 can be used to an-
alyze the interaction between the two subsystems.
Definition 16 (System-Optimizer Dynamics) Let
the following discrete-time system describe the coupled
system-optimizer dynamics:
x+ = ψ(T ;x,Mu,zz),
z+ = ϕ(ψ(T ;x,Mu,zz), z).
(22)
or, in compact form
ξ+ = Φ(T ; ξ) (23)
where ξ := (x, z) and Φ : R× Rnx+nz → Rnx+nz .
Firstly, we will analyze the effect of the fact that x
changes according to the system’s dynamics on the con-
traction properties of the optimizer’s iterates in order
to derive perturbed error contractions. Secondly, in an
analogous fashion, we will study how the nominal Lya-
punov contraction is affected when using the inexact
feedback policy u = Mu,zz.
3.1 Perturbed Error Contraction
In order to specialize the general contraction (21) to the
case where the parameter update ‖x+ − x‖ is driven
by the system’s dynamics, it suffices to assume certain
continuity properties of the latter.
Assumption 17 (Lipschitz Dynamics) Assume
that φ(0, 0) = 0 and that positive finite constants Lφ,x,
Lφ,u and ρ exist such that, for all x
′, x ∈ XV¯+ρ := {x ∈
X : V (x) ≤ V¯ + ρ}, all u′ = Mu,zz′, u = Mu,zz, with
z′, z ∈ B(z¯(x), rz), the following holds:
‖φ(x′, u′)−φ(x, u)‖ ≤ Lφ,x‖x′−x‖+Lφ,u‖u′−u‖. (24)
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Proposition 18 Let Assumption 17 hold. Then, there
exist positive finite constants Lψ,x, Lψ,u and T1 > 0 such
that for all x ∈ XV¯ , all z ∈ B(z¯(x), rz) and any T ≤ T1,
the following holds:
‖ψ(T ;x,Mu,zz)− x‖ ≤ T · (Lψ,x‖x‖+ Lψ,u‖Mu,zz‖).
Moreover, for all x ∈ XV¯ , all u′ = Mu,zz′, u = Mu,zz,
such that z′, z ∈ B(z¯(x), rz) and any T ≤ T1, the follow-
ing holds:
‖ψ(T ;x, u′)− ψ(T ;x, u)‖ ≤ T · Lψ,u‖u′ − u‖.
PROOF. See Appendix A.
Proposition 19 Let Assumptions 13 and 17 hold.
Then, there exists positive finite constants η, θ and T2,
such that for any x ∈ XV¯ , any z ∈ B(z¯(x), rz) and any
T ≤ T2, the following holds:
‖ψ(T ;x, u)− x‖ ≤ T (η‖x‖+ θ‖z − z¯(x)‖). (25)
PROOF. Define η := Lψ,u+Lψ,xσ and θ := Lψ,u. Due
to Proposition 18 we have that
‖ψ(T ;x,Mu,zz)− x‖ ≤ T · (Lψ,x‖x‖+ Lψ,u‖Mu,zz‖)
for any T ≤ T1 and, due to the assumption of strong
regularity at the solution z¯(x), and the fact that z¯(0) = 0,
we can write
‖Mu,zz‖ ≤ ‖z¯(x)‖+ ‖z − z¯‖ ≤ σ ‖x‖+ ‖z − z¯‖ ,
and the following holds:
‖ψ(T ;x, u)− x‖ ≤ T (Lψ,u + Lψ,xσ) ‖x‖
+ TLψ,u ‖z − z¯‖ . 2
Finally, defining T2 := min{T0, T1} completes the proof.
Proposition 20 Let Assumptions 13 and 17 hold.
Moreover, define
T ′3 := min
{
rx
ηrV¯ + θrz
,
rz(1− κˆ)
σκˆ(θrz + ηrV¯ )
}
, (26)
where rV¯ :=
(
V¯
a1
) 1
q
.
Then, for any x, z such that x ∈ XV¯ and ‖z− z¯(x)‖ ≤ rz
and any T ≤ T3 := min{T ′3, T2}, the following holds:
‖z+ − z¯(x+)‖ ≤ κ‖z − z¯(x)‖+ Tγ‖x‖, (27)
where
κ := κˆ(1 + Tσθ) < 1, γ := σκˆη. (28)
Moreover, ‖z+ − z¯(x+)‖ ≤ rz.
PROOF. Given that ‖z − z¯(x)‖ ≤ rz and that, due
to Assumption 17 and the fact that T ≤ T3 ≤ T2, we
have ‖x+ − x‖ ≤ rx for all x ∈ XV¯ , we can apply the
contraction from Theorem 15:
‖z+ − z¯(x+)‖ ≤ κˆ ‖z − z¯(x)‖ + σκˆ ‖x+ − x‖ . (29)
Applying the inequality from Proposition 19, we obtain
‖z+ − z¯(x+)‖ ≤ κ‖z − z¯(x)‖+ Tγ‖x‖, (30)
where
κ := κˆ(1 + Tσθ), γ := σκˆη. (31)
Finally, due to Assumption the definition of T3 in (26)
we have that ‖z+ − z¯(x+)‖ ≤ rz and κ < 1. 2
3.2 Perturbed Lyapunov Contraction
In the following, we analyze the impact of the fact that
the approximate feedback policy Mu,zz is used, instead
of the optimal one Mu,z z¯(z), on the nominal Lyapunov
contraction from Theorem 6. Throughout the rest of the
paper, we will make use of the following shorthands:
V := V (x) (32)
and
V+ := V (ψ(T ;x,Mu,zz)) (33)
to denote the values taken by the optimal cost at the
“current” state and at the one reached applying the sub-
optimal control action Mu,zz starting from x. Similarly,
we introduce
E := ‖z − z¯(x)‖ (34)
and
E+ := ‖ϕ(ψ(T ;x,Mu,zz), z)− z¯(ψ(T ;x,Mu,zz))‖ (35)
to denote the numerical error attained at the “current”
and next iteration of the optimizer, where the error is
computed with respect to the exact solution associated
with the “current” and next state of the system. Note
that V, V+, E,E+ depend on (x, z) we omit that depen-
dency for a more compact notation.
In Lemma 23, we will show that, under the condition
that T is sufficiently small, we can establish positive
invariance of a properly defined set in the (x, z) space.
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Proposition 21 Let Assumptions 2, 4, 11, 13 and 17
hold. Then, there exists a finite positive constant µ such
that, for any z ∈ B(z¯(x), rz), any x in XV¯ and any T ≤
T3, the following holds:
V+ ≤ (1− T a¯)V + TµE, (36)
where a¯ := a3a2 .
PROOF. Assumption 4 implies that
V (ψ(T ;x, u¯)) ≤ V (x)− Ta3‖x‖q
≤ V (x)− T a3
a2
V (x)
= (1− T a¯)V (x)
(37)
holds for the nominal NMPC feedback policy for any x ∈
XV¯ . Due to the Mean Value Theorem and continuous
differentiability of f we have that f must be Lipschitz
continuous over any closed and bounded set. Hence, due
to to strong regularity, we can show that there must exist a
positive constant LV such that |V (x′)−V (x)| ≤ LV ‖x′−
x‖ for all x′, x ∈ XV¯ .
Together with Assumption 17, this implies that we can
write:
V (ψ(T ;x,Mu,zz))− V (ψ(T ;x,Mu,z z¯(x)))
≤ |V (ψ(T ;x,Mu,zz))− V (ψ(T ;x,Mu,z z¯(x)))|
≤ LV ‖ψ(T ;x,Mu,zz)− ψ(T ;x,Mu,z z¯(x))‖
≤ TLψ,uLV ‖z − z¯(x)‖
which implies that, for any z ∈ B(z¯(x), rz) and any x ∈
XV¯ , the following holds
V+ ≤ (1− T a¯)V + TµE, (38)
where µ := LV Lψ,u. 2
Definition 22 Define the following set:
Σ := {(x, z) ∈ Rnx+nz : V (x) ≤ V¯, ‖z − z¯(x)‖ ≤ r˜z},
where
r˜z := min
{
rz,
a¯V¯
µ
}
. (39)
Lemma 23 (Invariance of Σ) Let Assumptions 2, 4,
11, 13 and 17 hold. Define
T ′4 :=
(1− κ)r˜za
1
q
1
V¯
1
q γ
. (40)
Then, for any ξ ∈ Σ and any T ≤ T4 := min{T ′4, T3},
it holds that ξ+ ∈ Σ. Moreover, the following coupled
inequalities hold:
V+ ≤ (1− T a¯)V + TµE,
E+ ≤ T γˆV 1q + κE,
(41)
where γˆ := γ/a
1
q
1 .
PROOF. Given that E ≤ r˜z ≤ rz and x ∈ XV¯ , we can
apply the contraction from Proposition 21, such that
V+ ≤ (1− T a¯)V + TµE, (42)
holds. Moreover, due to the definition of r˜z in (39), we
have that V+ ≤ V¯ , which implies that x+ is in XV¯ . Sim-
ilarly, due to the fact that that E ≤ r˜z ≤ rz and x ∈ XV¯ ,
we can apply the result from Proposition 20, which shows
that
‖z+ − z¯(x+)‖ ≤ κ‖z − z¯(x)‖+ Tγ‖x‖ (43)
and
‖z+ − z¯(x+)‖ ≤ rz (44)
must hold. Using Assumption 4 in Equation (43), we
obtain
‖z+ − z¯(x+)‖ ≤ κ‖z − z¯(x)‖+ T γˆ (V )
1
q . (45)
Moreover, due to (40), we have that ‖z+ − z¯(x+)‖ ≤
r˜z. 2
In principle, we could study the behavior of the coupled
contraction estimate by looking at the “worst-case” dy-
namics associated with (41):
v+ = (1− T a¯)v + Tµe,
e+ = T γˆv
1
q + κe,
(46)
which, however, are not Lipschitz continuous at the ori-
gin (V,E) = (0, 0), for q > 1. However, we can still re-
formulate (46) such that relatively standard tools can
be used to obtain important information about the be-
havior of the V and E under the combined contraction
established in Lemma 23.
4 Asymptotic Stability
In the following, we derive the main asymptotic stability
result of the paper, which relies on a reformulation of
the dynamics (46).
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Proposition 24 Let Assumptions 2, 4, 7, 11, 13 and
17 hold. Moreover, let µˆ := Lφ,ue
TLφ,x µ˜. Then, for any
ξ ∈ Σ and any T ≤ T4, the following holds:
V
1
q
+ ≤ (1− T a¯)
1
q V
1
q + T µˆE,
E+ ≤ T γˆV 1q + κE.
(47)
PROOF. Due to Assumption 7, the following holds, for
any x ∈ XV¯ :
V (ψ(T ;x,Mu,zz))
1
q ≤ V (ψ(T ;x,Mu,z z¯(x)) 1q
+ µ˜‖ψ(T ;x,Mu,zz)− ψ(T ;x,Mu,z z¯(x))‖
and, using the nominal Lyapunov contraction and Propo-
sition 19, we obtain that, for any ξ ∈ Σ, the following
holds:
V (ψ(T ;x,Mu,zz))
1
q ≤ (1−T a¯) 1q V (x) 1q +T µˆ‖z− z¯(x)‖,
where µˆ := Lφ,ue
TLφ,x µ˜. 2
Definition 25 (Auxiliary Dynamics) We will refer
to the linear time-invariant discrete-time dynamical sys-
tem
ν+ = (1− T a¯) 1q ν + T µˆ,
+ = T γˆν + κ,
(48)
with states ν,  ∈ R, as auxiliary dynamics. Due to the
definitions of κ, µˆ and γˆ and Assumption 4, (48) is a
positive system [9].
Remark 26 Given the definition of the auxiliary dy-
namics in Definition 25, for any ξ ∈ Σ, if V 1q = ν and
E = , then V
1
q
+ ≤ ν+ and E+ ≤ +. For this reason, we
can study the stability of the auxiliary dynamics and in-
fer stability properties of the combined system-optimizer
dynamics.
In the following, we exploit properties of positive sys-
tems in order to construct an explicit linear Lyapunov
function for the auxiliary dynamics which can be rewrit-
ten in the compact form
w+ = Aaw, (49)
where
Aa :=
[
(1− T a¯) 1q T µˆ
T γˆ κ
]
, (50)
and w := (ν, ). We will make use of the following result
adapted from [9].
Theorem 27 (Stability of Positive Systems) A
positive discrete-time linear system of the form
w+ = Aw, (51)
0.00 0.25 0.50 0.75 1.00
0.0
0.2
0.4
0.6
0.8
1.0

0.00 0.25 0.50 0.75 1.00
ν
0.0
0.2
0.4
0.6
0.8
1.0

Fig. 2. Trajectories of the auxiliary dynamics (48) for differ-
ent initial conditions (κ = 0.4, a¯ = 0.5, γˆ = 0.2, µˆ = 0.1) -
T = 1.0 (top) and T = 0.4 (bottom). The black vector de-
scribes the direction defined by wˆ as in Theorem 28, while
the shaded area defines the cone that contains all the vec-
tors that would satisfy (55), i.e. all the vectors wˆ that define
a valid Lyapunov function Vl(w) = wˆ
>w.
where A ∈ Rn×n≥0 and w ∈ Rn≥0 is asymptotically stable
if there exist a strictly positive vector wˆ ∈ Rn>0 and a
strictly positive constant dˆ such that
max
i=1,...,n
[ (A> − I)wˆ ]i ≤ − dˆ. (52)
Moreover, the linear function Vl(w) := wˆ
>w is a Lya-
punov function for such system in Rn≥0.
PROOF. See Appendix B.
Theorem 28 The positive discrete-time linear system
(49) is asymptotically stable if and only if the following
condition is satisfied:
T 2µˆ− (1− κ)(1− (1− T a¯) 1q ) < 0, (53)
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which is satisfied for any sufficiently small sampling time
T ≤ T5 := β(1−κ)µˆ . Moreover, the function Vl(w) :=
wˆ>w, where
wˆ =
[
1
β
]
, with β :=
1
2
a¯
qγˆ
, (54)
is a Lyapunov function for (48) in R2≥0.
PROOF. In order to prove that wˆ>w is a Lyapunov
function for (48) it suffices to apply Theorem 27. The
system of inequalities
−1 + (1− T a¯) 1q + T γˆ β < 0,
T µˆ + (κ− 1)β < 0,
β > 0
(55)
admits solutions if
T
µˆ
1− κ < β <
1− (1− T a¯) 1q
T γˆ
. (56)
Such a condition can always be satisfied for a sufficiently
small T . In fact, it is easy to show that the limits for T →
0 of the upper and lower bounds on β are 0 and a¯qγˆ > 0,
respectively, such that, by continuity, there must exist a
strictly positive constant T5, such that (53) is satisfied for
any T ≤ T5. However, in order to make β independent of
T , we note that, due to convexity, 1− (1− T a¯) 1q ≥ a¯qT ,
for any T ≥ 0. Using such lower bound we can simplify
the upper bound in (56):
β <
a¯
qT
γˆT
=
a¯
qγˆ
≤ 1− (1− T a¯)
1
q
T γˆ
. (57)
Choosing β to be half of this upper bound, i.e. β := 12
a¯
qγˆ ,
we obtain that (56) is satisfied for any T ≤ T5 := β(1−κ)µˆ ,
which concludes the proof. 2
Theorem 28 shows that (exponential) asymptotic stabil-
ity of the the auxiliary dynamics holds under the con-
dition that the sampling time T satisfies inequality (53)
for given µˆ, a¯ and κ. Figure 2, illustrates the meaning of
Theorem 28, by showing the trajectories of the auxiliary
system in a phase plot, for fixed values of the parameters
µˆ, a¯, κ and γˆ, two different values of the sampling time T
and for different initial conditions. In the following, we
establish the main result of the paper by exploiting the
Lyapunov decrease established in Theorem 28 for the
auxiliary dynamics to construct a Lyapunov function for
the combinsed system-optimizer dynamics (22).
Theorem 29 Let Assumptions all the previous Assump-
tions hold. Then, for any T ≤ min{T4, T5}, the origin
is an asymptotically stable equilibrium with region of at-
traction Σ for the combined system-optimizer dynamics
(23). In particular, the function
Vso(ξ) := wˆ
>
[
V (x)
1
q
‖z − z¯(x)‖
]
, (58)
where wˆ is defined according to Theorem 28, is a Lya-
punov function in Σ for the system (23) and the origin
(x, z) = ξ = 0.
PROOF. We can derive an upper bound for Vso(ξ) as
follows:
Vso(ξ) = V (x)
1
q + β‖z − z¯(x)‖
≤ a
1
q
2 ‖x‖+ β‖z − z¯(x)‖
≤ a
1
q
2 ‖x‖+ β(‖z‖+ ‖z¯(x)‖)
≤ (a
1
q
2 + σβ)‖x‖+ β‖z‖
≤ max{a
1
q
2 + σβ, β}︸ ︷︷ ︸
=:w˜2
· (‖x‖+ ‖z‖)
≤ w˜2 · (‖x‖1 + ‖z‖1) = w˜2 · ‖ξ‖1
≤ w˜2
√
nx + nz · ‖ξ‖.
In order to derive a lower bound, we proceed as follows.
Using the reverse triangle inequality and Lipschitz con-
tinuity of z¯(x), we obtain
Vso(ξ) ≥ V (x) 1q + β(‖z‖ − σ‖x‖)
Vso(ξ) ≥ a
1
q
1 ‖x‖+ β(‖z‖ − σ‖x‖)
= (a
1
q
1 − βσ)‖x‖+ β‖z‖.
(59)
If a
1
q
1 − βσ > 0, then we can readily compute a lower
bound:
Vso(ξ) ≥ (a
1
q
1 − βσ)‖x‖+ β‖z‖
≥ a
1
q
1 − βσ√
nx
‖x‖1 + β√
nz
‖z‖1
≥ min
{
a
1
q
1 − βσ√
nx
,
β√
nz
}
︸ ︷︷ ︸
:=w˜1
(‖x‖1 + ‖z‖1)
≥ w˜1 · ‖ξ‖.
(60)
If instead a
1
q
1 − βσ ≤ 0, we define the auxiliary lower
bound
Vˆso(x, z) := a
1
q
1 ‖x‖+ β‖z − z¯(x)‖. (61)
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Since Vso(x, z) ≥ Vˆso(x, z), if we can show that Vˆso(x, z)
can be lower bounded by a properly defined function of
z, we can use such function to lower bound Vso(x, z) too.
To this end, we first observe that, since we assumed that
a
1
q
1 − βσ ≤ 0, for any x such that ‖x‖ ≤ 1σ‖z‖, we have
that
Vˆso(x, z) ≥ (a
1
q
1 − βσ)‖x‖+ β‖z‖
≥ min
x s.t. ‖x‖≤ 1σ ‖z‖
(a
1
q
1 − βσ)‖x‖+ β‖z‖
≥ a
1
q
1
σ
‖z‖,
where, for the minimization, we have used the fact that
the objective (a
1
q
1 −βσ)‖x‖+β‖z‖ is monotonically non-
increasing in ‖x‖ such that the minimum is attained at
the boundary of the interval for ‖x‖ = 1σ‖z‖.
Similarly, for any x such that ‖x‖ ≥ 1σ‖z‖, we can use
the fact that
Vˆso(x, z) = a
1
q
1 ‖x‖+ β‖z − z¯(x)‖
≥ a
1
q
1 ‖x‖ ≥
a
1
q
1
σ
‖z‖.
(62)
Hence, we can conclude that
Vso(x, z) ≥ Vˆso(x, z) ≥ a
1
q
1
σ
‖z‖ (63)
for any x. Summing this last inequality and Vso(x, z) ≥
a
1
q
1 ‖x‖, we obtain
Vso(ξ) ≥ a
1
q
1
2
‖x‖+ a
1
q
1
2σ
‖z‖
≥ a
1
q
1
2
√
nx
‖x‖1 + a
1
q
1
2σ
√
nz
‖z‖1
≥ min
{
a
1
q
1
2
√
nx
,
a
1
q
1
2σ
√
nz
}
︸ ︷︷ ︸
:=w˜2
(‖x‖1 + ‖z‖1)
≥ w˜2 · ‖ξ‖.
Together with (60), we can conclude that Vso(ξ) ≥
max{w˜1, w˜2} · ‖ξ‖. Finally, the Lyapunov decrease can
be derived as follows.
Vso(ξ+) = V (x+)
1
q + β‖z+ − z¯(x+)‖
≤ ν+ + β+ ≤ ν + β− dˆ ·
∥∥∥∥ν

∥∥∥∥
1
= V (x)
1
q + βE − dˆ ·
∥∥∥∥ν

∥∥∥∥
1
= Vso(ξ)− (dˆ1V (x) 1q + dˆ2‖z − z¯(x)‖).
Using the same procedure used to derive the lower bound
for Vso(ξ), we can show that, if dˆ1a
1
q
1 − dˆ2σ > 0, we can
write
Vso(ξ) ≥ (dˆ1a
1
q
1 − dˆ2σ)‖x‖+ dˆ2‖z‖
≥ min
{
dˆ1a
1
q
1 − dˆ2σ√
nx
,
dˆ2√
nz
}
︸ ︷︷ ︸
:=w˜3
(‖x‖1 + ‖z‖1)
≥ w˜3 · ‖ξ‖.
Else, if dˆ1a
1
q
1 − dˆ2σ ≤ 0, we can obtain the following
bound:
∆Vso(ξ) := dˆ1V (x)
1
q + dˆ2‖z − z¯(x)‖
≥ min
{
dˆ2,
dˆ1a
1
q
1
σ
}
︸ ︷︷ ︸
=:d˜2
‖z‖. (64)
Summing this last inequality and ∆Vso(ξ) ≥ dˆ1a
1
q
1 ‖x‖,
we obtain
∆Vso(ξ) ≥ dˆ1a
1
q
1
2
‖x‖+ d˜2
2
‖z‖
≥ dˆ1a
1
q
1
2
√
nx
‖x‖+ d˜2
2
√
nz
‖z‖
≥ min
{
dˆ1a
1
q
1
2
√
nx
,
d˜2
2
√
nz
}
︸ ︷︷ ︸
:=w˜4
(‖x‖1 + ‖z‖1)
≥ w˜4 · ‖ξ‖.
Hence we can define the K∞ functions αso,1(‖ξ‖) :=
min{w˜1, w˜2} ·‖ξ‖ and αso,2(‖ξ‖) := w˜2 · ‖ξ‖ and the pos-
itive definite function αso,3(‖ξ‖) := min{w˜3, w˜4} · ‖ξ‖,
such that
αso,1(‖ξ‖) ≤ Vso(ξ) ≤ αso,2(‖ξ‖)
Vso(ξ+)− Vso(ξ) ≤ −αso,3(‖ξ‖), (65)
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Fig. 3. Illustrative example adapted from [3] - closed-loop
state trajectories obtained using the approximate feedback
policy computed with a single iteration of a Gauss-New-
ton real-time algorithm (solid) and contour lines of dV (x(t))
dt
(dashed).
i.e. Vso(ξ) is a Lyapunov function in Σ for the system-
optimizer dynamics ξ+ = Φ(T ; ξ) and the equilibrium
ξ = 0. 2
5 Illustrative Example
In this section, in order to illustrate the result of The-
orem 29, we use a variant of the classical example from
[3]. In particular, we regard problem (5) and we define
the continuous-time dynamics as
φ(x, u) :=
[
x2 + u(µ+ (1− µ)x2)
x1 + u(µ− 4(1− µ)x2)
]
. (66)
In order to compute an LQR-based terminal cost, the
linearized dynamics are defined as
Ac :=
∂φ
∂x
(0, 0), Bc :=
∂φ
∂u
(0, 0), (67)
and discretized using exact discretization with piece-
wise constant parametrization of the control trajecto-
ries:
A := exp (AcTd), B :=
(∫ Td
τ=0
exp (Acτ)dτ
)
Bc.
We compute the solutionP to the discrete-time algebraic
Riccati equation
P = A>PA− (A>PB)(R+B>PB)−1(B>PA) +Q,
where Q = 0.1 · I2, R = 0.1, such that, the cost func-
tionals can be defined as
L(x, u) := x>Qx+ u>Ru, LTf (x) := x
>Px (68)
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V (x)
1
q
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101
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(x
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0 2 4
time [s]
0.0
0.2
0.4
0.6
0.8
V
so
(x
,z
)
Fig. 4. Illustrative example adapted from [3] - trajectories
in the ‖z − z¯(x)‖ − V (x) 1q space (top) and Vso(ξ) over time
(bottom). Although the numerical error does not necessar-
ily decrease monotonically over time (brown and violet), the
Lyapunov function for the combined system-optimizer dy-
namics Vso(ξ) does.
and we impose simple bounds on the input −2 ≤ u ≤ 2.
We set the prediction horizon Tf = 1.0 and discretize the
resulting continuous-time optimal control problem using
direct multiple shooting with N = 5 shooting nodes
and we use an Euler discretization of the cost integral
and explicit RK4 to discretize the dynamics. In order to
solve the resulting discretized optimal control problem,
we use the standard RTI approach, with Gauss-Newton
iterations with a fixed Levenberg-Marquardt-type term.
A single SQP iteration per sampling time is carried out.
In order to compute an estimate for the constants in-
volved in the definition of the Lyapunov function in The-
orem 29, we regard 6 different initial conditions, and
control the system using the feedback policy associated
with the exact solution to the discretized optimal control
problem. For every state x in the obtained trajectories,
we evaluate the optimal cost V (x) and the primal-dual
optimal solution z¯(x). With these values, we can esti-
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mate the constants a1, a2, a3 in Assumption 4, the con-
stant µ˜ in Assumption 7 and the constant σ in Theorem
15. Moreover, for any state visited, we carry out a lim-
ited number of iterations of the optimizer in order to es-
timate the contraction rate κˆ. Choosing a sampling time
of T = 0.00025, we obtain the estimates κ = 0.435, a¯ =
0.261, γˆ = 124.01 and µˆ = 1.04, such that the parame-
ter involved in the definition of the Lyapunov function
for the combined system-optimizer dynamics takes the
value β = 0.000527 and we have T5 = 0.000286 ≥ T .
All the computations are carried out using CasADi [2]
and its interface to Ipopt [17] and the code for the illus-
trative example is made available at https://github.
com/zanellia/nmpc_system_optimizer_lyapunov.
Figure 3 shows the state trajectories obtained controlling
the system using the approximate feedback law starting
from the selected initial conditions, while Figure 4 shows
the trajectories in the ‖z − z¯(x)‖ − V (x) 1q space and
Vso(ξ) over time. Although the numerical error ‖z−z¯(x)‖
is not necessarily decreasing over time, the constructed
Lyapunov function Vso(ξ) does.
Finally, to further justify Assumption 4, we follow Re-
mark 5 and we evaluate dV (x(t))dt at a finite number of
points in the state space. The countour lines in Figure
3, show that dV (x(t))dt < 0 holds in the region of interest.
6 Conclusions
In this paper, we derive asymptotic stability results for
real-time methods for NMPC that rely on a limited
number of iterations of an optimization algorithm in
order to speed up the computations. A class of real-
time methods with Q-linearly convergent iterates is re-
garded and, under the assumption that the ideal feed-
back law is stabilizing, we construct a Lyapunov function
for the system-optimizer dynamics which shows that it
preserves its asymptotic stability for sufficiently short
sampling times. These results extend the attractivity
proofs present in the literature which rely instead on the
assumption that inequality constraints are either absent
or inactive in the attraction region considered.
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A Proof of Proposition 18
In the following, we will use the shorthand u = Mu,zz.
First, notice that, since
ψ(t;x, u) = x+
∫ t
0
φ(ψ(τ ;x, u), u) dτ, (A.1)
for all x ∈ XV¯ and all z ∈ B(z¯(x), rz), there exists a T ′ >
0, such that, for all t ≤ T ′, we have ψ(t;x, u) ∈ XV¯+ρ.
Using the Gronwall Lemma and Assumption 17, we ob-
tain that, for any x ∈ XV¯ , all z ∈ B(z¯(x), rz) and all
T ≤ T ′, the following holds:
‖ψ(T ;x, u)− x‖ ≤
∫ T
0
‖φ(ψ(τ ;x, u), u)‖ dτ
≤
∫ T
0
Lφ,x‖ψ(τ ;x, u) + x− x‖ dτ
+
∫ T
0
Lφ,u‖u‖ dτ
≤ T (Lφ,u‖u‖+ Lφ,x‖x‖)
+
∫ T
0
Lφ,x‖ψ(τ ;x, u)− x‖dτ
≤ TeLφ,xT (Lφ,u‖u‖+ Lφ,x‖x‖)
and we can define Lψ,x := e
Lφ,xTLφ,x and Lψ,u :=
eLφ,xTLφ,u, such that
‖ψ(T ;x, u)− x‖ ≤ T · (Lψ,x‖x‖+ Lψ,u‖u‖) (A.2)
for any x ∈ XV¯ and all z ∈ B(z¯(x), rz). Similarly,
in order to prove the second inequality, we first no-
tice that there must exist a T ′′ > 0 such that, for all
x ∈ XV¯ , for all u = Mu,zz and all u′ = Mu,zz′ such
that z, z′ ∈ B(z¯(x), rz) and for all t ≤ T ′′, we have
ψ(t;x, u), ψ(t;x, u′) ∈ XV¯+ρ. Hence, for any x ∈ XV¯
and all z, z′ ∈ B(z¯(x), rz) and all T ≤ T ′′ we can proceed
as follows:
‖ψ(T ;x, u′)− ψ(T ;x, u)‖
≤
∫ T
0
‖φ(ψ(τ ;x, u′), u′)− φ(ψ(τ ;x, u), u)‖dτ
=
∫ T
0
‖φ(ψ(τ ;x, u′), u′)− φ(ψ(τ ;x, u), u)
+ φ(ψ(τ ;x, u′), u)− φ(ψ(τ ;x, u′), u)‖dτ
=
∫ T
0
‖φ(ψ(τ ;x, u′), u′)− φ(ψ(τ ;x, u′), u)‖dτ
+
∫ T
0
‖φ(ψ(τ ;x, u), u)− φ(ψ(τ ;x, u′), u)‖ dτ
≤ TLφ,u‖u′ − u‖
+
∫ T
0
Lφ,x‖ψ(τ ;x, u′)− ψ(τ ;x, u)‖ dτ
and, applying the Gronwall Lemma, we obtain
‖ψ(T ;x, u′)− ψ(T ;x, u)‖ ≤ TLφ,ueTLφ,x‖u′ − u‖
= TLψ,u‖u′ − u‖.
Finally, setting T1 := min{T ′, T ′′} concludes the
proof. 2
B Proof of Theoremm 27
It suffices to show that Vl(w) is a Lyapunov function for
(51) in Rn≥0. Define wˆmin := min
i=1,...,n
[ wˆ ]i and wˆmax :=
max
i=1,...,n
[ wˆ ]i. The following inequalities hold:
wˆ>w ≥ wˆmin · 1>w = wˆmin · ‖w‖1 ≥ wˆmin · ‖w‖2
and
wˆ>w ≤ wˆmax · 1>w
≤ wˆmax · ‖1‖2‖w‖2
≤ √n wˆmax · ‖w‖2
which shows that there existsK∞ functions αl,1(‖w‖) :=
wˆmin · ‖w‖ and αl,2(‖w‖) :=
√
n wˆmax · ‖w‖ such that
αl,1(‖w‖) ≤ Vl(w) ≤ αl,2(‖w‖). (B.1)
Moreover, for any w > 0, we have that
Vl(w+)− Vl(w) = wˆ>Aw − wˆ>w
= wˆ>(A− I)w
= w>(A> − I) wˆ
≤ −dˆ · ‖w‖1 ≤ −dˆ · ‖w‖2.
(B.2)
Hence, there exists a positive definite and continuous
function αl,3(‖w‖) := dˆ · ‖w‖ such that, for any w ≥ 0,
the following holds
Vl(w+)− Vl(w) ≤ −αl,3(‖w‖) (B.3)
and αl,3(0) = 0, which concludes the proof. 2
Remark 30 Notice that the original Theorem in [9] re-
quires the existence of a strictly positive vector wˆ > 0
such that
(A− I)wˆ < 0. (B.4)
Although the condition used in Theorem 27 is equivalent
to one above, the resulting wˆ can only be used to define a
Lyapunov function for the dual system w+ = A
>w.
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