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Abstract
Many important differential equations model quantities whose value must remain
positive or stay in some bounded interval. These bounds may not be preserved when
the model is solved numerically. We propose to ensure positivity or other bounds by
applying Runge–Kutta integration in which the method weights are adapted in order
to enforce the bounds. The weights are chosen at each step after calculating the stage
derivatives, in a way that also preserves (when possible) the order of accuracy of the
method. The choice of weights is given by the solution of a linear program. We in-
vestigate different approaches to choosing the weights by considering adding further
constraints. We also provide some analysis of the properties of Runge–Kutta meth-
ods with perturbed weights. Numerical examples demonstrate the effectiveness of the
approach, including application to both stiff and non-stiff problems.
Key words. positivity preserving, bound preserving, Runge–Kutta methods, linear
programming
AMS subject classification. 65L06, 65L20, 65M12
1 Introduction
Many physical processes can be described with differential equations. The physical quanti-
ties that are involved in these processes often only make sense if they remain within certain
bounds. For instance, concentrations must be non-negative (we will often say simply positive
for short), while probabilities or mass fractions must remain in [0, 1]. The ordinary differen-
tial equations (ODEs) or partial differential equations (PDEs) that model these quantities
are often too complex to be solved analytically and therefore require numerical approx-
imation. Numerical methods generally may not satisfy these bound constraints. In the
present work, we develop an approach to ensuring positivity or other bound constraints
using Runge–Kutta methods (RKMs) for the solution of ODEs or semi-discretized PDEs.
We say an initial value problem
u′(t) = f(t, u) (1.1)
u(0) = u0 (1.2)
where u : [0, T ]→ Rm is positive if
u(0) ≥ 0 =⇒ u(t) ≥ 0 for all t ∈ [0, T ]. (1.3)
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Here and in the following, inequalities like u ≥ 0 are meant componentwise. A sufficient
condition for positivity of (1.1) is
ui = 0 =⇒ fi(t, [u1, · · · , ui, · · · , un]T ) ≥ 0 ∀u ≥ 0, ∀t ∈ [0, T ]. (1.4)
For such ODEs, the backward Euler method is guaranteed to preserve positivity under any
step size, while the forward Euler will preserve positivity for small enough ∆t [12]. Any
RKM (or in fact any general linear method) that is unconditionally positivity preserving
for all positive ODEs must have order ≤ 1 [3]. For any higher order method, we expect
positivity only under some restriction on the time step size.
Several approaches to ensuring numerical positivity exist in the literature. The most basic
approach is orthogonal projection onto the positive orthant, which means simply setting
negative values to zero [29]. This approach is often problematic; for instance, it will violate
linear invariants such as mass conservation. As another approach, one may use event finding
methods in order to stop when any solution component reaches zero, and then proceed in
some special way [30]. This approach is implemented in the MATLAB ODE Suite along
with the idea of redefining the ODE outside the positive orthant (usually by evaluating at
the nearest point on the boundary of the positive orthant). If positivity is preserved under
a forward Euler step (with some step size restriction ∆t ≤ ∆tFE), then any strong stability
preserving Runge–Kutta (SSPRK) method will also preserve positivity (with a modified
step size restriction) [8]. Specifically, the positivity of the method is ensured for time steps
∆t ≤ C∆tFE, where C depends on the SSPRK method. Modified Patankar–Runge–Kutta
(MPRK) methods represent another approach to ensuring positivity for specific classes of
ODEs. MPRK methods introduce multiplicative factors within the Runge–Kutta stages
to ensure positivity, but require the solution of a linear algebraic system; see e.g. [18] and
references therein. Finally, we mention diagonally split Runge–Kutta (DSRK) methods,
which can be unconditionally positive and have order higher than one. Like MPRK schemes,
DSRK methods avoid the restriction mentioned above because they are not general linear
methods [11]. However, in practice unconditionally positive DSRK methods are less accurate
than backward Euler for large step sizes [21].
The rather discouraging theoretical result of [3] shows that one should not hope to
preserve positivity with a single method for every problem and every initial condition. In
the present work we take an approach based on the idea that for a particular problem and
initial condition, there often exists a method of high order that is positivity preserving, at
least for a single step. The main idea is to adaptively choose the weights b of the RKM, after
the stage values are known, in a way that ensures positivity. The selection of the weights
requires the solution of a linear program (LP) at every step for which the numerical solution
would otherwise be non-positive. This is a significant cost, but may in some cases be an
economical alternative to rejecting a step or using excessively small step sizes.
The idea of using different weights within an RKM is not new; for instance it is the basis
of error approximation using embedded RK pairs [9]. The idea of adapting the weights after
calculating the stage values has also been used, for instance in [17]. In this case it is used to
adapt the properties of the time integrator for a method of lines solution of a PDE. Another
class of methods that adapt the weights at the end of an RK step are the relaxation Runge–
Kutta (RRK) methods. In these, the weights are scaled by a scalar relaxation parameter in
order to guarantee conservation or monotonicity of a desired functional; e.g. to conserve or
dissipate energy or entropy [16, 26, 27].
Our means to ensure positivity can be interpreted as a projection approach, where the
numerical solution is adapted to satisfy the positivity constraint at the end of each step. In
contrast to simple orthogonal projection, which has also been proposed to deal with posi-
tivity constraints [29], our approach preserves all linear invariants of the given ODE. These
invariants can be very important, e.g. the total mass for a transport problem or in reaction
systems. Preservation of linear invariants has been shown to be an important advantage
of RRK methods over orthogonal projection methods [25]. Of course, it is also possible to
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enforce the preservation of linear invariants in projection methods, but the invariants have
to be known explicitly [28].
The paper unfolds as follows. In Section 2 the main idea is explained. Section 3 contains
the formulation of the linear program for selection of the weights at each step. Section 4.1
describes how the new approach can be used with different RKMs, how it can be combined
with adaptive error control, and how the region of absolute stability can be approximated.
In Section 5 numerical results are given for multiple test problems. A conclusion is given in
Section 6.
2 Bound-preserving adaptive Runge–Kutta methods
When computing the solution of an ODE u′ = f(t, u) using an RKM with s stages and the
Butcher tableau
c A
bT
(2.1)
the stage values are computed according to
yj = u
n + ∆t
s∑
k=1
ajkf(t
n + ∆tck, yk), j = 1, · · · , s. (2.2)
Based on these values, the next solution un+1 is computed as
un+1 = un + ∆t
s∑
j=1
f(tn + ∆tcj , yj)bj . (2.3)
Let fj = f(t
n + ∆tcj , yj); then we can write (2.3) as
un+1 = un + ∆tFb, (2.4)
where the jth column of F is fj . We wish to impose the discrete analog of (1.3); i.e.
un ≥ 0 =⇒ un+1 ≥ 0, (2.5)
or more general bound constraints
α ≤ un ≤ β =⇒ α ≤ un+1 ≤ β. (2.6)
We will focus on the case of positivity while keeping in mind that the methodology extends
to general bounds. The main idea of the present work is that if the new solution un+1
contains negative entries, we can replace the weights in (2.4) with a set of modified weights
b˜ such that the resulting solution is positive:
u˜n+1 = un + ∆tF b˜n ≥ 0. (2.7)
Indeed, we can view (2.7) as a linear constraint on the choice of modified weights b˜n. Since
we have already computed the intermediate stages, F is a known, fixed matrix. In order
to ensure that the modified solution u˜n+1 is accurate, we can also constrain b˜ to satisfy
the Runge–Kutta order conditions up to some order (ideally, the same order as the original
method). Observe that all of the order conditions are linear in the weights, so that these
additional constraints take the form
Qb˜ = r
for some fixed matrix Q and vector r. By applying this technique at each step, we integrate
(1.1) with a sequence of Runge–Kutta methods with coefficients (A, b˜n). At any step for
which the solution un+1 produced by method (A, b) is positive, we do not need to modify the
weights and can simply accept this unmodified solution. Note that linear invariants (such
as mass conservation) of the solution are automatically preserved in this approach, since at
each step we use a Runge–Kutta method.
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2.1 Example I
The main goal is to choose a method (A, b) such that un+1 approximates the solution of
the ODE u(tn+1). An obvious objective while modifying the Runge–Kutta coefficients is to
retain a high order of accuracy, but this does not fully determine the choice of weights in
general. To get a better understanding for the method we consider the behavior for a simple
problem.
We take the linear, positivity preserving ODE [19]
u′(t) = Lu(t), u(0) =
(
1
0
)
, L =
(−5 1
5 −1
)
, (2.8)
and use the three stage, third order SSP method SSP(3,3)
0
1 1
1/2 1/4 1/4
1/6 1/6 2/3
(2.9)
of [31]. The matrix L has the eigenvalues zero and −6 and its operator norm is 2√13. The
real-axis stability interval of SSP33 includes the interval [−2.5, 0]. We take ∆t = 1/3, which
satisfies the spectral condition and guarantees boundedness (though not monotonicity) of
the solution. The corresponding stage derivatives are
f(y1) =
(−5
5
)
, f(y2) =
(
5
−5
)
, f(y3) =
(−5
5
)
. (2.10)
The value of the next step using the standard weights is
u1 =
(−1/9
10/9
)
. (2.11)
Since the first component of the new solution is negative, we want to adapt the weights to
ensure positivity. All weights that comply with the constraints for first and second order of
accuracy can be expressed as
b˜ =
1/61/6
2/3
+ α
1/21/2
−1
 , α ∈ R. (2.12)
We have one degree of freedom for the choice of the weights, parameterized by α. If the
general expression for the weights is inserted in (2.4) the general solution is
u1 = u0 + ∆t (f1, f2, f3) b˜ =
(−1/9
10/9
)
+ α
(
5
−5
)
. (2.13)
By changing the parameter α, the weights and the new solution are altered. With a suitable
choice of α ∈ [1/45, 2/9], any u that complies with mass conservation and positivity can be
reached. By adding additional constraints on the weights, the choice of α can be narrowed
down. An objective function is also needed to make the choice unique. This should be
designed in a way to prefer weights that are close to the original weights.
We see that the choice of b˜ is subject to linear equality and inequality constraints. If we
choose a linear objective function, the resulting problem for finding the modified weights is
a linear program, which can be efficiently solved by standard algorithms. A natural choice
of objective function is
minimize ‖b˜− b‖1.
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The resulting problem can be phrased as an LP by using slack variables. In general, this
LP may not have a solution; we can relax the constraints by requiring a lower order of
consistency than the design order of the method. These choices and alternatives will be
considered in Section 3.
In contrast to other projection methods [28, 29], minimizing the deviation of the weights
instead of the deviation of the projected solution is computationally much more efficient for
large systems, arising for example in the discretization of PDEs.
2.2 Example II
To illustrate the usage of the method we consider the reaction system [18]
u′1 = 0.01u2 + 0.01u3 + 0.003u4 −
u1u2
0.01 + u1
, (2.14a)
u′2 =
u1u2
0.01 + u1
− 0.01u2 − 0.5(1− exp(−1.21u22))u3 − 0.05u2, (2.14b)
u′3 = 0.5(1− exp(−1.21u22))u3 − 0.01u3 − 0.02u3, (2.14c)
u′4 = 0.05u2 + 0.02u3 + 0.003u4, (2.14d)
with initial conditions
u(0) = (8, 2, 1, 4)T . (2.15)
When solved with the Cash–Karp RK5 method [4] and ∆t = 0.005 the approximated solution
contains negative values. This causes qualitatively wrong solutions to the problem. In
Figure 1 the obtained results are plotted with dashed lines. At t = 1.905 the value of u1 gets
negative. This leads to a diverging solution.
Now the weights are adapted. The adapted weights are of 4th order. The results are also
plotted in Figure 1, with solid lines. The positivity constraint is now fulfilled. A qualitatively
correct solution is obtained.
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Figure 1: Numerical approximation of the reaction problem (2.14) computed with Cash–
Karp RK5 and ∆t = 0.005. The dashed lines are the approximations obtained without the
adaption of the weights. The lower plot shows the adaptation of the weights.
The difference ‖b˜ − b‖1 is also plotted in Figure 1. No modification of the weights is
required for t < 1.905. At t = 1.905 the weights are first adapted to ensure the positivity of
the solution. For t > 2.63 the original set of weights again lead to a positive solution, and
no further modification is necessary.
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3 Selection of modified weights
In this section, we consider further the formulation of the LP to choose the modified weights
b˜. In particular, we focus on the choice of objective function and how to relax the constraints
to ensure that a feasible solution exists.
3.1 Order conditions
The order conditions for an s-stage, order p RKM are a set of equations depending on A, b,
and c. As mentioned already, if A and c are given, the order conditions are linear in b and
can be written as Qpb = rp, where Qp ∈ Rv×s, rp ∈ Rv represent the set of all conditions up
to and including order p. Here v is the number of order conditions. It may not be possible
to find modified weights that also satisfy the conditions of order p and yield positivity, so in
general the modified weights will be a solution of
Qp˜b˜ = rp˜
for some p˜ ≤ p. Since we have s degrees of freedom b˜j , we need at a minimum to choose p˜
so that rank(Qp˜) < s. Because the quadrature conditions are linearly independent, we have
rank(Qp) ≥ p, so we must take p˜ ≤ s. In general we may need to take p˜ even smaller in
order to achieve positivity.
3.2 Choice of objective function and additional constraints
In the design of Runge–Kutta methods, weights are carefully chosen not only to satisfy
the order conditions but also to give desirable properties such as a good region of absolute
stability, small error coefficients, and so forth. Replacing these carefully-chosen weights
b with arbitrary weights b˜ could lead to the loss of these desirable properties. In order to
preserve as much as possible the good properties of the method, we use as objective function
‖b˜ − b‖1. This has the additional benefit of penalizing weights with large magnitude in
general, avoiding large truncation or cancellation errors. This also ensures that if no negative
solution values appear, the solution of the LP is simply the original method weights. Thus
we have the following LP:
(Free adaptation) Given F , p˜, and b, find b˜ that minimizes ‖b˜−b‖1 subject
to
un+1 = un + ∆tF b˜ ≥ 0, (3.1a)
Qp˜b˜ = rp˜. (3.1b)
LP
Of course, there is still no guarantee that the modified weights will be close to the original
method weights. In some examples we have observed that large modifications of the weights
can lead to inaccurate solutions even though the order conditions are satisfied. In order to
avoid issues that might be caused by poor weights, we can additionally impose either or
both of the following strategies:
1. Select in advance a set of desirable weight vectors b1, b2, . . . , bK corresponding to known
good methods, and restrict the choice of b˜ to convex combinations of this set.
2. Require that the perturbation ‖u˜− u‖ is small and reject the step if it is not.
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(b) Convex adaptation
Figure 2: Graphical representation of the two different approaches to adapt the weights for
a two-stage method.
We discuss the first strategy here; the second is deferred to section 4.2. Ideally every
element of the set of potential weight vectors would correspond to a method of the same order
as the original method. Due to linearity of the order conditions, any linear combination of
such weights would also yield a method of the same order. On the other hand, it is natural to
include a weight vector corresponding to the forward Euler method (for explicit methods) or
backward Euler method (for implicit methods), since these two methods guarantee positivity
(unconditionally for backward Euler and conditionally for forward Euler). We can formulate
an LP using the first strategy (restriction to a convex set) as follows. Let B denote the matrix
with columns b1, b2, . . . , bK and let g ∈ RK . The LP is then as follows:
(Convex adaptation) Given F , B, and b, find g that minimizes ‖b˜ − b‖1
subject to
b˜ = Bg, (3.2a)
0 ≤ gk ≤ 1, (3.2b)
K∑
k=1
gk = 1, (3.2c)
un+1 = un + ∆tF b˜ ≥ 0. (3.2d)
LP
Note that we do not need to impose the order conditions here, since they will be satisfied
by each of the methods and thus (by linearity) by the modified method. The order of the
modified method will in general be equal to the lowest order among the component methods.
Both approaches are illustrated in Figure 2.
3.3 Reduction of number of positivity constraints
The number of positivity constraints implied by (2.7) is equal to m, the number of ODEs be-
ing solved. This number may be very large, for instance if the system is a semi-discretization
of a PDE. This makes solution of the LP very costly. But in most cases, positivity is violated
only for a very small subset h ⊆ {1, . . . ,m} of the solution components. We can solve a
much less expensive LP by replacing (2.7) with
uni + ∆t
s∑
j=0
Fi,jbj ≥ 0 ∀i ∈ h ⊆ {1, . . . ,m}. (3.3)
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Of course, it must be checked that the solution of the resulting LP still satisfies the full set
of constraints (2.7). In practice, we have found the following approach to be effective. First,
set
h0 = {i ∈ {1, . . . ,m} | un+1i < 0}.
Solve the LP and let u˜n+1 denote the new solution. If u˜n+1 satisfies (2.7), accept this as
the new solution; otherwise, repeatedly take
ha+1 = {i ∈ {1, . . . ,m}|u˜n+1i < 0} ∪ ha
until u˜n+1 is found to satisfy (2.7). In the examples we have studied, this approach was
found to always converge in at most 2 iterations.
When enforcing a maximum value, the number of constraints can be reduced using the
same technique. When enforcing both maximum and minimum values two separate sets of
active constraints are used. In this case it is important to update these sets simultaneously.
3.4 Summary of the algorithm
Our proposed method to solve a positive initial value problem (1.1) is summarized in Algo-
rithm 1.
1: Initialize n← 0, un ← u0, t← 0
2: while t < tend do
3: Choose ∆t (fixed or via an adaptive stepsize control)
4: Calculate F = (f1, . . . , fs) according to (2.2)
5: un+1 ← un + ∆tFb, according to (2.4)
6: if un+1 ≥ 0 then
7: GOTO line 24
8: else
9: p˜← pstart
10: while p˜ ≥ pmin do
11: Solve LP (3.1)
12: if LP is feasible then
13: δ ← ‖∆tF (b˜− b)‖
14: if δ < tolδ then
15: un+1 ← un + ∆tF b˜
16: GOTO line 24
17: end if
18: end if
19: p˜← p˜− 1
20: end while
21: Reduce ∆t
22: GOTO line 4
23: end if
24: Estimate error according to (4.2)
25: if error ≤ tolerror then
26: t← t+ ∆t, n← n+ 1
27: else
28: Reduce ∆t
29: GOTO line 4
30: end if
31: end while
Algorithm 1: Pseudocode for the algorithm using a free adaption of weights.
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4 Properties of adaptive RKMs
In the previous sections an algorithm for choosing positivity preserving weights b˜ has been
presented. In the next section properties of the adaptive RKMs are discussed.
4.1 Choice of baseline method
An important property of the baseline method is the existence of embedded methods and
the degrees of freedom for the weights b˜. As noted in Section 3.1 the number of stages has to
be higher than the order. It is natural to use explicit and diagonally implicit methods, both
for their efficiency and because the order need not be reduced as much in order to satisfy
the condition p˜ < s. For a given method and reduced order p˜, the number of degrees of
freedom for the choice of the new weights is given by s− rank(Qp˜). The resulting number of
degrees of freedom is shown in Table 1 for some explicit methods and in Table 2 for several
implicit methods. The backward Euler extrapolation methods use the harmonic sequence
as described in [9, Section II.9] and [10, Section IV.9].
Method s Order p˜
1 2 3 4 5 6
Classical RK4 [20] 4 3 2 0 0 — —
SSPRK(10,4) [14] 10 9 8 6 4 — —
Cash–Karp RK5(4)6 [4] 6 5 4 2 1 0 —
Dormand–Prince RK5(4)7 [24] 7 6 5 3 1 0 —
Table 1: Degrees of freedom for the choice of the weights for some explicit methods.
Method s Order p˜
1 2 3 4 5 6
Backward Euler 1 0 — — — — —
Lobatto IIIC4 [5] 4 3 2 1 0 0 0
Radau IIA3 [7] 3 2 1 0 0 0 —
SDIRK(5,4) [10, eq. (6.18)] 5 4 3 1 0 — —
TR-BDF2 [2] 3 2 1 — — — —
Extrapolation BE 2 [9, Sec. II.9] 3 2 1 — — — —
Extrapolation BE 3 [9, Sec. II.9] 6 5 4 2 — — —
Extrapolation BE 4 [9, Sec. II.9] 10 9 8 6 3 — —
Table 2: Degrees of freedom for the choice of the weights for some implicit methods.
For explicit methods with the number of stages equal to the order of the method, the
order must be reduced in order to allow any freedom in the weights. If the classical RK4
method is used the order has to be reduced more because the RK4 method does not have
embedded methods of order 3. In contrast to this, some methods with s > p admit changes
to the weights without reducing the order. An example of this is SSPRK(10,4), that has 4
degrees of freedom for p˜ = p. For Cash–Karp RK5 and Dormand–Prince RK5, even though
the number of stages is higher than the order, the order must be reduced in order to allow
any modification of the weights.
Regarding implicit methods, we can see that the fully implicit methods Lobatto IIIC4
and Radau IIA3 require a drastic reduction of the order, as expected. The diagonally implicit
SDIRK(5,4) method only requires an order reduction of one to get one degree of freedom
for the weights. The TR-BDF2 method even allows adaptations without reducing the or-
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der. The backward Euler extrapolation methods also exhibit degrees of freedom without a
reduction of the order.
It is also desirable that the baseline method have a large stability region.
Note that for many diagonally implicit methods, the first stage is a scaled backward
Euler step. For such methods, by allowing the order to be reduced to one we can guarantee
the existence of a solution to the LP, since the backward Euler method is unconditionally
positive. For explicit methods, reducing the order to one is guaranteed to yield a solution
of the LP only if the step size is small enough.
4.2 Error detection and approximation
Stability analysis for the proposed approach is very challenging, since in principle a different
method may be used at every step. At the same time, as long as the exact solution is
positive, we expect that as the step size goes to zero, eventually no modification of the
weights will be required and the convergence of the unmodified method will be observed.
This holds true in the examples shown in Section 5. We are thus more concerned with the
behavior of the modified method outside the asymptotic convergence regime.
To approximate the error of a new step we propose the following approximation of the
local error:
err = ‖u(tn+1)− u˜n+1‖ = ‖u(tn+1)− (un+1 + ∆tF (b˜− b))‖ (4.1)
≤ ‖u(tn+1)− un+1‖︸ ︷︷ ︸
≈errT
+ ‖∆tF (b˜− b)‖︸ ︷︷ ︸
=δ
. (4.2)
The total error is split up in the truncation error and the perturbation δ using the triangle
inequality. The truncation error can be estimated using the standard error estimators errT =
‖unb − unbˆ ‖. After adapting the weights, the perturbation is calculated. If the perturbation
is larger than the tolerance, the weights are rejected. The two values are added to get an
approximation of the total error err = errT + δ. This type of error estimation is easy to
implement because it can be easily incorporated in an existing step size control and takes
advantage of the standard error approximation.
4.3 Stability region
Adapting the weights b changes the RK method. Hence, the stability function is altered and
the region of absolute stability varies.
As an example, the stability regions of adapted RKMs are visualized in Figure 3. In Fig-
ure 3a the Dormand–Prince RK5 method is freely adapted. The weights are taken from the
example in Section 5.1. In Figure 3b the stability regions of the BE 3 extrapolation method
and the embedded chain of three BE steps with time step ∆t/3 are plotted. Additionally
the stability regions of convex combinations of these two methods are shown.
Let the stability function be denoted by R(z) : C → C. Since we intend to vary the
weights, we view R(z) as a function parameterized by the weight vector b:
Rb(z) = 1 + zb
T (I − zA)−1e, (4.3)
where e = (1, . . . , 1)T ∈ Rs. The stability function is an affine function of the weights.
4.3.1 Stability of convex adaptation
If the new weights are chosen by convex adaptation of given weights, it is easy to prove some
properties of the stability region.
Theorem 4.1. The stability region of a Runge–Kutta method (A, b˜) where b˜ =
∑
i gib
i is a
convex combination of b1, . . . , bm ∈ Rs (i.e. gi ∈ [0, 1],
∑
i gi = 1), contains the intersection
of the stability regions of the methods (A, b1), . . . , (A, bm).
10
−6 −4 −2 0 2 4 6
−4
−2
0
2
4
Dormand–Prince RK5 free adaptation
(a) Dormand–Prince RK5 with free adapta-
tion of the weights b˜ as in the example in
Figure 4b.
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(b) BE 3 extrapolation method and embed-
ded chain of three BE steps with convex com-
binations of both weights.
Figure 3: Change of stability region for the free adaptation and the convex adaptation of
the weights. Regions with |R(z)| ≤ 1 are hatched for the original methods.
Proof. Since the stability function is an affine-linear function of the weights, R∑
i gib
i(z) =∑
i giRbi(z). Hence, if z is in the stability region of all methods (A, b
1), . . . , (A, bm),
|R∑
i gib
i(z)| ≤
∑
i
gi|Rbi(z)| ≤ 1. (4.4)
This result is particularly important for implicit methods. If all the embedded methods
used to construct the new weights are A-stable, the resulting method is also A-stable.
4.3.2 Stability of free adaptation
If the weights are adapted freely, in general we have no result like Theorem 4.1. Still, if
the change in the weights is small then the resulting stability function is by some measure
similar to the stability function of the baseline method.
Lemma 4.2. The stability function Rb˜ of an adapted RK method satisfies
|Rb˜(z)| ≤ |Rb(z)|+ ‖b˜− b‖1‖z(I−zA)−1e‖∞. (4.5)
Proof. Compute
|Rb˜(z)| ≤ |Rb(z)|+ |Rb˜(z)−Rb(z)| = |Rb(z)|+ |z(b˜− b)(I−zA)−1e|
≤ |Rb(z)|+ ‖b˜− b‖1‖z(I−zA)−1e‖∞.
(4.6)
This result suggests that the objective min ‖b˜ − b‖1 is an appropriate choice to control
the change of the region of absolute stability, in particular for explicit methods for which
‖z(I−zA)−1e‖∞ can be bounded by a polynomial in |z|.
5 Results of numerical experiments
The implementation of the algorithms described above and code to reproduce the numerical
examples reported here can be found in [23]. The methods are implemented in Python using
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Figure 4: Numerical results for the advection decay problem (5.1).
NumPy/SciPy [32], NodePy [15], and Matplotlib [13] for the visualizations. We have used
MOSEK [22] via CVXPY to solve the LPs [1, 6].
The adaptive RKM can be used with ODEs that satisfy (1.4). For problems where the
exact solution is positive for certain u0 but do not satisfy (1.4) tests did not show promising
results. Additionally, it is not certain whether the computed solutions would be reasonable.
5.1 Non-stiff problem with fixed stepsize
First, adaptive RKMs based on explicit methods are tested on non-stiff problems with a
fixed step size. When used with explicit methods the cost of solving the LP is significant
because the computation of the stage derivatives only requires s evaluations of the RHS.
For most of the linear test problems tried, the explicit methods yield to positive results.
When increasing the step size, issues with stability occur before getting negative values. An
example for this is the ODE in Section 2.1. Some nonlinear RHS may require very small
time steps to preserve positivity. For these, adapting the weights could be a possible way to
solve them. An example is the reaction equation solved in Section 2.2. Since the positivity
of the stage values is not ensured, the right hand side has to be defined for negative values.
If this is not the case, the right hand side has to be adapted accordingly.
A test problem similar to [30] is the PDE
∂u(t, x)
∂t
= −a∂u(t, x)
∂x
−Ku(t, x), x ∈ (0, 1), t ∈ (0, 1),
u(t, 0) = 1, t ∈ (0, 1],
u(0, x) = 0, x ∈ [0, 1],
(5.1)
which consists of an advection part and an exponential decay. The numerical approximation
uses the method of lines and a first order upwind finite difference semidiscretization with
N = 100 points. This leads to the positivity preserving ODE
d
dt
ui =
a
∆x
(ui−1 − ui)−Kui−1. (5.2)
The parameters are set to a = 1 and K = 1. We use the Dormand–Prince RK5 method
and adapt the weights using the free adaptation. In Figure 4a the results for ∆t = 0.015
are plotted for different time steps. We can see that the solution approaches an exponential
function with t→∞. In Figure 4b the used weights are plotted. For t ≤ 0.375 the weights
are altered. For t > 0.375 the original weights lead to a positive solution.
Next, different time steps are used. For ∆t ≤ 0.0082 the unaltered method leads to
positive solutions. For a larger ∆t the original method leads to negative values and the
weights are altered. For ∆t > 0.016 the baseline method is no longer stable. For the
ODE, the reference solution can be computed using the matrix exponential. In Figure 5 the
convergence for t = 0.5 is plotted for the altered and unaltered method.
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Figure 5: Convergence results of the adapted Dormand–Prince RK5 for the advection decay
problem (5.1).
The unaltered method has the order p = 5. The values marked with a cross denote the
numerical experiments that required an adaption of the weights. Even though the order is
reduced, most errors are still close to the error of the unaltered method.
5.2 Stiff problem with fixed step size
Next, adaptive RKMs based on implicit methods are tested on stiff problems. Implicit
methods are an advantageous choice for a couple of reasons. Firstly, the cost of solving the
LP is relatively small compared to the cost of solving the stage equations. Secondly, the
time step is not limited by the stability of the method. Therefore, it is possible to use larger
time steps that are more likely to lead to negative values.
A very interesting class of methods are the implicit extrapolation methods. These allow
changes of the weights without a reduction of the order, as discussed in Section 4.1. More-
over, all stage values are computed using the BE method. Hence, all intermediate stages
are positive. Furthermore, an embedded BE step is included. This ensures that a positive
solution always exists, even if it is of first order.
We test the proposed adaptation algorithm on the diffusion equation
∂
∂t
u = D
∂2
∂x2
u (5.3)
with homogeneous Dirichlet boundary conditions on the domain x = [−0.5, 0.5] with N =
100 points. The equation is semidiscretized using the 3-point-scheme
d
dt
ui =
d
∆x2
(ui−1 − 2ui + ui+1) . (5.4)
As initial condition u0 = (0, · · · , 0, 1, 0, · · · , 0)T is used. The diffusion coefficient is D = 1.
The ODE is solved using the BE 3 extrapolation method. For large ∆t the method
computes negative values for u1. These can be corrected by adapting the weights. The
solutions are computed using the free adaptation and convex adaptation for ∆t = 1× 10−3.
The results for the free adaptation are plotted in Figure 6a and the corresponding change
of the weights is shown in Figure 6c. The original solution for the first step is negative.
Therefore, the weights have to be changed. If we take a look at the solution after the first
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Figure 6: Numerical results for the diffusion problem (5.3) and the adapted BE 3 extrapo-
lation method.
time step at t = 0.001 we can see that at x = 0 the solution is smaller than the solution at
the surrounding points. This is not physical. The next time steps lead to physical solutions
again. To prevent this glitch from happening we choose the weights based on a convex
adaptation. A first order embedded method is added. The solution is shown in Figure 6b
and the weights are visualized in Figure 6d. The weights for the first step are altered again.
The weights obtained by the convex adaptation are different from the weights obtained by
taking the free adaptation. The solution for t = 0.001 computed with the convex adaptation
is physical. For both approaches, the remaining steps can be computed with the standard
weights.
In Figure 7, the convergence is shown for the unaltered BE 3 extrapolation method
(potentially resulting in negative values), the adaptive method with free adaptation, and
the adapted method using convex adaptation. Additionally, results for the BE method are
plotted. It is only of 1st order but preserves positivity for all ∆t. For ∆t < 3× 10−5 the
standard weights yield to a positive result. For larger ∆t the weights have to be adapted
to ensure positivity. The free adaptation results in similar convergence properties as the
original method. This can be expected, because the adapted method is still of 3rd order.
The convex adaptation yields larger errors than the free adaptation but leads to physical
solutions for all time-steps. This is no surprise because the adapted RKM used for the first
step is only of first order. But the adaptive method still outperforms the BE, even when
accounting for the higher cost per step.
5.3 Stiff problem with adaptive step size
Next we test the adaptive RKM on a more complex problem. For this, we consider the
advection-diffusion-production-destruction system [18]
∂u1
∂t
= −a∂u1
∂x
+ d
∂2u1
∂x2
+ 0.01u2 + 0.01u3 + 0.003u4 − u1u2
0.01 + u1
, (5.5a)
∂u2
∂t
= −a∂u2
∂x
+ d
∂2u2
∂x2
+
u1u2
0.01 + u1
− 0.01u2 − 0.5(1− exp(−1.21u22))u3 − 0.05u2, (5.5b)
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Figure 7: Convergence result of baseline and adapted BE 3 extrapolation methods for the
diffusion problem (5.3).
∂u3
∂t
= −a∂u3
∂x
+ d
∂2u3
∂x2
+ 0.5(1− exp(−1.21u22))u3 − 0.01u3 − 0.02u3, (5.5c)
∂u4
∂t
= −a∂u4
∂x
+ d
∂2u4
∂x2
+ 0.05u2 + 0.02u3 − 0.003u4, (5.5d)
with parameters a = 1× 10−2 and d = 1× 10−6. The PDE is simulated on the domain
x = [0, 1] with N = 100 points and periodic boundary conditions. The advection part is
semidiscretized using a first order upwind scheme and the diffusion part is semidiscretized
using a central 3-point-scheme. This leads to a positivity preserving system of ODEs which
conserves the total mass
∑
u. The computation is done using the BE 3 extrapolation
method with free adaptation. As step size control a PI-control from [10] is used. The error
was estimated using (4.2). The tolerance was set to Tol = 0.01. The final time is tend = 50.
The simulation required 264 steps. Of these, 72 required an adaptation of the weights.
All adapted weights are still of 3rd order. The solutions for t = 9, t = 18, t = 27 and
t = 50 are plotted in Figure 8. In Figure 8b it can be seen that the reaction occurs in a
small interfaces. Outside of this regions quantities are close to zero. Therefore, it is very
likely that negative values occur in the numerical approximation. In Figure 8c it can be seen
that at T = 27 the two reaction interfaces merged. Afterwards the reaction stops and the
behavior is mainly controlled by the advection and diffusion part.
In Figure 9 different values are plotted. In the first subplot the step size is plotted. For
t < 25 the time steps are small. After t = 30 the step size increases, because the solution
only evolves slowly afterwards. In the second subplot the minimum of u1, u2, u3, u4 is plotted
for all time steps that initially lead to negative values. This value is computed before and
after adapting the weights. We can see that relatively large negative values occurred at
some time steps. After the adaption of the weights, all values are close to 0. Therefore, the
adaption of weights successfully preserved positivity. In the third subplot the approximated
truncation error errT and the perturbation perturb are plotted. We can see that perturb
is of a similar magnitude as the truncation error. Therefore, the total error of the method
is not increased drastically. In the next subplots objective function is plotted. We can see
that the changes to the weights are only very small. The adapted RKM is still very close to
the original RKM. In the last subplot the deviation of the sum over u1, u2, u3, u4 from the
initial sum is plotted. The mass is conserved within roundoff error.
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Figure 8: Numerical solution of the advection-diffusion-reaction problem (5.5) at different
times.
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5.4 Stiff problem with adaptive step size II
Here, we consider the stratospheric reaction problem of [28], which models the reactions of
the substances in the concentration vector u = [O1D, O,O3, O2, NO,NO2]. This ODE has
two linear invariants
mTOu = const, mO = [1, 1, 3, 2, 1, 2]
T , (5.6)
mTNu = const, mN = [0, 0, 0, 0, 1, 1]
T , (5.7)
which describe the conservation of the total mass of oxygen and nitrogen, respectively.
The reaction system
d
dt
O1D = r5 − r6 − r7,
d
dt
O = 2r1 − r2 + r3 − r4 + r6 − r9 + r10 − r11,
d
dt
O3 = r2 − r3 − r4 − r5 − r7 − r8,
d
dt
O2 = −r1 − r2 + r3 + 2r4 + r5 + 2r7 + r8 + r9,
d
dt
NO = −r8 + r9 + r10 − r11,
d
dt
NO2 = r8 − r9 − r10 + r11,
(5.8)
with time t in seconds is given by the reaction rates
r1 = k1O2, k1 = 2.643× 10−10σ3, r2 = k2OO2, k2 = 8.018× 10−17,
r3 = k3O3, k3 = 6.120× 10−4σ, r4 = k4O3O, k4 = 1.567× 10−15,
r5 = k5O3, k5 = 1.070× 10−3σ2, r6 = k6M O1D, k6 = 7.110× 10−11,
r7 = k7O
1D O3, k7 = 1.200× 10−10, r8 = k8O3NO, k8 = 6.062× 10−15,
r9 = k9NO2O, k9 = 1.069× 10−11, r10 = k10NO2, k10 = 1.289× 10−2σ,
r11 = k11NOO, k11 = 1.0× 10−8,
(5.9)
where M = 8.120× 1016 and
T = (t/3600) mod 24, Tr = 4.5, Ts = 19.5 (5.10)
σ(T ) =
0.5 + 0.5 cos
(
pi
∣∣∣ (2T−Tr−Ts)(Ts−Tr) ∣∣∣ (2T−Tr−Ts)(Ts−Tr) ) if Tr ≤ T ≤ Ts,
0 otherwise.
(5.11)
The initial conditions are
u(t0) = [9.906× 101, 6.624× 108, 5.326× 1011, 1.697× 1016, 4.000× 106, 1.093× 109]T .
(5.12)
The system was normalized internally such that ∀n : un(t0) = 1 for the computation to
achieve a suitable error estimation. The system is solved in the time from t0 = 12 h to
tend = 84 h using the BE 3 extrapolation method with free adaptation and step size control.
The results are shown in Figure 10. The adapted solution is close to the reference solution
obtained with the unadapted BE 3 extrapolation method and a higher accuracy. For this
solution, 249 steps were computed; two of these were rejected due to a violation of the
error bound. More details are shown in Figure 11. The rejected steps are drawn with thick
crosses. The step size ∆t undergoes multiple sudden changes due to the explicit dependence
on time of the problem. The minimum values before and after the adaptation are also shown
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Figure 10: Numerical approximation of stratospheric reaction system (5.8).
for all steps where the initial values were negative. This was only the case for some time
intervals. 25 steps exhibited negative values. Almost all of them were very close to zero
and the adaptation did only show a small improvement. The smallest value of the solution
is min(u) = −1.59× 10−11. The used weights are also very close to the original weights,
except of the steps that were rejected anyway due to a violation of the tolerance. The change
of the two linear invariants are shwon in the last two subplots. Both are preserved within
roundoff error.
6 Conclusion
It is possible to adapt the weights to enforce positivity for RKMs that are not positivity
preserving. One main limitation is that the resulting order has to be lower than the number
of stages. An error approximation for this method was given. The region of absolute stability
is altered by changing the weights. This effect can be predicted or controlled. Used with
explicit methods the positivity for some test problems could be recovered. Because the time
step size is limited by the stability it is only useful for a small interval of time steps. The
adaptive method is mainly interesting for diagonally implicit methods. The times step size
is not limited by stability. Also, the cost of solving the LP is not a crucial factor. If the
negative values occurring are not too large, which can be expected for most computations,
adapting the weights is a potential way to ensure positivity.
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