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Abstract
We describe and analyze an on-line Monte Carlo method of PageRank computa-
tion. The PageRank is being estimated basing on results of a large number of short
independent simulation runs initiated from each page that contains outgoing hyper-
links. The method does not require any storage of the hyperlink matrix and is highly
parallelizable. We study confidence intervals, and discover drawbacks of the abso-
lute error criterion and the relative error criterion. Further, we suggest a so-called
weighted relative error criterion, which ensures a good accuracy in a relatively small
number of simulation runs. Moreover, with the weighted relative error measure, the
complexity of the algorithm does not depend on the web structure.
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1 Introduction
The PageRank vector is a probability distribution over the web-pages that is used by
the Google search engine to determine popularity of the pages [5]. Let n be the total
number of the web pages. Then the PageRank is modeled as a stationary distribution of
a Markov chain with state space {1, . . . , n} and n× n transition matrix P˜ given by
P˜ = cP + (1− c)(1/n)E. (1)
Here c ∈ (0, 1) is chosen to be .85; n is the number of web pages; E is a matrix whose
entries all equal one, and P is a hyperlink matrix designed as follows:
Pij =


1/k, if i has k > 0 outgoing links and j is one of the links;
1/n, if i has no outgoing link;
0, otherwise.
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The PageRank is defined as a stationary vector of the aforementioned Markov chain, that
is, the row vector π satisfying
πP˜ = π, π1 = 1, (2)
where 1 is a column vector of ones.
In order to keep up with rapid changes in the hyperlink structure of the web, Google
frequently updates its PageRank. Computationally, the PageRank update is an intricate
task due to the huge size of the matrix P , 3.4 billion by 3.4 billion [6]. The procedure
employed by Google is the power iteration method. The uniform vector π(0) = (1/n)1T is
chosen to be an initial approximation, and the kth approximation π(k) is defined as
π(k) = π(k−1)P˜ , k ≥ 1. (3)
The method stops when the required precision ε is achieved. The number of flops needed
for the method to converge is of the order log ε
log c
nnz(P ) where nnz(P ) is the number of non-
zero’s of the matrix P [6]. Note that the matrix P is sparse, and nnz(P ) is approximately
linear in n.
An alternative formulation of the PageRank problem is the linear system formulation
noticed by Moler and Moler [7], Bianchini et al. [2], and Breyer and Roberts [4]:
π =
1− c
n
1T [I − cP ]−1, (4)
where I is the identity matrix. In order to prove (4), it is sufficient to rewrite the eigen
value formulation (2) as follows:
π = πP˜ = π(cP ) +
1− c
n
πE = π(cP ) +
1− c
n
1T .
Since [I − cP ]−1 is non-singular [6], π is uniquely defined by (4). The direct solution of
this linear system is however even more involved than the power method [6].
We propose to compute the PageRank in a completely different way using a Monte
Carlo simulation based method. We let a robot start crawling the web from a some chosen
page, and at each step let the robot terminate crawling with probability (1 − c). If not
stopped, the robot crawls a randomly chosen outgoing link. Due to the relatively large
termination probability at each step (1− c) = 0.15, the robot will terminate after a small
number of steps (on average, 1/0.15 ≈ 6.667 steps). In our earlier work [1], we note that
the element (i, j) of the matrix
[I − cP ]−1 =
∞∑
k=0
ckP k (5)
can be treated as the average number of visits to a page j in a described simulation run
(crawling process with termination), started at page i. Thus, if simulations are repeated
many times starting from each page that contains outgoing links, then the PageRank of
page j can be estimated basing on how many times this page was visited.
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The PageRank allows several different interpretations through expectations. For in-
stance, in [2], the PageRank is seen as the average number of surfers navigating a given
page at a given time instant provided that at any time t ≥ 0, for all j = 1, . . . , n, a surfer
starts navigating from page j with probability 1 − c. This interpretation is helpful for
deeper understanding of the PageRank but it is hard to use in practice because it involves
the time component. The interpretation via absorbing Markov chains that we explore in
the present paper, is easier and it naturally gives a rise for simple simulation algorithms
of PageRank computation.
The simulation procedure similar to the one suggested in this paper, was used by
Breyer [3] in order to obtain samples from the distribution π. If the crawling process
described above starts from a randomly chosen page, then it follows from (4), (5), and
the total probability law, that the page, at which the crawling will terminate, is a sample
from the distribution π. Thus, after repeating the process many times, the estimate of πj
for j = 1, . . . , n, is determined as the number of times when a simulation terminated at j,
divided by the number of simulations. In [3], rough analysis of confidence intervals indicates
that the number of simulations must be of the order n2, and in order to refine this upper
bound, one needs specific assumptions about the web structure. Nevertheless, the method
was successfully used in [3] for relatively small web graphs. The author admits however
that for the World Wide Web graph containing about 3.4 ∗ 109 pages, the complexity of
his algorithm is too high.
On the contrast with [3], our method suggests to use not only the information about
the last visited page, but about all visited pages. This different approach makes the Monte
Carlo method much more flexible and efficient. For our simulation method, we construct
confidence intervals and give sharp upper bounds for the amount of simulation runs needed
to achieve good quality estimates. We consider an absolute error and a relative error and
show that both criteria imply complexity, which is highly dependent on the web structure.
Further, we suggest a novel flexible error measure which is robust with respect to the web
structure. For obtaining an accurate estimate of the PageRank (relative error within 1%
for comparatively improtant pages, and absolute error within .01/n for unimportant ones),
the procedure has to be repeated about 105 times starting from each of the pages that has
outgoing links (is not a leaf). We would like to emphasis that this evaluation of complexity
is valid for any hyperlink graph.
The paper in organized as follows. In Section 2, we interpret the PageRank of page i =
1, . . . , n in terms of average number of visits to i in a specific absorbing Markov chain. In
Section 3, we provide the analysis for the number of visits of the aforementioned absorbing
Markov chain to a given page. In Section 4, we present the Monte Carlo algorithm for
the PageRank computation. Further, in Section 5, we construct confidence intervals and
evaluate the number of simulation runs needed, in order to estimate the average number
of visits to a given page with a desired accuracy. We propose a flexible weighted relative
error criterion, for which, the number of simulation runs is minimal and does not depend
on the web structure. In Section 6, we show that a good accuracy in estimating of the
mean number of visits implies a good accuracy in estimating of the PageRank. Finally, in
Section 7, we discuss advantages and opportunities of our method.
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2 Probabilistic formulation
Denote by I0 a set of pages without outgoing links and by I1 = {1, . . . , n}\I0 a set
of pages which have at least one outgoing link. Further, let Q be the original hyperlink
matrix:
Qij =
{
1/k, if i has k > 0 outgoing links and j is one of the links;
0, otherwise.
Now, for all j = 1, . . . , n, it follows from (2) and (1) that
πj = c
n∑
i=1
Pijπi +
(1− c)
n
n∑
i=1
πi
= c
∑
i∈I1
Pijπi +
c
n
∑
i∈I0
πi +
(1− c)
n
= c
n∑
i=1
Qijπi + γ, (6)
where γ is the same for each j:
γ =
c
n
∑
i∈I0
πi +
(1− c)
n
<
1
n
. (7)
Now, brining γ to the other side of (6), we write for all j,
πj − γ = c
n∑
i=1
Qij(πi − γ) + cγ
n∑
i=1
Qij ,
or, in the matrix form,
π − γ1T = (π − γ1T )[cQ] + γ1T [cQ],
which leads to the new linear system
π = γ1T cQ[I − cQ]−1 + γ1T = γ1T [I − cQ]−1. (8)
The one-to-one correspondence between (4) and (8) was proved in a different way in [2].
We chose to present the alternative proof above because we find it helpful for better
understanding of our model, methods and results.
Let wij denote the element (i, j) of the matrix cQ[I − cQ]−1:
wij = e
T
i cQ[I − cQ]−1ej , i, j = 1, . . . , n,
and define
w·j =
n∑
i=1
wij =
∑
i∈I1
wij, j = 1, . . . , n. (9)
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Note that since γ in (8) is just a constant, the PageRank is completely characterized by
the vector
w = (w·1, . . . , w·n) = 1T cQ[I − cQ]−1.
If this latter vector is known, then the original PageRank π can be easily calculated. Using
the fact that π1 = 1, from (8) we obtain
γ =
[
n∑
l=1
(w·l + 1)
]−1
, (10)
and thus
πj =
w·j + 1∑n
l=1(w·l + 1)
, j = 1, . . . , n. (11)
Let us now consider a discrete-time absorbing Markov chain {Yt}t≥0 with state space
{0, 1, . . . , n} and transition matrix given by
Qˆ =
[
1 0T
(1− c)1 + c1I0 cQ
]
,
where 0 is a column vector of zero’s, and 1I0 is a column vector whose ith coordinate equals
one if i ∈ I0 and zero otherwise. In this Markov chain, a transition from state i > 0 to
the absorbing state j = 0 occurs with probability 1− c if i ∈ I1 and with probability 1 if
i ∈ I0.
Let Wij be a random variable distributed as a number of transitions to state j = 1, . . . , n
before absorption if the process {Yt}t≥0 started from state i ∈ I1:
P(Wij = x) = P
([ ∞∑
t=1
1{Yt=j}
]
= x|Y0 = i
)
, x = 0, 1, . . . ; i ∈ I1; j = 1, . . . , n.
Here 1{·} is the indicator function. The random variable Wij is simply a number of visits
of the process {Yt}t≥0 to j starting from i and excluding the visit at t = 0. Now, define
W·j =
∑
i∈I1
Wij .
In [1], we note that
E(Wij) =
∞∑
t=1
P(Yt = j|Y0 = i) = wij, i ∈ I1; j = 1, . . . , n, (12)
and it is immediate from (12) that E(W·j) =
∑
i∈I1 E(Wij) = w·j for all j = 1, . . . , n. Thus,
the idea of the proposed Monte Carlo algorithm is as follows. First, for each i ∈ I1, run
independent simulations of the Markov chain {Yt}t≥0 initiated in i and use the empirical
mean number of visits to state j as an estimator for wij. Then use the sum of estimators
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of wij over all i ∈ I1 as an estimator for w·j. Further, using (11), define the estimator for
πj as a fraction
estimator for w·j + 1∑n
l=1(estimator for w·l + 1)
.
Remark 1 In the estimator above, the parameter γ is evaluated basing on the formula
(10). We would like to note that besides (7) and (10), one can derive other expressions for
γ. For instance, from (7) it follows that∑
j∈I0
πj = (nγ − (1− c))c−1,
and (10) and (11) imply ∑
j∈I0
πj = γ
∑
j∈I0
w·j + n0γ.
Combining the last two expressions together, we get
γ = (1− c)
(
n− c
∑
j∈I0
w·j − cn0
)−1
. (13)
Expressions (7), (10) and (13) are of course equivalent. However, if w·j’s are to be evaluated
from simulations, then (10) and (13) suggest distinct estimators for γ. We choose the
estimator based on the expression (10) because it guarantees that πˆ is a stochastic vector.
Besides, the analysis of the confidence intervals in Section 6 proves that this estimator
ensures a good accuracy in evaluation of π.
3 Analysis
In this section, we establish important probabilistic properties of the random variables
Wij , i ∈ I1; j = 1, . . . , n, and their sums.
Denote by pij the probability that starting from state i, the process reaches state j
before absorption:
pij = P
(⋃
t≥1
{Yt = j}|Y0 = i
)
, i ∈ I1; j = 1, . . . , n.
Note that pjj < 1 is a probability to return to state j if the process started at j. We can
now prove the following theorem.
Theorem 2 (i) For all i ∈ I1; j = 1, . . . , n; i = j,
P(Wij = x) =
{
1− pij, x = 0;
pijP(Wjj = x− 1), x = 1, 2, . . . .
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(ii) For all j ∈ I0, P(Wjj = 0) = 1. For all j ∈ I1, Wjj has a shifted geometric
distribution with parameter 1− pjj ≥ 1− c:
P(Wjj = x) = p
x
jj(1− pjj), x = 0, 1, . . . ; E(Wjj) =
pjj
1− pjj ; V ar(Wjj) =
pjj
(1− pjj)2 .
(iii) For all i ∈ I1,
V ar(Wij) ≤ wij , j ∈ I0,
where the equality holds iff V ar(Wij) = wij = pij ≡ 0. Besides, it holds
V ar(Wij) ≤ 1 + c
1− c wij, j ∈ I1. (14)
Proof. Statement (i) follows immediately from the Markov property. To prove (ii),
note that every time when the process starts from j, the probability to return back to j
remains the same and thus (Wjj + 1) is geometrically distributed with parameter 1− pjj,
which is equal to the probability of absorption on the way from j to j. Obviously, this
probability is not smaller than just the probability of reaching the absorbing state in one
step. Hence, 1− pij ≥ 1− c. Let us now show (iii). From (12) and (i), it follows that
wij = E(Wij) = pijE(Wjj + 1). (15)
Furthermore, we have
V ar(Wij) = pijV ar(Wjj) + pij(1− pij)E2(Wjj + 1). (16)
If j ∈ I0 then Wjj ≡ 0, V ar(Wjj) = 0, E2(Wjj + 1) = 1. Hence, in this case, V ar(Wij) <
pij = wij if pij > 0 and V ar(Wij) = pij = wij ≡ 0 otherwise. If j ∈ I1, then using (16),
(15), (ii), and the properties of the geometric distribution, we obtain
V ar(Wij) = pij
pjj
1− pjj E(Wjj + 1) + pij(1− pij)
1
1− pjj E(Wjj + 1)
≤ 1 + pjj
1− pjj wij ≤
1 + c
1− c wij .

Remark 3 Note that if links from j to j are not allowed or rather not considered
as outgoing links, then in order to reach j from j with transition matrix cQ, at least
two transitions are needed. In this case, Wjj is geometrically distributed with parameter
1− pjj ≥ 1− c2, and V ar(Wij) ≤ (1 + c2)wij/(1− c2).
Since the main idea of the proposed method is to evaluate wij’s by running {Yt}t≥0
from various states i ∈ I1, it is important to analyze the number of transitions in one
simulation run initiated in i. Hence, we have to analyze the random variables
Wi· =
n∑
j=1
Wij, i = 1, . . . , n.
Naturally, Wi· ≡ 0 for all i ∈ I0. In the next theorem, we establish upper bounds for the
expectation and the variance of Wi· for i ∈ I1.
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Theorem 4 For any i ∈ I1,
E(Wi·) ≤ c
1− c, V ar(Wi·) ≤
c(1 + c3)
(1− c)2 . (17)
Proof. The statement of the theorem essentially follows from the fact that for all
i ∈ I1, Wi· is distributed as min{X,Ni}, where Ni is a number of transitions needed to
reach one of the states from set I0 starting from i ∈ I1, and X has a shifted geometric
distribution with parameter 1− c:
P(X = x) = (1− c)cx, x = 0, 1, . . . ; E(X) = c
1− c ; V ar(X) =
c
(1− c)2 .
Let us first consider the expectation of Wi·. Given the event {Ni = k} for some k = 1, 2, . . .,
we get
E(Wi·|Ni = k)− E(X) = kck −
∞∑
x=k
x(1− c)cx = kck+1 −
∞∑
x=k+1
x(1− c)cx
= kck+1 − ck+1
∞∑
x=0
(x + k + 1)(1− c)cx = − c
k+1
1− c < 0. (18)
Now, using the conditional expectations, we obtain
E(Wi·)− E(X) =
∞∑
k=1
P(Ni = k) [E(Wi·|Ni = k)− E(X)] ≤ 0,
where the equality holds iff none of the states in I0 is reachable from i, in which case
min{X,Ni} is simply X. Thus, we have proved (17) for E(Wi·).
Let us now consider the variance of Wi·. In order to show that
V ar(Wi·) ≤ V ar(X) + c4/(1− c)2 = c(1 + c3)/(1− c)2,
we first write:
V ar(Wi·)− V ar(X) = (E[V ar(Wi·|Ni)]− V ar(X)) + V ar[E(Wi·|Ni)].
Given the event {Ni = k}, for any k ≥ 1, using (18), we obtain:
V ar(Wi·|Ni = k)− V ar(X) = E(W 2i· |Ni = k)− E(X2)− E2(Wi·|Ni = k) + E2(X)
=
[
k2ck −
∞∑
x=k
x2(1− c)cx
]
+ [E(X)− E(Wi·|Ni = k)] [E(X) + E(Wi·|Ni = k)]
=
[
k2ck+1 −
∞∑
x=k+1
x2(1− c)cx
]
+
ck+1
1− c
(
2E(X)− c
k+1
1− c
)
= ck+1
[−2kE(X + 1)− E(X + 1)2]+ ck+1
1− c
(
2E(X)− c
k+1
1− c
)
=
−(2k + 1)(1− c)− ck+1
(1− c)2 c
k+1 < 0.
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Thus, E[V ar(Wi·|Ni)]− V ar(X) < 0. Furthermore, we derive
E(Wi·|Ni) =
Ni∑
k=1
P(X ≥ k) =
Ni∑
k=1
cNi =
c(1− cNi)
1− c ,
and thus the variance of E(Wi·|Ni) satisfies
V ar(E(Wi·|Ni)) = c2V ar(cNi)/(1− c)2 ≤ c4/(1− c)2,
because the random variable cNi takes values only in the interval [0, c]. This completes the
proof of the theorem. 
4 Monte Carlo algorithm for PageRank computations
The idea of the proposed Monte Carlo algorithm is based on the results of Section 2.
While crawling the web, we perform simulations of the absorbing discrete-time Markov
chain {Yt}t≥0 whose transition matrix equals Qˆ. A simulation run initiates at state i and
finishes when the absorbing state 0 is reached. In practice, it means that at each step, the
crawler stops either with probability 1− c or when it crawls a page without any outgoing
links. It follows from Theorem 4 that the average number of steps in a simulation run
initiated at step i is rather small because it is bounded by c/(1− c) ≈ 5.667.
Let mi be the number of simulation runs initiated at i, and for l = 1, . . . , mi, denote by
W
(l)
ij the number of times that the process reaches state j from state i at the lth simulation
run. Then a statistic Wˆij given by
Wˆij =
1
mi
mi∑
l=1
W
(l)
ij
is a natural estimator for wij. Hence, after mi simulation runs from state i one can estimate
wij for each j = 1, . . . , n. Summing up the simulation results, we get a natural estimator
for w·j, j = 1, . . . , n, given by
Wˆ·j =
∑
i∈I1
Wˆij , j = 1, . . . , n. (19)
The following observation helps to decrease the number of simulation runs and increase
the reliability of the method. In the matrix
cQ[I − cQ]−1 = cQ + c2Q2 + · · · ,
the first term cQ is the largest, and thus it is important to evaluate it accurately. Fortu-
nately, if outgoing links of page i are known, one can determine the exact value of each
element in the ith row of cQ, and thus, there is no need in evaluating this term by simula-
tions. In our proposed method, we suggest to run exactly cmi/k simulations through each
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of ki outgoing links of page i. With this modification, we achieve a better precision with
smaller number of simulation runs.
We are now ready to formulate the following algorithm of the PageRank computation.
Algorithm description.
1. Choose sufficiently large m (see Section 5).
Choose c ∈ (0, 1) (for the Google PageRank, c = .85).
2. Set i = 1; wˆ·j = 0, j = 1, . . . , n, where n is the total number of pages.
3. If i has no outgoing link, then set i = i + 1 and repeat step 3. Otherwise, go to
step 4.
4. Loop through all pages j = i1, . . . , ik, which have a link from i:
perform cm/k simulations runs according to the following scheme:
(a) crawl page j;
(b) if there is no outgoing link then end the simulation run;
(c) if there are outgoing links, then
• with probability (1− c), end the simulation run;
• with probability c, go to a page chosen randomly from the outgoing
links; repeat starting from step 4(b).
End loop.
5. For all j = 1, . . . , n, compute the value
wˆij =
1
m
[# of times page j has been crawled, with the current value of i]
and set wˆ·j = wˆ·j + wˆij.
6. If i < n, set i = i + 1 and go to step 3. Otherwise, proceed to the next step.
7. Following (11), set
πˆj =
wˆ·j + 1∑n
l=1(wˆ·l + 1)
, j = 1, . . . , n. (20)
Use the vector πˆ = (πˆ1, . . . , πˆn) as the estimate of π. Stop.
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5 Evaluation of complexity
Let us discuss the complexity of the proposed algorithm, that is, the number of simu-
lation runs needed to obtain an accurate estimate of the PageRank with high probability.
Assume that the number of simulation runs initiated from each page is the same,
mi = m, i ∈ I1.
According to the central limit theorem, when m is large enough, then for each j = 1, . . . , n,
a statistic Wˆij is approximately normally distributed. Let us now evaluate the mean and
the variance of Wˆij. Denote by Ji a set of ki > 0 outgoing links of page i ∈ I1. In
the proposed Monte Carlo algorithm, starting from state i, there will be exactly mc/ki
simulation runs through each of the pages in Ji. Hence, applying the full expectation
formula, we derive
E(Wˆij) =
1
m
∑
r∈Ji
cm
ki
E(Wrj + δij) = wij ,
where δij is the Kronecker delta. For the variance of Wˆij , using (16), we obtain:
V ar(Wˆij) =
1
m2
∑
r∈Ji
cm
ki
V ar(Wrj)
=
c
mki
∑
r∈Ji
[
prjV ar(Wjj) + prj(1− prj)E2(Wjj + 1)
]
=
1
m
∑
r∈Ji
c
ki
[
max{prj, δrj}V ar(Wjj) + (1− δrj)prj(1− prj)E2(Wjj + 1)
]
. (21)
Note that the total probability law implies that
pij =
∑
r∈Ji
c
ki
max{prj, δrj}.
Thus, applying the Jensen’s inequality to the last expression in (21), and then subsequently
using (16) and (iii) of Theorem 2, we obtain
V ar(Wˆij) ≤ 1
m
[
pijV ar(Wjj) + pij(1− pij)E2(Wjj + 1)
]
=
1
m
V ar(Wij) ≤ 1
m
(
1 + c
1− c
)
wij .
Let us now consider the statistics Wˆ·j =
∑
i∈I1 Wˆij , j = 1, . . . , n. Since the simulation
runs initiated from different states are independent, Wˆ·j is a sum of independent random
variables whose distribution is close to normal. Hence, Wˆ·j is approximately normally
distributed with mean w·j and variance
V ar(Wˆ·j) =
∑
i∈I1
V ar(Wˆij) ≤ 1
m
(
1 + c
1− c
)
w·j. (22)
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With this information, one can evaluate the width εj of the (1 − α)-confidence interval
defined as
P(|Wˆ·j − w·j| < εj) = 1− α, j = 1, . . . , n, (23)
where the probability α > 0 is small. Let x1−α/2 be the (1−α/2)-quantile of the standard
normal distribution. Then
εj = x1−α/2
√
V ar(Wˆ·j) ≤ x1−α/2√
m
(
1 + c
1− c
)1/2√
w·j. (24)
Suppose now that an absolute error criterion is used. That is, the values w·j, j ≥ 1, have
to be evaluated with an accuracy τ = const > 0:
P(|Wˆ·j − w·j| < τ) = 1− α, j = 1, . . . , n; τ = const > 0. (25)
It follows from (24), that the last inequality is guaranteed when
τ ≥ x1−α/2√
m
(
1 + c
1− c
)1/2√
w·j,
which holds when
m ≥ (1 + c)x
2
1−α/2
(1− c)τ 2 maxj≥1 {w·j}. (26)
The problem with (26) is that maxj≥1{w·j} is not known. Moreover, w·j might be quite
large for popular pages, and, in general, this value can not be bounded by any reasonably
small constant without imposing extra conditions on the web structure. Thus, we have
established an intuitively clear fact that popular pages create a problem, if the aim is to
achieve a good absolute accuracy.
A natural solution is to target a good relative accuracy,
P(|Wˆ·j − w·j| < τw·j) = 1− α, j = 1, . . . , n; τ = const > 0. (27)
In (27), we evaluate w·j with an accuracy which constitutes some (small) percentage of w·j.
Repeating the calculations, we get
m ≥ (1 + c)x
2
1−α/2
(1− c)τ 2 minj≥1{w·j} . (28)
Unfortunately, with (28) we have a similar problem as with (26), only now the problem is
caused by least popular pages. For a general web structure, minj≥1{w·j} can be arbitrary
small. Intuitively, it is clear that it is hard to obtain a good relative accuracy for small
values of w·j.
A compromise between (25) and (27) can be found by considering a weighted relative
error such that it is weaker than (25) for popular pages and weaker than (27) for unpopular
ones. Besides, we would like to choose a new criterion in such a way that the number of
12
simulation runs would not depend on the values of w·j, j = 1, . . . , n. In order to obtain
such a flexible and convenient error measure, observe that the width (24) of the confidence
interval defined in (23), is proportional to
√
w·j. That naturally suggests the next weighted
relative error criterion:
P(|Wˆ·j − w·j| < τ√w·j) = 1− α, j = 1, . . . , n; τ = const > 0. (29)
The requirement (29) is stronger than (27) and weaker than (25) for popular pages with
w·j > 1, whereas it is just the other way around for unpopular pages with w·j < 1. It
follows from (24) that the equation (29) holds if
m ≥ (1 + c)x
2
1−α/2
(1− c)τ 2 . (30)
Hence, in order to determine w·j with accuracy τ
√
w·j and probability 1− α for all j ≥ 1,
one needs
M = c(n− n0)
(1 + c)x21−α/2
(1− c)τ 2
simulation runs. For example, if α = .001, τ = .01, c = .85, then the number of needed
simulation runs is approximately
(n− n0) ∗ .85 ∗ 104 ∗ 3.322(1.85)/(.15) = 6.25 ∗ 105(n− n0).
Furthermore, if the links of a page to itself do not count, then we can use Remark 3 in
order to decrease the right-hand side of (30). In this case, the number of simulation runs
can be evaluated as
(n− n0) ∗ .85 ∗ 104 ∗ 3.322(1 + .852)/(1− .852) = 3.38 ∗ 105(n− n0).
In practice, for the power iterations, the number of flops approximately equals [6]
100 ∗ [total number of hyperlinks].
This amount looks much smaller than 105(n − n0) because, on average, a page has much
less than 103 outgoing links. However, the complexity of the Monte-Carlo method seems
to be so high because of the ambitions accuracy in the chosen example. With τ = 0.1, the
number of needed simulation runs is of the order 103(n−n0), which is already comparable,
if not less, than the number of flops in the power method. On the other hand, in Section 6
we shall show that if the weighted relative error criterion is used and τ = 0.1, then the
PageRank of page j will be evaluated with accuracy about 0.1γ
√
w·j ≤ 0.1πj/√w·j, which
is quite good. For instance, for popular pages with w·j ≥ 100, one can ensure a relative
error not larger than one percent.
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6 Quality of the estimate for PageRank
In the previous section, we investigated the accuracy of the estimates for w·j, j =
1, . . . , n. One can argue, however, that it is the vector π that has to be estimated. To
answer this fair remark, we first remind that the order in the ranking defined by wˆ·j’s is
the same as the one defined by πˆ, so the vector (wˆ·1, . . . , wˆ·n) can be used as the evaluation
of the PageRank. Nevertheless, in the remainder of this section, we evaluate an error in
estimating of the original vector π for all three criteria (25), (27), (29).
For j = 1, . . . , n, the error in evaluating πj can be written as
πˆj − πj = wˆ·j + 1∑n
l=1(wˆ·l + 1)
− w·j + 1∑n
l=1(w·l + 1)
=
wˆ·j − w·j∑n
l=1(w·l + 1)
∑n
l=1(w·l + 1)∑n
l=1(wˆ·l + 1)
+
(∑n
l=1(w·l + 1)∑n
l=1(wˆ·l + 1)
− 1
)
πj
=
[
γ
n∑
l=1
(wˆ·l + 1)
]−1
γ(wˆ·j − w·j) +

[γ n∑
l=1
(wˆ·l + 1)
]−1
− 1

πj . (31)
Let us now investigate the magnitude of the term [γ
∑n
l=1(wˆ·l + 1)]
−1. Define the random
variable
Wˆ =
n∑
j=1
Wˆ·j =
∑
i∈I1
n∑
j=1
Wˆij .
Note that the random variables
Wˆi· =
n∑
j=1
Wˆij , i ∈ I1,
are independent because they are determined by simulation runs initiated in different
states. From the definition of Wˆij , the full expectation formula and (12), we find
E(Wˆi·) =
1
m
n∑
j=1
∑
r∈Ji
cm
ki
E(Wrj + δrj) =
n∑
j=1
∑
r∈Ji
c
ki
E(Wrj + δrj) =
n∑
j=1
wij.
Moreover, using Theorem 4, we determine the upper bound for the variance of Wˆi· as
follows:
V ar(Wˆi·) =
1
m2
V ar

 n∑
j=1
∑
r∈Ji
cm/ki∑
l=1
W
(l)
rj

 = c
mki
∑
r∈Ji
V ar
(
n∑
j=1
Wrj
)
=
c
mki
∑
r∈Ji
V ar(Wr·) ≤ c
2(1 + c3)
m(1− c)2 .
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Further, since Wˆ is a sum of n − n0 independent random variables Wˆi·, i ∈ I1, and
the number n− n0 is obviously very large, Wˆ is approximately normally distributed with
mean (γ−1 − n) and variance
V ar(Wˆ ) =
∑
i∈I1
V ar(Wˆi·) ≤ (n− n0) c
2(1 + c3)
m(1− c)2 .
Hence, γ(Wˆ + n) is approximately normally distributed with mean 1 and variance
V ar(γ(Wˆ + n)) ≤ γ2(n− n0) c
2(1 + c3)
m(1− c)2 <
n− n0
n2
c2(1 + c3)
m(1− c)2 , (32)
which is a value of the order (nm)−1. Since [γ
∑n
l=1(wˆ·l + 1)]
−1 is a realization of the
random variable [γ(Wˆ + n)]−1, let us consider a (1− β)-confidence interval defined as
P
(∣∣∣[γ(Wˆ + n)]−1 − 1∣∣∣ < ) > 1− β (33)
for some small positive β and . If  is small enough so that 1/(1 − ) ≈ 1 +  and
1/(1+) ≈ 1−, then the above probability approximately equals P
(∣∣∣γ(Wˆ + n)− 1∣∣∣ < ),
and (33) is satisfied if
 ≥ x1−β/2
√
V ar(γ(Wˆ + n)).
Assume now that Wˆ·j, j = 1, . . . , n, satisfy any of the criteria (25), (27), (29). Then from
the estimate (32) and expressions for m in (26), (28), (30) it follows that the last inequality
always holds, if  satisfies
 ≥ τ√
n
x1−β/2
x1−α/2
(
n− n0
n
c2(1 + c3)
(1− c2)
)1/2
.
Thus, with high probability, the random variable [γ(Wˆ + n)]−1 differs from one by some
very small number which is of the order τ/
√
n. Hence, the error caused by the term
([γ
∑n
l=1(wˆ·l + 1)]
−1 − 1) in (31) can essentially be neglected.
Assume now that the absolute error criterion (25) is used, and m satisfies (26). Then
for each j = 1, . . . , n, in about (1−α)*100% of the cases, the proposed algorithm estimates
πj with precision
|πˆj − πj | ≤ τγ < τ/n.
For the relative error criterion (27) with m satisfying (28), for each j = 1, . . . , n, in
about (1− α)*100% of the cases, the accuracy of πˆj is given by
|πˆj − πj | ≤ τπj − τγ.
This is a little bit better than just a relative error τπj .
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Finally, if we use the weighted relative error criterion (29) and m satisfies (30), then
for each j = 1, . . . , n, in about (1− α)*100% of the cases, we get
|πˆj − πj | ≤ τγ√w·j. (34)
Thus, for pages with w·j < 1, the weighted relative error (34) is smaller than the absolute
error γτ . On the other hand, if w·j > 1, then the weighted relative error in (34) is bounded
by τπj/
√
w·j, which is by factor
√
w·j smaller than the relative error τπj . This again proves
the efficiency of the weighted relative error criterion.
7 Discussion
The proposed method has the following important advantages.
1. Storage issues. Principally speaking, the algorithm does not require any storage
of the huge hyperlink matrix. If needed, some (small) parts of the web graph can
be stored locally. Obviously, the algorithm can be also implemented as an off-line
method with a known hyperlink matrix.
2. Parallel processing. The method is highly parallelizable as robots may indepen-
dently and simultaneously crawl the web starting from a large set of web pages; in
particular, crawling robots can be initiated in all domains independently and at the
same time. If the hyperlink matrix is not being stored centrally, then there is no need
for communication (or information transfer) between the parallel crawlers. One can
also perform parallel computing when the hyperlink matrix is known and distributed
onto several parallel machines [3].
3. Robustness with respect to the web structure. With the proposed weighted
relative error criterion, the number of crawling runs depends only on the number
of the pages and does not depend on the web structure. That is, high variation in
ranking of various pages does not affect the complexity of the algorithm. The latter
property does not hold for the currently used power iteration method.
There are possibilities to reduce the number of simulation runs needed. For example,
one can evaluate V ar(W·j), j = 1, . . . , n empirically and construct confidence intervals
more accurately. Also, one could try to explore specific properties of the web graph. These
issues require more detailed theoretical and numerical studies.
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