Abstract
Introduction
Magnetic resonance imaging (MRI) is a helpful method for diagnoses of brain illness. In MRI data analysis, precise segmentation of different tissues plays a pivotal role for brain studies. Although many algorithms have been reported, automated segmentation still remains a difficult task due to the intensity corruption caused by noise and intensity in homogeneity. Intensity in homogeneity, which is also named bias field, usually makes the intensity of the same tissue varies with the location of the tissue. Therefore, correction for such intensity in homogeneities is often a mandatory step before quantitative analysis of the image data.
There are many methods have been reported to correct or estimate the intensity in homogeneities. [1] [2] . Some correction methods rely on measuring the coil sensitivity functions [3] . These approaches can correct for coil sensitivities but cannot correct for other sources of intensity in homogeneities. In other words, intensity in homogeneities will vary with different machines and acquisition parameters from subject to subject and from slice to slice. All these drawbacks challenge the validity of these methods. In contrast to these coil sensitivity functions based methods, some researcher's estimated bias field by using the information within the acquired image [13] .
Recently, an increasing number of people utilize segmentation based approaches to estimate intensity in homogeneities [4, 13] . Intensity in homogeneities estimation is a necessary preprocessing step enabling better image segmentation. On the other hand, correct segmentation makes bias field correction rather trivial. Bias field correction and segmentation can thus be viewed upon as two intertwined procedures. In segmentation based methods these
Methods

Background
The observed MRI signal J is the product of the true signal I generated by the underlying anatomy and spatially varying field factor B, and an additive noise n: , ) ( J are the true and observed intensity at the ith pixel, respectively; Bi and ni are the bias field and additive noise at the ith pixel, respectively; N is the total number of pixels in the MRI. Many methods to estimate bias field and segment tissues in MRI are based on three assumptions: (1) Bias field B is smooth and slowly varying. (2) Within the true signal I, all pixels of the same tissue have similar true intensities. (3) The true signal I has K tissues in the region of interest. In brain MRI, K = 3 for white matter (WM), gray matter(GM) and cerebrospinal fluid(CSF).
Objective Function
The standard FCM objective function for partitioning I into K clusters:
Where  is the brain tissue region, . The total number of class K is assumed to be known. The parameter q is a weighting exponent on each fuzzy membership and determines the amount of "fuzziness" of the resulting classification. If q = 1, then the algorithm degenerates to K-means clustering algorithm. The operator  is any inner product norm on
M R
, where M is the number of channels or spectra in the image and
The FCM objective function is minimized when high membership values are assigned to voxels whose intensities are close to the centroid of its particular class, and low membership values are assigned when the voxel data is far from the centroid. Taking the first derivatives of Eq. 2 with respect to u and v and setting those equations to zero yield necessary conditions for Eq. 2 to be minimized. Iterating through these two necessary conditions leads to a grouped coordinate descent scheme for minimizing the objective function. The advantages of FCM are that it is unsupervised and robust to the initialization in most conditions. However, FCM assumes that the centroids of the image are spatially invariant, which is not true of images that have been corrupted by the bias field.
We proposed a new objective function, which preserves the advantages of FCM while taking the bias field into account. In this paper, we only propose the function for 2D images, because it is similar for 3D data. The function is written as:
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Copyright ⓒ 2015 SERSC y) is a weight function, which depends on the similarity between the neighborhood of x and y, to reduce the effect of the noise. The similarity between x and y depends on the neighborhood x and y. x is a fixed size square window with width
centered at x. y is centered at y with the same width as x. The point y with a more analogous neighborhood will have a larger weight. Broadly speaking, if the neighborhoods of two pixels x and y are similar, it is more probable that these pixels belong to the same tissue and so the weight function increases. Conversely, if these two pixels are quite different in the original image, the influence of the weight function should be decreased, since there is a lower probability that the pixel y might have a strong influence on the classification of the current pixel x. The weight function is defined as: is the Euclidean distance, broadly speaking a small neighborhood around a pixel may match neighborhoods around other pixels within the same image. In practical implementation, the spatial neighborhood is often restricted in a small search window with radius r for computational purpose, instead of the entire image domain  . Figure 1 is a brain MR image from Brain Web brain with the parameter noise level 3% and intensity in homogeneity level 80% (mcgill, http:// www. bic. mni. Mcgill. ca/brain web/). Figure 1 .a shows the initial image. A pixel x, belongs to CSF, is marked as a black plus, whose neighborhood x  is marked as a blue box with size 7 × 7. Figure 1 .b indicates the similarities of other pixels' neighborhoods to x  . Figure 1 .c is the same initial image and a different pixel, belongs to WM, and is located in a different place. Figure 1 .d is the similarities of the pixel in Figure 1 .c. It can be seen that the pixels, which have more similar neighborhoods, have higher weights. With the non-local region information, the effect of the noise can be reduced easily. Because the bias field B is usually very smooth across the whole image, we assume that B belongs to a family of smooth functions. We have chosen B to be a linear combination of L smooth basis functions
, which has been shown in [13] : 
. Consequently, the energy function above can be updated as:
Minimization with respect to u. Eq.7 will be written with its constrained condition by using one Lagrange multiplier:
It also can be written as
Taking the derivative of E with respect to ) ( x u k and setting the result to zero, we have, for
Substituting into Eq.10, the zero-gradient condition for the membership estimator can be rewritten as 
Minimization with respect to w for fixed u and v, taking the derivative of E with respect to w and setting the result to zero, we have Step 1. Initialize v, u and w;
Step 
Implementation and Results
Our method was applied in MATLAB on a PC with Intel Pentium IV 2.4G processor and 2048 RAM. In order to test the reliability and validity of the algorithm, we describe the segmentation on synthetic images and real brain MR images. We take the parameters K = 3, m = 3, p = 1, r = 6 and h = 28 for all the images in this paper.
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Evaluation with Simulated Data
Figure2 shows the segmentation results of a simulated MR image, which was created with the MRI simulator (Brain Imaging Center at the Montreal Neurological Institute, McGill University, mcgill). There are many advantages for using these synthetic images rather than real image data for validating segmentation methods. These advantages include prior knowledge of the true tissue types and control over image parameters such as mean intensity values, noise, and bias field.
We compared our method with FCM and other six segmentation based methods: Wells' method [4] , Leemput method [9] , AFCM method [8] , Li method [13] , hidden-MRF-based method (FSL) [6] and NLFCM method [15] . Figure2shows the segmentation results of the 87th transaxial image with the noise levels 5% and intensity in homogeneity level 80%. Figure2 (a) is the initial image. Figure2 (b) is the ground truth. Figure 2(c) is the segmentation result of FCM method. It can be seen that, due to the effect of the bias field, some of the WM tissues have be misclassified into GM. Figure 2(d-f) are the segmentation results of Leemput's method, Wells' method and Li's method. These three techniques can reduce the effect of the bias field; however, they only use the intensity distribution information, which makes these three methodologies sensitive to the noise. The segmentation result of the AFCM method is exhibited in Figure 2 (g). This method extends the FCM method to reduce the effect of the bias field and uses the neighbor information to reduce the effect of the noise. However, it is an isotropic method, which makes it unable to reduce the effect of strong noise. Apart from it, when the size of the neighbor increases, the method will lose structure information of brain tissues easily [33] . Figure 2 (h) reveals the result of the hidden-MRF-based method, which reduces the effect of the noise by imposing certain spatial constraints on the classifications. However, this method uses mean field theory to make the method more efficiently, but still sensitive to noise [34] .
Figure2 (i-j) are the segmentation results of the NLFCM method and our method, respectively. These two methods are all based on patch information. In order to reduce the effect of the intensity in homogeneity, the NLFCM method defines a specific value, which is computed for each voxel over a local neighborhood, for each point of the image. This method can only reduce the effect of the intensity in homogeneity and cannot obtain bias field. Moreover, this method has high computational cost, due to computing local mean for each point. Our method parameterizes the bias field as coefficients of the basis function, which has less computational complexity and our energy function is convex in each of its variables and converges into the minimization easily. To weaken the effect of the noise, the NLFCM method defines a patch information based regularization term, which extends the idea of the AFCM method. Compared to the NLFCM method, our method has not any regularization term, which leads our method more efficiently with less parameter. From Eq.13, we can find that is based on the patch information. Broadly speaking, the neighborhoods of pixels belong to the same tissue will have higher weight W and have higher probability that have a strong influence on the classification of current pixel. Because our method can segment images meanwhile estimate the bias field, which makes our method obtain more precise result than that of the NLFCM method. Table. 1.It is obvious that our method is more accurate than others. To compare with other methods, we utilize coefficient of variance (CV) as a metric to evaluate the performance of the algorithms for bias correction and segmentation. Coefficient of variance is defined as a quotient between standard deviation and mean value of selected tissue class. A good algorithm for bias correction and segmentation should give low CV values for the bias corrected intensities within each segmented region. We compared our method with the AFCM method, Wells' method, FSL method, SPM method [16] , Leemput's method, Li's method and N3 method [10] on the data set N5F80.
The CV of GM and WM are shown in Table 2 . It can be seen that the CV values of our method are lower than other methods, which indicates that the bias corrected images obtained in our method are more homogeneous than other methods. Figure4 shows the estimated bias fields of these eight methods. From these results we can find that our method can obtain more similar results. 
Evaluation with Real Data
In order to show the excellence of our method, we compared our method with other methods on a real 3T MR brain image data set, which is shown in Figure3.(a) . The initial image has significant intensity in homogeneity and noise. Figure 3(b) shows the segmentation result of the FCM method. From the result we can find that due to the effect of the intensity in homogeneities, some pixels belonging to WM have be misclassified into GM and some pixels belonging to GM in the red regions have been misclassified into WM. The segmentation result of the Wells' method can be seen in Figure 3(c) . In every iteration, the bias field should be smoothed by using low pass filter, which makes the Wells' method sensitive to strong bias field. Some pixels belonging to GM in the red circles have been misclassified into WM and some pixels belonging to CSF in blue region have been misclassified into GM. Compared to the Wells' method, the Leemput's method uses orthogonal polynomials to estimate the bias field and obtains more accurate result, which can be seen in Figure 3(d) .However, the Leemput's only uses the intensity distribution information, which makes it sensitive to the noise. Figure 3(e) shows the segmentation result of the Li's method, which uses orthogonal polynomials as the basis function to estimate the bias field as well and obtain similar result. However, Li's method only utilizes the intensity distribution information, which makes it sensitive to the noise too. Due to the effect of the noise, pixels belonging to CSF in blue regions have been misclassified into GM. Furthermore, the Li's method is based on K-means method, which is less accurate than the Leemput's method. Figure 3 (f-h) shows the segmentation results of the AFCM method, hidden-MRF-based method and NLFCM method, respectively. All these methods use region information to reduce the effect of the noise. However, the AFCM method uses low pass filter to smooth the bias field, which makes the method sensitive to the strong bias field and some pixels belonging to GM in red regions have been misclassified into WM. Further more, the AFCM method is a isotropic method which leads some pixels of the CSF in the blue region to be misclassified into GM. The hidden-MRF-based method can obtain more accurate result than that of the AFCM method. However, some pixels in the red and blue regions are still misclassified. It can be seen from the result of the NLFCM method that the method can more accurate result by using non-local information. However, this method needs to calculate local mean for each pixel in every iteration, which makes some pixels of the GM in the magenta region have been misclassified into CSF. Figure 3(i) shows the result of our method. From the result we can find that our method can obtain more accurate result than others.
In order to quantitatively evaluate the benefits, we segmented 20 standard sets of real brain MR data from the Internet Brain Segmentation Repository (IBSR at http://www.cma.mgh.harvard.edu/ibsr/ by using the FCM method, Wells' method, Leemput's method, Li's method, AFCM method, hidden-MRF-based method (FSL), NLFCM method and our method. The average quantitative results of GM, WM and CSF are listed in Table 3 . It can be seen that our method is more accurate than others. 
Impact of the Non-Local Parameters
In this paper, we use the non-local information to reduce the effect of the noise. should be updated by using non-local information in every iteration. However, the weight function will never change after it has been calculated, so it needs to be calculated only once. We analyzed the relationship between the parameters of Eq.4 and misclassification error (MCR), which is defined as the quotient between the number of pixels misclassified by the algorithm and the total number of pixels [26] . In this paper, we use image patches with p = 1 and the radius of the search window is r = 6. It is different with those in [38] .The parameters will affect the accuracy of the segmentation results. Figure 4 .(a) shows the MCRs with different parameters on a simulated image, whose noise level is 4% and in homogeneity level is zero. Figure4.(a) shows the MCR of the results with the different local region parameters and different search region parameters. We can see that when p = 1 our method can obtain more precise results. It is because the brain tissues have more topological changes in the images. When p increases, it is hard to find some pixels with a similar neighborhood region. The weight function would be affected by the noise more easily. In [11] , the author regarded that the research window sizes should be large enough to be robust to noise and meanwhile should be able to take care of the details and fine structure. However, from the experimental results we can find that when the radius is growing, the accuracy is not increasing; furthermore the increasing radius will augment the calculation time.
It is also possible to set the parameter automatically by using , which can be seen in [12] . In this formulation, the standard deviation of the noise , can be computed directly from the image. If the noise in the image is Gaussian, the parameter  can be fixed to 1; otherwise, it can be adjusted to provide a more accurate result. Figure4.(b) shows the influence of. We tested on three simulated images: N2F0, N4F0 and N8F0. It can be seen that the changes in have less effect on the accuracy when. Figure4.(b) shows the influence of h. We tested on three simulated images: N2F0, N4F0 and N8F0. In this experiment, we set p = 1 and r = 6. It can be seen that the changes in h have less effect on the accuracy when h > 27.
Conclusion
In this paper, we have presented a new energy minimization framework for simultaneous estimation of the bias field and segmentation of tissues for magnetic resonance images. The algorithm was formulated by modifying the objective function of the standard FCM algorithm to compensate for intensity in homogeneities by using basis functions and to allow the labeling of a pixel (voxel) to be influenced by the nonlocal information. Results of simulated MRI data and real brain images show that intensity variations across patients, scans, and equipment changes have been accommodated in the estimated bias field without the manual intervention. Experimental results have shown that our method outperforms other segmentation methods when segmenting images with intensity in homogeneities and noise.
