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TREND TO EQUILIBRIUM FOR A DELAY VLASOV–FOKKER–PLANCK
EQUATION AND EXPLICIT DECAY ESTIMATES
A. KLAR, L. KREUSSER AND O. TSE
Abstract. In this paper, a delay Vlasov–Fokker–Planck equation associated to a stochastic
interacting particle system with delay is investigated analytically. Under certain restrictions
on the parameters well-posedness and ergodicity of the mean-field equation are shown and an
exponential rate of convergence towards the unique stationary solution is proven as long as the
delay is finite. For infinte delay i.e., when all the history of the solution paths are taken into
consideration polynomial decay of the solution is shown.
1. Introduction
In recent years, the trend to equilibrium for solutions of kinetic and hyperbolic equations has
been widely investigated by applying entropy dissipation methods, see [13, 31] and [2, 3, 11, 12, 25]
for instance. In [15] and [16], Dolbeault et al. proposed a simplified approach to prove the trend
to equilibrium for a large class of linear equations. Starting from an interacting particle model,
Bolley et al. used a probabilistic approach in [5] to show convergence towards equilibrium for
solutions of the Vlasov–Fokker–Planck equation in Wasserstein distance with an exponential rate.
The present research is motivated by the consideration of models describing the lay-down of
fibers in textile production processes, which include fiber-fiber interactions. Such models have
been recently introduced in [7] by adding the interaction of structures into a well-investigated
model for nonwoven production processes [20, 6, 23, 24]. In [20] fibers are interpreted as paths
of a stochastic differential equation with a projection of the velocity to the unit sphere. Besides,
this model takes into account the finite size of fibers and prevents self-intersection, as well as
intersection among fibers. On the microscopic level, this fiber lay-down process results in a large,
coupled system of stochastic delay differential equations, while a delay mean-field equation may
be derived on the mesoscopic scale (cf. [7]). In order to ensure a high quality of the web and
the resulting nonwoven fabrics it is of great interest to consider how the solutions of these models
converge to equilibrium. In particular the speed of convergence is an important indicator of the
quality and favorable properties of the nonwovens such as homogeneity and load capacity [21].
Since faster convergence indicates a more uniform production of the nonwovens, analysis of the
speed of convergence allows the adjustment of process parameters in such a way that the optimal
production process can be performed. Adapting the approach from [15], convergence for a non-
interacting fiber model at an exponential rate to a unique stationary state has been proven in [14].
The trend to equilibrium for this non-interacting fiber model has also been analyzed in [21] by
using Dirichlet forms and operator semigroup techniques.
Since the interacting fiber model is an extension of the Vlasov–Fokker–Planck equation, a similar
approach as in [5] may be utilized for analyzing the trend to equilibrium for this model. However,
special care needs to be taken in order to deal first with the delay interaction term and second
with the projection of the velocities to the unit sphere which is different to the system considered
in [5].
In the present investigation we deal only with the first problem, i.e. we consider a classical
interacting particle model as in [5, 9] and include a delay term as in the above mentioned paper
[7]. This delay mean-field equation may be seen as an extension of the classical Vlasov–Fokker–
Planck equation. The full interacting fiber equations from [7] will be considered in forthcoming
research.
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2 A. KLAR, L. KREUSSER AND O. TSE
The paper is organized as follows: In Section 2, we introduce the microscopic delay system and
its mean-field counterpart. Section 3 is devoted to a classical and the well-posedness of the mean
field problem. Section 4 is concerned with an estimate for the delay mean field equations and
the long-time behavior of the mean-field model for the case of finite delay. The final convergence
theorem is stated and proven, and the dependence of the rate of convergence on the different
parameters is discussed as well as the case of infinite delay.
2. Microscopic and mean-field delay models
Our starting point is an interacting particle model, see for example [5]. As discussed in the
introduction we interpret a solution path of the model as a fiber. Since fiber-fiber interactions will
involve either the full or a portion of the solution path, the resulting model includes information
of the past of the process, i.e. a delay term.
To describe the models we are interested in, we introduce a notation based on the notation in
[17] that will be used in the sequel. Let d ≥ 2 denote the number of dimensions and let R2d be the
state space of the fibers. The state Zt = (Xt, Vt) ∈ R2d of a fiber at time t with initial condition
Z0(z) = z is given by its position Xt and its velocity Vt.
2.1. Microscopic delay system. This section is devoted to the description of the delay models
and some associated equations. Let d ≥ 2 denote the number of spatial dimensions. We consider N
interacting fibers with position Xit ∈ Rd and velocity V it ∈ Rd at each time t ≥ 0 for i = 1, . . . , N .
The interacting fiber model is formulated as a stochastic delay differential equation with state
space (Xit , V
i
t ) ∈ R2d, given by
dXit = V
i
t dt(1a)
dV it = −∇xΦ(Xit)dt−
(
1
N
∑
j
1
t
∫ t
0
∇xU(Xit −Xjs )ds
)
dt− γV it dt+
√
2σdW it ,(1b)
subjected to the initial conditions (Xi0, V
i
0 ) ∈ R2d. Here, W it for i = 1, . . . , N , denote independent
standard Brownian motions on Rd and γ > 0 is the friction coefficient. The vectors (Xi0, V i0 ) ∈ R2d
for i = 1, . . . , N are typically taken to be independent and identically distributed random variables
with a given law µ0 ∈ P2(R2d), where P2(R2d) denotes the space of Borel probability measures
with finite second moment. Further, V is a coiling potential, which is of confinement type, and U
is an interaction potential. Note that the model includes a delay interaction term describing the
interaction of fibers with each other and with themselves on the whole fiber length. The scaling by
the factor 1/N is known as weak coupling scaling, which naturally leads to a mean-field equation
(cf. [18, 27]). Further note that the non-retarded version of (1), i.e., without the delay term, is
similar to models for swarming with roosting potential as discussed in [8, 9].
In applications, fibers have a finite length. This can be described by introducing a cut-off
h(t) =
{
t t ≤ H
H t > H
,
with the cut-off size 0 ≤ H ≤ ∞. In this case, the interacting fiber model becomes
dXit = V
i
t dt(2a)
dV it = −∇xΦ(Xit)dt−
(
1
N
∑
j
1
h(t)
∫ t
t−h(t)
∇xU(Xit −Xjs )ds
)
dt− γV it dt+
√
2σdW it .(2b)
Note that we obtain the non-retarded interacting particle model in the limit H → 0, whereas
taking the limit H →∞ results in our previous model (1). In the following we will investigate the
different cases.
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2.2. The mean-field equation. In this section, we formally derive the mean-field equation cor-
responding to (2). The idea behind the mean-field limit lies in replacing the pairwise interaction
term for each fiber i = 1, . . . , N with
1
h(t)
∫ t
t−h(t)
∫
R2d
∇xU(Xit − xˆ) dµ(N)s (dxˆ, dvˆ) ds,
where µ
(N)
t is the stochastic empirical measure defined by
µ
(N)
t (dxˆ, dvˆ) =
1
N
∑N
i=1
δ(Xit ,V it )(dxˆ, dvˆ).
In the limit N → ∞, one can show that sequence of stochastic empirical measures {µ(N)t }N∈N
converges in law towards a deterministic limit µt ∈ P2(R2d), which satisfies the retarded Vlasov–
Fokker–Planck equation
(3) ∂tµt + v · ∇xµt + S[µt] = ∇v ·
(
σ∇vµt + γvµt
)
, limt↘0 µt = µ0 ∈ P2(R2d),
in the distribution sense, where the deterministic force term S[µt] is given by
S[µt] = −∇xΦ · ∇vµt −∇v ·
[(
1
h(t)
∫ t
t−h(t)
∫
Rd
∇U(· − xˆ)ρt(dxˆ) ds
)
µt
]
.(4)
Here, the spatial density ρt denotes the first marginal of µt, i.e.,
ρt(B) = µt(B,Rd) for any Borel set B ∈ B(Rd).
Furthermore, it is known that an underlying nonlinear stochastic process {Zt = (Xt, Vt)} exists
for the solution µt of (3), which satisfies the Mc-Kean type stochastic differential equation
dXt = Vtdt(5a)
dVt = −∇xΦ(Xt)dt−
(
1
h(t)
∫ t
t−h(t)
∫
Rd
∇xU(Xt − xˆ)ρs(dxˆ) ds
)
dt− γVtdt+
√
2σdWt,(5b)
with the initial condition µ0 = law(Z0) ∈ P2(R2d) and where µt = law(Zt) for all t ≥ 0.
Remark 2.1. The microscopic model (2) may be seen as a particle approximation of solutions to
(3) for a large number N ∈ N of R2d-valued processes (Xit , V it ) for i = 1, . . . , N .
3. Preliminary definitions and results
3.1. The Halanay inequality. Gronwall established an inequality that provides an estimate
that bounds a function satisfying a certain differential equation. Halanay showed a similar result
for equations with time lag, which is stated in the following two propositions. For proofs we refer
to Halanay [22]. The first theorem is a comparison theorem.
Proposition 3.1. Let f : R × R × R → R be a function such that f(t, u, v) is continuous for all
(u, v) and all t0 ≤ t < t0 + ξ for some ξ > 0. Further, let f(t, u, v) be increasing with respect to
v. Supposing that (dy/dt)(t) ≤ f
(
t, y(t), sups∈[t−H,t] y(s)
)
for t0 ≤ t < t0 + ξ and some constant
H > 0. If φ is the solution of the equation
dφ
dt
(t) = f
(
t, φ(t), sups∈[t−H,t] φ(s)
)
for t ∈ [t0, t0 + ξ),
with the initial condition φ(s) = y(s), s ∈ [t0 −H, t0], then y(t) ≤ φ(t) for t0 ≤ t < t0 + ξ.
This is the used to show a Gronwall type result that can be directly applied to obtain the
desired decay estimates in the case of finite cut-off. We give the proof for completeness.
Proposition 3.2. Let h denote a nonnegative, continuous and bounded function defined for t ≥ 0
and H = supt≥0 h(t) > 0. Further, let y be a nonnegative function satisfying
dy
dt
(t) ≤ −ay(t) + b sups∈[t−h(t),t] y(s) for t > t0,
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with initial data y(s) = y(t0), s ∈ [t0 −H, t0], where a and b are nonnegative constants satisfying
a > b ≥ 0. Then, y may be estimated from above by
y(t) ≤ y(t0) exp(−λ(t− t0)) for all t ≥ t0,
with the decay rate
λ = a− 1
H
W (bH exp(aH)) > 0,
where W is the product logarithm function, which satisfies z = W (z) exp(W (z)) for any z ∈ R.
Proof. Let f : R→ R, λ 7→ −a+ λ+ b exp(λH) and let
φ(t) := y(t0) exp(−λ(t− t0))(6)
where λ satisfies f(λ) = 0. We begin by showing that
λ = a− 1
H
W (bH exp(aH))
is the unique zero of f . Indeed, simple calculations lead to
f(λ) = − 1
H
W (bH exp(aH)) + b exp(aH) exp(−W (bH exp(aH)))
= −W (bH exp (aH))
H
+ b exp (aH)
(
bH exp (aH)
W (bH exp (aH))
)−1
= 0,
where we used the definition of W in the second equality. Hence, λ is indeed a zero of f . Since f
is strictly increasing and f(0) = b− a < 0, λ is positive and is the unique zero of f .
Now consider the estimate
dy
dt
(t) ≤ −ay(t) + b sups∈[t−h(t),t] y(s) ≤ −ay(t) + b sups∈[t−H,t] y(s),
where the second inequality holds since y is nonnegative, and the differential equation
dφ
dt
(t) = −aφ(t) + b sups∈[t−H,t] φ(s) for t > t0,(7)
with initial data φ(s) = y(t0) for s ∈ [t0 −H, t0]. We show that φ, as defined in (6), satisfies the
differential equation (7). Indeed, since by definition, we have
−aφ(t) + b sups∈[t−H,t] φ(s) = −aφ(t) + bφ(t−H)
= −ay(t0) exp(−λ(t− t0)) + by(t0) exp(−λ(t−H − t0))
= −λy(t0) exp(−λ(t− t0)) = dφ
dt
.
Thus, applying Proposition 3.1 yields the estimate
y(t) ≤ φ(t) = y(t0) exp(−λ(t− t0)) for all t ≥ t0,
thereby concluding the proof. 
3.2. Metrics in Wasserstein space. The set of Borel probability measures on the state space
R2d is denoted by P(R2d). Further, we denote by
P2(R2d) :=
{
µ ∈ P(R2d) such that
∫
R2d
|z|2µ(dz) <∞
}
,
to be the set of Borel probability measures on R2d with finite second moment. This space may be
equipped with the Wasserstein distance dist2 defined by
dist2(µ, µˆ)
2 = inf
pi∈Π(µ,µˆ)
(∫
R2d×R2d
|z − zˆ|2pi(dz, dzˆ)
)
, µ, µˆ ∈ P2(R2d),
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where Π(µ, µˆ) denotes the collection of all Boral probability measures on R2d×R2d with marginals
µ and µˆ on the first and second factors respectively. The set Π(µ, µˆ) is also known as the set of
all couplings of µ and µˆ. Equivalently, the Wasserstein distance may be defined by
dist2(µ, µˆ)
2 = inf IE
[
|Z − Zˆ|2
]
,
where the infimum is taken over all joint distributions of the random variable Z and Zˆ with
marginals µ and µˆ respectively.
Moreover, for a given positive quadratic form Q : R2d → R, we define the distance, compare [5]
distQ(µ, µˆ)
2 = inf
pi∈Π(µ,µˆ)
(∫
R2d×R2d
Q (z − zˆ)pi(dz, dzˆ)
)
= IE
[
Q(Z − Zˆ)
]
for any two probability measures µ, µˆ ∈ P2(R2d).
Remark 3.1. We note that
(1) dist2 metricizes the weak convergence in the Wasserstein space P2(R2d), as well as the
convergence of the first two moments. One can also show that (P2(R2d),dist2) is a complete
metric space [4, 30].
(2) For Q(z) = |z|2, we have that distQ = dist2.
(3) For any z ∈ R2d, let z = (z1, z2) with zi ∈ Rd, i ∈ {1, 2}. We define the quadratic form
Q(z) = a|z1|2 + 2〈z1, z2〉+ b|z2|2,
with positive constants a, b > 0, where 〈·, ·〉 denotes the euclidean scalar product in Rd.
If the constants a, b satisfy, additionally, the inequality ab > 1, then there exists p, q > 0
such that dist2 and distQ are equivalent. More specifically, since
p|z|2 ≤ Q(z) ≤ q|z|2,
holds for all z ∈ R2d, with
p =
(a+ b)−√4 + (b− a)2
2
, q =
(a+ b) +
√
4 + (b− a)2
2
,
integrating over pi ∈ Π(µ, µˆ) and minimizing over all coupling yields the required assertion.
Lemma 3.1. Let Q be a positive quadratic form on R2d as in Remark 3.1(3), i.e.,
Q(z) = a|z1|2 + 2〈z1, z2〉+ b|z2|2, a, b > 0.
If further ab > 1, then Q may be represented as
Q(z) = 〈z,MQz〉 = 〈Sz, Sz〉,
where MQ and S ∈ Mat (R2d) are invertible block matrices of the form
MQ =
[
a IId IId
IId b IId
]
, S =
1√
a
[
a IId IId
0
√
ab− 1 IId
]
,
with IId being the identity matrix on Rd.
3.3. Well-posedness of the delay mean-field equation. In the following, we will make use of
the fact that an underlying stochastic process {Zt = (Xt, Vt)} exists for µt satisfying (5). In fact,
we will consider a more general form of our mean-field equation, namely the problem, compare
again [5] for the case without delay
dXt = Vtdt(8a)
dVt = A(Xt)dt+
(
1
h(t)
∫ t
t−h(t)
∫
Rd
B(Xt, xˆ)ρs(dxˆ) ds
)
dt− γVtdt+
√
2σdWt,(8b)
where A and B satisfies the following assumptions:
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Assumption 1. (1) We assume that A : Rd → Rd is of the form
A(x) = −αx+ g(x)
for some α > 0 where g is Lipschitz continuous with Lipschitz constant cg > 0.
(2) The function B : Rd × Rd → Rd satisfies
|B(x, xˆ)−B(y, xˆ)|+ |B(x, xˆ)−B(x, yˆ)| ≤ cB
(|x− y|+ |xˆ− yˆ|),
for some constant cB > 0, independent of x, xˆ, y, xˆ ∈ Rd.
Remark 3.2. Without loss of generality, we may further assume that α ≡ 1, which may be justified
by a rescaling of time τ =
√
α t, as in the case of a simple harmonic oscillator.
The next proposition provides a well-posedness result for problem (8). This result generalizes
the deterministic result provided in [7] to the stochastic case. We note that [7] the velocities are
projected to the unit sphere in contrast to the present case. The arguments of the proof follow
those made in [19] and [7]. We include the proof in Appendix A for the sake of completeness.
Proposition 3.3. Under Assumption 1, there exists a unique solution µ ∈ C([0, T ],P2(R2d)) of
the mean-field equation
(9) ∂tµt + v · ∇xµt + S[µt] = ∇v ·
(
σ∇vµt + γvµt
)
, limt↘0 µt = µ0 ∈ P2(R2d),
in the distribution sense, where the deterministic force term S[µt] is given by
S[µt] = A · ∇vµt +∇v ·
[(
1
h(t)
∫ t
t−h(t)
∫
Rd
B(·, xˆ)ρt(dxˆ) ds
)
µt
]
.
Equivalently, there exists a pathwise unique nonlinear process {Zt = (Xt, Vt), t ∈ [0, T ]} satisfying
(8) with initial data µ0 = law(Z0) ∈ P2(R2d) and µt = law(Zt) for all t ∈ [0, T ].
4. Long time behavior of the delay Vlasov–Fokker–Planck equation
In this section, we prove a quantitative exponential convergence result for all solutions of (5)
with a finite cut-off 0 ≤ H <∞ associated to the microscopic system (2). The proof is based on
the idea of perturbing the Euclidean metric on R2d in such a way that (3) is completely dissipative
with respect to the new metric. This idea is also present in [5, 29, 31].
4.1. Decay estimates and explicit rates. The key estimate for proving the exponential con-
vergence of all solutions to a unique equilibrium is given in the following proposition.
Theorem 4.1. Under Assumption 1, for any γ > 0 and α ≡ 1, there exists a constants λ, η0 > 0
such that for any cg, cB ≥ 0 with η := cg + 2cB ∈ [0, η0), the decay estimate
distQ(µt, µˆt) ≤ exp(−λt)distQ(µ0, µˆ0) t ≥ 0,(10)
holds true for any solution (µt)t≥0, (µˆt)t≥0 of (8) with corresponding initial data µ0, µˆ0 ∈ P2(R2d),
where Q is a positive quadratic form on R2d of the form
Q(x, v) = a|x|2 + 2〈x, v〉+ b|v|2, a, b > 0.
Furthermore, the decay rate λ is explicitly given by
λ = λ1 − 1
H
W (λ2H exp(λ1H)),(11)
where λi, i = 1, 2 are given in (16).
The idea of the proof is to find an appropriate positive quadratic form Q, such that a differ-
ential inequality appears. Applying the Halanay inequality (cf. Lemma 3.2) onto this differential
inequality would then yield the required decay estimate (10).
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Proof. Let {Zt, t ≥ 0} and {Zˆt, t ≥ 0} be two solutions of (8) corresponding to the distributions
µ and µˆ ∈ C([0,∞),P2(R2d)) respectively. Supposing that both of these solutions satisfy the
equations with the same Brownian motion {Wt}t≥0 in Rd and denoting the difference of the
solutions by xt = Xt − Xˆt, vt = Vt − Vˆt, we have that zt = (xt, vt) ∈ R2d satisfies
dxt = vtdt(12a)
dvt =
[
(A(Xt)−A(Xˆt))− 1
h(t)
∫ t
t−h(t)
(K[µs](Xt)−K[µˆs](Xˆt)) ds− γvt] dt,(12b)
where for ease of notation, we define the operator K acting on probability measures as
K[µt](x) :=
∫
Rd
B(x, y) ρt(dy).
Before proceeding, we compute the evolution of several functionals that will be useful.
d
dt
|xt|2 = 2〈xt, vt〉
d
dt
|vt|2 = 2
[
〈vt, A(Xt)−A(Xˆt)〉 − 1
h(t)
∫ t
t−h(t)
〈vt,K[µt](Xt)−K[µˆt](Xˆt)〉ds− γ|vt|2
]
d
dt
〈xt, vt〉 = |vt|2 + 〈xt, A(Xt)−A(Xˆt)〉
− 1
h(t)
∫ t
t−h(t)
〈xt,K[µt](Xt)−K[µˆt](Xˆt)〉ds− γ〈xt, vt〉.
Now define the functional
Jt := IE [Q(zt)] = IE
[
a|xt|2 + 2〈xt, vt〉+ b|vt|2
]
,
where a, b > 0 are appropriately chosen later. From the previous computations, we obtain
d
dt
Jt = −2 IE
[|xt|2 − (a− b− γ)〈xt, vt〉+ (bγ − 1)|vt|2]
+ 2 IE
[
〈xt, g(Xt)− g(Xˆt)〉+ b〈vt, g(Xt)− g(Xˆt)〉
]
− 1
h(t)
∫ t
t−h(t)
2 IE
[
〈xt,K[µt](Xt)−K[µˆt](Xˆt)〉+ b〈vt,K[µt](Xt)−K[µˆt](Xˆt)〉
]
ds.
Setting pit = ρt ⊗ ρˆt, we estimate the terms separately to obtain
〈xt, g(Xt)− g(Xˆt)〉 ≤ cg|xt|2, 〈vt, g(Xt)− g(Xˆt)〉 ≤ cg
[
δ1
2
|xt|2 + 1
2δ1
|vt|2
]
,
〈xt,K[µs](Xt)−K[µˆs](Xˆt)〉 =
∫∫
Rd×Rd
〈xt, B(Xt, y)−B(Xˆt, yˆ)〉pis(dy, dyˆ)
≤ cB
[(
1 +
δ2
2
)
|xt|2 + 1
2δ2
∫∫
Rd×Rd
|y − yˆ|2 pis(dy, dyˆ)
]
,
〈vt,K[µs](Xt)−K[µˆs](Xˆt)〉 =
∫∫
Rd×Rd
〈vt, B(Xt, y)−B(Xˆt, yˆ)〉pis(dy, dyˆ)
≤ cB
[
δ3
2
|xt|2 + 1
2
(
1
δ3
+ δ4
)
|vt|2 + 1
2δ4
∫∫
Rd×Rd
|y − yˆ|2 pis(dy, dyˆ)
]
.
Putting all these terms together yields
d
dt
Jt ≤ −2
(
1−
(
cg + cB +
b
2
(cgδ1 + cBδ3) + cB
δ2
2
))
IE
[|xt|2]− 2(a− b− γ)IE [〈xt, vt〉]
− 2
(
bγ − 1− b
2
(
cg
δ1
+
(
1
δ3
+ δ4
)
cB
))
IE
[|vt|2]+ cB ( 1
δ2
+ b
1
δ4
)
1
h(t)
∫ t
t−h(t)
IE
[|xs|2] ds.
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Choosing a = b+ γ, δ1 = δ3 = δ4 = 1 and δ2 = 2 + b, we obtain
d
dt
Jt ≤ −
(
2− (2 + b) η)IE [|xt|2]− (2bγ − 2− bη)IE [|vt|2]
+
η
2
(
b+
1
2 + b
)
1
h(t)
∫ t
t−h(t)
IE
[|xs|2] ds.
where η = cg + 2cB and we used the fact that cB ≤ η/2 in the last term.
Recall from Lemma 3.1 that the quadratic form Q may be represented as
Q(z) = 〈Sz, Sz〉 =: 〈ξ, ξ〉, S = 1√
b+ γ
[
(b+ γ) IId IId
0
√
b(b+ γ)− 1 IId
]
.
Furthermore, the first two terms on the right hand side may be equivalently written as(
2− (2 + b) η)IE [|xt|2]+ (2bγ − 2− bη)IE [|vt|2] = IE [〈ξt, D1ξt〉] ,
with the matrix
D1 = d1
[
IId −d2IId
−d2IId d22(1 + d3) IId
]
,
where di > 0, i = 1, 2, 3, are given explicitly by
d1 =
2− (2 + b)η
b+ γ
, d2 =
1√
b(b+ γ)− 1 , d3 =
b+ γ
d1
(2bγ − 2− bη).
Similarly, the last term may be reformulated to read
η
2
(
b+
1
2 + b
)
1
h(t)
∫ t
t−h(t)
IE
[|xs|2] ds = 1
h(t)
∫ t
t−h(t)
IE [〈ξt, D2ξt〉] ds,
with
D2 = d4
[
IId −d2IId
−d2IId d22 IId
]
, d4 =
(1 + b)2
(2 + b)(b+ γ)
η
2
.
At this point, we clearly see the conditions on the parameters b, γ and η, such that Q becomes a
positive quadratic form. More concretely, we require that
b(b+ γ) > 1, 2 > (2 + b)η, 2bγ > 2 + bη,
which guarantees that di > 0. Reformulating the inequalities for η and b provide the conditions
0 < η < 1 + γ −
√
1 + γ2,
1
2γ − η <
b
2
<
1− η
η
.
Continuing where we left off, we reformulate the inequality for Jt in terms of ξt to obtain
d
dt
Jt ≤ −d1
(
IE
[|ξ1,t|2]− 2d2IE [〈ξ1,t, ξ2,t〉] + d22(1 + d3)IE [|ξ2,t|2] )
+
1
h(t)
∫ t
t−h(t)
d4
(
IE
[|ξ1,s|2]− 2d2IE [〈ξ1,s, ξ2,s〉] + d22IE [|ξ2,s|2] )ds
≤ −d1
(
(1− )IE [|ξ1,t|2]+ d22(1 + d3 − 1/)IE [|ξ2,t|2] )
+
1
h(t)
∫ t
t−h(t)
d4(1 + d
2
2) IE
[|ξs|2] ds.
We now choose  > 0 such that (1− ) = (1− d3 − 1/)d22, which gives
 =
1
2
(
1− (1 + d3)d22 +
√
4d22 + (1− (1 + d3)d22)2
)
.
Consequently, we obtain
d
dt
Jt ≤ −λ1Jt + λ2 1
h(t)
∫ t
t−h(t)
Jsds,(13)
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with
λ1 =
d1
2
(
1 + (1 + d3)d
2
2 −
√
4d22 + (1− (1 + d3)d22)2
)
, λ2 = d4(1 + d
2
2).
This gives the differential inequality
d
dt
Jt ≤ −λ1Jt + λ2 sups∈[t−h(t),t] Js,(14)
The goal, now, is to find b > 0, such that λ1 is maximized. To do so, we begin by setting η ≡ 0.
In this case, we have that
d1 = 2/(b+ γ), d3 = (b+ γ)
2(bγ − 1), λ2 ≡ 0,
which consequently yields,
λ1 = γ − 1
b+ γ
√
4d22 + (2− γ(b+ γ))2 = γ −
√
(2− bγ)2 + (bγ − 1)γ2
b(b+ γ)− 1 ,
Therefore, maximizing in b for λ1 gives
b =
2
γ
, λ1 = γ
(
1−
√
γ2
4 + γ2
)
.(15)
With this particular choice of b > 0, we proceed to find conditions on η > 0 such that λ1 > λ2 is
satisfied. Assuming that
(γ(1− η)− η) > 0 ⇐⇒ 0 < η < γ/(1 + γ),
we have that λi > 0, where λi for i = 1, 2 are given by
λ1 = γ −
(
1 +
2γ
4 + γ2
)
η − γ
4 + γ2
√
4η2 + (4 + γ2)(γ − η)2, λ2 = (2 + γ)
2
(1 + γ)(4 + γ2)
η
2
.(16)
To further ensure that λ1 > λ2, we may choose η satisfying the inequality
0 < η ≤ 2γ
3(1 + γ)
< η0,
for some η0 > 0. Finally, we apply Lemma 3.2 onto (14) to obtain
distQ(µt, µˆt) ≤ IE
[
Q(Zt − Zˆt)
]
≤ IE
[
Q(Z0 − Zˆ0)
]
exp(−λt) for t ≥ 0,(17)
with
λ = λ1 − 1
H
W (λ2H exp(λ1H)).
Optimizing (17) over all joint distributions of the random variable Z0 and Zˆ0 with marginals µ0
and µˆ0 respectively provides the required estimate (10), thereby concluding the assertion. 
4.2. Exponential convergence to a unique equilibrium. As in [5], the following lemma
guarantees the existence of a unique equilibrium in a complete metric space. It is taken from [10].
Lemma 4.1 (cf. [10]). Let (X, d) be a complete metric space and Tt : (X, d) → (X, d) be a con-
tinuous semigroup for which, for all t > 0, there exists 0 < L(t) < 1 such that
d(Tt(x), Tt(y)) ≤ L(t)d(x, y), t > 0, x, y ∈ X.
Then there exists a unique stationary point x∞ ∈ X, i.e., Tt(x∞) = x∞ for all t > 0.
Using Lemma 4.1, we can now prove the exponential convergence of all solutions to a unique
equilibrium under Assumption 1 and for sufficiently small cg and cB .
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Theorem 4.2. Under the assumptions of Proposition 4.1, there exists a constant c > 0 such that
dist2 (µt, µˆt) ≤ c exp(−λt)dist2 (µ0, µˆ0) for t ≥ 0,(18)
for all solutions (µt)t≥0 and (µˆt)t≥0 to (3) with initial data µ0, µˆ0 ∈ P2(R2d), respectively.
Moreover, (3) has a unique stationary solution µ∞ ∈ P2(R2d) such that
dist2 (µt, µ∞) ≤ c exp(−λt)dist2 (µ0, µ∞) for t ≥ 0,(19)
for any solution (µt)t≥0 of (3), where the decay rate λ is as given in Proposition 4.1.
Proof. From Proposition 4.1 we obtain a positive quadratic form
Q(z) = a|z1|2 + 2〈z1, z2〉+ b|z2|2, a, b > 0, ab > 1,
such that (10) holds. Consequently, the metrics distQ and dist2 are equivalent in P2(R2d) (cf. 3.1),
which provides a constant c > 0 such that (18) holds true.
Owing to the equivalence of distQ and dist2, we find that (P2(R2d),distQ) is a complete metric
space (cf. Remark 3.1). Further, Ttµ0 := µt defines a continuous semigroup on (P2(R2d),distQ)
that satisfies (10), which provides for a contraction, for t > 0. Therefore, Lemma 4.1 guarantees
the existence of a unique stationary solution µ∞ ∈ P2(R2d), thereby concluding the proof. 
Remark 4.1. According to the previous result, we recover the stationary state µ∞ when passing
to the limit t→∞, which satisfies the stationary equation
v · ∇xµ∞ + S[µ∞] = ∇v ·
(
σ∇vµ∞ + γvµ∞
)
,
where S is defined by (4), which in the stationary case, yields
S[µ∞] = −∇xΦ · ∇vµ∞ −∇v ·
[(∫
R2d
∇U(· − xˆ)µ∞(dxˆ, dvˆ)
)
µ∞
]
.
Using an Ansatz function of the form
µ∞(x, v) =
1
√
2piϑ2
d
exp
(
−|v|
2
2ϑ2
)
ρ∞(x),
∫
Rd
ρ∞ dx = 1,(20)
for some function ρ∞ and a parameter θ it is easy to verify that
∇v ·
(
σ∇vµ∞ + γvµ∞
)
= 0 for ϑ =
√
σ/γ.
Hence it suffices to look for a solution of
v · ∇xµ∞ + S[µ∞] = 0.(21)
Inserting the ansatz (20) into (21) and reformulating ∇xρ∞ = ρ∞∇x log ρ∞ results in the equation
ρ∞∇x
(
ϑ2 log ρ∞ + V + U ? ρ∞
)
= 0,
where ? denotes the convolution operator in x. This leads to the integral equation
ϑ2 log ρ∞ + V + U ? ρ∞ = c,
where the constant c is uniquely determined by the normalizing constraint
∫
Rd ρ∞ dx = 1.
Note that the integral equation may be expressed in the equivalent fixed point form
ρ∞ =
e−(V+U?ρ∞)/ϑ
2∫
Rd e
−(V+U?ρ∞)/ϑ2dx
.
If additionally, U(x) = U(−x), then ρ∞ may be characterized as a minimizer of the functional
F(ρ∞) =
∫
Rd
ϑ2
(
log ρ∞ − 1
)
ρ∞(dx) +
∫
Rd
V ρ∞(dx) +
1
2
∫
Rd
(U ? ρ∞)ρ∞(dx),
where the first term describes the internal energy (entropy), the second the potential energy, and
the third the interaction energy.
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4.3. Discussion on decay rates. Without loss of generality, we only consider the case α ≡ 1.
Rewriting the decay rate (11) as
λ(Hˆ) = λ1
(
1−W (λˆHˆ exp(Hˆ))/Hˆ),
with Hˆ = λ1H and λˆ = λ2/λ1, we see that λ is monotone decreasing with respect to Hˆ, with
λ(0) = λ1(1− λˆ) = λ1 − λ2, limHˆ→∞ λ(Hˆ) = 0.
In Figure 1 we plot the constraint on η for a given fixed value of γ. More precisely, we plot the
domain η ≤ η¯(γ) := 2γ/(3 + 3γ), which satisfies η ∈ [0, η0), with η0 > 0 given in Theorem 4.1.
2  H3+ 3 L
 H2+ 2 L
2 4 6 8 10
Damping,
0.1
0.2
0.3
0.4
0.5
0.6
Η
Figure 1. Region of validity η ∈ [0, η¯(γ)]
4.3.1. The case η = 0. In this case, the interacting system reduces to a non-interacting system, see
for example [14] for the investigation of such systems. We recover known results on hypocoercivity
with the explicit decay rate
λ(γ) = γ
(
1−
√
γ2
4 + γ2
)
,
depicted in Figure 2. The decay rate is maximal when γ = (2(
√
5− 1))1/2.
2 4 6 8 10
Damping,
0.1
0.2
0.3
0.4
0.5
0.6
Decay rate, ΛH L
Figure 2. Rate of convergence without interaction η ≡ 0
4.3.2. The non-retarded case η > 0. This case recovers the estimates shown in [5], however, here
we obtain the explicit form of λ = λ(γ). In order to guarantee convergence towards the unique
equilibrium state µ∞, we choose η = 2γ/(3 + 3γ) and η = γ/(2 + 2γ), which satisfies the condition
on η discussed above (cf. Figure 1). This leads to the decay rates shown in Figure 3, which strongly
resembles the decay behavior seen in Figure 2. One also notices the decrease in decay rates for
increasing values of η, which clearly signifies the effect of the influence of interaction.
4.3.3. The retarded case H ∈ (0,∞). As expected, the decay rate decreases monotonically with
increasing H as seen in Figure 4A. Here, we choose γ = 1, η = γ/(2 + 2γ) and vary H ∈ (0,∞).
Similarly, Figure 4B shows the decay rates for different delays H, with varying γ, where for each
γ, we observe hypocoercivity trends in the decay rates as in Figure 3.
12 A. KLAR, L. KREUSSER AND O. TSE
Η =  H2+ 2 L
Η = 2  H3+ 3 L
2 4 6 8 10
Damping,
0.05
0.10
0.15
0.20
Decay rate, ΛH L
Figure 3. Decay rates for various η = η(γ), delay H ≡ 0
0 5 10 15 20
Delay, H
0.05
0.10
0.15
0.20
Decay rate, ΛHHL
(a) Dependence of decay rate on delay H
H = 0.1
H = 1
H = 5
H = 10
2 4 6 8 10
Damping,
0.05
0.10
0.15
0.20
Decay rate, ΛH L
(b) Decay rates for various delays H
Figure 4. With delay H > 0 and interaction η(γ) = γ/(2 + 2γ)
4.3.4. The retarded case H = ∞. In this part, we prove a quantitative convergence result for all
solutions of the delay Vlasov–Fokker–Planck equation (3) with an infinite cut-off, i.e., h(t) = t,
associated to the microscopic system (1). As observed in Figure 4A, an increase in H reduces the
exponential decay rate. In particular, we have that λ → 0 as H → ∞. Therefore, in this case,
we cannot expect an exponential convergence rate, since the estimate (10) given in Theorem 4.1
provides an upper bound for the decay. In fact, we will provide a polynomial (in time) convergence
result, which we elucidate in the following discussion.
Our starting point is the differential inequality (13). In the present situation, this reads
d
dt
Jt ≤ −λ1Jt + λ2 1
t
∫ t
0
Jsds.(22)
Consider some function φ = φ(t) satisfying the equality
dφ
dt
(t) = −λ1φ+ λ2 1
t
∫ t
0
φ(s)ds.(23)
We further note that the statement in Proposition 3.1 remains valid, if f(t, y(t), sups∈[t−H,t] y(s))
is substituted by f(t, y(t)), (1/t)
∫ t
0
y(s) ds) (cf. [28]). Consequently, one obtains the estimate
Jt ≤ φ(t) for all t ≥ 0.
Therefore, investigating the asymptotic behavior of equation (23) gives us the desired decay prop-
erty for the retarded mean-field equation (3) with an infinite cut-off.
Reformulating equation (23), we obtain
d
dt
(
t
dφ
dt
)
= −λ1 d
dt
(tφ) + λ2φ,(24)
or equivalently
t
d2φ
dt2
+ (1 + λ1t)
dφ
dt
+ (λ1 − λ2)φ = 0.(25)
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Substituting u(t) = eλ1tφ(t) and rescaling time τ = λ1t leads to the so-called Kummer’s equation
τ
d2u
dτ2
+ (1− τ)du
dτ
− λ2
λ1
u = 0,(26)
where Λ = λ2/λ1 ∈ [0, 1). Kummer’s equation is known to be solved by a linear combination of
two confluent hypergeometric functions [1]. To satisfy our initial condition u(τ0) = y0, we obtain
a particular representation of the solution u in the form of a generalized hypergeometric series
u(τ) = M(Λ, 1, τ) y0 =
(∑∞
n=0
Λ(n)
τn
n!
)
y0,
where Λ(0) = 1 and Λ(n) = Λ(Λ + 1)(Λ + 2) · · · (Λ + n− 1) for n ≥ 1, is the rising factorial. This
function is also known as Kummer’s function.
For the present parameters, we obtain an asymptotic behavior of the form
u(τ) =
1
Γ(Λ)
τΛ−1eτ +
(−1)−Λ
Γ(1− Λ)τ
−Λ +O(τ) as τ →∞.
Transforming the above substitutions backward we obtain an asymptotic behavior for φ
φ(t) ∼ λ
Λ−1
1
Γ(Λ)
tΛ−1 =
λΛ−11
Γ(Λ)
1
t1−Λ
as t→∞.
In this way we obtain a polynomial decay, in contrast to the exponential decay for finite cut-off.
5. Conclusion and outlook
In this paper, we provided a systematic approach to determining explicit decay rates for general
delay Vlasov–Fokker–Planck equation of the form (3). Under the conditions stated in Theorems 4.1
and 4.2, the mean-field equation is known to be ergodic and possesses a unique stationary state,
whereby exponential rate of convergence is obtained when H < ∞. On the other hand, one can
only expect polynomial decay to equilibrium when H =∞, i.e., when all the history of the solution
paths are taken into consideration.
As indicated in the introduction, we are especially interested in applying the techniques de-
veloped in this paper to the delay mean-field fiber equations discussed in [7]. Unfortunately, the
methods here do not trivially translate to different state spaces such as Rd × Sd−1, where Sd−1
denotes the unit sphere in Rd, since the distances involved are not purely euclidean in nature.
Appendix A. Proof of Proposition 3.3
The proof of the statement follows a Picard type iteration procedure.
Let ν, νˆ ∈ C([0, T ],P2(R2d)) be arbitrary and Zt, Zˆt be two stochastic processes satisfying the
stochastic differential equations
dXt = Vtdt(27a)
dVt = A(Xt)dt+
(
1
h(t)
∫ t
t−h(t)
∫
R2d
B(Xt, xˆ)ηs(dxˆ, dvˆ) ds
)
dt− γVtdt+
√
2σdWt,(27b)
with η ∈ {ν, νˆ} respectively. Notice that we have chosen the same Brownian motion {Wt} for both
processes. Under Assumptions 1, it is not difficult to see that (27) admits continuous pathwise
unique and adapted sample paths for any η ∈ C([0, T ],P2(R2d)) (cf. [26, 32]).
Consequently, we may define
µt = law(Zt), µˆt = law(Zˆt) ∈ C([0, T ],P2(R2d)),
which in turn defines a self-mapping T : ν 7→ µ within the complete metric space C([0, T ],P2(R2d)).
Denoting the difference of the solutions by xt = Xt − Xˆt, vt = Vt − Vˆt, we have that zt = (xt, vt)
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satisfies (12). Therefore, applying the Itoˆ formula yields
1
2
d
dt
IE
[|zt|2] = IE [〈xt, vt〉] + IE [〈vt, A(Xt)−A(Xˆt)〉]
− 1
h(t)
∫ t
t−h(t)
IE
[
〈vt,K[µt](Xt)−K[µˆt](Xˆt)〉
]
ds− γIE [|vt|2]
≤ 1
2
(
c1IE
[|xt|2]+ c2IE [|vt|2]+ cB
h(t)
∫ t
t−h(t)
∫∫
|y1 − yˆ1|2νs(dy)⊗ νˆs(dyˆ) ds
)
,
we obtain the differential inequality
d
dt
IE
[|zt|2] ≤ c0IE [|zt|2]+ cB 1
h(t)
∫ t
t−h(t)
∫∫
|y1 − yˆ1|2νs(dy)⊗ νˆs(dyˆ) ds,
Following the arguments made in [7], we construct a solution by the Picard iteration procedure,
and show that the generated sequence converges. For this reason, we define the sequence (µ(k))
recursively by µ(k+1) = T µ(k) for k ≥ 0 and denote
Ek(t) = IE
[∣∣Z(k+1)t − Z(k)t ∣∣2] .
We begin by considering the case h(t) = t. In this case, we have the estimate
d
dt
Ek(t) ≤ c0Ek(t) + cB 1
t
∫ t
0
Ek−1(s) ds,
Integrating over time t ≥ 0 and fixing the initial condition Z(k)0 = z for all k ≥ 0, we have
Ek(t) ≤ c0
∫ t
0
Ek(s) ds+ cB
∫ t
0
1
s
∫ s
0
Ek−1(σ) dσ ds
Setting g(t, s) := ln(t)− ln(s), we compute recursively for Ek to obtain
Ek(t) ≤ cBec0t
∫ t
0
(e−c0s/s)
∫ s
0
Ek−1(σ) dσ ds ≤ cBec0t
∫ t
0
g(t, t1) Ek−1(t1) dt1
≤ (cBec0t)2 ∫ t
0
g(t, t1)
∫ t2
0
g(t1, t2) Ek−1(t2) dt2 dt1
· · ·
≤ (cBec0t)k [∫ t
0
g(t, t1) · · ·
∫ tk−1
0
g(tk−1, tk) dtk · · · dt1
]
suptk∈[0,T ] E0(tk),
where in the second inequality, we used the integration by parts formula. Elementary computations
of the terms in the bracket gives∫ t
0
g(t, t1) · · ·
∫ tk−1
0
g(tk−1, tk) dtk · · · dt1 ≤ 1
k!
tk.
Furthermore, note that by definition, we have
dist2(µ
(k+1)
t , µ
(k)
t ) ≤ Ek(t) for all k ≥ 0.
Therefore, summing up the terms in k ≥ 0 yields∑
k≥0 dist2(µ
(k+1)
t , µ
(k)
t ) ≤ ect suptk∈[0,T ] E0(tk) < +∞,
with c = cB exp(c0T ), and hence, dist2(µ
(k+1)
t , µ
(k)
t )→ 0 for every t > 0. Consequently, the Picard
sequence (µ(k)) converges uniformly in C([0, T ],P2(R2d)) to the solution of (8). Since T > 0 was
chosen arbitrarily, the solution may be extended to the interval [0,∞).
As for uniqueness, we take two solutions µ and µˆ and denote the difference
E(t) = IE
[∣∣Zt − Zˆt∣∣2] .
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From the estimate above, we obtain
E(t) ≤ c
∫ t
0
g(t, s) E(s) ds.
Following the computations above, we obtain for some k0 ∈ N sufficiently large,
0 ≤
(
1− c
ktk
k!
)
supt∈[0,T ] E(t) ≤ 0 for every k ≥ k0.
Passing to the limit k →∞ yields E = 0 on [0, T ], and hence, dist2(µt, µˆt) = 0 for all t ∈ [0, T ].
Mimicking the arguments made above, we may obtain well-posedness also for the other cases
of h(t). We omit the proof, since it bears similarities to the proof given in [7]. 
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