We use normal forms for Sobolev energy to prove that small smooth solutions of semi-linear Klein-Gordon equations on the torus exist over a larger interval than the one given by local existence theory, for almost every value mass. The gain on the length of the lifespan does not depend on the dimension. The result relies on the fact that the difference of square of two successive distinct eigenvalues of √ − on T d can be bounded from below by a constant.
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Introduction
Our main result concerns long-time existence for solutions to semi-linear Klein-Gordon equations on the torus of type This problem has been studied in dimension 1 by Bourgain [4] , Bambusi [1] , Bambusi and Grébert [3] . They showed that one has almost global existence: for any N, if the data are in H s+1 × H s for some s depending on N, if m stays outside an exceptional subset of zero measure, the solution exists at least on an interval of length C N −N . For the problem in dimension at least 2, Delort and
Szeftel [6] proved that the solution is defined on an interval of length at least c −2 , if the nonlinearities vanish at the origin at order κ + 1 = 2. Recently, it was shown in Delort [5] that, for dimension d 2 and for nonlinearities vanishing at the origin at order κ + 1 with any κ ∈ N * , the solutions extend at least over an interval of length c −κ(1+2/d) up to a logarithm. Note that the gain of the power α = 2/d, in comparison with the result given by local theory, depends on dimension d and becomes smaller and smaller as dimension d goes to infinity. A natural question is: Is it possible to obtain for such a Cauchy problem a solution defined on c −κ(1+α) with α > 0 explicit and independent of dimension d? This paper gives a positive answer to this question. In fact, we prove that α can be taken to be a constant as close to 1/2 as wanted. This is better than the result of Delort [5] when dimension d is larger than 4. The method we use is based on normal form methods. Such an idea has been introduced in the study of nonlinear Klein-Gordon equations on R d by Shatah [9] and is at the root of the results [4, 1, 3, 2, 5] . We also refer to Delort and Szeftel [6, 7] for an application of this idea when one studies long-time existence of the same Cauchy problem on spheres and Zoll manifolds. And in Zhang [10] , the author used such an idea to obtain a lower bound for the lifespan of solutions to (∂ For the convenience of the reader, let us explain the idea more clearly with model (1.1) though it is similar to that of [5] . The goal is to control the Sobolev energy computing Using the equation, we may write this quantity as a multilinear expression in v, ∂ t v homogeneous of degree κ + 2. We then perturb the Sobolev energy by an expression homogeneous of degree κ + 2 so that its time derivative cancel out the contribution in (1.2), up to reminders of higher order. The difficulty is to construct the perturbation in such a way that it can be controlled by powers , e j ∈ {−1, 1}.
(
1.4)
The problem is to bound |F m (λ n 0 , . . . , λ n κ+1 )| from below, for those λ n j for which (1.3) is nonzero, in such a way that (1.3) can be bounded from above by C u j H s for s large enough. We assume for simplification that κ is odd and that λ n 0 , λ n κ+1 are the largest two among λ n 0 , . . . , λ n κ+1 . We divide it into two cases according to the estimate of F m . The first case is e 0 e κ+1 = 
for any n 0 , . . . ,n κ+1 ∈ N. Note that this inequality is independent of the dimension d and better than the corresponding one of [5] when the dimension d 4. This is the key point for us to improve the results of [5] . Plugging (1.6) into (1.3), we then see that when dividing by F m there is not only a loss of a power of low frequencies which is harmless, but also a loss of 3 + ρ derivatives of high frequencies. However, solving the linear equation makes gain one derivative since the nonlinearity involves no derivative of v and we may gain one more derivative through commutators. This allows us to recover the loss and get an upper bound by C u j H s of (1.3) through partition of frequencies between zones {λ n j −κθ , j = 1, . . . , κ + 1} and {λ n j > −κθ for at least one j ∈ {1, . . . , κ + 1}}, where θ is a constant to be chosen.
In comparison with the method of [5] , we have to overcome several difficulties in the above process. The first one is to find out a way so that one can get a dimension-independent estimate of small divisors, that is (1.6). In fact, we can use the projectors on the eigenspaces associated to different eigenvalues of √ − on T d , instead of the projectors on the space spanned by each eigenfunction which were exclusively used in [5] . From this point of view, the multiplicity of the eigenvalues does not play any role while it does in [5] . This implies that the estimates we want may be independent of the dimension. However, when one tries to extend multilinear operators to Sobolev spaces, a loss of one derivative is inevitable in this framework (see Proposition 5.2) because of the bad behavior of the eigenvalues of √ − on T d . So another difficulty is to find a technique to avoid such a loss for the high frequency part of the nonlinearity to which we shall not use normal forms. But above all, one has to prove (1.6) which is independent of the dimension. This can be done by noting that the eigenvalues of the harmonic oscillator − + |x| 2 on R d and those of
properties and we have already had an estimate of that type in the case of the harmonic oscillator. The point is that when the dimension increases, the multiplicity of the eigenvalues of
grows, while the spacing between different eigenvalues remains essentially the same. We state our main result in Section 2 and after introducing some notations we obtain some properties of eigenvalues and spectral projections in Section 4. Then we define some multilinear operator spaces so that we may rewrite Sobolev energy in terms of elements in these spaces. This is done in Section 5 and 6. The last two sections are devoted to prove boundedness of Sobolev energy, which implies the main theorem.
Statement of the main theorem
Let d 2 and set
for some κ ∈ N * . Let m ∈ R * + . We consider the solution v of the Klein-Gordon equation 
Notations
For k ∈ Z d we set
Denote by S the spectrum of
Let (λ n ) n∈N be the sequence consisting of distinct elements of S defined by induction as follows:
For n ∈ N, we also denote by Π n the orthogonal projection on the eigenspace associated to
For n 0 , . . . ,n p+1 p + 2 natural numbers, we shall also use the following notions throughout the 6) where λ n j 's are defined in (3.4). Finally, let E denote the space of trigonometric polynomials.
Properties of eigenvalues and spectral projectors on T T T d
For the sequence of eigenvalues defined in (3.4), we have the following properties.
Lemma 4.1. Let (λ n ) n∈N be defined by (3.4) and S by (3.3) . Then:
In particular, we have
Proof. (i) is an immediate result of the construction of (λ n ) n . From the definition we know that there
From (i) and (ii) we know that (iii) holds true. We are left to prove (iv). Compute
Let us estimate the number of λ n 's satisfying 2 
Proof. This follows from the facts that for any N > 1,
and that
By definition, we have
It is known that the product of two eigenfunctions of √ − on the torus is another eigenfunction.
This fact together with Lemma 4.4 and Sobolev embedding theorem gives
(4.8)
Definitions and properties of multilinear operators
In this section we give some definitions of various spaces of multilinear operators we shall use. We also deduce some properties of operators in such spaces. Keep notations E, (λ n ) n∈N and λ n defined in Section 3 in mind.
satisfies one of the following conditions:
The best constant in the preceding inequality will be denoted by
We may extend the operators in M ν,τ p+1,δ to Sobolev spaces.
Proof. We write
Because of (i) of Definition 5.1, using the symmetries, we may assume (n 0 , . . . ,n p+1 ) ∈ N p+2 is such that
when estimating the general term in the right-hand side of (5.4). From (5.5) we deduce
Therefore, we see from (5.2) that the square root of the general term in the n 0 sum in (5.4) is smaller than a constant times
Now Hölder inequality allows us to bound (5.6) from above by a constant times the product of I and II, where I and II stand respectively for
By (iv) of Lemma 4.1 we have
Thus using (5.7) to deal with n p+1 sum we get
if we take s 0 > ν + 2 using (4.2). We incorporate the factor (1 + λ n 0 )
1/2 coming from the term I into II and then compute
By the above analysis, we get
where we have used (5.7) in the second inequality to handle n 0 sum and we have also taken s > ν + 2.
is implicit in the constant C when we get the inequality (5.6). This concludes the proof. 2
Let us define convenient subspaces of the spaces of Definition 5.1.
• If p+1 j=0
; there is a bijection:
with n σ ( j) = n j for any j in the first set .
(5.10)
We shall need another subspace whose elements have better properties than those in M
p satisfy one of the following conditions:
(5.12)
Let us show that the space defined in Definition 5.4 is a subspace of that of Definition 5.1. .2) equals
(5.14)
The square root of the general term over k 0 sum in (5.14) is not larger than
which, according to (5.12) and |k 0 | = λ n 0 , may be bounded from above by a constant times
Therefore, applying Hölder inequality to the sum over k p+1 in (5.16), we get an upper bound of (5.16) by a constant times 
Thus, by the above analysis and (5.18), we finally obtain 
The elements in R ν,τ p+1 also extend as bounded operators on Sobolev spaces.
for any a > 6 and we also have a counterpart of (5.23). We take a = 7 for the convenience of expression and this will be enough for the use.
Proof. We may assume τ = 0. We need to bound Π n 0 R(u 1 , . . . , u p+1 ) L 2 from above by (1 + λ n 0 ) −2s+ν+7 c n 0 for an 2 -sequence c n 0 . To do that we decompose u j as n j Π n j u j and use (5.22).
By the symmetries we limit ourselves to summation over 
Applying (iv) of Lemma 4.1 to n p+1 sum, we see that (5.28) is not larger than
Also because of (iv) of Lemma 4.1, this can be bounded from above by (1 + λ n 0 ) −2s+ν+7 c n 0 with (c n 0 ) n∈N an 2 -sequence if we take N = 2s − ν − 5/2, s 0 > 2 and thus concludes the proof. 2
Definition 5.10. Let ν ∈ R + , τ ∈ R, p ∈ N * , ω : {0, . . . , p + 1} → {−1, 1} be given.
•
for any (n 0 , . . . ,n p+1 ) ∈ S ω p , where S ω p is defined by (5.10).
Rewriting of the energy
We shall finally control the energy. But in this section let us compute its time derivative. We shall write it in terms of several types of multilinear operators introduced in the previous section according to the estimate of the function of type (1.4). One difficulty is to make appear a commutator so that we can gain one derivative to obtain longer lifespan than the one given by local existence theory.
There is another thing we should take care of. In order to recover the loss of derivatives coming from dividing small divisors, we shall use normal forms only to eliminate the low frequency part of one type of multilinear operators (in fact these are M p ) and we have to properly estimate the high We begin by analyzing the nonlinearity. Using Taylor's formula we have
where G(v) vanishes at order 2κ + 1 at v = 0. (Here we only decompose the nonlinearity up to order 2κ because it is enough for us to get a lifespan of length c −3/2 .) By making a change of unknown
we write Cauchy problem (2.2) as 
(6.6) Remark 6.2. Let us explain the meaning of the proposition. In the right-hand side of (6.6), we have two main contributions: the M p terms will be expressed in the proof below from commutators. This will make gain one derivative, and explains why these terms are of order 2s − 2, and not just 2s − 1.
On the other hand, the M p terms are of order 2s − 1 because their expression will not involve any commutator.
In the rest of the paper, we shall modify Θ s in the left-hand side of (6.6) 
(6.14) Then (6.15) which, together with the cut-off function in the definition, implies (6.17) and also obtain λ n δλ n p+1 , (6.18) which is due to the cut-off function in the definition. From (6.17) and (6.18) we deduce λ n C λ n 0 . 
Remark that by the symmetries on n 1 , . . . ,n p and with notation (6.13), they may also be written
Then we have by (6.22) (i) The term III. With notations (3.6) and (6.13) we set 
On the other hand, we always have (ii) The term IV.
By (6.23) and using the fact Π n j w = Π n jw we easily deduce
Π n p+1 , (6.33) which, using the symmetries on (n 1 , . . . ,n p ), may also be written 
(iii) The term V.
First we claim that if δ is small, we have
(6.37)
Indeed, we only need to show that B
is a zero operator. By (6.26) we decompose (6.40) which is not compatible with
By (6.26) and (6.39) we set 
from which we also deduce |k 0 | ∼ |k p+1 | and 
(ω ).
(iv) The term VI. The analysis of the term VI is almost the same as that of V. We define 
Geometric bounds
Consider the function on R p+2 depending on the parameter m ∈ (0, +∞), defined for = 0, . . . , p + 1 by
The following result will play an important role in inverting the multilinear operators defined in Section 5. This proposition is an analogue of Theorem 2.3.1 in [10] . Let us assume that λ n 0 , λ n p+1 λ n 1 , . . . , λ n p and briefly explain the way of the proof of (7.2). The reader may refer to [10] for more details. We first notice that one only needs to show that, for any compact interval I ⊂ (0, +∞), the measure of the set m ∈ I; F m (λ n 0 , . . . , λ n p+1 ) < r where r is the right-hand side of (7.2) with c replaced by α, goes to zero as α tends to zero. Using tools of subanalytic geometry, the interval I may be written for any fixed n 0 , . . . ,n p+1 as the union of a uniform number of intervals on which |∂ F m /∂m| can be bounded from below by a large negative power of small frequencies (1 + λ n 1 + · · · + λ n p ), and of a remaining set. On each of these intervals, since we have |∂ F m /∂m| C (1 + λ n 1 + · · · + λ n p ) −N 1 , we then take F m as a coordinate so that we can estimate the measure of this interval by Cr(1 + λ n 1 + · · · + λ n p ) N 1 . Taking the expression of r into account, we get an upper bound of the sum of these quantities in n 0 , . . . ,n p+1 by a constant which goes to zero as α tends to zero. Also using tools of subanalytic geometry we can show that the measure of the remaining set, on which we have |∂ F m /∂m| = O (1 + λ n 1 + · · · + λ n p ) −N 1 , is small and goes to zero as α tends to zero. This shows that (7.2) holds true for all (n 0 , . . . ,n p+1 ) ∈ N p+2 − S ω p when m is outside a subset of zero measure in I .
For the difference between the estimate of type (7.2) in [5] and ours, one has to take into account the multiplicity of the eigenvalues of √ − on T d in the framework of [5] , while in our framework, the multiplicity of the eigenvalues does not play any role. Simply speaking, with the same reasoning as above, after getting an upper bound of the measure of the intervals on which |∂ F m /∂m| C (1 + λ n 1 + · · · + λ n p ) −N 1 and that of the remaining set, one has to take the sum over n 0 , . . . ,n p+1 ∈ Z d in the framework of [5] , while in our method we only need to sum over n 0 , . . . ,n p+1 ∈ N. This makes the estimate different. We shall need another proposition which is nothing but Proposition 2. 
Moreover, if e 0 e p+1 = 1, we have the inequality
Energy control and the proof of the main theorem
We shall show in this section that the H s energy is finite on an interval so that the solution does not blow up on it. As we have pointed out in the introduction, we shall perturb the Sobolev energy in such a way that the time derivative of perturbations will cancel out the main contribution to that of the Sobolev energy, up to remainders of higher order. Moreover, the perturbations should be controlled properly. We first introduce some notations. When M(u 1 , . . . , u p+1 ) is a p + 1-linear form, let us define for 0 
