Abstract-This article considers two variants of a shortest path problem for a car-like robot visiting a set of waypoints. The sequence of waypoints to be visited is specified in the first variant while the robot is allowed to visit the waypoints in any sequence in the second variant. Field of view constraints are also placed when the robot arrives at a waypoint, i.e., the orientation of the robot at any waypoint is restricted to belong to a given interval of angles at the waypoint. The shortest path problem is first solved for two waypoints with the field of view constraints using Pontryagin's minimum principle. Using the results for the two point problem, tight lower and upper bounds on the length of the shortest path are developed for visiting n points by relaxing the requirement that the arrival angle must be equal to the departure angle of the robot at each waypoint. Theoretical bounds are also provided on the length of the feasible solutions obtained by the proposed algorithm. Simulation results verify the performance of the bounds for instances with 20 waypoints.
I. INTRODUCTION
Given a set of waypoints to visit and a carlike robot, this article considers two variants of a path planning problem where each waypoint must be visited by the robot and the length of the path traveled by the robot is minimized. Field of view constraints are also placed when the robot arrives at a waypoint, i.e., the orientation of the robot at any waypoint is restricted to belong to a given interval of angles at the waypoint. In the first variant of the problem (Fig. 1) , the sequence in which the waypoints must be visited is specified while the second variant allows for the waypoints to be visited in any sequence. The car-like robot considered here is the Reeds-Shepp vehicle, i.e., a wheeled vehicle that can move forwards and backwards at a constant velocity with a lower bound on its turning radius. The waypoints are visited in the sequence (s1, s2, s3, s4, s5). The orientation of the vehicle at any waypoint must belong to the shaded interval of angles specified at the waypoint.
This path planning problem is a generalization of the classic point to point, shortest path problem considered by Reeds and Shepp in [1] . They showed that the shortest path between two oriented points 1 on a 2D plane belongs to a family of 48 paths where each path is a concatenation of at most 5 pieces, each of which is a straight line or an arc of a circle. This shortest path was formulated as an optimal control problem and solved using Pontryagin's minimum principle in Boissonat et al. [2] , and Sussmann and Tang [3] . Sussmann and Tang [3] use the theory of envelopes to further reduce the number of paths in the family to 46. Finally, Soueres and Laumond [4] provide a complete synthesis of the shortest paths and add restrictions on the validity of each of the paths in the family.
The Reeds-Shepp model is closed related to the Dubins model [5] where the vehicle is only allowed to move forwards at a constant velocity with a lower bound on its turning radius. The shortest path between two oriented points for the Dubins vehicle belongs to a family of 6 paths where each path is a concatenation of at most 3 pieces, each of which is a straight line or an arc of a circle [2] , [3] , [5] .
The application of optimal control theory for finding the shortest path for the Reeds-Shepp and Dubins model has lead researchers to obtain shortest path results for several other mobile robots, i.e., refer to the differential drive models in Balkcom and Mason [6] , Chitsaz et al. [7] , the 3D Dubins model in Chitsaz and LaValle [8] , the bounded velocity models in Balkcom and Mason [9] , Furtuna et al. [10] , the direction dependent Dubins model in Dolinskaya and Maggiar [11] .
This article is motivated by the generalization of the point to point shortest path problem to include more waypoints and field of view constraints. Note that the angle of visit is not specified at any of the waypoints in both the variants of the path planning problem. As the length of any path between two waypoints in the family of shortest paths is a nonlinear function of the angle of visit at the respective waypoints, the path planning problem is non-trivial. In addition, the sequence of waypoints to visit is not specified in the second variant of the path planning problem which already makes it NP-Hard [12] even without the motion constraints, i.e., Euclidean Traveling Salesman Problem (TSP) is its special case.
The objective of this work is to develop algorithms that can provide solutions to the path planning problem with a-priori and a-posteriori guarantees. A-priori guarantees provide a theoretical upper bound on the length of the solutions with respect to the optimum for any instance of the problem. Aposteriori guarantees are obtained by implementing the algorithms on specific instances of the path planning problem and quantifying the deviation in the length of the paths obtained from the optimum. A-priori guarantees can be numerically much worse compared to the a-posteriori guarantees as they are worst-case bounds valid for any instance of the problem [13] .
For the Reeds-Shepp vehicle visiting a set of points with field of view constraints, we are not aware of any algorithms with approximation guarantees. However, in the case of a Dubins vehicle when the sequence of waypoints is specified, Lee et al. [14] provide an approximation algorithm with a guarantee 2 of 5.03. This result can be further improved to 2 + 2 π + π 2 ≈ 4.21 using the results by Goaoc et al. [15] .
Bounding the length of a feasible solution obtained by any algorithm with respect to the optimum requires one to either know how to find the optimum or know how to obtain a tight lower bound to the optimum. As we currently do not know how to find an optimal solution for both the variants of the path planning problem, we rely on finding tight lower bounds. In this article, we use the relaxation procedure recently developed in [16] for a Dubins vehicle to obtain lower bounds for the Reeds-Shepp vehicle. It is important to note that tightly bounding the length of a feasible solution with respect to a lower bound may still not be trivial for a mobile robot in general. However, since the Reeds-Shepp vehicle is small-time controllable everywhere 3 [17], we are able to convert lower bounding solutions to feasible solutions with guarantees.
A. Contributions:
• We first solve the Reeds-Shepp problem for two waypoints with field of view constraints. This problem is referred to as the ReedsShepp interval problem and is formulated as an optimal control problem in section IV. A sufficient family of solutions to solve this problem is provided in section V using Pontryagin's minimum principle.
• For visiting a set of n waypoints, we first use a relaxation procedure to find a tight lower bound to the optimal length of the path planning problem (section VI). In this procedure, we relax the constraint that the arrival angle and the departure angle of the robot at any waypoint must be the same, but restrict the absolute difference between the arrival and departure angles to be less than a given size.
• If the sequence of waypoints is specified, the lower bounding problem requires finding a shortest path on a directed, acyclic graph. If the sequence of waypoints is not specified, the lower bounding problem requires solving a one-in-a set TSP. The cost of each edge in the graph in both the variants is obtained by solving the Reeds-Shepp interval problem. The solution to the lower bounding problem doesn't yet provide a feasible solution to the path planning problem; therefore, a simple heuristic is used to convert a lower bounding solution to a feasible solution for the path planning problem.
• We then provide theoretical bounds on the length of the solutions obtained by the proposed algorithm in section VI.
• Simulation results verify the guarantees provided by the algorithms for both the variants in section VII.
II. REVIEW OF REEDS-SHEPP'S SHORTEST PATH

RESULT
We use the notation followed in Sussmann and Tang [3] , and in Soueres and Laumond [4] to present the sufficient family of paths for the Reeds-Shepp vehicle: S denotes a straight line segment and C an arc of circle of radius ρ. Subscripts denote the length of the straight line segments or the angle of turn in the arcs. Left and right turns are represented using l and r respectively. Furthermore, superscripts also specify if the vehicle is moving forward (+) or backward (−). Cusps (instants when the vehicle changes its velocity from moving forward to backward or vice-versa) are denoted using the symbol"|". Note that the symbol | is not used when its usage is redundant, for example, in paths like l + l − or r + r − etc. Table I presents the sufficient family of solutions for the Reeds-Shepp problem proved in [4] . 
III. PATH PLANNING PROBLEM STATEMENT
The position and the orientation of the vehicle at time t is represented as (x(t), y(t), θ(t)), and ρ denotes the minimum turning radius of the vehicle. Let S := {1, 2, · · · , n} denote the set of waypoints. Waypoint i ∈ S is located at (x i , y i ) and must be visited at an angle in the interval
. Let the vehicle visit waypoint i at orientation θ i . Given the orientations θ i and θ j at any two waypoints i, j ∈ S, let d ij (θ i , θ j ) denote the length of the shortest Reeds-Shepp path to travel between (x i , y i , θ i ) and (x j , y j , θ j ).
In the first variant of the problem, let the sequence to visit the waypoints be in the order (s 1 , s 2 , s 3 , · · · , s n ) where s i ∈ S, i = 1, · · · , n. In the given sequence, the vehicle is starting at s 1 and is visiting s 2 next and so on, and ending its path at s n . The objective is to find the orientations θ s i ∈ I s i , i = 1, · · · , n at the waypoints such that
The second variant of the problem aims to find the sequence also in addition to the orientations. The objective here is to find the sequence (s 1 , s 2 , · · · , s n ) in which the waypoints must be visited and the orientations θ s i ∈ I s i , i = 1, · · · , n such that each waypoint is visited once and
Note that in the second variant, the vehicle returns to its first waypoint after visiting all the remaining waypoints.
To address the path planning problem, we first solve the following shortest path problem for just two points: Find the shortest path for the ReedsShepp vehicle from (x 1 , y 1 ) to (x 2 , y 2 ) such that θ 1 ∈ I 1 and θ 2 ∈ I 2 . This problem is referred to as the Reeds-Shepp interval problem. Solutions to this problem will play a crucial role later in developing lower and upper bounds for the path planning problem.
IV. REEDS-SHEPP INTERVAL PROBLEM
There are two control inputs to the Reeds-Shepp vehicle: the velocity (u 1 ) and the turn rate (u 2 ) of the vehicle. Denote the input vector as u = (u 1 , u 2 )
]. The ReedsShepp interval problem is formulated as an optimal control problem as follows:
(1) subject to
and the following boundary conditions:
Let the adjoint variables associated with p(t) = (x(t), y(t), θ(t)) be denoted as (λ x (t), λ y (t), λ θ (t)). The Hamiltonian associated with the above system is defined as
where Λ(t) = (λ o , λ x (t), λ y (t), λ θ (t)) and λ o is a scalar parameter. The differential equations governing the adjoint variables are defined as:
Applying the Pontryagin's minimum principle [18] to the above problem, we obtain the following: If u * is an optimal control to the Reeds-Shepp interval problem, then there exists a non-zero adjoint 4 Note here that u1 belongs to a closed set of values between -1 and 1 rather than belonging to {−1, +1}. As shown in Boissonat et al. [2] and Sussmann and Tang [3] , the optimal values of u1 from the closed set [−1, +1] in any case turns out to be -1 or +1. So, the assumption that u1 ∈ [−1, +1] is valid.
vector Λ(t) and t f > 0 such that p(t), Λ(t) being the solution to the equations in (2) and (10)- (12) for u(t) = u * (t), the following conditions must be satisfied:
• H(Λ, p, u
• Suppose α 1 , α 2 , β 1 , β 2 are the Lagrange multipliers corresponding to the boundary conditions in (5)- (8) respectively. Then, we have,
Let t * f denote the optimal time when the vehicle reaches (x 2 , y 2 ). We first summarize the main results on the Reeds-Shepp problem given the orientations at the waypoints from [2] , [3] . These results will be used to solve the interval problem. (11) imply λ x and λ y are constants. Equation (12) impliesλ θ = λ xẏ − λ yẋ . Integrating, we get, λ θ = λ x y − λ y x + c. Therefore, all the points on an optimal path with the same values of λ θ lie on a straight line. Path type:
Boundary conditions:
Not possible
V. SUFFICIENT FAMILY OF SOLUTIONS TO THE REEDS-SHEPP INTERVAL PROBLEM
We will state the first main result of this article.
Theorem 1. The shortest path for the Reeds-Shepp vehicle between the waypoints (x 1 , y 1 ) and (x 2 , y 2 ) where θ(0) ∈ I 1 and θ(t * f ) ∈ I 2 that is piecewise C 2 , and either C 1 or with cusps, must be of type listed below or a subset thereof.
• θ(0) = θ • θ(0) = θ 
S.
• θ(0) = θ 
• θ min 1 < θ(0) < θ • θ min 1 < θ(0) < θ 
In the rest of this section, we will prove this theorem. The orientation of the vehicle at waypoint 1 must either belong to the boundaries of I 1 or belong to the interior of I 1 , i.e., θ(0) = θ ). Combinations of choices of these angles influence the λ θ values at the waypoints through equations (13)- (19) which further restrict the choice of solutions for the interval problem. We will prove the result for θ(0) = θ 
Proof. Using Fact 2, C|C|C is not possible. λ θ (0) = λ θ (t * f ) = 0 implies that both the end points of an optimal path must lie on D 0 (Fact 4). This will further limit the validity of each of the paths given in table I as follows:
• C a S d C b is not possible unless the turn angles a = b = 0.
• C a |C b C e or C e C b |C a is not possible unless e = 0 and a = b. Similarly, C a C b |C b C e is not possible unless a = e = 0.
|C b is not possible because the end points cannot lie on D 0 .
•
and b = 0. In this type, it is sufficient to consider l Proof. Lemma 1 implies λ θ (0) ≤ 0 and λ θ (t * f ) ≤ 0. Therefore, there are four possibilities for the adjoint variable λ θ at the end points:
Solutions corresponding to each of the possibilities are listed in table II following the same procedure in Lemma 2. Combining all the solutions in the table proves the Lemma.
VI. ALGORITHM Approx FOR SOLVING THE PATH PLANNING PROBLEM
Approx is explained first when the sequence of waypoints is specified. We will then modify Approx to address the second variant. Approx first finds a lower bound by relaxing the requirement that the arrival angle of the vehicle at any waypoint must be equal to the departure angle of the vehicle at the waypoint. It then converts the lower bounding solution to a feasible solution using a shortest path algorithm. Specifically, the following are the steps in Approx.
1) Partition the available set of orientations at each waypoint into k sectors or intervals of equal size. This step partitions I i into the set . It is possible that θ s i a = θ s i d for any i = 2, · · · , n − 1. Dijkstra's shortest path algorithm is again used to choose exactly one of the two possible angles (θ s i a or θ s i d for i = 2, · · · , n − 1) at waypoints s 2 , · · · , s n−1 such that the length of the resulting path is minimized. This provides a feasible solution to the path planning problem.
Lemma 4. For any k ≥ 1, the length of the path computed in step (3) of Approx is a lower bound to the optimal length of the path planning problem when the sequence of waypoints to visit is given.
Proof. Let the orientation of the vehicle corresponding to an optimal solution at waypoint s i be denoted as θ o s i . Also, let the length of the segment of the optimal solution from s i to s i+1 be denoted as
Theorem 2. The length of the feasible solution obtained by Approx is at most equal to Cost lb + 3ρ
Proof. As explained in step (4) of Approx, the arrival and departure angles obtained from the lower bounding solution at waypoint s i may not be the same. The absolute difference between these two angles can at most be equal to ∆θ i := . Hence proved.
A. Modification to Approx to address the second variant
In step (2) of Approx, instead of computing the Reeds-Shepp interval lengths only between any two adjacent waypoints and their corresponding intervals, we need to compute cost(v im , v jl ) for all i, j = 1, · · · , n, i = j, and m, l ∈ 1, · · · , k. The lower bounding problem (step (3)) would aim to find a sequence of waypoints to visit (s 1 , · · · , s n ) and choose exactly one interval at each waypoint (denote the chosen interval at v 1m 1 ) is minimized. This is a One-in-aset TSP which can be transformed into a single TSP [13] and solved using CONCORDE [19] software. The lower bounding solution provides a sequence of waypoints to visit but the arrival and departure angles at each waypoint may not be equal; to make it feasible, Dijkstra's algorithm is used to choose one of the two angles at each of the waypoints (Step 4). The following upper bound on the length of the feasible solution obtained can be proved using exactly the same procedure outlined in Lemma 4 and Theorem 2. 
VII. SIMULATION RESULTS
Twenty five problem instances were generated with each instance having 20 waypoints. The points were sampled from an area of size 1000×1000 units. The minimum turning radius of the Reeds-Shepp vehicle was assumed to be 1/10 th of the side length of the area, i.e., 100 units. For each waypoint, the vehicle was restricted to visit the waypoint within a field of view of . All the algorithms were coded in MATLAB and the computations were run on MacBook Pro (Intel Core i7 Processor @2.8 GHz, 16 GB RAM).
For the first variant of the path planning problem, a sequence for each instance is obtained by solving the corresponding Euclidean TSP. Approx uses this sequence as an input to find a feasible solution. The deviation of this solution (in %) from the lower bound for each instance is 100 ×
where Cost f is the length of the feasible solution produced by Approx. The a-priori (or theoretical) deviation of the upper bound (in %) from the lower bound can also be computed using Theorem 2 as 100 × 3ρ Cost lb n−2 i=2
. All the deviations and bounds for the 25 instances for different levels of discretization at each waypoint is shown in Table  III . Overall, for k = 16, the average deviation of all the feasible solutions obtained by Approx with respect to the lower bounds is 1%. Note that the theoretical deviations are mostly 10 times larger than the actual deviations of the solutions obtained by Approx. This is generally observed with a-priori theoretical guarantees [13] which specify the worstcase bounds for any instance of the problem.
Using the modified version of Approx, feasible solutions and its corresponding deviation from the lower bounding solutions can also be obtained for the second variant, and are shown in Table IV . There was no noticeable difference in the deviations of the feasible solutions for both the variants of the problem. Computationally, the main difference between solving the two variants lies in step (3) of Approx where a One-in-a-set TSP is solved when the sequence is not given as compared to solving a shortest path problem when the sequence is given. field of view constraints. The problem is first solved for two waypoints and the solutions to the twopoint problem are generalized to handle multiple waypoints using a relaxation procedure. Theoretical bounds are also obtained on the quality of the feasible solutions produced by the proposed algorithm. The procedure used in this article is generic and can be applied to any mobile robot as long as one can solve the point to point problem for the robot. Future work can address problems with multiple vehicles, fuel constraints on vehicles, uncertainty in the location of waypoints and motion in 3D. vehicle in [20] .
Lemma 5. The length of the Reeds-Shepp path between two oriented points (0, 0, ∆θ) and (0, 0, 0) is at most 3ρ∆θ.
Proof. Consider a feasible path for the Reeds-Shepp vehicle between (0, 0, ∆θ) and (0, 0, 0) passing through points A,B and C as shown in Fig. 4 . The length dist rs (∆θ) of this path is equal to the sum of length of the four segments OA,AB,BC and CO. From Fig. 4 , one can deduce that α = ∆θ 2
. The length of the segment joining points B and C is denoted by BC. dist rs (∆θ) = ρ∆θ + ρα + BC + ρα = ρ∆θ + 2ρα + (ρ sin ∆θ) 2 + (ρ − ρ cos ∆θ) 2 = 2ρ∆θ + 2ρ sin ∆θ 2 ≤ 3ρ∆θ.
