ABSTRACT. The definite integrals
INTRODUCTION
In [15 is given by −ψ (0) (1/2) − 2 log2 and Apéry's constant ζ(3) = ∞ n=1 n −3 is −ψ (2) (1/2)/14. On the right-hand sides of (1.1) and (1.2), the expressions are well-defined for ν ∈ C (Z ∪ {−1/2}), and extend to all ν ∈ C, by continuity.
Some special cases of (1.1) and (1.2) have shown up in arithmetic studies of automorphic Green's functions (see [17, 
where [18, Eq. 4.18] , the evaluation in (1.5) has also appeared in the studies of lattice sums by Wan and Zucker [13, Eq. 42] .
In this article, we establish (1.1) and (1.2) in full generality, drawing on an analytic technique explored extensively in [15, 16] : the Hansen-Heine scaling limits that relate Legendre functions P ν of large degrees |ν| → ∞ to Bessel functions (see [14, §5.7 and §5 .71] as well as (2.4) and (2.5) in this article). The article is organized as follows. In §2, we present a collection of integrals, old and new, over products of four Bessel functions. In §3, we investigate the asymptotic behavior of the definite integrals in (1.1) and (1.2), based on the analysis in §2, and verify the integral formulae for all ν ∈ C by contour integrations.
SOME DEFINITE INTEGRALS INVOLVING PRODUCTS OF FOUR BESSEL FUNCTIONS
We use P ν to define the Legendre functions of the second kind, as follows:
for −1 < x < 1. For ν ∈ C, −π < arg z ≤ π, the Bessel functions J ν and Y ν are defined by 2) in parallel to the modified Bessel functions I ν and K ν :
As in [15, §3] , our arguments in this paper draw heavily on the following asymptotic formulae that connect Legendre functions P ν and Q ν to Bessel functions J 0 and Y 0 (see [5, Eqs. 43 and 46] or [7, Chap. 12, Eqs. 12.18 and 12 .25]):
where the error bounds are uniform for θ ∈ (0, π/2], so long as |ν| → ∞, −π < argν < π [5, 7] .
Lemma 2.1. We have the following evaluations:
and a vanishing identity:
where it is understood that
Proof. We first point out that the Hankel function H
where the Cauchy principal value is taken: 9) and an application of Jordan's lemma to a semi-circle in the upper half-plane. Noting that H 10) which implies the first equality in (2.6).
We now use asymptotic analysis and residue calculus to establish a formula 11) and read off its imaginary part as
Thus we arrive at the evaluation 13) upon invoking the familiar Dirichlet integral
To prove (2.7), simply rewrite
with the knowledge that [H (1) 
Remark We note that the following integrals for
have been tabulated in [10, item 2.13.24.2]. Formally, our (2.13) is an average of the two integral formulae displayed above.
Lemma 2.2. We have the following evaluation:
Proof. We recast the stated integral into
To show the identity above, deform the contour to the positive Im z-axis, use the relation H
0 (i y) = 2iK 0 (y)/π, ∀y > 0, along with the following formula: 
Proof. The claimed formula is equivalent to the statement that
Deforming the contour of integration to the positive Im z-axis, we see that it suffices to verify another vanishing identity:
To put the formula above in broader context, we will demonstrate that
holds as long as Re ν > −1/2. We start from the following identity [cf. 14, §13.6, Eq. 3]:
and transform it with the aid of a standard recurrence formula
In particular, we have
after integration by parts. If we now denote the left-hand side of (2.22) by f (ν), then
where the integration over y has a closed form [14, §13.42, Eq. 8]:
and one may indeed interchange the order of integrations, upon introducing a convergent factor e −ε y , ε → 0 + . This brings us
Here, both double integrals are convergent when Re ν > 0, and they exactly cancel each other (as is evident from variable substitutions θ →
When ν > −1/2, we can compute the limit lim n→∞ f (ν + n/2) = 0 through the dominated convergence theorem. Finally, we claim that f (ν) = 0, Reν > −1/2 follows from analytic continuation.
Remark It is worth noting that the "Bessel moments" in the form of 
PROOF OF THE MAIN IDENTITIES
In this section, we shall refer to the left-and right-hand sides of (1.1) (resp. (1.2)) as A L (ν) and A R (ν) (resp. B L (ν) and B R (ν)). It is clear that all these four functions are invariant under the variable substitution ν → −ν − 1. Furthermore, one can show that the Taylor expansions
hold around every non-negative integer n. Before achieving our final goal of proving A L (ν) = A R (ν) and B L (ν) = B R (ν), we need to check that the Taylor expansions of (2ν + 1) 2 A L (ν) and
2 B L (ν) agree with their respective counterparts in (3.1) and (3.2).
Lemma 3.1. (a)
We have an integral formula for ν ∈ C:
and a vanishing identity for n ∈ Z ≥0 :
We have the following Taylor expansions 
of the following formulae [15, Proposition 5.2 and Corollary 5.3] 2 sin(νπ) π 9) which are valid for x ∈ (−1, 1), ν ∈ C, along with an integral evaluation [15, Eq. 19 (0,ν) ]
To justify (3.4), we need the Tricomi pairing of the following formulae for n ∈ Z ≥0 : 
To deduce (3.12) from (3.11), use a vanishing identity
2 B L (n) = 0. So it remains to check the derivatives of A L (ν) and B L (ν) at ν = n ∈ Z ≥0 . In what follows, we define
to simplify notations. For the linear order Taylor expansions of (2ν + 1) 2 A L (ν) and (2ν + 1) 2 B L (ν), we compute
Differentiating (3.3) at ν = n ∈ Z ≥0 , we obtain 3(2n + 1)
which yields (2n 19) and compare it to the second-order derivative of (3.3):
Here, the integral
vanishes because the integrand is an odd function. This shows that (
occurring in the cubic order expansion, we rewrite (3.4) with 2Q n (x) = P {1} n (x) − (−1) n P {1} n (−x) (a consequence of (2.1)), which leads us to
It is then clear that
This gives the formula
(3.25)
The Taylor expansion in (3.5) can now be verified. Proof. Similar to [15, Proposition 3.1], we need to bound the expression for a large positive integer N. By the asymptotic formulae in (2.4) and (2.5), as well as the integral evaluations in (2.6), (2.7) and (2.16), we see that the predominant contribution to
which is compatible with the expansion
(3.29)
We break down the error bound for A (ν) into three parts.
(i) By the uniform approximations in the Hansen-Heine scaling limits ((2.4) and (2.5)), we have
Concretely speaking, the error term is bounded by 
, as stated in (3.30).
(ii) As
, we have an estimate
The rationale behind this is similar to (i): one may dissect the error term
into contributions from the ranges x ∈ (0, 1) and x ∈ [1, 2ν + 1/2). (iii) Using the asymptotic behavior of Bessel functions for large positive x (cf. (2.9)) In sum, we have the following bound estimate
for a large positive integer N. Then, for generic ν ∈ C N satisfying Re ν ≥ −1/2, we argue that (3.37) remains valid, upon modifying steps (i)-(iii) by contour deformations. For example, a variation on the derivations in step (i) brings us
while we can bound the following integral on a circular arc in the complex z-plane
in the spirit of Jordan's lemma.
By virtue of the reflection symmetry A (ν) = A (−ν−1), we have thus confirmed the error bound in (3.37) for all ν ∈ C N . Furthermore, in view of (3.1) and (3.5), we are sure that A (ν) is analytic in the region bounded by the contour C N .
Finally, by Cauchy's integral formula, we see that Proof. We will only show that
, where N is a large positive integer. The rest of the procedures are essentially similar to those in Proposition 3.2.
Through direct expansions of the digamma functions, we have
In the meantime, we approximate B L (ν) by
and estimate the error bounds. By analogy to the proof of Proposition 3.2(i), we assert that
As in the proof of Proposition 3.2(ii)-(iii), we have While our foregoing treatments of (1.1) and (1.2) were motivated by their significance in certain arithmetic problems, the methods just outlined can be equally applied to other integrals with four Legendre factors. In a sense, our previous work [15, 16] and this article have provided a framework for evaluating "Legendre moments" for (up to) four Legendre factors. This forms an analog for the researches on "Bessel moments" [8, 3, 1] for (up to) four Bessel factors, which were motivated by Feynman diagrams in quantum field theory.
