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Resumo
A motivação inicial deste trabalho foi tentar relacionar os conceitos de
geometria de Finsler com situações físicas que temos uma certa dependência
de direções no nosso espaço.
Apresentamos o conceito do cálculo variacional em variedades e sua re-
lação com as geodésicas. Estudamos também o operador laplaciano ∆φ para
espaços de Minkowski, que generaliza o caso Euclideano, e mais especifica-
mente o problema {
−∆φu = 1 emBφ0(r)
u = 0 em ∂Bφ0(r) .
Fizemos também algumas considerações do problema de auto-valor
∆φu = λu.
O operador laplaciano também aparece quando estudamos processos es-
tocásticos para definir o movimento browniano. A equação de Poisson com
condição de Dirichlet{
−1
2
∆u = q(x) emD ⊂ Rn
u = f(x) em ∂D ⊂ Rn
admite solução u dada por
u = E
(∫ τ∂D
0
q(Bt)dt
)
+ E(f(Bτ∂D)) ,
vii
onde E é a esperança, Bt é o caminho do movimento browniano e τ∂D é o
tempo de parada, tempo este que significa o primeiro instante que este cami-
nho atinge a fronteira de D partindo do ponto x ∈ D ([6],[14]). Estudamos
conceitos bem básicos de processos estocásticos para definir o movimento
browniano juntamente como definir o operador de Laplace em variedades.
Tentamos ainda dar uma idéia para generalização no caso Finsler usando o
operador laplaciano para espaços de Minkowski.
Por fim tentamos relacionar o invariante I no movimento de uma mem-
brana anisotrópica e obter que as frentes de onda dos hamônicos fundamen-
tais são homotetias do convexo unitário definido pela norma de Minkowski no
caso que o bordo da membrana tem um formato específico. Estudamos tam-
bém a propagação de luz em cristais anisotrópicos com poucas considerações,
concluindo que a geometria de Finsler é possivelmente uma boa ferramenta
para estudo de fenômenos em espaços que possuem uma certa dependência
com a direção. Mais tarde vimos que a teoria desses cristais anisotrópicos é
um pouco desenvolvida em [2].
viii
Abstract
The initial motivation of this study was to try to relate the concepts of
Finsler geometry with physical situations where we have a certain dependence
on the directions of our space.
We introduce the concept of variational calculus on manifolds and their
relationship with the geodesics. We also studied the Laplacian operator ∆φ in
Minkowski space, which generalizes the Euclidean case, and more specifically
the problem {
−∆φu = 1 inBφ0(r)
u = 0 in ∂Bφ0(r) .
We also made some considerations about eigenvalue problem ∆φu = λu.
The Laplacian operator also appears while studying stochastic processes
to define Brownian motion on riemannian manifolds. The Poisson equation
with Dirichlet condition{
−1
2
∆u = −q(x) inD ∈ Rn
u = f(x) in ∂D ∈ Rn
has solution u given by
u = E
(∫ τ∂D
0
q(Bt)dt
)
+ E(f(Bτ∂D)) ,
where E is the expected value, Bt is a path of brownian motion and τ∂D is
the stopping time, with this time meaning the first time at which this path
ix
reachs the boundary of D leaving at the point x ∈ D ([6],[14]). We studied
basic concepts of stochastic processes to define the brownian motion, and
together how to define the Laplace operator on manifolds. We also try to
give an idea for the generalization in the Finsler case using the laplacian
operator for the Minkowski space.
By the end we tried to relate the invariant I in the movement of an
anisotropic membrane and obtain that the wave fronts of fundamental har-
monics are homotheties of the unit convex defined by the Minkowski norm
where the boundary of the membrane has a specific format. We also studied
the propagation of light in anisotropic crystals, concluding that the Finsler
geometry is possibily a good tool to study phenomena in spaces that have
a certain dependence on the direction. Later we saw that the theory of
anisotropic crystals is somewhat developed in [2].
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Introdução
Analogamente à geometria Riemanniana, que infinitesimalmente é Eu-
clideana, na geometria de Finsler temos os espaços de Minkowski (neste caso
não são os espaços de Minkowski, ou espaço-tempo de Minkowski, definidos
na relatividade geral), que possuem uma família de estruturas Euclideanas
parametrizada pelas direções do espaço. A geometria de Finsler pode ser
uma ferramenta útil em problemas envolvendo espaços físicos no qual existe
uma dependência da direção, ou seja, em meios anisotrópicos.
Neste pequeno trabalho foram estudados os conceitos de geometria de
Finsler e sua relação com o cálculo variacional. Como aplicação foi estudado
o problema físico do movimento de uma membrana anisotrópica. Tentamos
obter resultados que relacionassem a informação física da membrana com o
conceito do invariante I, que mede o quão o espaço deixa de ser Euclideano.
No capitulo 1 apresentamos os conceitos das geometrias Riemannianas
e de Finsler. Neste capítulo definimos os espaços de Minkowski, que são
espaços normados que possuem estruturas Euclideanas parametrizadas pelo
seu convexo unitário, definimos o invariante I destes convexos e também
apresentamos alguns conceitos de normalidade em espaços de Minkowski.
Neste capítulo ainda apresentamos alguns tópicos da geometria de Finsler.
O cálculo variacional é abordado no capítulo 2 primeiramente em espaços
euclideanos e depois se generaliza para variedades Riemannianas e de Finsler.
Neste capítulo é apresentado também o conceito do operador laplaciano nas
geometrias de Riemann e de Finsler, e com ele generalizamos o problema de
1
oscilação de uma membrana plana.
No capítulo 3 é apresentado a relação entre o invariante I e os coeficientes
da matriz de tensão de uma membrana anisotrópica com um formato especí-
fico, com isso é possível caracterizar as frentes de onda do movimento, que
na verdade serão homotetias do bordo da membrana.
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Capítulo 1
Geometrias
1.1 Geometria Riemanniana
Tendo definido as estruturas básicas de uma variedade diferenciável pode-
mos definir uma estrutural adicional que nos permita medir ângulos, com-
primentos de curvas, áreas, curvatura, etc.
Considere uma variedade M , uma estrutura Riemanniana em M é uma
correspondência que associa cada ponto p de M um produto interno 〈, 〉p
(forma bilinear simétrica positiva definida) no seu respectivo espaço tan-
gente TpM , que varia suavemente no seguinte sentido: considere uma carta
local de p em M , φ = (x1, . . . , xn). Com esta carta local temos os campos
vetoriais coordenados ∂
∂xi
(q) com q no domínio da carta local. Podemos então
escrever ∂
∂xi
(q) = ∂
∂xi
(φ−1(x1, . . . , xn)) para cada q no domínio da carta lo-
cal. Assim teremos funções escritas em coordenadas locais gij(x1, . . . , xn) =〈
∂
∂xi
(q), ∂
∂xj
(q)
〉
q
, e se essas funções forem diferenciáveis diremos que o pro-
duto interno varia suavemente. Estas variedades são chamadas de variedades
Riemannianas.
Com esta estrutura podemos, por exemplo, definir o comprimento de uma
curva diferenciável γ : I → M entre pontos γ(a) = p e γ(b) = q, [a, b] ⊂ I,
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dado por
L(p, q) =
∫ b
a
〈
dγ
dt
,
dγ
dt
〉 1
2
dt .
Temos também o funcional de energia
A(p, q) =
1
2
∫ b
a
〈
dγ
dt
,
dγ
dt
〉
dt ,
que mais adiante relacionaremos com o comprimento de arco para caracteri-
zarmos as geodésicas.
Defimos também para uma variedade Riemannina orientadaM uma forma
volume dada em termos do produto interno considerado. Considere uma base
ortonormal {ei} em TpM e os vetores tangentes Xi = ∂xi = ∂∂xi escritos nessa
base como Xi =
∑
j aijej. O volume do paralelepípedo gerado pelos Xi será
igual ao volume do paralelepípedo gerado pelos ei (que será 1) multiplicado
pelo determinante da matriz aij. Assim como temos
gij = 〈Xi, Xj〉 =
∑
kl
aikajl 〈ek, el〉 =
∑
k
aikakj
o volume do paralelepípedo gerado pelos Xi será dado por
vol(X1, . . . , Xn) = det(aij) =
√
det(gij) .
Assim integrando este volume infinitesimal sobre alguma região R da varie-
dade teremos definido seu volume. Em termos de forma diferenciável fica
definida a forma volume ω dada em coordenadas locais por
ω = det(gij)
1
2dx1 ∧ . . . ∧ dxn .
Se M possuir uma conexão afim ∇ podemos relaciona-la com a métrica
Riemanniana. Diremos que tal conexão é compatível com a métrica se para
quaisquer campos de vetores paralelos X, Y ao longo de uma curva c tivermos
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〈X, Y 〉 = cte. Dessa forma o transporte paralelo irá preserva os ângulos e
comprimentos entre os campos vetoriais sobre uma curva. Equivalentemente
uma conexão é compatível com a métrica Riemanniana se e somente se tiver-
mos para quaisquer X, Y campos de vetores sobre uma curva c a regra de
produto nos pontos da curva
d
dt
〈X, Y 〉 =
〈
DX
dt
, Y
〉
+
〈
X,
DY
dt
〉
.
Para toda variedade Riemanniana existe uma única conexão afim ∇ tal
que
 ∇ é simétrica, ou seja, ∇XY −∇YX = [X, Y ] para quaisquer campos
de vetores X, Y , com [·, ·] o colchete de Lie, e
 ∇ é compatível com a métrica.
Tal conexão é conhecida como conexão de Levi-Civita, e o fato acima é co-
nhecido como Teorema Fundamental da Geometria Riemanniana. De agora
em diante quando falarmos de conexão nas variedades Riemannianas vamos
estar referindo a esta conexão.
Pela definição de curva geodésica (veja apêndice), γ será um segmento
geodésico se e somente se D
dt
(dγ
dt
) = ∇ dγ
dt
dγ
dt
= 0, ou seja,
0 =
D
dt
(
dγ
dt
) =
∑
k
(
d2xk
dt2
+
∑
ij
Γkij
dxi
dt
dxj
dt
)
∂xk
que é equivalente ao sistema de equações diferenciáveis de segunda ordem
d2xk
dt2
+
∑
ij
Γkij
dxi
dt
dxj
dt
= 0 k = 1, . . . , n .
Usando teoremas de existência e unicidade de equações diferenciais obte-
mos um único campo G em TM no qual as trajetórias são da forma
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t → (γ(t), γ˙(t)) com γ geodésica em M . Associado a este campo temos
seu fluxo, chamado de fluxo geodésico. Usando este fluxo juntante com a
conexão de Levi-Civita é possível construir um referêncial geodésico local
para cada ponto p ∈M , isto é, existe uma vizinhança U de p e n campos de
vetores ortonormais E1, . . . , En em U tais que em p, ∇EiEj(p) = 0, note que
as conexões dos campos se anulam necessariamente no ponto p, e não para
todo ponto da vizinhança. Com este referêncial construiremos o laplaciano
em M nas próximas seções. Definimos aqui o divergente de um campo X.
Dado um campo X em M definimos a função div : M → R como sendo
o traço da aplicação linear Y (p) → ∇YX(p) para cada p ∈ M . Para cada
p ∈ M considere um referêncial geodésico Ei, i = 1, . . . , n, e um campo
X que é escrito em termos deste referencial em coordadenas locais como
X =
∑
i aiEi. Calculando ∇EjX(p),
∇EjX(p) =
∑
i
∇Ej(aiEi) =
∑
i
ai∇EjEi(p) +
∑
i
Ej(ai)Ei(p) =
=
∑
i
Ej(ai)Ei(p) ,
logo, pela definição de traço de um operador linear,
divX(p) =
n∑
i=1
Ei(ai)(p) .
No caso de M = Rn com a métrica canônica tomamos o referêncial ortonor-
mal ∂xi, i = 1, . . . , n, e ficamos com
divX(p) =
n∑
i=1
∂ai
∂xi
(p) .
Outra forma de abordar as geodésicas em variedades Riemannianas é a
seguinte: considere a seguinte função F : TM\0 → R, escrita em coor-
denadas locais como F (x, v) = 1
2
∑n
i,j=1 gij(x)vivj, com gij as funções que
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definem a estrutura Riemanniana. Podemos formar o funcional de energia:
I(γ) = 1
2
∫ b
a
n∑
i,j=1
gij(γ(t))γ˙iγ˙j dt.
Agora querendo achar os extremos para este funcional usamos as equações
de Euler-Lagrange, que serão desenvolvidas nas próximas seções, e obtemos:
∂F
∂xk
=
1
2
∑
i,j
∂gij
∂xk
vivj ,
∂F
∂vk
=
∑
i
gikvi
1
2
∑
i,j
∂gij
∂xk
(γ(t))γ˙iγ˙j − d
dt
(∑
i
gik(γ(t))γ˙i
)
= 0
∑
i
gki(γ(t))γ¨i =
1
2
∑
i,j
∂gij
∂xk
(γ(t))γ˙iγ˙j −
∑
i,j
∂gik
∂xj
(γ(t))γ˙iγ˙j
∑
i
gki(γ(t))γ¨i =
∑
i,j
(
1
2
∂gij
∂xk
(γ(t))− ∂gik
∂xj
(γ(t))
)
γ˙iγ˙j
∑
i
gki(γ(t))γ¨i =
1
2
∑
i,j
(
∂gij
∂xk
(γ(t))− ∂gik
∂xj
(γ(t))− ∂gjk
∂xi
(γ(t))
)
γ˙iγ˙j
para cada k. Podemos escrever então A(γ(t))γ¨ = B(γ(t), ˙γ(t)), onde Aij =
gij(γ(t)) é a matriz n × n da estrutura Riemanniana que é invertível, e B é
uma matriz n × 1. Logo podemos escrever as componentes de γ¨ em função
de A e B ficando com expressões da forma
γ¨k =
∑
l
gkl(γ(t))
(
1
2
∑
i,j
(
∂gij
∂xl
(γ(t))− ∂gil
∂xj
(γ(t))− ∂gjl
∂xi
(γ(t))
)
γ˙iγ˙j
)
γ¨k =
∑
i,j
(
1
2
∑
l
gkl(γ(t))
(
∂gij
∂xl
(γ(t))− ∂gil
∂xj
(γ(t))− ∂gjl
∂xi
(γ(t))
))
γ˙iγ˙j
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γ¨k +
∑
i,j
(
1
2
∑
l
gkl(γ(t))
(
∂gil
∂xj
(γ(t)) +
∂gjl
∂xi
(γ(t))− ∂gij
∂xl
(γ(t))
))
γ˙iγ˙j = 0
γ¨k +
∑
i,j
Γkij(γ(t))γ˙iγ˙j = 0 ,
para cada k = 1, . . . , n com A−1(γ(t)) = (gij(γ(t))) a inversa da matriz da
estrutura Riemanniana e com
Γkij(γ(t)) =
1
2
∑
l
gkl(γ(t))
(
∂gil
∂xj
(γ(t)) +
∂gjl
∂xi
(γ(t))− ∂gij
∂xl
(γ(t))
)
os símbolos de Christoffel, que na verdade são os coeficientes da conexão de
Levi-Civita. Isto nos mostra então que as curvas que são extremos (mínimos)
do funcional de energia I na verdade são geodésicas da variedade com a
derivada covariante dada pela conexão de Levi-Civita.
Reciprocamente é possível definir através dessas funções Γkij uma conexão
afim, que é equivalente a definir uma derivada covariante na variedade.
Essa derivada covariante se define da seguinte forma: considere um campo
de vetores V = V (t) = (v1(t), . . . , vn(t)) definido ao longo de uma curva
γ : I → M , definimos: (DV
dt
)k = v˙k(t) +
∑
ij Γ
k
ij(γ(t))vi(t)γ˙j(t) para cada
k = 1, . . . , n. E assim obtemos a conexão de Levi-Civita de M .
1.2 Convexidade e Espaços de Minkowski
Infinitesimalmente o estudo da geometria Riemanniana são os espaços Eu-
clideanos. No caso Finsler infinitesimalmente estão os espaços de Minkowski,
que em uma primeira abordagem, são espaços vetorias normados.
Começamos então com a definição de um espaço vetorial normado: seja V
um espaço vetorial de dimensão finita. Uma norma é uma função ‖·‖ : V → R
possuindo as seguintes propriedades:
1. ‖v‖ ≥ 0 e ‖v‖ = 0 se, e somente se, v = 0.
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2. ‖λv‖ = |λ|‖v‖ para quaisquer λ ∈ R e v ∈ V .
3. ‖v + w‖ ≤ ‖v‖+ ‖w‖ para todos v, w ∈ V .
A desigualdade triangular do item 3 permite mostrar a convexidade da
bola unitária B(1) = {v ∈ V ; ‖v‖ ≤ 1}. De fato, se v1, v2 ∈ B(1) então o
segmento de reta r = {v1 + t(v2 − v1); t ∈ [0; 1]} está contido em B(1), pois:
‖v1 + t(v2 − v1)‖ = ‖tv2 + (1− t)v1‖ ≤ ‖tv2‖+ ‖(1− t)v1‖
= ‖v2‖+ (1− t)‖v1‖ ≤ t+ (1− t) = 1 ,
pois 0 ≤ t ≤ 1 e, assim, B(1) é convexa.
Do lado oposto, se temos um conjunto B ⊂ V simétrico (se v ∈ B
então −v ∈ B) e convexo com a propriedade de que cada linha que passa
pela origem tem intersecção com B como um segmento fechado de reta de
comprimento positivo então podemos definir a seguinte função:
‖v‖B = inf{λ ∈ R+; v ∈ λB} .
Esta função definida através do convexo B é uma norma (quando um con-
junto deste tipo satisfaz as propriedades de B descritas acima é chamado
de conjunto centralmente simétrico convexo, ou, mais resumidamente, con-
vexo, sempre assumindo a simetria em relação à origem). De fato, temos
que ‖v‖B ≥ 0 pela definição. Obviamente ‖0‖ = 0, e se v 6= 0 então a
reta que liga 0 com v tem intersecção com B como um segmento do tipo
{t(λv); t ∈ [−1; 1]} com 0 < λ < +∞, e então ‖v‖ = λ−1 observando que v
está na homotetia λ−1B de B, e que esse valor λ−1 é o ínfimo das homote-
tias de B nas quais v está, caso contrário a intersecção da reta que liga 0
à v com B seria um segmento {t(λ˜v); t ∈ [−1; 1]} com λ˜ > λ. Concluindo
que se v 6= 0 então ‖v‖B > 0 . Temos ainda ‖λv‖B = λ‖v‖B para λ ≥ 0,
pela definição e pelas propriedades de ínfimo de um conjunto, e como B é
simétrico, temos ‖−v‖B = ‖v‖B, que implica ‖λv‖ = |λ|‖v‖B para quaisquer
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λ ∈ R e v ∈ V .
A convexidade de B será usada para mostrar a desigualdade triangular:
sejam dois elementos v, w não nulos de V . Temos que v˜ = v/‖v‖B e w˜ =
w/‖w‖B estão em B pois o reta que liga 0 à v intersecta B como o segmento
[−v/‖v‖B, v/‖v‖B], e o mesmo para w. Pela convexidade de B temos que
u =
‖v‖B
‖v‖B + ‖w‖B v˜ +
‖w‖B
‖v‖B + ‖w‖B w˜ = (‖v‖B + ‖w‖B)
−1(v + w)
está em B pois u é combinação linear de elementos de B com coeficientes
positivos cuja soma é um. Logo ‖u‖B ≤ 1 pois está em B, mas ‖u‖B =
(‖v‖B + ‖w‖B)−1‖v + w‖B, e então:
‖v + w‖B ≤ ‖v‖B + ‖w‖B .
Quando v ou w for igual a zero essa desigualdade é trivial. Logo mostramos
a desigualdade triangular para ‖ · ‖B, e então esta função é uma norma.
Observação 1. Definimos a função norma acima através de um conjunto B
que possui as seguites propriedades
1. B é simétrico com relação a origem.
2. Para cada linha r que passa pela origem temos que existe v ∈ V tal
que r ∩B = {λv;λ ∈ [−1; 1]}.
3. B é convexo.
Na norma ‖ · ‖B definida por ele (‖v‖B = inf{λ ∈ R+; v ∈ λB}) teremos
que o conjunto B = {v ∈ V ; ‖v‖B ≤ 1} será fechado.
Ao invés de definir a norma como fizemos acima, podemos defini-la do
seguinte modo: escolhemos uma norma qualquer para o espaço vetorial V e
em seguida escolhemos um conjunto B fechado tal que seja simétrico com
relação a origem e convexo. Este conjunto possuirá a propriedade de ter in-
tersecção com uma linha como citado acima. Logo é possível definirmos uma
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norma através de B do mesmo jeito. Não será perda de generalidade escolher
uma determinada norma para definirmos desta foma pois as topologias das
normas em espaços vetorias de dimensão finita são todas equivalentes, isto é,
se temos duas normas (V, ‖·‖1) e (V, ‖·‖2) então existem constantes positivas
a, b com
a‖v‖1 ≤ ‖v‖2 ≤ b‖v‖1 ∀v ∈ V .

Assim falar de normas é equivalente a falar de conjuntos convexos em V .
Esta não é a única relação entre a geometria convexa com a geometria de
espaços normados. Na verdade a geometria convexa tem um papel bem maior
na definição da transformação de Legendre, que é um objeto de importância
em espaços de Minkowski e em geometria de Finsler.
Considere V um espaço normado. A esfera unitária ∂B(1) = S contém
toda a informação da norma a menos de homotetias, e então restringindo
nosso estudo à ela restringimos nosso estudo às direções do espaço. Além
disso, S é uma hipersuperfície de dimensão dim(V )− 1, e a norma será uma
função suave em V − {0} se e somente se for uma hipersuperfície suave.
Quando nossa norma provém de um produto interno, ou seja, o espaço é
Euclideano, temos isomorfismos canônicos entre V e seu dual V ∗, que são os
isomorfismos musicais:
〈
v, ξ]
〉
= ξ(x) e x[ = 〈x, ·〉 ,
com [ : V → V ∗ e ] : V ∗ → V . Eles estão bem definidos e são isomorfismos
devido as propriedades que o produto interno 〈·, ·〉 tem que satisfazer.
Generalizando os isomorfismos musicais temos a Transformação de Le-
gendre. Considere a esfera unitária S. A transformação de Legendre ` é uma
função ` : S → V ∗ que associa cada ponto v de S no único co-vetor `(v)
tal que `(v)(w) = 1, para qualquer w ∈ TvS, com TvS considerado como
subespaço afim de V . Ou seja, na verdade a transformação de Legendre cor-
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responderá ao único funcional, a menos de homotetia, que define o subespaço
afim TvS, isto porque para cada ξ ∈ V ∗ não nulo e para cada escalar α ∈ R
podemos associar um subespaço afim de dimensão dim(V ) − 1 como sendo
{v ∈ V ; ξ(v) = α}, e da mesma forma se temos um subespaço afim pi de
dimensão dim(V )− 1 existem ξ ∈ V ∗ não nulo e α ∈ R (únicos a menos de
homotetias) com pi = {v ∈ V ; ξ(v) = α} (note que para λξ e λα, λ ∈ R−{0},
definem pi também). A imagem da transformação de Legendre é denotada
por S∗, chamada de esfera dual.
Observação 2. Analiticamente podemos definir a transformação de Legen-
dre da seguinte forma: primeiramente no caso de uma variável, dada uma
função f : J ⊂ R → R diferenciável estritamente convexa (f ′′(x) > 0 ,
∀x ∈ J) introduzimos a nova variável
p = f ′(x) , (1.1)
para cada x ∈ J . Como dp
dx
= f ′′(x) > 0 podemos expressar x em termos de
p. Da mesma forma se tivermos f estritamente concava (f ′′(x) < 0 ,∀x ∈ J)
o mesmo raciocínio vale. Introduzimos a função H dada por
H(p) = −f(x) + px , (1.2)
onde x é tomado como função de p dado por (1.1).
A transformação que leva o par (x, f) no par (p,H) é chamda de transfor-
mação de Legendre. É fácil verificar que H é convexa devido a convexidade
de f , pois temos
dH
dp
= −f ′(x)dx
dp
+ x+ p
dx
dp
= −pdx
dp
+ x+ p
dx
dp
= x , (1.3)
e então
d2H
dp2
=
dx
dp
=
1
dp
dx
=
1
f ′′(x)
> 0 .
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Temos ainda que se aplicarmos a transformação de Legendre no par (p,H)
obtemos de volta o par (x, f), ou seja a transformação de Legendre é involu-
tiva. Isto segue de
dH
dp
= x ,
de (1.3) acima, e pela relação
−H(p) + pH ′(p) = f(x)− pH ′(p) + pH ′(p) = f(x) , (1.4)
pela definição (1.2) de H.
Se a função
−H(p) + xp ,
for vista como uma função de duas variáveis então vamos ter que
f(x) = max
p
(−H(p) + xp) , (1.5)
e na verdade poderíamos ter usado a relação (1.5) para definir a função H
ao invés de usar (1.2). Para mostrar (1.5) observamos que quando temos um
máximo da função −H(p) + xp em relação à p temos que ter:
∂
∂p
(−H(p) + xp) = −H ′(p) + x = 0 ,
ou seja,
x = H ′(p) ,
tem que ser satisfeito. Assim da mesma forma que em (1.4) temos
−H(p) + pH ′(p) = max
p
(−H(p) + xp) = f(x) ,
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e o ponto é de máximo por que
∂2
∂p2
(−H(p) + xp) = −H ′′(p) < 0 .
Pelo fato da trasnformação de Legendre ser involutiva temos também
H(p) = max
x
(−f(x) + px) .
Da mesma forma que para uma variável, se temos uma função real
f(x1, . . . , xn) de várias variáveis tal que a matriz Hessiana de f , (fxixj)ij,
é positiva definida em seu domínio então definimos novas coordenadas pi
como
pi = fxi , i = 1, . . . , n .
Pela teorema da função inversa podemos escrever x1, . . . , xn em função das
coordenadas p1, . . . , pn, e definimos a função
H(p1, . . . , pn) = −f(x1, . . . , xn) +
n∑
i=1
xipi .
Chamamos a operação que leva (x1, . . . , xn, f) em (p1, . . . , pn, H) de trans-
formação de Legendre. Como no caso de uma variável é possível mostrar que
ela é involutiva e que podemos escrever f e H como
f(x1, . . . , xn) = max
p1,...,pn
(
−H(p1, . . . , pn) +
n∑
i=1
xipi
)
H(p1, . . . , pn) = max
x1,...,xn
(
−f(x1, . . . , xn) +
n∑
i=1
xipi
)
.

A transformação de Legendre vai totalmente ser determinada pela norma.
Na verdade para um espaço normado V com norma φ teremos que
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dφ : S → V ∗ será a transformação de Legendre. Salientamos aqui que
vemos nosso espaço com sendo um espaço com coordenadas x1, . . . , xn com
a função φ
2
2
para efetuarmos a transformação de Legendre. Não utilizamos
a norma φ para realizar a transformação de Legendre pois neste caso não
garantiremos que a aplicação bilinear d2φ será positiva definida, isto devido
a homogeneidade de φ. Mais adiante veremos que a transformação de Legen-
dre para a função φ
2
2
será invertível se e somente se a matriz Hessiana de φ
2
2
for positiva definida. Isto foi discutido na observação acima analiticamente,
mas em breve discutiremos este fato geometricamente.
Para demonstrar os resultados citados no parágrafo anterior temos um
importante lema que é usado em vários momentos quando temos funções
homogêneas.
Lema 1.2.1 (Euler). Seja H : Rn → R uma função diferenciável fora da
origem. São equivalentes:
 H é homogênea positiva de grau r, ou seja, H(λv) = λrH(v) para
quaisquer λ ∈ R+ e v ∈ Rn.
 rH(v) =
∑n
i=1 vi
∂H
∂xi
(v).
Demonstração. Para demonstrar a ida basta diferenciar em relação a λ a
expressão H(λv) = λrH(v) e obtemos o resultado colocando λ = 1.
Para a volta supondo que rH(v) =
∑n
i=1 vi
∂H
∂xi
(v) fixamos v e diferencia-
mos
d
dλ
H(λv) =
n∑
i=1
vi
∂H
∂xi
(λv) =
1
λ
n∑
i=1
λvi
∂H
∂xi
(λv) =
1
λ
rH(λv) ,
usando a hipótese. Assim ficamos com a seguinte EDO
d
dλ
H(λv)− r
λ
H(λv) = 0 ,
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que resolvemos usando o fator integrante 1
λr
, que nos dá H(λv) = Cλr, onde
C é uma constante que depende de v. Para λ = 1 ficamos com C = H(v),
obtendo o resultado.
Sendo φ homogênea positiva de grau 1 teremos φ(v) =
∑n
i=1 vi
∂φ
∂xi
(v),
v ∈ V . Com isso seja agora v ∈ S e w um elemento do subespaço afim
TvS. Então podemos escrever w como w = v + v˜ com v˜ satisfazendo o
seguinte: existe uma curva suave c : (−, ) → S com c(0) = v e c˙(0) = v˜,
isso pela definição de espaço tangente. Agora temos φ(c(t)) = 1, e com isso
dφ(c(t))(c˙(t)) = 0, e em 0, dφ(v)(v˜) = 0. Então
dφ(v)(w) = dφ(v)(v + v˜) = dφ(v)(v) + dφ(v)(v˜) =
n∑
i=1
vi
∂φ
∂xi
(v) = φ(v) = 1 ,
para qualquer w que esteja no subespaço afim TvS. Logo, como a transfor-
mação de Legendre é única dφ = `.
No caso Euclideano a esfera unitária S sendo uma hipersupefície suave
implicará que a esfera dual S∗ também será. No caso de um espaço nor-
mado isto não necessariamente ocorre. Por exemplo, no caso bidimensional
podemos ter como esfera unitária um quadrado onde suavisamos os vértices
tornando-o uma curva suave. Mas em pontos de mesmas arestas a transfor-
mação de Legendre seria a mesma, e então não garantiríamos a suavidade
da esfera dual. Podemos ver isso através das figuras abaixo. A primeira
(Figura 1.1) apenas mostra a dualidade entre as normas do máximo (‖ · ‖∞)
e a norma da soma (‖ · ‖1), isto é exemplificado pela dualidade das esferas
unitárias nestes espaços. Na segunda (Figura 1.2) temos a esfera unitária S
obtida da norma do máximo suavizando os vértices do quadrado, e também
temos sua dual `(S), dada pela imagem da transformação de Legendre. Pon-
tos da esfera dual que possuem uma cor específica correspondem à imagem
da transformação de Legendre de pontos da esfera S desta cor específica.
Com isso vemos que as arestas de coloração azul de S vão ter como imagem
pequenos vértices de `(S) de coloração azul, fazendo com que `(S) possua
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bicos e não seja suave.
(a) ‖x‖∞ = max{|x1|, |x2|} (b) ‖x‖1 = |x1|+ |x2|
Figura 1.1: Normas duais.
(a) Esfera S (b) Esfera dual `(S)
Figura 1.2: Esfera S obtida suavizando os vértices do quadrado e sua dual.
Com essa noção de dualidade das esferas unitárias através da tranfor-
mação de Legendre introduzimos os Espaços de Minkowski.
Definição 1.2.1. Seja V um espaço normado. Dizemos que S é quadrati-
camente convexa se S e sua dual S∗ forem suaves, assim teremos um difeo-
morfismo dado pela transformação de Legendre ` : S → S∗. Neste caso
chamamos V de espaço de Minkowski.
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Temos a seguir uma proposição que nos diz quando um espaço normado
é de Minkowski através de sua norma. Para facilitar trabalharemos em Rn.
Seja L(·) = 1
2
φ(·)2, com φ(·) = ‖ · ‖, e a aplicação bilinear D2L(v) :
Rn × Rn → R, que é a aplicação Hessiana de L para cada v, ou de outra
maneira
D2L(v)(w1, w2) =
∂2
∂s∂t
L(v + sw1 + tw2)|(0,0) ,
para cada w1, w2 ∈ Rn.
Pela definição temos de fato que D2L(v) é uma aplicação bilinear, e para
v ∈ S temos dL(v) = φ(v)dφ(v) = `(v). Temos ainda a seguinte igualdade
para v ∈ S, D2L(v)(v, v) = 1. De fato temos
D2L(v)(v, v) =
∂2
∂s∂t
L(v + sv + tv)|(0,0) =
∑
i,j
(
∂2L
∂xi∂xj
(v)vivj
)
,
como L = 1
2
φ2 temos
∂2L
∂xi∂xj
(v) =
∂
∂xi
(
∂L
∂xj
)
(v) =
∂
∂xi
(
φ
∂φ
∂xj
)
(v) =
∂φ
∂xi
(v)
∂φ
∂xj
(v)+
∂2φ
∂xi∂xj
(v) .
Como consequência do lema de Euler temos que as funções ∂φ
∂xi
, i = 1, . . . , n,
são homogêneas de grau zero, com isso
∑
j
∂
∂xj
(
∂φ
∂xi
)
(v)vj = 0 ,
para cada i = 1, . . . , n. Então a expressão de D2L(v)(v, v) fica
D2L(v)(v, v) =
∑
i,j
(
∂φ
∂xi
(v)
∂φ
∂xj
(v) +
∂2φ
∂xi∂xj
(v)
)
vivj
=
(∑
i
∂φ
∂xi
(v)vi
)(∑
j
∂φ
∂xj
(v)vj
)
= φ(v)2 = 1 .
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De dL = ` : S → (Rn)∗, temos D`(v)(w1) · w2 = D2L(v)(w1, w2) para
quaisquer w1, w2 ∈ TvS, e temos a proposição:
Proposição 1.2.1. Seja V um espaço normado com norma φ e L = 1
2
φ2.
Então V é um espaço de Minkowski se, e somente se, D2L(v) é positiva
definida para todo v ∈ V .
Demonstração. Se V é um espaço de Minkowski temos que S é equivalente à
S∗, teremos que a transformação de Legendre ` : V → V ∗ é um difeomorfismo
definido em todo espaço. Isto porque temos um difeomorfismo entre S e S∗
através da transformação de Legendre e como `(λv) = λ`(v), para λ > 0 e
v ∈ S, devido a homogeneidade de dL = `, a transformação de Legendre
definida em todo espaço será um difeomorfismo. Logo para cada v ∈ V ,
D`(v) : V → V ∗ (identificando TvV com V e T`(v)V ∗ com V ∗) é um isomor-
fismo. Como φ é uma função convexa (φ(ty+ (1− t)x) ≤ tφ(y) + (1− t)φ(x),
t ∈ [0; 1], x, y ∈ V ), pois satisfaz a desigualdade triangular e é homogênea de
grau 1, teremos que D2φ(v) : V × V → R é não-negativa para todo v ∈ V ,
ou seja D2φ(v)(w,w) ≥ 0 para todo v, w ∈ V . Pelas contas acima temos a
expressão para D2L(v)(w,w):
D2L(v)(w,w) =
∑
i,j
(
∂φ
∂xi
(v)
∂φ
∂xj
(v) +
∂2φ
∂xi∂xj
(v)
)
wiwj
=
(∑
i
∂φ
∂xi
(v)wi
)(∑
j
∂φ
∂xj
(v)wj
)
+D2φ(v)(w,w)
=
(∑
i
∂φ
∂xi
(v)wi
)2
+D2φ(v)(w,w) ≥ 0 ,
e então D2L(v) será positiva semi-definida. Se para algum w ∈ V não nulo
tivermos D2L(v)(w,w) = 0 a matriz de D2L(v) possuirá um auto-valor nulo
e, como D2L(v) = D`(v) (fazendo algumas identifiações), D`(v) possuirá
um auto-valor nulo e não seria um isomorfismo. Logo temos que ter D2L(v)
positiva definida.
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Por outro lado, se temos D2L(v) positiva definida para cada v ∈ V
então D`(v) é um isomorfismo, pois caso contrário existiria w ∈ V não
nulo com D`(v)(w) ∈ V ∗ identicamente nulo, mas então D`(v)(w) · w =
D2L(v)(w,w) = 0. Pelo teorema da aplicação inversa ` é um difeomorfismo
local, mas como vale para cada ponto v do espaço e pelo fato de que a trans-
formação de Legendre ` é uma bijeção (pois é involutiva a menos de algumas
identificações), esse difeomorfismo será global. E teremos que ` : S → S∗ é
um difeomorfismo, ou seja S e S∗ são equivalentes.
Dessa definição observa-se que, diferentemente do caso Euclideano em
que o produto interno é o mesmo em todas as direções, no caso de espaços
de Minkowski temos em cada direção do nosso espaço definido um produto
interno que varia suavemente nas direções do espaço.
Observação 3. Outros autores definem como espaço de Minkowski como
sendo um espaço vetorial V que possui uma função suave φ : V → R que
satisfaz:
 φ(λv) = λφ(v), para λ > 0 e v ∈ V .
 Para cada v ∈ V − {0} a Hessiana de φ2
2
é positiva definida.
Da mesma forma que na Proposição 1.1.1 a transformação de Legendre será
um difeomorfismo e com isso o conjunto S = φ−1(1) será convexo (na ver-
dade estritamente convexo) e teremos então a desigualdade triangular de φ
e também que φ(v) > 0, v 6= 0. Implicando que φ é uma norma a menos da
propriedade de simetria.

A transformação de Legendre definida acima é bem conhecida na mecânica
Hamiltoniana. Ela faz o papel de transformar as Equações de Euler-Lagrange
nas equações canônicas de Hamilton. Por exemplo, se tivermos um La-
grangiano da forma L(v) = 1
2
φ2(v), φ norma de Minkowski, os momentos
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pj são dados por
pj =
∂L
∂vj
(v) = φ(v)φvj(v) = φ(v)φvj(v)
∑
i
(
φvivj(v) +
φvi(v)
φ(v)
)
vi
=
∑
i
gij(v)vi .
E a transformção de Legendre será dada por:
dL(v)(w) =
∑
ij
gij(v)viwj = p(w) ,
para qualquer w ∈ V . A função que fará o papel de Langrangiano será o
Hamiltoniano que é dado por
H(p) =
∑
j
pjvj − L(v) =
∑
ij
gijvivj − L(v) = 2L(v)− L(v) = L(v) ,
com p = `(v), que possui o mesmo valor numérico que L. Esta parte, que
está relacionada com cálculo variacional será estudada mais adiante.
Através da transformação de Legendre será equivalente trabalhar em V
ou no seu dual V ∗, ou seja, é possível tornar V ∗ um espaço de Minkowski.
No espaço dual temos a seguinte norma:
φ∗(p) = sup
φ(v)=1
p(v) ,
p ∈ V ∗. Ela está bem definida e irá satisfazer todas as propriedades de norma.
Para mostrar que V ∗ será um espaço de Minkowski observe que teremos:
φ(v) = φ∗ ◦ `(v) ,
como consequência da desigualdade de Cauchy-Scharwz para espaços norma-
dos:
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Proposição 1.2.2 (Desigualdade de Cauchy-Scharwz). Seja (V, φ) um es-
paço normado. Para cada v 6= 0 temos
gv(v, w) ≤ φ(v)φ(w) ∀w ∈ V .
A igualdade ocorre se e somente se v = λw para algum λ ≥ 0.
Desse modo, para mostrar que φ(v) = φ∗ ◦ `(v), v 6= 0, teremos
φ(v) =
gv(v, v)
φ(v)
= `(v)
(
v
φ(v)
)
≤ φ∗ ◦ `(v) ,
pela definição da norma dual. Pela desigualdade de Cauchy-Schwarz teremos
φ∗ ◦ `(v) = sup
w 6=0
`(v)
(
w
φ(w)
)
= sup
w 6=0
gv(v, w)
φ(w)
≤ φ(v) ,
mostrando a igualdade. Para v = 0 a igualdade é trivial.
Para mostrar que V ∗ é um espaço de Minkowski basta que a forma bilinear
g∗(p) definida por
g∗(p)(q1, q2) =
∂2
∂s∂t
H(p+ sq1 + tq2)|(0,0) ,
H = 1
2
φ∗2, q1, q2 ∈ V ∗, seja positiva definida. Denotaremos os elementos da
matriz dessa forma bilinear por g∗ij(p),
g∗ij(p) =
1
2
∂2φ∗2
∂pi∂pj
(p) .
Assim a forma bilinear g∗(p) se relaciona com a forma bilinear g(v) da
seguinte forma:
g∗ij(p) = g
ij(v) ,
com p = `(v) e gij(v) as entradas da matriz inversa de gij(v). Para obter
esta igualdade usamos o lema de Euler e propriedades de homogeneidade das
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normas φ e φ∗.
Da igualdade φ(v)2 = φ∗2 ◦ `(v) diferenciamos com relação à vi e obtemos
1
2
(φ2)vi(v) =
1
2
∑
k
(φ∗2)pk(`(v))(`k)vi(v) =
1
2
∑
k
(φ∗2)vk(`(v))gki(v) , (1.6)
para cada i = 1, . . . , n, e (`k)vi(y) = gik(y), para cada i, k = 1, . . . , n, pela
igualdade D`(v)(w1) ·w2 = D2L(v)(w1, w2) = [w1]t[gij(v)][w2] para quaisquer
w1, w2 ∈ V . Então(
1
2
(φ2)vi(v)
)
i
=
(
1
2
(φ∗2)pk(`(v))
)
k
(gki(v))ki ,
escrito em notação matricial. Desta igualdade ficamos com(
1
2
(φ2)vk(v)
)
k
(
gki(v)
)
ki
=
(
1
2
(φ∗2)pi(`(v))
)
i
. (1.7)
Pela 2-homogeneidade de 1
2
φ∗2 temos que as funções (1
2
φ∗2)pi serão
1-homogêneas, logo pelo lema de Euler e pela iguadade (1.7) acima temos
∑
l
g∗il(p)pl =
1
2
(φ∗2)pi(p) =
∑
k
1
2
(φ2)vk(v)(g
ki(v)) , (1.8)
denotando `(v) = p. Como 1
2
φ2 é 2-homogênea(
1
2
(φ2)vi(v)
)
i
= (vk)k (gki(v))ki ,
logo (
1
2
(φ2)vk(v)
)
k
(
gki(v)
)
ki
= (vi)i . (1.9)
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Substituindo (1.9) em (1.8) ficamos com
∑
l
g∗il(p)pl =
1
2
(φ∗2)pi(p) =
∑
k
1
2
(φ2)vk(v)(g
ki(v)) = vi . (1.10)
Agora diferenciando a equação (1.6) com relação à vj
gij(v) =
1
2
(φ2)vivj(v) =
=
∑
k
∑
l
1
2
(φ∗2)pkpl(`(v))glj(v)gki(v) +
∑
k
1
2
(φ∗2)pk(`(v))
∂
∂vj
gki(v) =
=
∑
k
∑
l
g∗kl(`(v))glj(v)gki(v) +
∑
k
vk
∂
∂vj
gki(v) ,
por (1.10). Pelo fato das funções gki serem homogêneas de grau zero teremos
que ∑
k
vk
∂
∂vj
gki(v) =
∑
k
vk
∂
∂vk
gij(v) = 0 ,
para quaisquer i, j, k = 1, . . . , n. Logo por acima ficamos com
gij(v) =
1
2
(φ2)vivj(v) =
∑
k
∑
l
g∗kl(p)glj(v)gik(v) ,
ou seja,
(gij(v))ij = (gik(v))ik (g
∗
kl(p))kl (glj(v))lj ,
e então (
g∗ij(p)
)
ij
=
(
gij(v)
)
ij
.
com p = `(v). Assim, como a matriz gij(v) possui somente auto-valores posi-
tivos a sua inversa também terá e, consequentemente, g∗ij(p). Portanto g
∗(p)
será positiva definida e, V ∗ com a norma φ∗, será um espaço de Minkowski.
Ilustraremos a noção de norma dual com o exemplo das normas p, q, com
1
p
+ 1
q
= 1, p, q > 0. Com isto também no próximo capítulo resolveremos um
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caso particular do problema de Dirichlet definido através do laplaciano de
Minkowski.
Exemplo 1. Considere a seguinte norma em Rn, H(x) = (
∑
i |xi|p)1/p. Ao
invés de trabalhar no dual (Rn)∗ usaremos um produto interno 〈·, ·〉 para
identifica-lo com Rn. Assim, sua norma dual por definição é dada por
H∗(x) = supv 6=0
〈x,v〉
H(v)
. Calculando H∗, seja f(v) = 〈x,v〉
H(v)
. Quando v é um
ponto de máximo de f temos df(v) = 0 que significa que
〈x, · 〉
H(v)
− 〈x, v〉
H(v)2
dH(v)( · ) = 0
Logo escolhendo uma base ortonormal para 〈· , · 〉, e como
dH(v)(w) = H(v)1−p
∑
i
vi|vi|p−2wi ,
teremos:
H(v)xi = 〈x, v〉H(v)1−pvi|vi|p−2
H(v)pxi = 〈x, v〉 vi|vi|p−2
H(v)p−1xi = f(v)vi|vi|p−2 ,
i = 1, . . . , n. Como v é um ponto de máximo f(v) ≥ 0, |f(v)| = f(v), e
podemos escrever
H(v)p−1|xi| = f(v)|vi|p−1
H(v)p|xi|
p
p−1 = f(v)
p
p−1 |vi|p
i = 1, . . . , n. Somando essas coordenadas:
H(v)p
∑
i
|xi|
p
p−1 = f(v)
p
p−1
∑
i
|vi|p = f(v)
p
p−1H(v)p
f(v) = (
∑
i
|xi|q)
1
q
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com q = p
p−1 .
Logo a norma dual da norma p será a norma q, H∗(x) = supv 6=0
〈x,v〉
H(v)
=
(
∑
i |xi|q)1/q, com 1p + 1q = 1, p, q > 0.

1.3 O invariante I
Com essa estrutura Euclideana em cada direção podemos construir, para
cada direção v ∈ S, um elipsóide dado por E(v) = {w ∈ V ; gv(w,w) = 1},
com gv = D2L(v). Este elipsóide será o único elipsóide centrado em zero que
osculará S em v até segunda ordem. Através dessa construção obteremos um
invariante I que medirá o quanto o nosso espaço não é Euclideano. Para isso
será restringido ao caso bidimensional.
Para cada v ∈ S considere a base ortonormal {v, Jv} definida atavés
da estrutura Euclideana da elipse E(v). Com isso podemos parametrizar
S através de uma função γ : [−, ] → S de tal forma que γ˙(t) = Jγ(t).
Isto porque a estrutura Euclideana gv em cada direção varia de forma suave
conforme variamos as direções. Podemos escrever
γ¨(t) = a(t)γ(t) + b(t)γ˙(t) .
onde as funções a, b dependem da direção, ou seja, são funções na variável t.
Denotando por gγ(t) = gt a estrutura Euclideana em cada direção teremos,
através da relação de ortonormalidade, o seguinte
gt(γ¨(t), γ(t)) = a(t) gt(γ¨(t), γ˙(t)) = b(t) .
De gt(γ˙(t), γ(t)) = 0 tiramos que
d
dt
(gt)(γ˙(t), γ(t)) + gt(γ¨(t), γ(t)) + gt(γ˙(t), γ˙(t)) = 0 ,
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gt(γ¨(t), γ(t)) = − d
dt
(gt)(γ˙(t), γ(t))− 1 ,
pois para quaisquer vetores w1, w2 ∈ V temos
gt(w1, w2) = [w1]G(t)[w2]
T ,
com G(t) a matriz de gt.
Com isso podemos escrever a(t) como
a(t) = − d
dt
(gt)(γ˙(t), γ(t))− 1 = −[γ˙(t)]
(
d
dt
G(t)
)
[γ(t)]T − 1 .
Calculando a derivada da matriz em cada entrada G(t)ij(
d
dt
G(t)
)
ij
=
∑
k
∂
∂xk
(
∂2L
∂xi∂xj
)
(γ(t))γ˙k(t) .
Substituindo na expressão de a(t)
a(t) =
∑
ij
(∑
k
∂
∂xk
(
∂2L
∂xi∂xj
)
(γ(t))γ˙k
)
γiγ˙j − 1
=
∑
kj
(∑
i
∂
∂xi
(
∂2L
∂xk∂xj
)
(γ(t))γi
)
γ˙kγ˙j − 1 = −1 ,
pois pelo lema de Euler ∂
2L
∂xk∂xj
é homogênea de grau zero.
Para calcular b(t) usamos a relação gt(γ˙(t), γ˙(t)) = 1
d
dt
(gt)(γ˙(t), γ˙(t)) + 2gt(γ¨(t), γ˙(t)) = 0 ,
e então
b(t) = −1
2
d
dt
(gt)(γ˙(t), γ˙(t)) .
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Usando a expressão obtida acima de d
dt
(gt) temos
b(t) = −1
2
∑
ijk
∂3L
∂xi∂xj∂xk
(γ(t)) γ˙iγ˙j γ˙k = −1
2
D3L(γ(t))(γ˙(t), γ˙(t), γ˙(t)) .
A função −b(t) é chamada de invariante I = I(t), que dependerá apenas de
S e dos pontos γ(t) em questão.
Como interpretação geométrica este invariante mede quanto o espaço não
é Euclideano. Suponha que a elipse E(γ(t)) oscula S até terceira ordem.
Isso implica que a aplicação trilinear D3L(γ(t))(v, v, v) = 0 para qualquer
v ∈ R2, logo I(t) = 0. Assim se I for identicamente nula em cada ponto
da esfera unitária S teremos que (gij)k(v) = 0, ou seja, gij(v) = cte para
todo v ∈ R2, e então S será uma elipse. Reciprocamente se S for uma elipse
teremos que D3L(γ(t))(v, v, v) = 0 para qualquer v ∈ R2, e então I será
identicamente nulo. Concluímos então que R2 será Euclideano se e somente
se I for identicamente nulo.
No caso de espaços de Minkowski arbitrários definimos este invariante
como sendo o 3-tensor simétrico:
Cy(v, w, u) =
1
2
n∑
ijk
Cijkviwjuk ,
com
Cijk =
∂3L(y)
∂xi∂xj∂xk
(ei, ej, ek) =
∂gij(y)
∂xk
(ei, ej, ek) ,
em uma base {ei}. Este valor é conhecido como Escalar Principal, ou Tensor
de Cartan ou até mesmo Torção de Cartan. Obviamente este tensor será
nulo se e somente se V for Euclideano.
Define-se também a Torção Média, Iv : V → R para cada v ∈ V , dada em
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termos do tensor fundamental (gij(v) = g(v)(ei, ej)) e da torção de Cartan:
Iv(u) =
1
2
n∑
ij
Cv(u, ei, ej)g
ij(v) ,
com gij a inversa de gij. Observando que a derivada da função determinante
satisfaz
d
dt
det Φ(t) = det Φ(t)tr(Φ(t)−1Φ˙(t)) ,
com Φ(t) uma matriz invertível, teremos
∂
∂xk
det(gij) = det(gij)tr(g
ij
(
∂gij
∂xk
)
) = det(gij)
n∑
ij
gijCijk .
Com isso as componentes de (Iv)k serão dadas por
(Iv)k =
1
2
n∑
ij
gijCijk =
1
2
∂
∂xk
ln(det(gij)) .
Basta conhecermos a Torção Média para sabermos quando um espaço de
Minkowski é Euclideano através do Teorema de Deicke:
Teorema 1.3.1 (Deicke[18]). Seja V um espaço de Minkowski. São equiva-
lentes:
 φ é Euclideana, ou seja, provém de um produto interno.
 Cijk = 0 para todos i, j, k
 Ik =
∑
ij g
ijCijk = 0 para todos k.
1.4 Normalidade em Espaços de Minkowski
Um conceito fundamental em geometria é o conceito de medir ângulos
entre objetos. Mais particularmente, o conceito de normalidade.
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Na geometria euclideana se temos um caminho γ uma reta normal em
um ponto γ(t0) satisfaz duas propriedades:
1) Se parametrizarmos a curva γ por comprimento de arco então o vetor
de aceleração de um ponto γ(t0) estará na reta normal à curva no ponto
γ(t0).
2) Para qualquer ponto n na reta normal à curva no ponto γ(t0) = m
teremos que m será um ponto crítico da função x 7→ ||x− n||, restrita
aos pontos da curva γ.
Com estas duas propriedades podemos definir dois conceitos de normali-
dade em espaços de Mikowski. Iremos nos restrigir a espaços bidimensionais
Definição 1.4.1. (Normal de Aceleração) Se ` ⊂ R2 é uma reta que passa
pela origem então sua normal de aceleração é a reta que passa pela origem
e é paralela às retas tangentes à esfera unitária S nos pontos de intersecção
de ` com S. Dizemos então que y ∈ R2 é normal de aceleração de x ∈ R2,
y ⊥a x, se a reta que passa por y for normal de aceleração da reta que passa
por x.
Definição 1.4.2. (Normal de Minkowski) Se ` ⊂ R2 é uma reta que passa
pela origem então sua normal de Minkowski é a reta que passa pela origem
e intersecta a esfera unitária S em dois pontos nos quais as tangentes desses
pontos são paralelas à `. Dizemos então que y ∈ R2 é normal de Minkowski
de x ∈ R2, y ⊥m x, se a reta que passa por y for normal de Minkowski da
reta que passa por x.
Estas duas definições satisfazem as propriedades acima respectivemente.
De fato se tivermos uma curva γ parametrizada por comprimento de arco
(||γ˙(t)|| = 1) então a curva γ˙(t) estará contida na esfera unitária e o vetor
velocidade desta curva será a normal de aceleração, ou seja, γ¨(t) será a normal
de aceleração da curva γ no ponto γ(t). No caso da normal de Minkowski
se temos uma curva γ com γ(t0) = m = 0 teremos que m será ponto crítico
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(a) Normal de Aceleração (b) Normal de Minkowski
Figura 1.3: Normais
da função x 7→ ||x − n|| restrita ao caminho γ com n sendo a normal de
Minkowski de γ no ponto m. Isto por que ao transladarmos a curva γ do
ponto γ(t0) até o ponto de interseção, n˜, entre a reta que liga n com a
origem, e a esfera unitária S, a curva localmente estará fora ou dentro da
esfera unitária, pois a reta tangente à S em n˜ é paralela à γ˙(t0) (de acordo
com a construção acima), significando que m é um ponto de mínimo ou
máximo local da função x 7→ ||x− n||, ou seja, m é um ponto crítico.
Podemos relacionar os dois conceitos de normalidade da seguinte forma:
para cada plano de Minkowski V existe um plano de Minkowski V˜ tal que
a normal de aceleração de qualquer reta de V é uma normal de Minkowski
de V˜ . Note ainda que as relações acima de normalidade não necessaria-
mente são simétricas, isto é, se y ⊥∗ x não necessariamente implica que
x ⊥∗ y, com ∗ = a ou m. Verifica-se pela construção geométrica das re-
lações de ortonormalidade que a normal de aceleração coincide com a normal
de Minkowski se, e somente se, a relação de normalidade é simétrica. Em
planos de Minkowski nos quais isto ocorre, a esfera unitária é chamada de
curva de Radon. Para espaços de Minkowski de dimensão maior ou igual à
3 a relação de normalidade é simétrica, se e somente se, a esfera unitária for
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uma elipse, ou seja, é um espaço euclideano ([13]).
1.5 Geometria de Finsler
Nesta seção serão apresentados alguns conceitos básicos de geometria de
Finsler.
Definição 1.5.1. Seja M uma variedade diferenciável. Uma métrica de
Finsler em M é uma função diferenciável (classe C∞) F : TM − {0} → R,
e contínua em todo fibrado TM , tal que para cada x ∈ M a restrição de F
à fibra TxM é uma norma de Minkowski. Diremos então que (M,F ) é uma
variedade de Finsler.
Podemos tornar uma variedade de Finsler M em um espaço métrico.
Definimos o comprimento de uma curva suave c : [a, b]→M como sendo
LF (c) =
∫ b
a
F (c(t), c˙(t))dt .
E com isso definimos a distância dF entre pontos p, q de M como sendo o
ínfimo dos comprimentos das curvas suaves que ligam p a q
dF (p, q) = inf{LF (c); c : [a, b]→M, c(a) = p, c(b) = q} .
Desta definição temos a desigualdade triangular
dF (p, q) ≤ dF (p, r) + dF (r, q) ,
que se mostra usando a propriedade de F ser uma norma em cada fibra e
propriedades de ínfimo de um conjnto. É possível mostrar ainda que dF é
uma métrica emM , e a topologia desta métrica vai coincidir com a topologia
da variedade ([18]).
Diremos que uma curva suave c : [a, b] → M em M é um segmento se
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seu comprimento for igual a distância entre os pontos c(a) e c(b). Da mesma
forma chamaremos c de geodésica se c é localmente um segmento. Com isso,
pela definição da distância dF , temos a seguinte proposição
Proposição 1.5.1. Uma curva γ : [a, b]→M em uma variedade de Finsler
M é uma geodésica se, e somente se, for um ponto extremo do seguinte
funcional
l(c) =
∫ b
a
F (c(t), c˙(t))dt ,
onde o domínio de l são todas as curvas suaves c : [a, b]→M com c(a) = γ(a)
e c(b) = γ(b).
Assim usando ferramentas do cálculo variacional, γ terá de satisfazer as
equações de Euler-Lagrange, que em coordenadas locais (x, x˙) para γ são:
d
dt
∂F
∂x˙
(x, x˙)− ∂F
∂x
(x, x˙) = 0 .
É mais conveniente trabalharmos com outro funcional no lugar do com-
primento de arco. Se assumirmos as geodésicas parametrizadas por compri-
mento de arco teremos que elas serão extremos (mínimos) da seguinte ação
A(c) =
1
2
∫ b
a
F 2(c(t), c˙(t))dt .
Isto é devido à Desigualdade de Cauchy-Schwarz para funções(∫ b
a
f(t)g(t) dt
)2
≤
(∫ b
a
f 2(t)
)(∫ b
a
g2(t)
)
,
tomando f(t) = 1, g(t) = F (c(t), c˙(t)), a = 0 e b = 1. Com isso ficamos com
l(c)2 ≤ A(c) ,
e a igualdade ocorre se e somente se a função F (c(t), c˙(t)) for constante, ou
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seja, se c estiver parametrizada por arco. Se γ : [0, 1]→M for uma geodésica
parametrizada por comprimento de arco teremos então para qualquer cami-
nho c : [0, 1]→M ,
A(γ) = l(γ)2 ≤ l(c)2 ≤ A(c) ,
onde ficamos com A(γ) < A(c), se c não é uma geodésica. Assim os extremos
(mínimos) do funcional quadrático, ou seja, da ação A, serão as geodésicas
do funcional l parametrizadas por comprimento de arco.
Para cada x ∈M a função F = F (x, v), v ∈ TxM , é norma de Minkowski,
assim pelas considerações feitas na seção anterior podemos escrever
F 2(x, v) =
∑
ij
∂2L
∂vi∂vj
(x, v)vivj =
∑
ij
gij(x, v)vivj ,
com L = 1
2
F 2. Então calculando as equações de Euler-Lagrange em coorde-
nadas locais para a ação acima
∂L
∂xk
(x, v) =
1
2
∑
ij
∂gij
∂xk
(x, v)vivj ,
∂L
∂vk
(x, v) =
∑
j
gkj(x, v)vj +
1
2
∑
ij
∂gij
∂vk
(x, v)vivj =
∑
j
gkj(x, v)vj ,
pois L é homogênea de grau 2.
Se γ(t) = (x1(t), . . . , xn(t)) é uma geodésia então deve satisfazer
1
2
∑
ij
∂gij
∂xk
(x(t), x˙(t))x˙i(t)x˙j(t)− d
dt
∑
j
gkj(x(t), x˙(t))x˙j(t) = 0 ,
para k = 1, . . . , n. Da mesma forma que no caso Riemanniano podemos
escrever
x¨k +
∑
ij
Γkij(x, x˙)x˙ix˙j = 0 ,
mas agora com os coeficientes Γkij dependendo não só do ponto mas da di-
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reção, e serão funções homogêneas de grau zero na variável v. Com isso
podemos definir uma derivada covariante de um campo Z sobre uma curva
c da seguinte forma(
DZ
dt
)
k
= z˙k +
∑
ij
Γkij(c(t), c˙(t))c˙i(t)zj(t) ,
k = 1, . . . , n. Igualmente através dessa derivada covariante podemos definir
uma conexão em M , que irá ser a conexão de Chern ([17]).
Daremos um exemplo de variedade de Grasmann na qual definiremos uma
métrica de Finsler semelhante as normas p, q.
Exemplo 2. A variedade de Grassmann de Cn×n é por definição o conjunto
Gr(Cn×n) = {A ∈ Cn×n;A2 = Id, A∗ = A} ,
com A∗ = A¯t. De outra forma este conjunto pode ser descrito como
Gr(Cn×n) = {B ∈ Cn×n;B2 = B,B∗ = B} ,
pois temos a bijeção afim A = 2B − Id que leva um conjunto no outro.
Fixando um inteiro k = 1, 2, . . . temos em Cn×n a p-norma de Schatten
dada por
‖A‖p = (tr(A∗A)k)
1
p ,
com p = 2k. Assim induzimos uma estrutura de Finsler em Gr(Cn×n) usando
a p-norma de Schatten definida por
Fp(X) =
1
2
‖X‖p ,
para cada vetor tangente X ∈ TGr(Cn×n). E então de forma natural defi-
nimos o comprimento de uma curva ρ = ρ(t) entre dois pontos ρ(0), ρ(1) ∈
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Gr(Cn×n) como
`p(ρ) =
∫ 1
0
Fp(ρ˙(t))dt =
1
2
∫ 1
0
‖ρ˙(t)‖p dt .
As órbitas de Cn×n pela ação do grupo unitário U = {U ∈ Cn×n;UU∗ =
U∗U = Id} são dadas por
UA = {UAU−1;U ∈ U} ,
e o estabilizador por esta ação para um elemento A ∈ Cn×n são os elementos
de U que comutam com A
UA = {U ∈ U;UA = AU} .
Por esta ação podemos definir de forma diferente uma métrica de Finsler.
A diferencial na identidade da projeção piA0 : U → Gr(Cn×n), dada por
piA0(U) = UA0U
−1, possui uma única inversa à direita KA0 :
(TGr(Cn×n))A0 → (TU)Id,
KA0(X) = −
1
2
A0(X) .
Com esta função podemos definir o tranporte paralelo em Gr(Cn×n) que será
invariante sobre a ação do grupo U. Definimos uma métrica de Finsler fp e
através dela e obtemos e seguinte igualdade
fp(X) = ‖KA0(X)‖p = (tr(KA0(X)∗ KA0(X))k)
1
2k =
1
2
(tr(X)p)
1
p ,
com p = 2k.
Em [11] mostra-se que com esta métrica para pontos A0 e A1 suficien-
temente próximos o funcional restrito a curvas com estes extremos admite
mínimo, que é atingido na geodésica que liga A0 com A1.
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As variedades de Finsler possuem duas formas de volume canônicas que
são citadas em várias referências ([1], [18]). Primeiramente para definir uma
forma volume em um espaço normado queremos que a medida gerada por ela
tenha a propriedade que seja invariante por translação, algo bem natural de
se impor. Para medidas com esta propriedade temos o seguinte teorema:
Teorema 1.5.1 (Haar [20]). Seja µ uma medida em Rn (munido com alguma
norma) invariante por translações tal que todos os conjuntos compactos tem
medida finita e todos os abertos tem medida positiva. Então µ é múltiplo
positivo da medida de Lebesgue.
Ou seja, conseguimos determinar uma medida com as propriedades acima
a menos de uma constante positiva.
Com uma forma volume µ definida no nosso espaço definimos o volume
(medida) com a integral de Lebesgue da forma usual
µ(U) =
∫
U
dµ .
A primeira das formas volumes é a forma volume de Busemann-Hausdorff.
Considere uma variedade de Finsler (M,F ) e seja (ei)ni=1 uma base de TxM
com base dual (θi)ni=1 em T
∗
xM . Definimos a forma volume de Busemann-
Hausdorff como
dVF =
Vol(D)
Vol(Cx)
θ1 ∧ . . . ∧ θn ,
onde D é do disco unitário em Rn com o produto interno canônico, Cx é o
convexo unitário definido pela norma de Minkowski nos espaços tangentes e
os volumes acima são tomados como a medida de Lebesgue em Rn.
No caso particular em queM = Rn é um espaço de Minkowski a constante
escolhida para ser múltiplo da medida de Lebesgue vai ser aquela que faz o
volume do seu convexo unitário C = {y ∈ V ;F (y) < 1} será igual ao volume
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da bola unitária euclideana. De fato temos que
Vol(D)
Vol(Cx)
=
Vol(D)
Vol(C)
= cte ,
logo
VolF (C) =
∫
C
dVF =
∫
C
Vol(D)
Vol(C)
dx1 . . . dxn = Vol(D) ,
com xi coordenadas globais, (ei) uma base de V e
C = {(xi) ∈ Rn;F (
∑
i
xiei) < 1} .
Com isso vemos que a medida de Busemann-Hausdorff será múltiplo Vol(D)
Vol(C)
.
Busemann mostrou ainda que esta medida de volume é a medida de Haus-
dorff induzida pela métrica dF ([5]), portanto uma definição bem natural de
medida.
Outra forma de volume importante é a forma de volume de Holmes-
Thompson. Da mesma maneira que acima, sejam (ei)ni=1 uma base de TxM
com base dual (θi)ni=1 em T
∗
xM . Para y =
∑
i yiei sejam (gx)ij(y) =
(gx)(y)(ei, ej). Definimos a forma volume dVHT de Holmes-Thompson como
sendo
dVHT =
∫
Cx
det((gx)ij(y))dy1 . . . dyn
Vol(D)
θ1 ∧ . . . ∧ θn .
A expressão
∫
Cx
det((gx)ij(y))dy1 . . . dyn não é nada mais que a medida de
Lebesgue do convexo unitário dual C∗x, pois temos por contas feitas anteriores
que D`x(y)(ei) · ej = D2Lx(v)(ei, ej) = gx(y)(ei, ej), e então efetuando uma
mudança de variáveis temos∫
Cx
det((gx)ij(y))dy1 . . . dyn =
∫
Cx
det(D`x(y))dy1 . . . dyn =
=
∫
C∗x
dp1 . . . dpn = Vol(C
∗
x) .
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De outro modo podemos defini-la através da estrutura simplética canônica
de TxM × TxM∗ dada por
ω((y1, θ1), (y2, θ2) = θ2(y1)− θ1(y2) .
Assim usando a forma simplética de volume canônica, ωn, reobtemos a me-
dida definida pela forma volume acima. Na seção seguinte apresentaremos
mais detalhes sobre geometria simplética. Neste caso se temos Rn um espaço
de Mikowski então a constante na qual a medida de Holmes-Thompson vai
ser múltipla da medida de Lebesgue vai ser aquela na qual o volume do con-
vexo unitário C seja igual a medida simplética do conjunto C × C∗ dividida
pelo volume da bola unitária euclideana.
Existem vários resultados que relacionam estas duas formas volumes,
citaremos aqui um deles ([10], [16]): se temos uma variedade de Finsler
então o volume de Busemann (medida de Hausdorff) é maior ou igual do
que o volume de Holmes-Thompson, e a igualdade ocorre se e somente se a
variedade for riemanniana, isto é, se a métrica for riemanniana.
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Capítulo 2
Cálculo Variacional e Laplacianos
2.1 Princípios Variacionais e Equações de Hamilton
Em muitos casos da física (senão todos) utiliza-se o princípio da mínima
ação para descrever os fenômenos que se desejam estudar. Neste caso usamos
como ferramenta o Cálculo Variacional.
Primeiramente apresentamos um lema que é muito utilizado na teoria de
Cálculo Variacional:
Lema 2.1.1 (Lema Fundamental do Cálculo Variacional). Seja f : [a, b]→ R
uma função contínua. Se f satisfaz∫ b
a
f(x)h(x) = 0 ,
para qualquer h : [a, b] → R de classe Ck, k ≥ 0, e com h(a) = h(b) = 0,
então f é identicamente nula em [a, b]
Demonstração. Supondo, sem perda de generalidade, f(x0) > 0 para algum
x0 ∈ [a, b] então existirá uma vizinhança (1, 2) de x0 tal que f(x) > 0 para
qualquer x nesta vizinhança. Logo podemos construir uma função h0 de
classe Ck tal que nesta vizinhança seja positiva e no resto do intervalo [a, b]
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seja nula. Teremos então que
∫ b
a
f(x)h0(x)dx =
∫ 2
1
f(x)h0(x)dx > 0, o que
não ocorre.
Este lema possui uma versão mais geral no caso de caminhos em Rn.
Lema 2.1.2 (Lema Fundamental do Cálculo Variacional). Seja x : [a, b] →
Rn um caminho contínuo. Se x satisfaz∫ b
a
x(t) · h(t) dt = 0 ,
pra qualquer h : [a, b] → Rn de classe Ck, k ≥ 0, com h(a) = h(b) = 0 e
x(t) · h(t) = ∑i xi(t)hi(t), então x é identicamente nulo em [a, b].
Demonstração. Para cada i = 1, . . . , n escolhemos a família de caminhos da
forma h(t) = (0, . . . , hi(t), . . . , 0), com hi(t) de classe Ck. Logo ficamos com:∫ b
a
xi(t)hi(t) = 0 ,
para qualquer hi de classe Ck, i = 1, . . . , n. Usando o lema para funções
reais obtemos a resultado.
Considere o espaços dos caminhos Cr([a, b],Rn), que é o conjunto de todos
os caminhos x : [a, b]→ Rn de classe Cr, o qual é um espaço de Banach com
a norma dada por
‖x‖r = sup{‖x(j)‖; 0 ≤ j ≤ r, t ∈ [a, b]} .
Considere uma função L : U×Rn×I → R, onde I ⊂ R é um intervalo aberto e
U ⊂ Rn um conjunto aberto. A ação AL(x) de um caminho x : [a, b] ⊂ I → U
é dada pelo seguinte funcional:
AL(x) =
∫ b
a
L(x(t), x˙(t), t) dt .
42
Em várias ocasiões estamos interessados nos pontos críticos de uma ação
restrita a um certo conjunto de caminhos, ou seja, queremos encontrar ca-
minhos que satisfaçam D(AL)(x) = 0. Para isso temos uma fórmula para a
primeira variação (primeira derivada) da ação AL.
Proposição 2.1.1. Se L = L(x, v, t) : U × Rn × I → R é de classe Ck,
k ≥ 2, e [a, b] ⊂ I, então a função AL : Cr([a, b], U) → R é Ck, para r ≥ 1.
Sua diferencial no ponto x aplicada em um caminho u : [a, b] → Rn é dada
por:
D(AL)(x)(u) =
∫ b
a
(
∂L
∂x
(x(t), x˙(t), t)− d
dt
(
∂L
∂v
(x(t), x˙(t), t)
))
· u(t) dt
+
∂L
∂v
(x(a), x˙(a), a) · u(a)− ∂L
∂v
(x(b), x˙(b), b) · u(b) ,
onde v(t) · w(t) = ∑i vi(t)wi(t) para quaisquer caminhos v, w.
Dessa forma restringindo-nos a caminhos com extremos fixos, isto é, a
um conjunto do tipo G = {x ∈ Cr([a, b],Rn); x(a) = p0, x(b) = p1} com
p0, p1 fixos, teremos que os ponto críticos irão satisfazer à Equação de Euler-
Lagrange.
Corolário 2.1.1. Seja x ∈ G. Então x é um ponto crítico da ação AL res-
trita ao conjunto G se, e somente se, x satisfaz a equação de Euler-Lagrange:
∂L
∂x
(x(t), x˙(t), t)− d
dt
(
∂L
∂v
(x(t), x˙(t), t)
)
= 0 .
A equação acima equivale às n equações
∂L
∂xi
(x(t), x˙(t), t)− d
dt
(
∂L
∂vi
(x(t), x˙(t), t)
)
= 0 , i = 1, . . . , n.
Demonstração. Basta notar que o espaço tangente em G de um caminho
x ∈ G é conjunto de todos os caminhos u de classe Cr tais que u(a) = u(b) =
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0. Assim usando a fórmula da diferencial de AL e o Lema Fundamental do
Cálculo Variacional obtemos o resultado.
Uma forma mais clássica usando apenas ferramentas básicas de cálculo,
e equivalente, de abordar o problema de calcular ponto críticos restritos ao
conjunto G seria considerar variações para um caminho x0.
Definição 2.1.1. Considere um lagrangiano L : U × Rn × I → R. Con-
siderando [a, b] ⊂ I e x0 um caminho, diremos que uma função
x : (−, )× [a, b]→ U é uma variação de x0 se satisfizer
 x(0, t) = x0(t), ∀t ∈ [a, b].
 x(s, a) = x0(a), x(s, b) = x0(b), ∀s ∈ (−, ).
Através deste conceito de variação de um caminho conseguimos obter de
forma equivalente as equações de Euler-Lagrange.
Proposição 2.1.2. Nas mesma condições da definição acima são equiva-
lentes:
a) x0 é um ponto crítico de AL.
b) Para toda variação x : (−, )× [a, b]→ U de x0 temos
d
ds
∫ b
a
L
(
x(s, t),
d
dt
x(s, t), t
)
dt
∣∣∣∣
s=0
= 0.
Se quisermos estudar, por exemplo, o movimento de uma partícula no es-
paço sob a ação de uma força conservativa (o trabalho realizado não depende
do caminho), usamos o Princípio da Mínima Ação de Hamilton, que nos
diz que a equação do movimento da partícula, x(t), será um ponto crítico
da ação AL com L sendo a diferença entre a energia cinética e a energia
potencial (pontencial do campo de força conservativo), que é dado por
L(x, v, t) =
1
2
m
n∑
i=1
v2i − U(x) .
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Aplicando as equações de Euler-Lagrange em cada coordenada obtemos a
segunda Lei de Newton
−∂U
∂xi
(x)− d
dt
(mx˙i(t)) = 0
mx¨i(t) = −∂U
∂xi
(x(t)) = Fi(x(t))
F (x(t)) = mx¨ ,
pois a força é conservativa (−∇U(x) = F (x)).
Voltando a expressão da equação de Euler-Lagrange temos
∂L
∂x
(x(t), x˙(t), t)− ∂
2L
∂v2
(x(t), x˙(t), t) · x¨−
∂2L
∂v∂x
(x(t), x˙(t), t) · x˙− ∂
2L
∂v∂t
(x(t), x˙(t), t) = 0 .
Esta equação diferencial será de segunda ordem se garantirmos que a apli-
cação Hessiana ∂
2L
∂v2
(x, v, t) é invertível para todo (x, v, t) no domínio con-
siderado. Com essa imposição poderemos descrever o sistema Lagrangiano
através das equações de Hamilton, e a função que fará o papel da mudança do
espaço velocidade para o espaço momento será a transformação de Legendre.
Supondo ∂
2L
∂v2
invertível para todos os pontos do domínio, definimos a
transformação de Legendre como
L(x, v, t) =
(
x,
∂L
∂v
(x, v, t), t
)
.
Assim L fica sendo um difeomorfismo.
Considere a função energia E definida através do Lagrangiano:
E(x, v, t) =
∂L
∂v
(x, v, t) · v − L(x, v, t) ,
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e defina o Hamiltoniano H como sendo
H = E ◦ L−1 .
A inversa da transformação de Legendre pode ser escrita como
L−1(x, p, t) = (x, v(x, p, t), t) .
E então podemos escrever o Hamiltoniano como
H(x, p, t) = p · v(x, p, t)− L(x, v(x, p, t), t) .
Compondo a transformação de Legendre com as soluções da equação de
Euler-Lagrange elas irão satisfazer as equações de Hamilton.
Proposição 2.1.3. Considere o funcional AL, com L um Lagrangiano e
pi12 : Rn ×Rn ×R→ Rn ×Rn a projeção das primeiras 2n coordenadas, isto
é, pi12(x, v, t) = (x, v). Então x : I → U é solução das equações de Euler-
Lagrange se, e somente se, pi12 ◦ L ◦ (x, x˙, t) = (x(t), ∂L∂v (x, x˙, t)) ∈ U ×Rn, é
solução das Equações de Hamilton:
x˙ =
∂H
∂p
(x, p, t) p˙ = −∂H
∂x
(x, p, t) .
Demonstração. Calculando a diferencial de H em relação à p
∂H
∂p
(x, p, t) = v(x, p, t) + p · ∂v
∂p
(x, p, t)− ∂L
∂v
(x, v(x, p, t), t) · ∂v
∂p
(x, p, t) .
Mas temos
∂L
∂v
(x, v(x, p, t), t) = p , (2.1)
pela definição da transformação de Legendre. Substituindo na equação acima
obtemos
∂H
∂p
(x, p, t) = v(x, p, t) .
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Logo, se para um caminho qualquer x : [a, b] → U com (x(t), p(t)) = pi12 ◦
L ◦ (x, x˙, t), teremos
x˙(t) = v(x(t), p(t), t) ,
e então
∂H
∂p
(x(t), p(t), t) = x˙(t) .
Note que até agora não usamos a hipótese de x ser solução da equação de
Euler-Lagrange.
Calculando a diferencial de H em relação à x ficamos com
∂H
∂x
(x, p, t) =
= p · ∂v
∂x
(x, p, t)− ∂L
∂x
(x, v(x, p, t), t)− ∂L
∂v
(x, v(x, p, t), t) · ∂v
∂x
(x, p, t) .
Substituindo a expressão acima (2.1) que relaciona p com a transformação
de Legendre, nesta equação, concluímos que
∂H
∂x
(x, p, t) = −∂L
∂x
(x, v(x, p, t), t) .
E da mesma forma acima para um caminho x temos
∂H
∂x
(x(t), p(t), t) = −∂L
∂x
(x, x˙(t), t) .
e
p(t) =
∂L
∂v
(x, x˙(t), t) p˙(t) =
d
dt
(
∂L
∂v
(x, x˙(t), t)
)
.
Mas se x satisfaz Euler-Lagrange, ou seja,
d
dt
(
∂L
∂v
(x, x˙(t), t)
)
=
∂L
∂x
(x, x˙(t), t) ,
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a segunda equação de Hamilton será satisfeita:
∂H
∂x
(x(t), p(t), t) = −p˙(t) .
A recíproca segue da segunda equação de Hamilton utilizando os mesmos
passos.
Observação 4. Note que a transformação de Legendre ∂L
∂v
foi definida como
sendo uma aplicação que leva vetores em vetores de Rn. Sendo que na verdade
a aplicação ∂L
∂v
(x, v, t) = DvL(x, v, t) associa elementos de Rn com o seu
dual Rn∗. Porém tendo uma estrutura de produto interno podemos associar
a aplicação acima com seu gradiente, DvL(x, v, t) = ∇vL(x, v, t). Assim
trabalhamos no mesmo espaço vetorial com a transformação de Legendre
sendo um difeomorfismo do espaço nele mesmo.

Podemos estender estes conceitos para variedades. Seja uma variedade
M . Uma função suave L : TM × I → R, com I ⊂ R um intervalo aberto,
é chamada de Lagrangiano. Da mesma forma definimos a ação AL de um
lagrangiano L como sendo
AL(x) =
∫ b
a
L(x, x˙, t)dt .
Quando queremos estudar variações restritas a caminhos com extremos
fixos nos restringimos a variedade de Banach G = {x : [a, b] → M ;x(a) =
p0, x(b) = p1}. Assim os pontos críticos dos funcionais irão satisfazer as
equações de Euler-Lagrange para qualquer carta local. Sendo mais preciso,
x é um ponto crítico da ação AL se, e somente se, para qualquer carta lo-
cal ϕ : V → V˜ ⊂ Rn, com V ∩ x([a, b]) 6= ∅, o caminho ϕ ◦ x : [a, b] →
V˜ satisfaz a equação de Euler-Lagrange da ação ALϕ com Lϕ(x, v, t) =
L(ϕ−1(x), d(ϕ−1)(x)·v, t) . De outra maneira podiamos caracterizar os pontos
críticos da ação usando coordenadas locais em TM .
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Para introduzir o conceito Hamiltoniano usamos a transformação de Le-
gendre, que neste caso agora será um difeomorfismo entre TM e T ∗M . De-
finimos a transformação de Legendre da mesma forma
L(x, v, t) =
(
x,
∂L
∂v
(x, v, t), t
)
com L : TM × I → T ∗M × I.
No caso deM ser uma variedade Riemanniana utilizamos os isomorfismos
musicais
[ : TM → T ∗M < vx, · >x= v[x(·) ,
] : T ∗M → TM < ux, ξ]x >x= ξx(ux), ∀ux ∈ TxM ,
que agirão fibra a fibra da mesma forma, e então definimos o gradiente de
uma função f : M → R como sendo o campo vetorial diferenciável definido
por
∇f(x) = df ]x .
Assim identificando ∂L
∂v
(x, v, t) com ∇vL(x, v, t) podemos escrever nossa
transformação de Legendre L : TM × I → TM × I. Com isso podemos
transformar as equações de Euler-Lagrange nas equações de Hamilton da
mesma maneira como fizemos anteriormente.
Dessa forma considere a função energia E : TM × I → R
E(x, v, t) = ∇vL(x, v, t) · v − L(x, v, t) .
Defimos o Hamiltoniano como sendo a função H : TM × I → R por
H = E ◦ L−1 ,
supondo a transformação de Legendre um difeomorfismo. Da mesma forma
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H pode ser escrita como
H(x, p, t) = p · v(x, p, t)− L(x, v(x, p, t), t) ,
notando que L−1 é da forma
L−1(x, p, t) = (x, v(x, p, t), t) ,
pois a transformação de Legendre atua fibra a fibra. Assim temos a proposição
Proposição 2.1.4. O caminho x : [a, b] → U ⊂ M satisfaz as equações de
Euler-Lagrange se, e somente se, [a, b] 3 t → Lt(x(t), x˙(t)), com Lt(x, v) =
(x, ∂L
∂v
(x, v, t)) é solução de
x˙ =
∂H
∂p
(x, p, t) p˙ = −∂H
∂x
(x, p, t) .
Demonstração. Para demonstrar utilizamos cartas locais e proseguimos da
mesma forma que no caso Euclideano.
Mesmo sem o auxílio de métricas Rimennianas podemos estender o for-
malismo de Hamilton usando geometria simplética.
Uma variedade N é dita simplética se existir uma 2-forma ω de N fechada
e não-degenerada (se y ∈ N e w ∈ TyN e ωy(w, u) = 0 para todos u ∈ TyN
então w = 0). Com essa estrutura podemos definir um ismomorfismo jy entre
TyN e T ∗yN , y ∈ N :
(jyv)(u) = ωy(v, u) ,
devido à não-degenerescência de ω. Observando este fato temos que as va-
riedades simpléticas são necessariamente de dimensão par.
Como no caso dos isomorfismos musicais definimos o gradiente simplético
∇ω, dado por
∇ωf(y) = j−1y (df(y)) ,
para funções f : N → R.
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Um exemplo de variedade simplética é o espaço R2n com a forma sim-
plética dada por
ω =
n∑
i=1
dqi ∧ dpi = d(
n∑
i=1
qidpi) ,
considerando os elementos do espaço escritos como (q, p).
Com esta forma teremos a expressão do isomorfismo
j(v)(u) = ω(
n∑
i=1
qieqi +
n∑
i=1
piepi ,
n∑
i=1
q˜ieqi +
n∑
i=1
p˜iepi) =
n∑
i=1
qip˜i − q˜ipi
=
(
n∑
i=1
qidpi − pidqi
)
(u)
j(v) =
n∑
i=1
qidpi − pidqi .
Assim para H : N → R temos
∇ωH = j−1(dH(x)) = j−1
(
n∑
i=1
∂H
∂qi
dqi +
∂H
∂pi
dpi
)
=
n∑
i=1
(
∂H
∂pi
eqi −
∂H
∂qi
epi
)
.
Observamos que o Hamiltoniano de H é dado pelas componentes do campo
∇ωH.
Para qualquer variedade N os fibrados cotangentes admitem uma estru-
tura simplética e como a transformação de Legendre tem como imagem tal
variedade com esta estrutura, podemos formalizar as equações de Hamilton.
Definimos primeiramente uma 1-forma α em T ∗N , para isso definimos em
cada fibra αpq : TpqT
∗N → R do seguinte modo
αpq(w) = p(Dpi(pq)(w))
com pi : T ∗N → N a projeção e sua derivada Dpi(pq) : TpqT ∗N → TqN .
Em coordenadas locais para T ∗N para um ponto pq temos (qi,
∑
pidqi). Es-
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crevendo w ∈ T (T ∗N) em coordenadas locais (qi,
∑
pidqi,
∑
Qi∂qi,
∑
Pi∂pi)
e calculando Dpi em coordenadas locais ficamos com
Dpi(qi,
∑
pidqi,
∑
Qi∂qi,
∑
Pi∂pi) = (qi,
∑
Qi∂qi) ,
assim α em coordenadas locais se escreve
αpq(w) = (qi,
∑
pidqi)(qi,
∑
Qi∂qi) =
∑
piQi ,
logo
α =
n∑
i=1
pidqi
em coordenadas locais de T ∗N .
Seja então a 2-forma ωcan = −dα. A 2-forma ωcan assim definida será
fechada e não-degenerada, pois em coordenadas locais teremos
ωcan =
n∑
i=1
dqi ∧ dpi ,
e então T ∗N será uma variedade simplética.
Observação 5. Neste ponto vale a pena citar o teorema de Darboux de
geometria simplética, que nos diz que para uma variedade simplética (M,ω)
existem cartas que são localmente simplectomorfismos, isto é, existem cartas
f : (U ⊂ M,ω) → (R2n, η) tais que f ∗η = ω, com η a estrutura simplética
canônica de R2n e f ∗ o pull-back de f .
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Teorema 2.1.1 (Darboux). Seja (M,ω) uma variedade simplética de di-
mensão 2n. Então para cada m ∈ M existe uma vizinhança U de m e uma
carta
x = (x1, . . . , x2n) : U → R2n ,
tal que a forma simplética ω pode ser escrita nessa vizinhança como
ω =
n∑
i=1
xi ∧ xi+n .
Ou seja, ω é o pull-back, pela carta x, da forma simplética canônica de R2n.
Logo x é um simplectomorfismo.
O teorema de Darboux também implica que não existem invariantes locais
em geometria simplética.

Voltando à teoria variacional, se temos um simplectomorfismo, isto é, um
difeomorfismo ψ : N1 → N2 entre duas variedades simpléticas (N1, ω1) e
(N2, ω2) que preserva a estrutura simplética, ou seja, ψ∗ω2 = ω1, para toda
função H : N2 → R teremos que
∇ω1(H ◦ ψ) = (dψ)−1(∇ω2H) .
Assim para cada carta local ψ : U ⊂ Rn → ψ(U) ⊂ M , que é um difeo-
morfismo, o operador pull-back ψ∗ : T ∗ψ(U)→ T ∗U também será um difeo-
morfismo. Para ψ˜ = (ψ∗)−1 e para uma função H : T ∗M → R teremos
que
∇ωcan(H ◦ ψ˜) = (dψ˜)−1∇ωH
pois ψ˜ preserva as estruturas simpléticas. O campo acima ∇ωcan(H ◦ ψ˜), da
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mesma forma para R2n, será dado por
∇ωcan(H ◦ ψ˜) =
(
∂(H ◦ ψ˜)
∂p
,−∂(H ◦ ψ˜)
∂x
)
,
assim ficamos com
∇ωcan(H ◦ ψ˜) =
(
∂(H ◦ ψ˜)
∂p
,−∂(H ◦ ψ˜)
∂x
)
= (dψ˜)−1∇ωH .
Da expressão acima vemos que ψ˜ leva soluções da equação de Hamilton
associada a H ◦ ψ˜ em soluções da equação (x˙, p˙) = ∇ωH, e vice-versa.
Temos então o resultado:
Proposição 2.1.5. Uma curva x : [a, b]→M é solução da equação de Euler-
Lagrange de L se, e somente se, a curva [a, b] 3 t→ Lt(x(t), x˙(t)) ∈ T ∗M é
solução da equação de Hamilton (x˙, p˙) = ∇ωH, onde H = E ◦ L−1 com E a
função de energia de L.
Demonstração. Para demonstrar basta escrever em coordenadas locais ψ de
M a transformação de Legendre e observar que a função ψ˜ definida acima
leva as soluções da equação de Hamilton associada à H ◦ ψ˜ em soluções de
(x˙, p˙) = ∇ωH.
2.2 Equação de Onda e Laplaciano
Nos casos em que queremos estudar funcionais de funções reais de várias
variáveis podemos formalizar o conceito de variação acima e obter equações
semelhantes às de Euler-Lagrange. Estas serão apresentadas a seguir. Para
isso considere uma função F : I × Rn × U → R suave com I ⊂ R aberto
e U ⊂ Rn, e considerando funções suaves do tipo w : U → R definimos o
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seguinte funcional
I(w) =
∫
U
F (w,wx1 , . . . , wxn , x1, . . . , xn)dx1 . . . dxn ,
com wxi a derivada parcial de w com relação à xi.
Como no caso de uma variável queremos achar os pontos críticos deste
funcional restringindo-nos às funções w com valores pré-assumidos no bordo
de U . Supondo a existência de um tal ponto crítico w e usando variações
desta função mostra-se que w deverá satisfazer a seguinte equação parcial
∂F
∂w
− ∂
∂x1
(
∂F
∂wx1
)
− . . .− ∂
∂xn
(
∂F
∂wxn
)
= 0 ,
calculado em w e em suas derivadas parciais. Observe que quando temos
uma variável a equação acima é a equação de Euler-Lagrange.
Por exemplo, no caso de três variáveis temos o funcional abaixo
I =
∫∫∫
D
f(w,wx, wy, wz, x, y, z)dxdydz
onde D é uma região do espaço xyz e tentamos achar w = w(x, y, z) tal que
w seja um extremo de I e assume valores já prescritos no bordo C = ∂D de
D.
Queremos achar condições necessárias para que w seja um extremo para
I para isso seja a família de funções definidas à um parâmetro dadas por:
W (x, y, z; ) = w(x, y, z) + η(x, y, z) ,
onde supomos que w é um extremo de I,  é o parâmetro da família e η(x, y, z)
é uma função qualquer continuamente diferenciável tal que η(x, y, z) = 0
em C = ∂D. Podemos escrever qualquer função como um elemento da
família de funções definidas acima, logo para encontrar o extremo de I basta
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encontrarmos o extremo para a família de funções definidas acima. Este
extremo é o obtido quando  = 0. Substituimos W na expressão acima e
obtemos
I = I() =
∫∫∫
D
f(W,Wx,Wy,Wz, x, y, z)dxdydz ,
como no caso de uma variável para  = 0 temos que W = w é um extremo de
I, logo temos que ter I ′(0) = 0. Diferenciando I com relação à  e fazendo
 = 0 obtemos:
I ′(0) =
∫∫∫
D
(
∂f
∂w
η +
∂f
∂wx
ηx +
∂f
∂wy
ηy +
∂f
∂wz
ηz)dxdydz = 0 .
Usando o teorema da divergência:∫∫∫
D
(∇ · F )dV =
∫∫
∂D=C
F · n dS ,
com F =
(
η ∂f
∂wx
, η ∂f
∂wy
, η ∂f
∂wz
)
vemos que a parte à direita da igualdade se
anula pois η ≡ 0 em C. Logo ficamos com:∫∫∫
D
(
∂f
∂wx
ηx +
∂f
∂wy
ηy +
∂f
∂wz
ηz
)
dxdydz =
= −
∫∫∫
D
η
[
∂
∂x
∂f
∂wx
+
∂
∂y
∂f
∂wy
+
∂
∂z
∂f
∂wz
]
dxdydz ,
substituindo acima ficamos com
I ′(0) = 0 =
∫∫∫
D
η
[
∂f
∂w
− ∂
∂x
∂f
∂wx
− ∂
∂y
∂f
∂wy
− ∂
∂z
∂f
∂wz
]
dxdydz .
Como a igualdade vale para toda função η que se anula em C através do
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lema fundamental do cálculo de variações (mas na versão de várias variáveis)
obtemos a equação necessária que w tem que satisfazer:
∂f
∂w
− ∂
∂x
∂f
∂wx
− ∂
∂y
∂f
∂wy
− ∂
∂z
∂f
∂wz
= 0 .
Generalizando ainda mais no caso de funcionais envolvendo funções veto-
rias de várias variáveis é possível encontrar um sistema de equações diferen-
ciais parcias no qual um ponto será um extremo do funcional se, e somente
se, satisfizer o sistema.
Um dos problemas estudados relacionados ao cálculo variacional foi movi-
mento de uma membrana plana, este caso envolvendo funções reais de várias
variáveis.
Podemos estudar o movimento de uma membrana plana utilizando con-
ceitos do cálculo variacional. Cosideramos uma membrana D esticada no
plano xy e com bordo C = ∂D suave, esta posição da membrana será con-
siderada como posição de equilíbrio. Ao realizar uma pequena perturbação
sobre a membrana consideramos que ela apenas se move perpendicularmente
ao plano xy, a menos de seu bordo que estará fixo ao longo do tempo. Com
exceção das forças que seguram a membrana em seu bordo as únicas forças
que agirão sobre a membrana serão as forças elásticas que deformarão remo-
tamente sua área ao longo do tempo.
O deslocamento perpendicular em cada ponto da membrana será deno-
tado por w(x, y, t). A função w indica quanto o ponto (x, y) da membrana
se deslocou em relação à posição de equilíbrio. Em particular temos que
w(x, y, t) = 0 para qualquer (x, y) que esteja no bordo C para qualquer
instante t. Supondo que a membrana seja forte o suficiente ao longo do
movimento, isto é, ela não rasge nem apareçam fendas nela podemos supor
que este movimento irá ocorrer continuamente, portanto supomos que w e
∂w
∂t
= w˙(x, y, t) são5 funções continuamente diferenciáveis (está última repre-
senta a variação do deslocamento, a velocidade da membrana em relação ao
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plano xy).
Denotaremos por σ(x, y) a densidade da membrana no ponto (x, y) e
supomos esta função contínua. Restrigiremos o movimento da mebrana em
pequenas amplitudes de forma que σ seja independente de w. Como a veloci-
dade em cada ponto da membrana é w˙(x, y, t) em cada instante t a energia
cinética por unidade de área vai ser dada por 1
2
σ(x, y)[w˙(x, y, t)]2. Integrando
sobre D obtemos a energia cinética total da membrana em cada instante t:
T =
1
2
∫∫
D
σw˙2dx dy
A energia potencial elástica da membrana em qualquer instante t é igual
à quantidade de trabalho necessária para que a membrana volte a posição
de equilíbrio. Assumindo que a membrana é flexível o bastante para que não
exerça nenhuma resistência ao esticar ou dobrar, o trabalho de deformação
será totalmente devido ao aumento de área da membrana com relação à área
de D da posição de equilíbrio.
Se assumirmos ainda que não há movimento lateral na membrana, apenas
deslocamentos perpendiculares em relação à xy, e se supusermos a membrana
feita de um material isotrópico (não depende da direção) a força elástica por
unidade de comprimento de arco será constante com respeito à direção. Como
estamos considerando pequenas oscilações ela será constante em relação ao
tempo também. Denotaremos esta força elástica por unidade de comprimento
por τ .
Para calcular o trabalho realizado pela membrana ao esticar suponha a
membrana inicialmente plana e limitada por C ′, e após uma deformação
suponha ela ainda plana com um bordo C. Considere em cada ponto de
C ′ uma reta normal à C ′ ligando C ′ em C, denotada por δ = δ(s), onde o
parâmetro s é um parâmetro de arco de C ′ medido com relação à algum ponto
de C ′ (Figura 2.1). A quantidade de trabalho realizada pela membrana ao
esticar, considerando δ pequeno comparado com as dimensões da membrana
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D será
∫ LC′
0
τδ(s) ds = τ
∫ LC′
0
δ(s) ds = τ∆A, onde LC′ é o comprimento
total de C ′.
Figura 2.1: Membrana distendida
Em qualquer configuração da membrana sua área será dada por∫∫
D
(1 + w2x + w
2
y)
1/2dx dy .
Logo a energia potencial será dada pela diferença da área em um instante t
com a área no estado de equilíbrio,
V = τ
(∫∫
D
(1 + w2x + w
2
y)
1/2dx dy −
∫∫
D
dx dy
)
.
Será assumido também que as quantidades wx e wy são tão pequenas que
possamos fazer a seguinte aproximação (1 + w2x + w
2
y)
1/2 ≈ 1 + 1
2
(w2x + w
2
y),
a energia potencial será dada por:
V =
1
2
τ
∫∫
D
(w2x + w
2
y)dx dy .
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O Lagrangiano da membrana será dado então por
L = T − V = 1
2
∫∫
D
[σw˙2 − τ(w2x + w2y)]dx dy .
Pelo princípio da Mínima Ação de Hamilton a equação que descreverá
este movimento será um ponto crítico do seguite funcional:
I = I(w) =
∫ t2
t1
Ldt =
1
2
∫ t2
t1
∫∫
D
[σw˙2 − τ(w2x + w2y)]dx dy dt .
Escrevendo f(w,wx, wy, w˙, x, y, t) = σw˙2 − τ(w2x + w2y) e calculando as
equações de Euler para este funcional ficamos com:
∂f
∂w
= 0,
∂f
∂wx
= −2τwx, ∂f
∂wy
= −2τwy, ∂f
∂w˙
= 2σw˙
∂f
∂w
− ∂
∂x
(
∂f
∂wx
)
− ∂
∂y
(
∂f
∂wy
)
− ∂
∂t
(
∂f
∂w˙
)
= 0
− ∂
∂x
(−2τwx)− ∂
∂y
(−2τwy)− ∂
∂t
(2σw˙) = 0
τ∆w = σ
∂2w
∂t2
, (2.2)
no caso de uma membrana uniforme (σ > 0 constante), e chegamos na co-
nhecida equação de onda.
Para resolver esta EDP usa-se o método de separação de variáveis. Nisso
supomos que a solução do problema seja uma função da forma
w = ψ(x, y)q(t) , (2.3)
com ψ satisfazendo a condição de bordo
ψ(x, y) = 0 emC . (2.4)
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Supondo isto ficamos com
τ∆φ
σφ
=
q¨
q
.
Como o lado esquerdo só depende das posições e o lado direto do tempo
ambos devem ser iguais a uma constante λ. Ficamos então com duas equações
q¨ + λq = 0
τ∆ψ + λσψ = 0 .
E da mesma forma que no caso da equação de uma corda vibrante, em que
se reduz em um problema de Sturm-Liouville, neste caso caímos em um
problema de auto-valores e auto-funções.
Neste problema impomos as condições de ortonormalidade∫∫
D
σψiψj = 0 e
∫∫
D
σψ2i = 1
para as auto-funções ψi, ψj associadas à auto-valores distintos. Diferente-
mente do caso de 1 variável, não garatiremos a existência de apenas uma
auto-função para um determinado auto-valor. No caso em que um auto-
valor admite apenas uma auto-função ele é chamado de não-degenerado, caso
contrário degenerado.
No teorema geral de existência dessas auto-funções pode-se mostrar que
o conjunto de auto-valores é enumerável e todos eles são não-negativos sendo
possível enumerá-los como 0 ≤ λ1 < . . . < λr < . . ..
Para uma auto-função ψ1 associada ao primeiro auto-valor teremos que
ela satisfaz
τ
σ
∆ψ1 + λ1ψ1 = 0 com
∫∫
D
σψ21 = 1 .
Note que as equações acima provém de um problema isoperimétrico quando
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ψ1 é um ponto crítico para o funcional
I(f) =
∫∫
D
τ
σ
‖∇f‖2dxdy ,
restrito às funções f satisfazendo∫∫
D
σf 2dxdy = 1 .
Mostra-se ainda que o auto-valor λ1 associado à ψ1 é o ínfimo do funcional
I que só é atingido para alguma auto-função associada à λ1.
Não é perda de generalidade supor a solução da equação (2.2), com
condição de fronteira w(x, y, t) = 0 em C = ∂D, dada pela forma (2.3) com
condição (2.4), pois pode-se mostrar que se existe uma solução ela será dada
por superposições de soluções desta forma. Para maiores detalhes consulte a
bibliografia ([21]).
O problema variacional que estamos interessados envolve o operador lapla-
ciano. A seguir será mostrado como definir tal operador em variedades Rie-
mannianas através da conexão de Levi-Civita.
Para estender o operador laplaciano ∆ à variedades Riemannianas defi-
nimos da seguinte forma
∆f = div∇f ,
para f : M → R diferenciável. Escrevendo ∇f = ∑i biEi no referêncial
geodésico Ei, i = 1, . . . , n temos por um lado
〈∇f, Ej〉 =
∑
i
bi 〈Ei, Ej〉 = bj ,
e por outro
〈∇f, Ei〉 = df(Ei) = Ei(f) .
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Logo temos que localmente
∇f =
n∑
i=1
(Ei(f))Ei .
Usando as expressões locais para o gradiente e o divergente obtemos uma
expressão local para o laplaciano
∆f = div∇f =
n∑
i=1
Ei(Ei(f)) ,
com Ei o referêncial geodésiaco ortonormal. Novamente observe que para
M = Rn com a métrica canônica e com referêncial geodésico ∂
∂xi
temos
∆f =
n∑
i=1
∂2f
∂x2i
.
2.3 O Laplaciano em Espaços de Minkowski
O operador de Laplace-Beltrami é muito importante na área da física. Ele
é utilizado para modelar propagações de onda, fluxo de calor, mecânica dos
fluidos, ele representa a carga associada à um dado potencial eletrostático,
ele é a parte principal da equação de Laplace para um potencial conservativo
e também das equações de Poisson e Helmholtz que modelam o potencial
gravitacional e vibrações de um tambor, respectivamente. Em matemática
funções tais que ao aplicarmos o operador de Laplace-Beltrami se anulam
identicamente (∆f = 0) são chamadas de harmônicas, e são importante para
o ramo de análise. O operador de Laplace-Beltrami possui aplicações nas
áreas de processamento do imagem e matemática financeira.
Na parte de estatística podemos usar processos estocásticos para definir
o Movimento Browniano que é importante para física e para modelos finan-
ceiros. Vamos dar algumas noções básicas de probabilidade para entender
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como o operador de Laplace está relacionado com o movimento browniano.
Seja (Ω,F , P ) um espaço de probabilidade, ou seja Ω é um espaço amostral,
isto é, o conjunto dos possíveis resultados do nosso modelo probabilístico, F
é uma σ-álgebra de Ω que representa o conjunto de eventos, onde cada evento
é um subconjunto de possíveis resultados do nosso modelo, e P : F → [0, 1]
é uma função mensurável chamada função de probabilidade, que representa
a chance de cada evento ocorrer. Uma variável aleatória X é uma função
mensurável X : Ω → Ψ onde temos (Ψ,X ) um espaço de estados, com X
sendo uma σ-álgebra de Ψ. Dessa definição de variável aleatória teremos
que as pré-imagens por X de subconjuntos de Ψ que se comportam bem
(elementos de X ), serão eventos do nosso modelo probabilístico (elemen-
tos de F), e assim podemos atribuir uma probabilidade à estes (definimos
para B ∈ X , P∗(B) = P (X−1(B))). Um processo estocástico indexado em
R0≥ = {t ∈ R; t ≥ 0} é uma aplicação
X : R0≥ × Ω→ Ψ
(t, w) 7→ Xt(w) ,
com Xt : Ω → Ψ uma variável aleatória para todo t ∈ R0≥. A função
X.(w) : R0≥ → Ψ é chamada de trajetória de w ∈ Ω. Quando queremos
nos referir a um processo estocástico nos referimos à família de variáveis
aleatórias {Xt; t ∈ R0≥} dada pela aplicação acima.
Dada uma variável aleatória X em um espaço de probabilidade (Ω,F , P )
o valor esperado E, ou esperança é definido como
E(X) =
∫
Ω
X dP ,
onde a integral é calculada no sentido de Lebesgue com relação à medida P . O
valor esperado pode ser entendido como uma média dos possíveis resultados
com relação à uma variável aleatória. Não deve ser confundido com o valor
mais provável de se acontecer, pois em muitas ocasiões o valor esperado não
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é um dos possíveis resultados que uma variável aleatória possui.
O movimento browniano em Rn (também conhecido com processo de
Wiener) é um processo estocástico Bt : Ω → Rn, t ∈ R0≥, definido em um
espaço de probalidade (Ω,F , Px), com Px a função probabilidade que depende
de x ∈ Rn, e que satisfaz as seguintes propriedades:
 Px({ω ∈ Ω;B0(ω) = x}) = 1,
 Para todos s, t, 0 ≤ s < t, o incremento Bt − Bs tem densidade de
probabilidade
1
2pi(t− s) exp
( ||y||2
2(t− s)
)
e
 Para todos t1, . . . , tk, 0 ≤ t1 < . . . < tk temos que as diferenças Bt1−x,
Bt2 −Bt3 , . . ., Btk −Btk−1 são independentes.
Essa função de probabilidade existe e não é trivial de se obter ([15]). Sem
dar muita atenção para as propriedades podemos interpretar o movimento
browniano como sendo o movimento de uma partícula minúscula ω em um
fluído, onde agem forças aleatórias na partícula, e Bt(ω) representando a
posição desta partícula com posição inicial B0(ω) = x.
Seja D ⊂ Rn definimos a variável aleatória τD : Ω→ R0≥,
τD = inf{t > 0;Bt(ω) /∈ D} ,
que significa o instante que a partícula ω cruza a fronteira partindo de um
ponto x ∈ D. Este tempo é chamado de tempo de saída e obviamente
depende de ω e x.
A equação de Poisson com condição de Dirichlet aparece quando estu-
damos o movimento browniano em um disco. Se considerarmos o movimento
browniano de uma partícula ω, Bt(ω), em um disco D ⊂ (Rn, 〈·, ·〉) com iní-
cio em um ponto x, teremos que a esperança (tempo médio) E(τD) de saída
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do disco da partícula será solução do seguinte problema{
∆E(τD) = −1 emD
E(τD) = 0 em ∂D .
A seguir tentamos modelar como seria o movimento de uma membrana
anisotrópica, primeiramente considerando o problema acima e depois fazendo
algumas observações sobre o problema de auto-valores. Para isso ao in-
vés do laplaciano tradicional teremos o operador laplaciano para espaços de
Mikowski. Para mais informações sobre o movimento browniano consulte as
referências [6] e [14]. Em [19] é abordado o movimento Browniano em varie-
dades de Finsler através do cálculo estocástico com gerador infinitesimal 1
2
∆,
onde ∆ é o operador de Laplace na variedade.
Tentando generalizar o estudo clássico da seção 2.1 no caso de uma mem-
brana isotrópica estudaremos o problema variacional envolvendo o seguinte
funcional:
I(f) = 1
2
∫
D
φ(∇f)2dx ,
com φ uma norma de Minkowski, f : Rn → R e com condição de bordo
f(x) = 0 se x ∈ ∂D. Isto porque a parte que caracteriza a anisotropia
da membrana seria proveniente da energia potencial, e esta daria origem ao
laplaciano na equação de onda.
No lugar dos problema de auto-valores estudamos problema de laplacianos
de Minkowski iguais a uma constante não nula, que envolvem o funcional
dado a seguir. Uma função u será um ponto crítico do funcional
I(f) =
∫
D
1
2
φ(∇f)2 − f dx
se, e somente se, satisfizer a seguinte EDP{
−∆φu = 1 emD
u = 0 em ∂D .
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Vamos estudar este problema adicionando a seguinte condição de contorno
u = 0 em ∂D. O operador ∆φ denota o operador de laplace para a norma φ,
que é dado por
∆φu = div(φ(∇u)∇ξφ(∇u)) ,
onde ∇ξ é o gradiente com relação as variáveis ξ.
Observação 6. Observe que para definir o funcional I usamos o operador
gradiente∇, isto sem especificar uma estrutura de produto interno no espaço.
Mas de outro modo como temos a transformação de Legendre poderíamos
definir o funcional como
I(f) = 1
2
∫
D
φ(`−1(df))2dx ,
e assim pelas contas do capítulo 1 ficariamos com
I(f) = 1
2
∫
D
φ∗(df)2dx ,
com φ∗ a norma de Minkowski dual de φ.
Porém para trabalharmos no mesmo espaço e economizar notação nas
contas fixamos um produto interno · no nosso espaço para fazer as identi-
ficações. Explicando assim o sentido de tomar o gradiente de uma função
f .

Com nossa norma φ definimos sua norma suporte como sendo
φ0(x) = sup
φ(ξ)=1
x · ξ .
Assim como na definição da norma dual verifica-se que φ0 é uma norma de
Minkowski.
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Exemplo 3. Mostramos em um caso particular com normas p, q como re-
solvemos o problema de Dirichlet{
−∆Hu = 1 emD
u = 0 em ∂D ,
H(x) = (
∑
i |xi|p)1/p.
Seja H0 = (
∑
i |xi|q)1/q sua função suporte (norma dual). Calculando
∆Hv para v(x) = (H0(x))2
∆Hv =
n∑
i=1
∂
∂xi
(H(∇((H0(x))2))Hξi(∇((H0(x))2))) ,
temos
(∇(H0(x))2)i = ∂
∂xi
(H0(x))
2 = 2(H0(x))
∂
∂xi
(H0(x)) = 2(H0(x))
2−qxi |xi|q−2 ,
logo para H(∇(H0(x))2) temos:
H(∇(H0(x))2) = (
∑
i
|(∇(H0(x))2)i|p)1/p =
(∑
i
∣∣2(H0(x))2−qxi |xi|q−2∣∣p)1/p =
= 2(H0(x))
2−q
(∑
i
|xi|(q−1)p
)1/p
= 2(H0(x))
2−q
(∑
i
|xi|q
)1/p
=
= 2(H0(x))
2−q(H0(x))q/p = 2(H0(x))
2−q+ q
p = 2(H0(x)) ,
e para Hξi(∇(H0(x))2) temos:
Hξi(∇(H0(x))2) = (H(∇(H0(x))2))1−p(∇(H0(x))2)i|(∇(H0(x))2)i|p−2 =
= (2(H0(x)))
1−p(2(H0(x))2−q)p−1xi |xi|q−2|xi |xi|q−2|p−2 =
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= (H0(x))
p+q−pq−1xi|xi|pq−p−q = 1
(H0(x))
xi, .
Logo a expressão para ∆Hv fica sendo:
∆Hv =
n∑
i=1
∂
∂xi
(
2(H0(x))
xi
(H0(x))
)
= 2n .
Então a função v˜(x) = 1−v(x)
2n
= 1−(H0(x))
2
2n
resolve o problema:{
−∆Hu = 1 emB0 = {x;H◦(x) < 1}
u = 0 em ∂B0 ,
pois −∆H v˜ = −∆H(1−v2n ) = −∆H(−v2n ) = 12n∆Hv = 1, e para x ∈ ∂B0,
v˜(x) = 1−H0(x) = 1− 1 = 0.

Definido a norma suporte conseguimos achar uma solução para nosso
problema para qualquer norma de Minkowski. Antes de mostrar este resul-
tado enuciamos um lema.
Lema 2.3.1. Seja φ uma norma de Minkowski em Rn e φ0 sua norma su-
porte. Então temos:
1)
φ0(∇ξφ(ξ)) = 1 para ξ ∈ Rn − {0} ,
e
φ(∇φ0(x)) = 1 para x ∈ Rn − {0} .
2) O mapa φ∇ξφ : Rn → Rn é invertível e φ∇ξφ = (φ0∇φ0)−1.
Demonstração. A demonstração deste resultado apenas usa propriedades da
homogeneidade das normas φ e φ0 e o fato de que a norma suporte de φ0 é
φ ((φ0)0 = φ).
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Para o item 1) teremos que para cada ξ˜ 6= 0 existe um x˜ 6= 0 tal que
φ(ξ˜) = sup
x 6=0
x · ξ˜
φ0(x)
=
x˜ · ξ˜
φ0(x˜)
,
logo teremos
φ0(x˜) = sup
ξ 6=0
x˜ · ξ
φ(ξ)
=
x˜ · ξ˜
φ(ξ˜)
.
Dessa forma
∇ξ
(
x˜ · ξ
φ(ξ)
)
|ξ=ξ˜ = 0 ,
e calculando temos
x˜
φ(ξ˜)
− x˜ · ξ˜
φ(ξ˜)2
∇ξφ(ξ˜) = 0 .
Assim
x˜ = φ0(x˜)∇ξφ(ξ˜) .
Aplicando φ0 na igualdade acima
φ0(x˜) = φ0(x˜)φ0(∇ξφ(ξ˜)) .
Cancelando os termos φ0(x˜) obtemos a primeira parte do item 1). A segunda
parte segue de forma semelhante observando que
ξ˜ = φ(ξ˜)∇φ0(x˜) .
Para o item 2) temos para cada ξ˜ 6= 0 e x˜ 6= 0 relacionados como acima
que
φ0(φ(ξ˜)∇ξφ(ξ˜))∇φ0(φ(ξ˜)∇ξφ(ξ˜)) = φ(ξ˜)φ0(∇ξφ(ξ˜))∇φ0(φ(ξ˜)∇ξφ(ξ˜))
= φ(ξ˜)∇φ0(φ(ξ˜)∇ξφ(ξ˜)) = φ(ξ˜)∇φ0(φ0(x˜)∇ξφ(ξ˜))
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= φ(ξ˜)∇φ0(x˜) = ξ˜ ,
onde a primeira igualdade segue da homogeneidade de φ0, a segunda pelo
item 1) do lema, a terceira do lema de Euler pois ∇φ0 é homogênea de grau
zero, e a quarta e quinta pela relação de ξ˜ com x˜ mostrada acima. Dessa
forma, como (φ0∇φ0) ◦ (φ∇ξφ)(0) = 0, mostramos que
(φ0∇φ0) ◦ (φ∇ξφ) = Id .
Da mesma forma trocando os lugares de φ com φ0 obtemos
(φ∇ξφ) ◦ (φ0∇φ0) = Id ,
e o resultado segue.
Proposição 2.3.1. Seja φ uma norma de Minkowski em Rn e r > 0. Então
a função u : Bφ0(r)→ [0,∞) definida por
u(x) =
r2 − φ0(x)2
2n
parax ∈ Bφ0(r) ,
é de classe C1(Rn) e satisfaz o problema
−∆φu = 1 emBφ0(r)
u = 0 em ∂Bφ0(r)
φ(∇u) = r
n
em ∂Bφ0(r) .
Demonstração. Supondo u dado no enunciado da proposição temos que
∇u(x) = − 1
n
φ0(x)∇φ0(x) comx ∈ Bφ0(r) ,
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logo temos
φ(∇u(x))∇ξφ(∇u(x)) = − 1
n
φ(φ0(x)∇φ0(x))∇ξφ(φ0(x)∇φ0(x)) (2.5)
= − 1
n
x comx ∈ Bφ0(r) ,
onde usamos a homogeneidade de φ, o item dois do lema anterior e uma
pequena modificação no lema de Euler:
∇ξφ(tξ) = sgn(t)∇ξφ(ξ) .
Assim aplicando o operador
∑n
i=1
∂
∂xi
◦ pii em (2.5), u satisfaz −∆φu = 1.
A segunda condição é trivial de se verificar e a terceira segue pelo lema 2.3.1
acima.
Uma certa unicidade da solução é expressa no teorema seguinte com um
resultado mais forte sobre a geometria da região onde foi definido o problema.
Teorema 2.3.1. Seja D um conjunto aberto conexo em Rn com bordo ∂D
suave. Seja também φ uma norma de Minkowski. Suponha que existe uma
solução u do problema 
−∆φu = 1 emD
u = 0 em ∂D
φ(∇u) = C em ∂D ,
(2.6)
para algum C > 0. Então existe r > 0 tal que
D = Bφ0(r) ,
e
u(x) =
r2 − φ0(x)2
2n
parax ∈ Bφ0(r) ,
a menos de translações.
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Para demonstrar tal resultado, primeiro reduzimos o problema (2.6) ao
seguinte 
−div(∇ξV (∇u)) = n emD
u = 0 em ∂D
V (∇u) = C˜ em ∂D ,
(2.7)
com u : D → R, V = 1
2
φ2, para algum C˜. Dessa forma u é solução do
problema (2.6) se e somente se nu é solução do problema (2.7), com C˜ = C
2n2
2
,
devido a homogeneidade do operador ∆φ. Sendo assim vamos mostrar que
se u resolve o problema (2.7) então
u(x) =
r2 − φ0(x)2
2
parax ∈ D .
Usaremos as desigualdades de Newton para funções simétricas para mostrar
o resultado. Se temos uma matriz A = (aij) ∈ Rn×n denotamos por Sk(A)
a soma de todos os menores principais de ordem k, em particular se k = 1
então S1(A) = tr(A), e se k = n então Sn(A) = det(A). Se A é uma matriz
simétrica, Sk(A) conhecide com a k-éssima função simétrica elementar dos
auto-valores λ1, . . . , λn de A, ou seja, Sk(A) =
∑
1≤i1<...<ik≤n λi1 . . . λik . As
desigualdades de Newton são dadas por
S˜k−1S˜k+1 ≤ S˜2k ,
com
S˜k =
Sk(
n
k
) ,
para k = 1, 2, 3, . . . e S˜0 = 1. A igualdade ocorre se, e somente se, os auto-
valores λij forem todos iguais.
Estamos interessados em S2. Neste caso podemos calcular S2(A) da
seguinte forma
S2(A) =
1
2
∑
i,j
Sij2 (A)aij ,
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onde
Sij2 (A) =
{
−aji se i 6= j∑
k 6=i akk se i = j ,
(2.8)
e temos também a desigualdade de Newton para k = 1
S2(A) ≤ n− 1
2n
tr(A)2 (2.9)
para qualquer matriz simétrica A, e a igualdade ocorre se e somente se A é
um múltiplo da matriz indentidade I.
Usaremos o seguinte lema
Lema 2.3.2. Sejam B e C matrizes simétricas em Rn×n e B positiva semi-
definida. Se A = BC então a desigualdade de Newton para a matriz A com
k = 1 é satisfeita. Se tr(A) 6= 0 e temos igualdade na desigualdade de Newton
(2.9) para A então
A =
tr(A)
n
I ,
e B é positiva definida.
Definindo a matriz W = d2V (∇u)d2u, onde V = 1
2
φ2 e d2f representa a
matriz hessiana de uma função f : Rn → R, teremos pela desigualdade de
Newton, que
S2(W ) ≤ n− 1
2n
tr(W )2 . (2.10)
Assim como d2V (∇u) e d2u são simétricas e d2V (∇u) é positiva semi-definida,
mostraremos que a igualdade ocorre em (2.10), e assim estaremos em condições
de usar o lema 2.3.2 acima.
Uma função u é solução fraca do problema (2.7) acima, se satisfaz∫
D
∇ξV (∇u) · ∇h = n
∫
D
h dx
para qualquer função h diferenciável. Com isso temos o seguinte resultado a
respeito do sinal da solução do problema:
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Lema 2.3.3. Seja φ ∈ C1(Rn−{0}) uma norma em Rn e seja u uma solução
fraca do problema (2.7). Então u ≥ 0 em quase todo D.
Demonstração. Seja g = min{u, 0}. Como ∇g = ∇u em quase todo o con-
junto {u < 0} e ∇g é zero no restante temos
0 ≥ n
∫
{u<0}
u dx =
∫
{u<0}
∇ξV (∇u) · ∇u dx (2.11)
≥ σ2
∫
{u<0}
|∇u|2dx = σ2
∫
D
|∇g|2dx .
A desigualdade se deve ao fato que V = 1
2
φ2 é homogênea de grau dois, e
pelo teorema de Euler
ξ · ∇ξV (ξ) = 2V (ξ) , (2.12)
e também, como todas as normas são topologicamente equivalentes temos
que existe σ > 0 tal que
ξ · ∇ξV (ξ) = 2V (ξ) = φ2 ≥ σ2|ξ|2
Logo de (2.11) temos
∫
D
|∇g|2dx = 0 e consequentemente g = 0 em quase
todo D, e então u ≥ 0 em quase todo D.
Além dessas considerações usaremos os seguintes lemas técnicos para
dar uma idéia de como se demonstra o resultado. As demonstrações deles
poderam ser encontradas em [7].
Lema 2.3.4. Seja D um conjunto aberto e limitado em Rn com fronteira ∂D
suave. Seja φ uma norma suave em Rn. Seja u uma solução do problema
(2.7). Então
n2
∫
D
u dx =
∫
∂D
x · ν V (∇u)dHn−1(x) + (n− 2)
∫
D
V (∇u)dx ,
onde ν denota o vetor normal unitário apontando pra fora de ∂D e Hn−1 é
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a medida (n-1)-dimensional de Hausdorff.
Lema 2.3.5. Seja D um conjunto limitado e aberto de Rn com fronteira ∂D
de classe C1. Seja φ uma norma em Rn com φ ∈ C2(Rn − {0}). Suponha
que u é de classe C1 e que em ∂D u é identicamente nula. Então temos
−
∫
D
uS2(W ) dx =
1
2
∫
D
∑
i,j
Sij2 (W )Vi(∇u)uj dx
Agora supondo u uma solução fraca do problema (2.7), pelo lema 2.3.4,
e pela condição V (∇u) = C2n2
2
em ∂D, chegamos em
n2
∫
D
u dx =
C2n2
2
∫
∂D
x · ν dHn−1(x) + (n− 2)
∫
D
V (∇u)dx (2.13)
=
C2n3
2
|D|+ (n− 2)
∫
D
V (∇u)dx ,
pois pelo teorema da divergência (generalização de Gauss-Green) temos∫
E
divf(x) dx =
∫
∂E
ν(x) · f(x) dHn−1(x) ,
onde E ⊂ Rn é um qualquer conjunto mensurável, f : Rn → Rn é uma função
continuamente diferenciável com suporte compacto, ν(x) é o vetor unitário
normal exterior à ∂E e Hn−1(x) é a medida (n−1)-dimensional de Hausdorff.
Por outro lado como u é uma solução fraca e pelo fato de V = 1
2
φ2 ser
homogênea de grau dois temos
n
∫
D
u dx =
∫
D
∇u · ∇ξV (∇u) dx = 2
∫
D
V (∇u) dx . (2.14)
De (2.13) e (2.14) ficamos com∫
D
u dx =
C2n2
n+ 2
|D| e
∫
D
V (∇u) dx = C
2n3
2(n+ 2)
|D| . (2.15)
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Pelo fato de u satisfazer
−div(∇ξV (∇u)) = −tr(∇2ξV (∇u)∇2u) = −tr(W ) = n , (2.16)
pela condição V (∇u) = C2n2
2
em ∂D, e pelo teorema da divergência chegamos
em
−n|D| =
∫
D
div(∇ξV (∇u))dx =
∫
∂D
∇ξV (∇u) · ν dHn−1(x)
=
2
C2n2
∫
∂D
V (∇u)∇ξV (∇u) · ν dHn−1(x)
=
2
C2n2
∫
D
div(V (∇u)∇ξV (∇u))dx . (2.17)
Utilizando a segunda das expressões de (2.15) e a expressão (2.17) acima
ficamos com
3n
∫
D
V (∇u)dx+
∫
D
div(V (∇u)∇ξV (∇u))dx = C
2n3(n− 1)
n+ 2
|D| . (2.18)
Agora, sendo a matriz W definida acima, pela definição de Sij2 (2.8),
temos para i 6= j
Sij2 (W ) = −
∑
k
Vξjξk(∇u)uki em quase todo D , (2.19)
e para i = j
Sij2 (W ) =
∑
h6=i
∑
k
Vξhξk(∇u)ukh =
∑
h,k
Vξhξk(∇u)ukh −
∑
k
Vξiξk(∇u)uki
=
∑
h,k
Vξhξk(∇u)uhk −
∑
k
Vξiξk(∇u)uki
= −n−
∑
k
Vξiξk(∇u)uki em quase todo D , (2.20)
onde a última igualdade ocorre de (2.16).
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De (2.19) e (2.20) obtemos, em quase todo D,∑
i,j
Sij2 (W )Vξi(∇u)uj = −
∑
i 6=j
∑
k
Vξjξk(∇u)ukiVξi(∇u)uj (2.21)
−
∑
i
(
n+
∑
k
Vξiξk(∇u)uki
)
Vξi(∇u)ui
= −
∑
i,j,k
Vξjξk(∇u)ukiVξi(∇u)uj − n
∑
i
Vξi(∇u)ui
= −
∑
i,j,k
Vξjξk(∇u)ukiVξi(∇u)uj − 2nV (∇u)
e a última igualdade vale por (2.12), por que V é homogênea de grau dois:∑
j
Vξj(∇u)uj = 2V (∇u) em quase todo D
Diferenciando a equação acima com respeito a xi obtemos∑
k,j
Vξjξk(∇u)ukiuj +
∑
j
Vξj(∇u)uji = 2
∑
j
Vξj(∇u)uji
∑
k,j
Vξjξk(∇u)ukiuj =
∑
j
Vξj(∇u)uji , (2.22)
em quase todo D.
Das relações (2.22) e (2.16) temos então∑
i,j,k
Vξjξk(∇u)ukiujVξi(∇u) =
∑
i,j
Vξj(∇u)ujiVξi(∇u) =
∑
i,j
Vξj(∇u)ujiVξi(∇u)
= ∇(V (∇u)) · ∇ξV (∇u)
= div(V (∇u)∇ξV (∇u))− V (∇u)div(∇ξV (∇u))
= div(V (∇u)∇ξV (∇u)) + nV (∇u) (2.23)
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De (2.21), (2.23) e (2.18) ficamos com
−
∫
D
∑
i,j
Sij2 (W )Vξi(∇u)uj dx = 3n
∫
D
V (∇u) dx+
∫
D
div(V (∇u)∇ξV (∇u)) dx
=
C2n3(n− 1)
n+ 2
|D| . (2.24)
Finalmente por (2.24), pelo lema 2.3.5, por (2.10), por (2.16), e pela
primeira igualdade de (2.15), chegamos em
C2n3(n− 1)
n+ 2
|D| = −
∫
D
∑
i,j
Sij2 (W )Vξi(∇u)uj dx = 2
∫
D
uS2(W ) dx
≤ n− 1
n
∫
D
u tr(W )2 dx = n(n− 1)
∫
D
u dx =
C2n3(n− 1)
n+ 2
|D| .
Logo teremos que
uS2(W ) =
n− 1
2n
u tr(W )2, em quase todoD.
Se u for igual à zero em algum subconjunto de D de medida positiva en-
tão ∇u = du e d2u serão também identicamente nulos neste conjunto, con-
tradizendo (2.16). Logo u 6= 0 em quase todo D, e então
S2(W ) =
n− 1
2n
tr(W )2 =
n(n− 1)
2
, em quase todoD.
Pelo lema 2.3.2 e por (2.16) teremos
d(dV (∇u)) = W = −Id .
Como D é conexo existirá algum x¯ ∈ Rn tal que
φ(∇u)∇ξφ(∇u) = ∇ξV (∇u) = dV (∇u) = −x+ x¯ ,
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e pelo lema 2.3.1 item 2)
∇u(x) = φ0(x¯− x)∇φ0(x¯− x) = −∇
(
1
2
φ0(x¯− x)2
)
parax ∈ D ,
e então, pelo lema 2.3.3,
u(x) =
r2 − φ0(x− x¯)2
2
parax ∈ D ,
para algum r > 0.
A prova com mais detalhes deste resultado pode ser encontrada em [7].
Generalizando o problema acima envolvendo o Laplaciano para normas
de Minkowski foram estudados problemas do tipo{
−∑ni=1 ∂∂xi (φ(∇u)n−1φξi(∇u)) = f(u) emD ⊂ Rn
u = 0 em ∂D ,
(2.25)
com D = {x ∈ Rn;φ0(x) < R}, R > 0, n ≥ 2, e f : R → R uma função
contínua que satisfaz
 f(s) > 0, ∀s > 0,
 existem c1, c2, r > 0 tais que f(s) ≤ c1|s|r + c2, ∀s > 0 .
Neste caso temos o seguinte teorema a respeito das soluções do problema
(2.26) acima
Teorema 2.3.2 ([3]). Suponha que φ : Rn → R é uma norma de Minkowski
e que φn é uma função suave. Se temos o problema acima com f satisfazendo
as condições impostas acima, então as soluções positivas do problema acima
terão como superfícies de nível as homotetias de ∂D.
No caso de D = {x ∈ R2;φ0(x) < R} = Bφ0(R), o problema acima fica
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sendo{
−∆φ(u) = −
∑2
i=1
∂
∂xi
(φ(∇u)φξi(∇u)) = f(u) emD ⊂ Rn
u = 0 em ∂D ,
(2.26)
com f satisfazendo as mesmas condições acima.
No caso de termos um problema de auto-valores, ou seja, f(s) = λs, o
problema acima é equivalente ao de achar pontos críticos do seguinte fun-
cional
I(f) =
∫∫
D
1
2
φ(∇f)2 − λf
2
2
dxdy ,
com as funções f tendo valores iguais já estabelecidos em ∂D.
Voltando ao problema da membrana, tínhamos chegado, através do método
de separação de variáveis, que a parte das funções que envolviam as coorde-
nadas espacias deviam satisfazer
−∆φu = λu ,
com λ > 0 um auto-valor não nulo e u uma auto-função associada à λ.
Assim estaremos nas condições do problema, e usando o resultado teremos
que os harmônicos fundamentais terão como frente de onda homotetias do
bordo da membrana se considerarmos uma membrana que seja a região D =
Bφ0(1), ou uma homotetia deste.
2.4 O Laplaciano em Variedades de Finsler
Definiremos agora o operador laplaciano para variedades orientáveis.
Considere uma variedade M orientada com forma volume ω e seja X um
campo de vetores. Definimos a divergência de X dada pela igualdade:
divX.ω = d(Xcω) .
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Note que divX está bem definido pois a forma volume ω não se anula em M
e então qualquer forma diferenciável de dimensão n será uma múltiplo de ω
em cada fibra T ∗pM .
Em cartas locais teremos que ω será dada por ω = v dx1 ∧ . . .∧ dxn onde
v : U ⊂ M → R é uma função diferenciável definida no aberto U de M
(dado pela carta local considerada), que não se anula em U . Ainda nessas
coordenadas locais teremos que o produto interior Xcω pode ser escrito como
Xcω = ∑ni=1 αidx1 ∧ . . .∧ d̂xi ∧ . . .∧ dxn, então calculando nos elementos na
base { ∂
∂xi
}i teremos
(Xcω)( ∂
∂x1
, . . . ,
∂
∂xi−1
,
∂
∂xi+1
, . . . ,
∂
∂xn
) = αi .
Escrevendo o campo X nessas coordenadas locais X =
∑n
i=1X
i ∂
∂xi
ficamos
com:
αi = (Xcω)( ∂
∂x1
, . . . ,
∂
∂xi−1
,
∂
∂xi+1
, . . . ,
∂
∂xn
) =
= ω(X,
∂
∂x1
, . . . ,
∂
∂xi−1
,
∂
∂xi+1
, . . . ,
∂
∂xn
) =
= (−1)i−1ω( ∂
∂x1
, . . . ,
∂
∂xi−1
, X,
∂
∂xi+1
, . . . ,
∂
∂xn
) =
= (−1)i−1X iω( ∂
∂x1
, . . . ,
∂
∂xn
) = (−1)i−1X i v .
Logo Xcω = ∑ni=1(−1)i−1X i v dx1 ∧ . . . ∧ d̂xi ∧ . . . ∧ dxn, escrito em
coordenadas locais.
Com isso temos, por exemplo, se M = Rn com a métrica euclideana
canônica, com elemento volume dado por ω = dx1 ∧ . . . ∧ dxn teremos
Xcω =
n∑
i=1
(−1)i−1X i dx1 ∧ . . . ∧ d̂xi ∧ . . . ∧ dxn ,
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e calculando a diferencial exterior desta (n− 1)-forma chegamos em
d(Xcω) =
n∑
i=1
(−1)i−1∂X
i
∂xi
dxi ∧ dx1 ∧ . . . ∧ d̂xi ∧ . . . ∧ dxn =
=
n∑
i=1
∂X i
∂xi
dx1 ∧ . . . ∧ dxn =
n∑
i=1
∂X i
∂xi
ω ,
e então divX =
∑n
i=1
∂Xi
∂xi
, expressão clássica conhecida do divergente do
campo X.
Definido a Divergência de um campo podemos agora definir o operador
Laplaciano, este que depende de um isomorfismo entre TM e T ∗M . No caso
Riemanniano, por exemplo, em que os espaços tangente são Euclideanos os
isomorfismos serão os isomorfismos musicais definidos:
[ : TM → T ∗M ] : T ∗M → TM ,
definidos por g(x, u]) = u(x) e x[(.) = g(x, .), onde g : TM × TM → R é a
métrica Riemanniana, e obviamente um ismorfismo é o inverso do outro.
Seja uma função f ∈ C∞(M). O operador de Laplace de f , denotado por
∆f , é definido por:
∆f = div(df ]) = div(∇f) ,
com df ] = ∇f .
Novamente no caso M = Rn com o produto interno canônico gij = δij,
temos ∆f = div(df ]) = div(∇f) e como ∇f = ( ∂f
∂x1
, . . . , ∂f
∂xn
) teremos ∆f =∑n
i=1
∂2f
∂x2i
que é a expressão clássica do Laplaciano.
No caso Finsler não possuimos em geral um produto interno definido
em cada espaço tangente logo não temos os isomorfismos musicais definidos
acima. Porém temos uma norma em cada espaço tangente de tal forma
que o disco unitário é um conjunto estritamente convexo, e com isso pode-
mos definir a transformação de Legendre L : TM → T ∗M que será um
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difeomorfismo. Neste caso a transformação de Legendre definida em espaços
de Minkowski generaliza os isomorfismos musicais definidos em espaços Eu-
clideanos. Assim da mesma maneira que acima podemos definir o operador
Laplaciano mais geral.
Para definir esta transformação de Legendre global L primeiro à definimos
fibra à fibra: para cada fibra TxM temos a transformação de Legendre `x :
TxM → T ∗xM induzida pela norma de Minkowski F |TxM , onde F é a métrica
de Finsler de M . Defimos L(y) = `pi(y)(y), onde pi : TM → M é a projeção
canônica. Com isso, analogamente no caso de espaços de Minkowski, teremos
que L : TM → T ∗M é uma bijeção e é um difeomorfismo em TM − {0} →
T ∗M − {0}. Localmente podemos escrever
L(y) =
∑
ij
gij(y)yidxj ,
para cada y ∈ TM − {0}. Teremos também que H = F ◦ L−1 será uma
métrica de Finsler dual, isto é, H : T ∗M → [0,∞) é uma função que é C∞
em T ∗M − {0} e H|T ∗M : T ∗M → [0,∞) é uma norma de Minkowski para
cada x ∈M .
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Capítulo 3
Aplicações Físicas
Neste capítulo apresentamos algumas aplicações em espaços anisotrópi-
cos. A primeira delas é o movimento de uma membrana anisotrópica no qual
tentamos caracterizar a membrana calculando o invariante I das frentes de
ondas do hamônicos fundamentais. Na segunda parte exibimos alguns resul-
tados já conhecidos sobre propagação de ondas planas eletromagnéticas em
cristais anisotrópicos e citamos uma possível generalização do resultado.
3.1 Membranas Anisotrópicas
A equação de movimento de uma membrana homogênea e isotrópica é
dada pelos extremos do seguinte funcional
I(w) =
∫ t2
t1
Ldt =
1
2
∫ t2
t1
∫∫
D
[σw˙2 − τ(w2x + w2y)]dx dy dt ,
pelo o princípio da mínima ação. Nisto chegamos que a expressão que rege
o movimento da membrana com bordo fixo (w = 0 em ∂D) deve satisfazer a
equação de onda:
τ∆w = σ
∂2w
∂t
.
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Uma boa generalização seria considerar uma norma de Minkowski como
energia potencial pois as propriedades de anisotropia provém desta energia
de acordo com os raciocínios do capítulo anterior.
Usando uma análise mais local para tentar descrever sua energia potencial
mostra que seria um bom modelo para descrever este fenômeno, e assim a
energia potencial será dada em função de uma métrica de Minkowski.
Para cada elemento de área de nossa membrana teremos as forças agindo
nela de acordo com a figura acima. As tensões lineares σi serão dadas pela
Lei de Hooke com σi =
∑2
j=1 σij =
∑2
j=1 Cijj, Cij > 0 e j as distensões,
que no caso são 1 = ∂w∂x e 2 =
∂w
∂y
.
(a) Tensão em um elemento de volume (b) Tensão em um elemento de área
Figura 3.1: Elementos de Tensão
Desse modo o trabalho infinitesimal realizado por unidade de área com
uma distensão infinitesimal será dado por
dw =
∑
i
σidi =
∑
ij
Cijjdi ,
pelas relações acima. Assim o trabalho por unidade de área fica sendo
w =
1
2
∑
ij
Cijij .
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Integrando sobre toda a área da membrana obtemos o trabalho total que
será dado por
W =
1
2
∫∫
D
∑
ij
Cijij dxdy
=
1
2
∫∫
D
(
C11
(
∂w
∂x
)2
+ 2C12
(
∂w
∂x
∂w
∂y
)
+ C22
(
∂w
∂y
)2)
dxdy .
A simetria dos termos se obtem assumindo que o trabalho por área será uma
função suave no decorrer do tempo, sitação essa admitida pois consideramos
movimentos suave, assim pela expressão do trabalho por unidade de área
teremos
∂2W
∂i∂j
= Cij = Cji =
∂2W
∂j∂i
.
Para uma membrana anisotrópica impomos que cada elemento da matriz
(Cij), chamada matriz de deformação, tenha uma dependência com a direções
na membrana, ou seja, impomos Cij = Cij(∇w). Adimitimos também que a
matriz (Cij(∇w)) seja positiva definida.
Com essas considerações podemos supor então que o trabalho total rea-
lizado pela membrana vai ser dado por∫∫
D
φ(∇w)2
2
dxdy ,
com φ uma norma de Minkowski. Dessa forma como na seção 1.2 teremos
φ2(∇w) = D2L(∇w)(∇w,∇w) =
∑
ij
Cij(∇w) ∂w
∂xi
∂w
∂xj
,
com L = φ
2
2
e os coeficientes da matriz de deformação Cij serão os coeficientes
gij da norma de Finsler.
Dessa forma as derivadas parciais das funções Cij : R2 → R serão as
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componentes do tensor de Cartan Cy
Cy(u, v, w) =
1
2
n∑
ijk
Cijk(y)uivjwk ,
Cijk =
∂Cij
∂xk
.
Com isso através do tensor de Cartan podemos obter informação de quão
anisotrópica nossa membrana é. No caso do tensor de Cartan ser nulo teremos
que as quantidades Cij = gij são constantes em cada ponto da membrana.
Assim podemos diagonalizar a matriz de deformação, com auto-valores todos
positivos. O processo de diagonalizar a matriz de deformação equivale a
encontrar direções que serão os eixos principais da frente de onda que será
uma elipse. No caso do tensor de Cartan não ser nulo as frentes de onda
serão homotetias do convexo unitário.
3.2 Eletromagnetismo
Com as equações de Maxwell é possível descrever grande parte dos fenô-
menos eletromagnéticos. Com algumas modificações de acordo com [4] elas
podem ser escritas da seguinte forma:
∇ ·D = 4piρ ,
∇ ·B = 0 ,
∇× E + 1
c
∂B
∂t
= 0 ,
∇×H = 1
c
∂D
∂t
+ 4pi
c
j ,
(3.1)
onde D é o deslocamento elétrico, ρ é a densidade de carga, E é o campo
elétrico, B é a indução magnética, H é o campo magnético, j é a densidade de
corrente e c é a velocidade da luz no vácuo. Juntamente com essas equações
temos mais equações que definem o meio no qual o fenômeno que queremos
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estudar ocorre. Se o meio for isotrópico temos as relações
j = σE ,
D = E ,
B = µH ,
com σ é a condutividade elétrica,  é a constante dielétrica ou permissividade
e µ é a permeabilidade magnética.
Em [4] são considerados meios não condutores (σ = 0), magneticamente
isotrópicos (vale a relação B = µH), mas que admitem uma anisotropia
elétrica, e mais especificamente são considerados cristais ópticos anistrópicos.
Assim é suposto que o vetor D = (D1, D2, D3) do deslocamento elétrico não
mais estará na direção do campo elétrico E = (E1, E2, E3). Mas supomos
que o deslocamento elétrico é relacionado com o campo elétrico da seguinte
forma
Di =
3∑
j=1
ijEj i = 1, 2, 3 ,
com os ij constantes do meio em questão, que agora serão componentes de
um tensor  chamado de tensor dielétrico.
A densidade de energia eletromagnética deste fenômeno é dada por w =
we + wm, onde
we =
1
8pi
E ·D, wm = 1
8pi
H ·B ,
com we sendo a densidade de energia elétrica e wm a densidade de energia
magnética. Então ficamos com
we =
1
8pi
E ·D = 1
8pi
∑
ij
ijEiEj .
Usando a seguinte identidade para os campos E e H
−∇ · (E ×H) = E · (∇×H)−H · (∇× E) ,
89
pela terceira e quarta equação de Maxwell (3.1) multiplicadas por H e E
respectivamente obtemos
−∇ · (E ×H) = 1
c
E · D˙ + 1
c
H · B˙ ,
lembrando que j = 0 no nosso caso. Usando B = µH e o modo com que D
está relacionado com E descrito acima ficamos com
−c∇ · (E ×H) =
∑
ij
ijEiE˙j +
µ
2
∂
∂t
H ·H . (3.2)
Ao dividirmos a igualdade acima por 4pi a segunda parcela do segundo termo
da igualdade irá representar a variação da densidade de energia magnética.
Se impormos que o primeiro termo deve ser igual a variação de densidade de
energia elétrica teremos:
1
4pi
∑
ij
ijEiE˙j =
∂we
∂t
=
1
8pi
∑
ij
(EiE˙j + EjE˙i) ,
ou seja, teremos que impor que∑
ij
ij(EiE˙j − EjE˙i) = 0 ,
reescrevendo esta igualdade∑
ij
(ij − ji)EiE˙j = 0 .
Sendo esta igualdade válida para qualquer valor do campo E isso implica que
ij = ji, e então o tensor dielétrico será simétrico.
Dessa forma da igualdade (3.2) ficamos com
− c
4pi
∇ · (E ×H) = 1
4pi
∑
ij
ijEiE˙j +
µ
8pi
∂
∂t
H ·H = ∂we
∂t
+
∂wm
∂t
=
∂w
∂t
.
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Com isso definimos também o vetor de Poynting S que mede o total de
energia por segundo que passa por unidade de área na direção normal à E e
H:
S =
c
4pi
(E ×H) .
Logo em um meio não-condutor (σ = 0) onde não há trabalho mecânico
realizado o vetor de Poynting pode ser visto como um fluxo de densidade de
energia, e relacionando-o com a energia w do sistema obtemos a relação de
continuidade
∂w
∂t
+∇ · S = 0 .
Como a densidade de energia elétrica é sempre positiva, a forma quadrática
definida pelo tensor dielétrico é positiva definida e então a equação abaixo
define um elipsóide
11x
2 + 22y
2 + 33z
2 + 212xy + 213xz + 223yz = 1 .
Assim podemos escolher um sistemas de coordenadas em nosso cristal de tal
forma que os eixos conhecidam com os eixos principais do elipsóide acima, e
então a expressão para a densidade de energia elétrica fica sendo
we =
1
8pi
(1E
2
1 + 2E
2
2 + 3E
2
3) =
1
8pi
(
D21
1
+
D22
2
+
D23
3
)
,
e chamamos 1, 2, 3 de constantes dielétricas principais.
Considerando a propagação de luz monocromática (frequência constante)
como ondas planas em cristais deste tipo, os vetores D, B, E e H serão
proporcionais à exp
[
iω
(
n
c
(r · s)− t)], escrito em notação complexa, com r
o vetor posição, n o índice de refração, ω = 2pic
n
a velocidade angular e s o
vetor normal da onda. Com isso ao derivarmos quaisquer destes campos com
relação à t será equivalente a multiplicarmos o campo por −iω, e derivar com
relação à x é equivalente a multiplicar o campo por iωn
c
s1, e de forma seme-
lhante com as variáveis y e z, s = (s1, s2, s3). Teremos então em particular
91
para o campo E
E˙ = −iωE ∇× E = iωn
c
s× E ,
e semelhantemente para os campos D, B e H. Assim, usando a terceira e a
quarta equações de Maxwell (3.1) numa região que não há correntes (j = 0)
obtemos
iω
n
c
s× E − 1
c
iωB = 0 iω
n
c
s×H = −1
c
iωD .
ns× E = µH ns×H = −D ,
onde usamos a relação B = µH. Destas relações temos que o campo H
é ortogonal aos campos E, D e s, portanto devem ser coplanares. Temos
ainda que D é ortogonal à s, com isso temos um triedro ortogonal DHs.
Pela definição do vetor de Poynting S temos outro triedro ortogonal EHt,
com t = S|S| . Respectivamente estes triedros representam a propagação da
normal da onda e a propagação da energia respectivamente. Assim em um
meio anisotrópico a energia não é em geral propagada na direção da frente
de onda.
Figura 3.2: Triedos DHs e EHt
Com isso é possível classificar os cristais de acordo com a seguinte tabela:
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Sistema Eixo Dielétrico Elipsóide da Normal Classificação
do Cristal de Onda Ótica
Triclínico CCC Elipsóide Triaxial Biaxial
Monoclínico CCF  
Ortorrómbico FFF  
Trigonal FRR Elipsóide Biaxial Uniaxial
Tetragonal   
Hexagonal   
Cúbico RRR Esfera Isotrópico
Tabela 3.1: Classificação Ótica dos Cristais
onde na tabela C significa eixo com dispersão de cor, ou seja, variam com
a frequência, F significa eixo com direção fixa e R eixo rotável, sem direção
fixa. A classificação ótica é feita através do elipsóide sendo biaxial, uniaxial
e isotrópico quando temos todas as constantes dielétricas diferentes, duas
constantes iguais e outra diferente e todas constantes iguas, respectivamente.
Acreditamos que podemos usar a geometria de Finsler para estudar fenô-
menos em cristais triclínicos e monoclínicos, pois nestes cristais ocorre a
dispersão de eixos quando variamos a frequência da luz. Assim as constantes
dielétricas do meio dependeriam do campo elétrico ij = ij(E), e para cada
direção teríamos uma elipse que irá variar suavemente conforme mudamos a
direção, podendo assim definir uma norma de Minkowski e possivelmente com
ela acharmos interpretações físicas para o invariante I do fenômeno. Além
disso outro aspecto notado no caso anisotrópico que se distingue do caso
isotrópico é que a direção de propagação da onda é diferente da propagação
de energia possibilitando talvez relacionarmos com o conceito de normalidade
em espaços de Minkowski.
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Apêndice
Este capítulo possui uma breve apresentação dos conceitos do cálculo
diferenciável em variedades sem muita formalidade, mas dando sempre que
possível uma noção geométrica destes conceitos. Para uma melhor abor-
dagem consulte as referências [12], [8] e [9].
Variedades Diferenciáveis
Uma topologia de um conjunto X é uma família τ de subconjuntos de X,
τ ⊂ P (X) que satisfaz as seguintes propriedades:
- X ∈ τ e ∅ ∈ τ .
- Se Aλ ∈ τ , λ ∈ Λ conjunto de índices qualquer, então
⋃
λ∈ΛAλ ∈ τ .
- Se A1 ∈ τ e A2 ∈ τ então A1
⋂
A2 ∈ τ .
Chamamos (X, τ) de espaço topológico, ou simplismente X quando não
há confusão de que topologia trabalhamos.
Um espaço localmente euclidiano é um espaço topológico X, tal que, para
cada x ∈ X existe uma vizinhança aberta de x, Vx, e um homeomorfismo
φ : Vx → U ⊂ Rn, com U aberto em Rn, com sua topologia usual. As funções
φ são chamadas de cartas locais de X e a coleção dessas cartas chamamos
de atlas. Esses tipos de espaços, como o próprio nome já diz, são localmente
iguas topologicamente ao Rn.
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Queremos ainda poder definir funções diferenciáveis em espaço topológi-
cos. Suponhamos ter uma função f : X → R e queremos definir quando
esta função será diferenciável em x ∈ X. Se nosso espaço topológico X for
um espaço localmente euclidiano seria uma boa idéia tentar definir a diferen-
ciabilidade de f em x através de uma carta local em x da seguinte forma:
considere uma carta local φ1 : V1 → U1 ⊂ Rn de X em x ∈ V1, se a função
f ◦ φ−11 for diferenciável em φ1(x) diremos que a função f é diferenciável
em x. Porém nada nos garante que se tomarmos outra carta local φ2 em x
teremos que f ◦ φ−12 será diferenciável em φ2(x). Entretanto podemos escre-
ver f ◦ φ−12 = (f ◦ φ−11 ) ◦ (φ1 ◦ φ−12 ). Se ao menos tivessemos que a função
de transição φ1 ◦ φ−12 fosse diferenciável em φ2(x) para quaisquer cartas lo-
cais, teríamos que f ◦φ−12 seria diferenciável para qualquer carta local φ2(x),
e poderíamos então definir conceitos de diferenciabilidade do nosso espaço
topológico X. Isto nos leva a definição de variedades diferenciáveis.
Um atlas diferenciável, de classe Ck, em um espaço localmente euclideano
X é uma coleção de cartas locais {φi ;φi : Vi ⊂ X → Ui ⊂ Rn}i∈I com Vi
aberto em X e Ui aberto em Rn, que satisfazem:
-
⋃
i∈I Vi = X
- (φi2 ◦ φ−1i1 ) : φi1(Vi1
⋂
Vi2) → φi2(Vi1
⋂
Vi2) é uma função de classe C
k
para quaisquer i1, i2 ∈ I.
- A coleção de cartas locais {φi}i∈I é maximal em relação as propriedades
acima.
Se o conjunto X possui tal atlas diferenciável chamaremos de (X, {φi}i∈I)
variedade diferenciável de classe Ck de dimensão n com estrutura com diferen-
ciável {φi}i∈I , ou simplismente chamaremos X de variedade diferenciável de
classe Ck se a estrutura diferenciável estiver subentendida, ou simplismente
variedades.
Sem se preocupar com o grau das estruturas diferenciáveis trabalharemos
apenas com varieadades de classe C∞ quando nada for mencionado, que
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chamaremos apenas de variedades diferenciáveis.
Definidas essas estruturas diferenciáveis podemos definir quando uma
função de uma variedade M1 em outra variedade M2 é diferenciável. Seja
f : M1 → M2 uma função entre variedades M1 e M2, diremos que f é dife-
renciável no ponto x ∈ M1 se para quaisquer cartas locais φ1 de x e ψ1 de
f(x) = y tivermos que ψ1 ◦ f ◦ φ−11 é diferenciável em x. Para f ser diferen-
ciável em x basta apenas mostrar que existem tais cartas locais para x e y,
pois se tivermos outras cartas locais φ2 de x e ψ2 de f(x) = y então teremos
que ψ2 ◦ f ◦ φ−12 = (ψ2 ◦ ψ−11 ) ◦ (ψ1 ◦ f ◦ φ−11 ) ◦ (φ1 ◦ φ−12 ) é diferenciável em
x devido a definição de variedade diferenciável.
Assim como em superfícies em Rn temos a noção de vetor tangente à su-
perfície em um dado ponto, podemos definir nas variedades espaços tangentes
em pontos dela. Para uma superfície em Rn definimos os vetores tangentes
em um ponto p como sendo o vetor velocidade de uma curva no ponto neste
ponto p. Formalmente considere γ : (−, ) → S ⊂ Rn uma curva diferen-
ciável no sentido usual com γ(0) = p, e S a superfície em questão. Neste
caso o vetor γ′(0) = v será um vetor tangente à S no ponto p, e o espaço de
todos os vetores tangentes à S no ponto p denotamos por TpS.
É interessante observar como estes vetores agem em funções diferenciáveis
de uma variedade. Considere γ(t) = (x1(t), . . . , xn(t)) como acima e f : S →
R uma função diferenciável. Restringindo a função f à curva γ podemos
escrever a derivada direcional de f na direção do vetor tangente γ′(0) = v.
d(f ◦ γ)
dt
∣∣∣∣
t=0
=
n∑
i=1
∂f
∂xi
∣∣∣∣
t=0
dxi
dt
∣∣∣∣
t=0
=
(∑
i
x′(0)
∂
∂xi
)
f .
Vemos que os vetores tangentes definem opereradores diferenciáveis em
funções f como acima. Esta operação está bem definida pois ela depende
apenas de v de acordo com as contas feitas acima utilizando a regra da
cadeia. Com esta propriedade dos vetores tangentes em superfícies usaremos
para definir vetores tangentes em variedades.
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Considere M uma variedade diferenciável e uma aplicação γ : (−, ) →
M uma aplicação diferenciável, chamada de curva emM . Seja p = γ(0) ∈M
e seja C∞(M) o conjunto das funções f : M → R diferenciáveis em M . O
vetor tangente à curva γ em t = 0 é a função γ′(0) : C∞(M)→ R dada por
γ′(0)f =
d(f ◦ γ)
dt
∣∣∣∣
t=0
.
Um vetor tangente em p é o vetor tangente de alguma curva γ em t = 0, com
γ(0) = p. Denota-se este conjunto por TpM .
Ao fixarmos uma carta local φ : V ⊂ M → U ⊂ Rn seja um ponto
p ∈ V ⊂ M , podemos escrever para uma função f ∈ C∞(M) e para uma
curva γ em M , γ(0) = p, suas expressões em coordenadas locais
f ◦ φ−1(x) = f(x1, . . . , xn) x = (x1, . . . , xn) ∈ U ,
φ ◦ γ(t) = (x1(t), . . . , xn(t)) .
Calculando γ′(0) nessas coordenadas locais
γ′(0)f =
d
dt
(f ◦ γ)
∣∣∣∣
t=0
=
d
dt
f(x1(t), . . . , xn(t))
∣∣∣∣
t=0
=
n∑
i=1
x′i(0)
(
∂f
∂xi
)
p
=
(∑
i
x′i(0)
(
∂
∂xi
)
p
)
f ,
onde ∂f
∂xi
∣∣
p
= ∂(f◦φ
−1)
∂xi
∣∣
φ(p)
, esclarecendo o abuso de notação. Logo temos
γ′(0) =
∑
i
x′i(0)
(
∂
∂xi
)
p
mostrando que qualquer vetor tangente pode ser escrito como combinação li-
near dos vetores tangentes das curvas coordenada xi(t) = φ−1(0, . . . , t, . . . , 0),
com i-éssima coordenada igual à t e o restante identicamente nula. Vale
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salientar que esta descrição vale para qualquer p ∈ V ⊂ M e depende da
carta local escolhida. Temos ainda que o espaço TpM é um espaço veto-
rial de dimensão m, com m = dimM , com as operações usuais de soma, e
multiplicação por escalar, de funções.
Com esta noção de espaço tangente definimos agora a noção de diferencial
de uma função entre duas variedades, que leva vetores tangentes de uma
variedade à vetores tangentes da outra variedade. Considere duas variedades
M e N e Ψ : M → N uma função diferenciável. Considere p ∈M e v ∈ TpM ,
e uma curva diferenciável γ : (−, ) → M com γ(0) = p e γ′(0) = v. Seja
η = Ψ ◦ γ, que é uma curva diferenciável em N com η(0) = Ψ(p). Definimos
dΨp : TpM → TΨ(p)N como dΨp(v)g = η′(0)g para qualquer g ∈ C∞(N),
ou seja, dΨp(v) = η′(0). Por esta definição pode-se mostrar que dΨp é uma
aplicação linear e não depende da escolha da curva γ. Em coordenadas locais
de p, φ = (x1, . . . , xm) de M , e de Ψ(p), ψ = (y1, . . . , yn) de N , podemos
escrever
dΨp
(
∂
∂xj
) ∣∣∣∣
p
=
n∑
i=1
∂(yi ◦Ψ)
∂xj
∣∣∣∣
p
∂
∂yi
∣∣∣∣
Ψ(p)
com ∂(yi◦Ψ)
∂xj
∣∣
p
= ∂(yi◦Ψ◦φ
−1)
∂xj
∣∣
φ(p)
, e a matriz
(
∂(yi◦Ψ)
∂xj
)
ij
é chamada de matriz
Jacobiana de Ψ nas coordenadas locais φ e ψ.
A coleção de todos os espaços tangentes em uma variedade é chamado
de fibrado tangente, denotado por TM =
⋃
p∈M TpM . É possível com o
auxílio das cartas locais deM construir uma estrutura diferenciável em TM ,
tornando-o também uma variedade diferenciável, mas de dimensão 2m, m =
dimM . Com isso escrevemos TM = {(p, vp); p ∈ M, vp ∈ TpM}, ou para
algum elemento de TM escrevemos apenas vp. Define-se também a aplicação
projeção pi : TM →M dada por pi(vp) = p, que é diferenciável.
Definido o fibrado tangente podemos estender o conceito de diferencial
para estes espaços, definindo dΨ = Ψ∗ : TM → TN , dΨ(p, vp) = dΨp(vp).
Além dessas estruturas e definições básicas existe o conceito de conexão
afim nas variedades que permite diferenciar campos de vetores da variedade.
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Primeiramente um campo de vetores (diferenciável) em uma variedade é uma
seção de TM , ou seja, uma aplicação X : M → TM (diferenciável), com
pi ◦X = id. O conjunto dos campos de vetores diferenciáveis será denotado
por X (M). Uma conexão afim (ou simplismente conexão) ∇ em uma varie-
dade diferenciável M é uma aplicação ∇ : X (M) × X (M) → X (M), que se
denota por ∇(X, Y ) = ∇XY , e possui as seguintes propriedades:
- ∇fX+gYZ = f∇XZ + g∇YZ,
- ∇X(Y + Z) = ∇XY +∇XZ,
- ∇X(fY ) = f∇Y +X(f)Y ,
para quaisquer X, Y, Z ∈ X (M) e f, g ∈ C∞.
Para tornar claro a idéia de conexão considere um campo vetorial X ao
longo de uma curva diferenciável γ em M . É possível mostrar que para cada
campo vetorial X dessa forma existe uma única correspondência à um outro
campo vetorial DX
dt
ao longo de γ, chamado de derivada covariante de X ao
longo de γ, que possui as seguintes propriedades:
- D
dt
(X + Y ) = DX
dt
+ DY
dt
, com Y campo vetorial ao longo de γ,
- D
dt
(fX) = df
dt
X + f DX
dt
, com f uma função diferenciável,
- DX
dt
= ∇dγ/dtX, onde dγdt = dγ
(
d
dt
)
é o campo vetorial velocidade da
curva γ.
No caso, por exemplo, de superfícies em R3 a derivada covariante nos campos
de vetores tangentes se define tomando a projeção ortogonal do campo no
plano tangente. O campo vetorial obtido assim é um campo de vetores tan-
gentes à superfície. Está derivada representa a aceleração vista da superfície
em questão.
100
Em coordenadas locais para campos de vetores X =
∑
i xi∂xi ,
Y =
∑
j yj∂xj em M teremos
∇XY =
∑
i
xi∇∂xi
(∑
j
yj∂xj
)
=
∑
ij
xiyj∇∂xi∂xj +
∑
ij
xi∂xi(yj)∂xj .
Denotando ∇∂xi∂xj =
∑
k Γ
k
ij∂xk temos de acima
∇XY =
∑
k
(∑
ij
xiyjΓ
k
ij +X(yk)
)
∂xk ,
e vemos que ∇XY no ponto p depende apenas de X(p), Y (p) e da derivada
de X ao logo dos yk no ponto p. Os símbolos Γkij são chamados símbolos de
Christoffel da conexão ∇, e obviamente eles definem totalmente a conexão.
Além desses dois conceitos equivalentes existe um outro, conhecido com
transporte paralelo. Dada uma conexão, um campo vetorial X ao longo de
uma curva γ : (−, )→ M é dito paralelo se DX
dt
= 0 para todo t ∈ (−, ).
Mostra-se que se temos uma curva γ como acima e X0 um vetor tangente à
M em γ(t0), então existe um único campo X vetorial paralelo ao longo de γ
tal que X(t0) = X0. Este campo X chamamos de transporte paralelo de X0
ao longo de γ.
Para uma superfície S em R3 podemos considerar a família de planos
tangentes E à S ao longo de uma curva γ em S. Esta família é uma superfície
e possui as propriedades de ser tangente à S ao longo de γ e de ter curvatura
Gaussiana identicamente nula. O transporte paralelo ao longo de γ em S é
o mesmo que em E. Pelo fato de E ter curvatura Gaussiana identicamente
nula, E é localmente isométrico ao plano, e no plano sabemos efetuar o
transporte paralelo, com isso podemos efetuar o transporte paralelo em S, e
então é possível definir uma derivada covariante em S.
A noção de derivada covariante possibilita a definição de geodésica, que
seria uma curva na variedade que não desvia seu trajeto na variedade, ou
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seja, sua aceleração vista da variedade é zero.
Uma curva γ : I →M é uma geodésica em t0 ∈ I se Ddt(dγdt ) = 0 no ponto
t0. Se γ for geodésica para cada t ∈ I chamamos γ de geodésica.
Pela definição acima se uma curva γ é uma geodésica então ela deve ser
solução da seguinte equação diferencial:
d2xk
dt
+
∑
i,j
Γkij
dxi
dt
dxj
dt
= 0 ,
onde γ = (x1(t), . . . , xn(t)) foi escrito em coordenadas locais.
Outra forma de abordar as geodésicas em variedades seria usando o cál-
culo variacional. Neste caso vamos ter um funcional I(γ) que mede o compri-
mento de curvas com extremos fixos. As equações de Euler-Lagrange obtidas
serão as mesmas equações acima de segunda ordem.
Formas Diferenciáveis
Assim como na seção anterior será apresentado nessa seção idéias básica
de cálculos envolvendo formas diferenciáveis.
Da mesma maneira que definimos o fibrado tangente TM podemos definir
o fibrado cotangente T ∗M = ∪x∈MT ∗xM , no qual cada fibra T ∗xM é o espaço
dual à TxM , através de cartas locais de M de tal modo que a projeção
pi : T ∗M → M , pi(px) = x, é diferenciável. É possível mostrar que se
φ = (x1, . . . , xn) é uma carta local então as diferenciáis dxi(x), i = 1, . . . , n,
formam uma base de T ∗xM para cada x no domínio da carta local.
Para cada T ∗xM temos o espaço das formas alternadas de grau k denotado
por ∧kT ∗xM , que pode ser visto como o espaço dos funcionais multilineares de
grau k que são alternadas. Assim formamos o espaço das formas alternadas
de grau k em M , que consiste na união desses espaços com x variando em
M , ∧kT ∗M = ∪x∈M ∧k T ∗xM , e possui uma estrutura de variedade natural
usando cartas locais deM tal que a projeção é diferenciável. Da mesma forma
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escolhendo uma carta local φ = (x1, . . . , xn) deM os elementos dxi1(x)∧. . .∧
dxik(x), 1 ≤ i1 < . . . < ik ≤ n, constituem uma base de ∧kT ∗xM .
Uma forma diferenciável ω de grau k é uma seção de ∧kT ∗M , que em
coordenadas locais pode ser escrita como
ω =
∑
i1<...<in
ωi1...indxi1 ∧ . . . ∧ dxik .
Se temos uma função Φ : M1 → M2 diferenciável entre variedades, o
operador pull-back leva formas diferenciáveis de N em M fibra a fibra:
(Φ∗ω)(v1, . . . , vn)x = ω(dΦ(x)(v1), . . . , dΦ(x)(vn)) .
O pull-back possui as seguintes propriedades
 Φ∗(aω + bη) = aΦ∗ω + bΦ∗η ,
 Φ∗(ω ∧ η) = Φ∗ω ∧ Φ∗η ,
 Φ∗(fω) = (f ◦ Φ)Φ∗ω ,
 Φ∗(df) = d(f ◦ Φ) ,
com f : M2 → R diferenciável e ∧ o produto exterior de formas.
Generalizando a diferencial de uma função, que é uma forma de grau zero,
temos o operador diferencial que da mesma forma denotamos por d que leva
k-formas em (k+1)-formas. Ele pode ser definido como o único operador que
satisfaz
 d(aω + bη) = adω + bdη ,
 d(ω ∧ η) = (dω) ∧ η + (−1)degωω ∧ (dη) ,
 df(X) = X(f), ∀X ∈ X (M)
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 d2 = 0 , onde degω denota o grau de ω. Para o operador pull-back de
uma função Φ : M1 →M2 ele se comporta como
Φ∗dω = dΦ∗ω .
Além dessas funções usuais para formas temos ainda o produto interior
que leva k-formas em (k-1)-formas. Dado um campo vetorial X definimos o
produto interior de ω por X como
Xcω(v1, . . . , vn)x = ω(X(x), v1, . . . , vn) .
Em um espaço vetorial V de dimensão n temos o conceito de orientação
que se define através das formas alternadas de grau n. Para qualquer base
{u1, . . . , un} e ω uma n-forma alternada não nula temos ω(u1, . . . , un) 6= 0.
Então ω divide as bases (ordenadas) de V em duas classes, positiva ou neg-
ativa, de acordo com o sinal de ω(u1, . . . , un) se for positivo ou negativo,
respectivamente. Assim as formas não nulas, que serão chamadas de forma
volume, definem a orientação do espaço. Se ω1, ω2 são formas volumes dire-
mos que elas definem a mesma orientação se para qualquer base {u1, . . . , un}
tivermos
ω1(u1, . . . , un)ω2(u1, . . . , un) > 0 ,
caso contrário diremos que invertem orientação.
Localmente sempre podemos definir uma forma volume, porém nem toda
variedade M possui uma forma volume, isto é, uma forma ω diferenciável de
grau igual à dimensão de M tal que ωp 6= 0. Diremos que uma variedade M
é orientável se possui uma forma volume. Demonstrar-se: M é orientável se,
e somente se, possui uma família de cartas locais {(Vi, φi); i ∈ I} que cobrem
M e satisfazem para cada i, j ∈ I e para cada p ∈ Vi ∩ Vj
det(d(φi ◦ φ−1j ))(p) > 0 .
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