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ON GLOBAL SOLUTIONS OF A ZAKHAROV TYPE SYSTEM
THOMAS BECK, FABIO PUSATERI, PHIL SOSOE, AND PERCY WONG
Abstract. We consider a class of wave-Schro¨dinger systems in three dimensions with a Zakharov-
type coupling. This class of systems is indexed by a parameter γ which measures the strength of the
null form in the nonlinearity of the wave equation. The case γ = 1 corresponds to the well-known
Zakharov system, while the case γ = −1 corresponds to the Yukawa system. Here we show that
sufficiently smooth and localized Cauchy data lead to pointwise decaying global solutions which
scatter, for any γ ∈ (0, 1].
1. Introduction
1.1. Statement of the problem and main result. We will consider the following parametrized
family of systems in three spatial dimensions:

i∂tu+∆u = un
n = Λ1+γ |u|2
(1.1)
where  := −∂2t +∆, Λ := |∇| =
√−∆, and −1 ≤ γ ≤ 1. Here we have
u : (x, t) ∈ R3 × R→ C, n : (x, t) ∈ R3 × R→ R .
The case γ = 1 corresponds to the well-known Zakharov system, modeling propagation of Langmuir
waves in an ionized plasma [44]. The case γ = −1 corresponds to the (massless) Yukawa system,
which is a model for the interaction between a meson and a nucleon. (1.1) is a special case of the
models introduced in [35] (see Section 3 there)

i∂tu+ L1u = un
L2n = L3|u|2 ,
(1.2)
where L1, L2 and L3 are constant coefficient differential operators. This class of systems is referred
to as Davey-Stewartson (DS) systems in the work of Zakahrov-Schulman [35, Section 3]. In the
recent literature the name DS is associated to a specific 2 dimensional system of the form 1.2,
modeling the evolution of weakly nonlinear water waves travelling predominantly in one direction,
in which the wave amplitude is modulated slowly in two horizontal directions. See, for example,
[4, 5].
Here we will consider (1.1) in the range 0 < γ ≤ 1 and prove the following
Theorem 1.1. Let γ ∈ (0, 1] be given. Then there exist N = N(γ) ≫ 1, and a small constant
ε0 = ε0(γ) > 0, such that for any initial data (u0, n0, n1) = (u, n, ∂tn)(t = 0) satisfying
1
‖u0‖HN+1(R3) + ‖〈x〉2u0‖L2(R3) ≤ ε0 , (1.3)
‖(Λn0, n1)‖HN−1(R3) + ‖〈Λ〉 (Λn0, n1)‖B˙01,1(R3) +
∥∥∥〈x〉2 (n0, n1)∥∥∥
H1(R3)
≤ ε0 , (1.4)
The second author was partially supported by NSF grant DMS 1265875.
1Here 〈x〉 is used to denote
√
1 + |x|2, and the Besov norm B˙01,1 is defined in (2.5).
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there exists a unique global-in-time solution (u, n)(t) to the Cauchy problem associated to (1.1).
Moreover, there exists 0 < α < 1/62 such that
‖u(t)‖L∞(R3) . ε0(1 + t)−1−α , ‖n(t)‖L∞(R3) . ε0(1 + t)−1 . (1.5)
As a consequence, the solution (u, n)(t) approaches a linear solution as t→∞.
The proof shows that the assumptions (1.4) on the initial data are somewhat stronger than
necessary. We have chosen to display these conditions for simplicity. In Section 2, we will give the
strategy of the proof, and describe some more of the properties satisfied by the solution (u, n)(t).
1.2. Motivation and previous results.
1.2.1. The Zakharov system. The Zakharov system, ((1.1) with γ = 1),

i∂tu+∆u = nu
n = −∆|u|2,
(Z)
was derived by V. Zakharov in [44] to model Langmuir waves in plasma, and has since then been
under intensive investigation by physicists and mathematicians (see [32, 41] for some background).
As we remarked above, it is a particular example of Zakharov-Schulman systems, introduced in [35]
and studied in [32], [27], [28].
From the mathematical side, there has been considerable work on the local and global well-
posedness of solutions with rough data through the works of Kenig, Ponce and Vega [27], Bourgain
and Colliander [1], Ginibre, Tsutsumi and Velo [8], Bejenaru, Herr, Holmer and Tataru [2] and
Bejenaru and Herr [3]. In particular, global well-posedness for small data in the energy space was
obtained in [1] by combining local well-posedness and conservation laws. (See the references in the
cited works for previous well-posedness results). Many works have also dealt with singular limits
related to the Zakharov system and with the rigorous derivation of the system in various limiting
regimes from other equations and vice versa; see for example [42], [31] and references therein.
Concerning the scattering question, most of the previous work has been carried out for the final
value problem, i.e. data at t = ∞, as in the papers of Ozawa and Tsutsumi [33], Ginibre and
Velo [9], and Shimomura [38]. Similar work has also been dedicated to other coupled systems
of Schro¨dinger and wave equations, see for example the works of Ginibre and Velo [10, 11, 12],
Shimomura [39, 40], and references therein. The first work that deals with scattering for the
Cauchy problem of the Zakharov system (or any other Wave-Schro¨dinger systems in 3 dimensions)
is by Guo and Nakanishi [14], where they considered small radial solutions in the energy space.
In [18], the second author, Hani and Shatah proved pointwise decay and scattering for sufficiently
smooth and localized solutions of (Z). Global dynamics below the ground state, under radial
symmetry, have been analyzed in [15]. The results in [14] and [18] were then strengthened in [16],
where the authors used a generalized Strichartz estimate to obtain scattering for data in the energy
space with additional angular regularity.
1.2.2. Parameter range; The Yukawa System. The restriction 0 < γ ≤ 1 in Theorem 1.1 is due
to our methods, but it is conceivable that similar techniques can apply for some γ ≤ 03. We
note that in the case γ = −1 (the Yukawa Wave-Schro¨dinger system), the expectation is to have
modified scattering, that is, the behavior of the solutions for large t does not coincide with that
of linear solutions. This was proven to be the case for the final value problem in [10, 11, 12], [39]
2One can choose α ∼ 1/6 for γ ≥ 1/2.
3One important issue that arises in the case γ < 0 is the presence of a “singularity” in the nonlinear term of
the second equation of (1.1), which is apparent when (1.1) is written as the first order system (Z0) below. While
some of the arguments we present are still valid in this case, some others break down and would require substantial
modifications to yield the same final result.
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and [13]. Because of this expectation, we decide here to pursue a proof of global existence and
scattering for (1.1) based on the use of weighted spaces, rather than the approach of [14] based on
radial Strichartz estimates4. Indeed, our approach allows us to extract more precise information
about the pointwise time decay of solutions, which is an essential part of the analysis when dealing
with nonlinear asymptotic behavior5. In the future we hope to refine our techniques, and possibly
combine them with some of the recent advances in the area, see [22, 23] for example, to further
push the admissible range of γ towards −1.
1.2.3. Techniques. We briefly discuss the technical features of our argument. For a more detailed
discussion, see Section 2.2. The strategy follows the general scheme of much recent work on small
global solutions of dispersive systems, see for example [6, 7, 17, 22], and [18] which is more closely
related to the problem we are considering. The vector fields method of Klainerman [29] cannot be
applied to deal with (1.1), because of the lack of space-time transformations leaving the combined
Schro¨dinger and wave equations invariant. On the other hand, we use the observation, which
appeared in [18], that ∆ in the right hand side of second equation of (Z), plays the role of a
Klainerman null form [30], allowing us to integrate by parts to gain decay6; see Section 2 and the
identity (2.18). We show how this type of argument can be still used for (1.1), where γ > 0 can
be arbitrarily small, if one combines it with a careful exploitation of the improved low frequency
behavior of solutions of the linear wave equation. An important role is also played by the use of
the pseudo-scaling identity (2.19) which allows to integrate by parts and estimate weighted norms
of the Schro¨dinger component. Another key point is the spatial profile decomposition, also used in
[18], to obtain decay for the wave component.
2. Preliminary setup
Writing w± = Λ
−1(i∂t ± Λ)n, the system (Z) becomes

i∂tu+∆u =
1
2(w+u− w−u)
i∂tw± ∓ Λw± = Λγ |u|2 .
(Z0)
Let f = e−it∆u and g± = e
±itΛw± denote the profiles, and let f̂ = Ff and ĝ = Fg denote their
Fourier transforms. Duhamel’s formula in Fourier space then reads
f̂(ξ, t) = f̂(ξ, 0) +
∑
±
∓i
∫ t
0
∫
R3
eisφ±(ξ,η)f̂(ξ − η, s)ĝ±(η, s)dηds (2.1a)
ĝ±(ξ, t) = ĝ±(ξ, 0)− i
∫ t
0
∫
R3
|ξ|γeisψ±(ξ,η)f̂(ξ − η, s)f̂(η, s)dηds , (2.1b)
where the phases are
φ±(ξ, η) = |ξ|2 − |ξ − η|2 ± |η| = 2ξ · η − |η|2 ± |η| (2.2a)
ψ±(ξ, η) = ∓|ξ| − |ξ − η|2 + |η|2 = ∓|ξ| − |ξ|2 + 2ξ · η . (2.2b)
4We believe it is likely that the techniques used in [14] apply to (1.1) in the parameter range that we consider
here, to obtain scattering for small data in the energy space under the assumption of radial symmetry.
5For some examples of modified scattering results in weighted spaces, see the papers [19, 20, 21, 26, 24] which deal
with semilinear equations, [43, 40] for results on the final value problem for field equations with long-range potentials,
e.g. Maxwell-Schro¨dinger, and [25] for a recent example involving a quasilinear system, the water waves equations.
6The integration by parts argument in Fourier space is related to the space-time resonance method [6, 7], and was
used to deal with wave equations satisfying a nonresonance condition, akin to Klainerman’s null condiditon [30], in
[34].
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We define the functions F± and G± by,
F±(ξ, t)
def
= F−1
∫ t
0
∫
R3
eisφ±(ξ,η)f̂(ξ − η, s)ĝ±(η, s)dηds , (2.3)
G±(ξ, t)
def
= F−1
∫ t
0
∫
R3
|ξ|γeisψ±(ξ,η)f̂(ξ − η, s)f̂(η, s)dηds . (2.4)
2.1. Norms and a priori bounds. We denote by B˙sp,q the Besov space defined by the norm
‖u‖B˙sp,q :=
∥∥∥2sk‖Pku‖Lpx(R3)∥∥∥lqk(Z) (2.5)
where Pk denotes the Littlewood-Paley projection onto frequencies |ξ| ∼ 2k.
Given γ > 0, we choose δ, α > 0 and N ≫ 1 such that7
5N−1 ≤ δ , δ ≪ 1 ,
3δ < α ≤ γ/2 − 10δ , α ≤ 1/6 − 10δ . (2.6)
The proof of Theorem 1.1 follows a bootstrap argument in the Banach space X defined by the
norm8 9:
‖(u,w±)‖X
def
= sup
t
(
t−δ‖f(t)‖HN+1 + t−δ‖xf(t)‖L2 + t−1+2α+δ‖|x|2f(t)‖L2
+ ‖g±(t)‖HN + t ‖e∓itΛg±(t)‖B˙0
∞,1
)
.
(2.7)
We choose ε1 = ε
2/3
0 and assume a priori bounds on the quantities appearing in the ‖ · ‖X norm:
‖f(t)‖HN+1 ≤ ε1tδ , ‖xf(t)‖L2 ≤ ε1tδ , ‖|x|2f(t)‖L2 ≤ ε1t1−2α−δ , (2.8)
and
‖g±(t)‖HN ≤ ε1 , ‖e∓itΛg±(t)‖B˙0
∞,1
≤ ε1t−1 . (2.9)
As an intermediate step, we include the additional a priori bounds for G±:
‖e∓itΛxΛG±(t)‖L4/(1+γ) ≤ ε1t−1/4+3γ/4−2α−3δ , (2.10)
‖e∓itΛΛ−1G±(t)‖L3 ≤ ε1t−2α−3δ , ‖Λ1/2xG±(t)‖L2 ≤ ε1 . (2.11)
Remark 2.1. In contrast to [18], we do not place an a priori bound on x2G±(t). Instead, we
make greater use of the linear dispersive estimates for the wave group, and place an a priori bound
on e∓itΛxΛG±(t) and e
∓itΛΛ−1G±(t) in suitable L
p spaces. This greatly simplifies many of the
estimates in [18], while yielding the same exact conclusions for γ ≥ 1/3.
To obtain our result we will then show
‖(F±, G±)‖X . ε21 ,
which, together with the initial assumptions (1.3)-(1.4) (see also (2.16) below), will give
‖(u,w±)‖X . ε0 + ‖(F±, G±)‖X . ε0 + ε21 . ε0 + ε4/30 ,
and guarantee a global-in-time solution belonging to X, provided ε0 is chosen small enough.
7Note that the first inequality in (2.6) places a greater restriction on the size of α precisely when 0 < γ < 1/3,
whereas for γ ≥ 1/3 we can choose α > 0 arbitrarily close to 1/6.
8Local existence in time of solutions belonging to weighted Sobolev spaces can be established by standard
techniques.
9Without loss of generality we can restrict our attention to times t ≥ 1.
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Remark 2.2 (Linear dispersive estimates). From the linear estimates for the Schro¨dinger group
‖eit∆f‖L6 .
1
t
‖xf‖L2 , ‖eit∆f‖L∞ .
1
t
3
2
‖xf‖
1
2
L2
‖x2f‖
1
2
L2
, (2.12)
we deduce that the X norm bounds
‖eit∆f‖L6 .
1
t1−δ
‖u‖X , (2.13)
‖eit∆f‖L∞ .
1
t1+α
‖u‖X . (2.14)
Moreover, by the linear dispersive estimate for the wave equation
‖eitΛh‖B˙0p,r .
1
t1−2/p
‖h‖
B˙
2(1−2/p)
p′,r
, p ≥ 2 , (2.15)
(cf. for example [37]), and the fact that g±(0) = Λ
−1in1 ± n0, we see that (1.4) implies
‖e∓itΛg±(0)‖B˙0
∞,1
.
ε0
t
. (2.16)
Finally, we note that (2.15) with r = 2, and embeddings between Besov and Sobolev spaces, gives
‖eitΛh‖Lp .
1
t1−2/p
∥∥∥Λ2(1−2/p)h∥∥∥
Lp′
. (2.17)
2.2. Strategy of the proof. From the definition of the X-norm, we see that in order to close our
argument we need to obtain estimates on high Sobolev norms of (u,w±) and weighted norms of f ,
and pointwise bounds for w±. Bounds on high Sobolev norms follow via standard energy estimates.
To show decay for w± we use the weighted L
2 bounds on f±. To eventually bound weighted norms
of f± we use the intermediate estimates (2.10)-(2.11) on G±. A key aspect is that the system (2.1)
has null resonances, which we can use in combination with the space time resonance method to
obtain weighted and pointwise bounds.
2.2.1. Estimates for G±. We notice that the phase ψ±(ξ, η) satisfies,
|ξ| = 1
2
ξ
|ξ| · ∇ηψ±(ξ, η) . (2.18)
This means that the factor of |ξ|γ in (2.4) gives the equation a resonant structure, although we see
that this becomes weaker as γ decreases towards 0. We can thus use (2.18) to integrate by parts in
η and gain decay in s. In particular, using this together with Sobolev embedding and the a priori
bounds on f , we can obtain a uniform in time estimate for xΛ1/2G± in L
2. Carefully exploiting
the linear dispersive estimates for wave group gives the estimates for e∓itΛxΛG± and e
∓itΛΛ−1G±.
These estimates are presented in Section 3.
2.2.2. L∞ bounds. These are obtained similarly to [18]. The pointwise decay of eit∆f , see (2.14), is
a direct consequence of the weighted estimates for xf and |x|2f . To obtain a t−1 pointwise decay
for e∓itΛG±, we use the improved small frequency behavior of solutions of the linear wave equation,
see (2.15), the identity (2.18), and a similar argument to [18]. Some of the details for the estimate
of e∓itΛG± are presented in Section 3.2.
2.2.3. Weighted L2 estimates for F±. To obtain the desired weighted estimates for F±, we use the
(pseudo-scaling) identity
∇ξφ± = −2η = −2 η|η|
(
η
|η| · ∇ηφ±
)
− 2φ±|η|
η
|η| . (2.19)
More specifically, calculating xF± in Fourier space involves applying a derivative in ξ to F̂±. When
this derivative is applied to the factor of eisφ±(ξ, η) we obtain a factor of ∇ξφ±(ξ, η). We can then
use (2.19) to express ∇ξφ±(ξ, η) in terms of ∇ηφ±(ξ, η) and φ±(ξ, η). This allows us to integrate
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by parts one time in both space and time, and the estimate for xF± in L
2 then follows from the a
priori estimates for f and G±.
The equality in (2.19) is also used in the estimate of x2F±. Applying two derivatives in ξ to
F̂±(ξ, s), we find that one term contains a factor of (∇ξφ±(ξ, η))2. If, as in [18], we use (2.19) to
integrate by parts twice, we end up with a term containing a factor of x2G±. However, we no
longer have an a priori estimate on x2G±, so we do not proceed in this way. Instead, for this term
in x2F±, we only integrate by parts in η once, and make use of the L
p estimates (2.10)-(2.11) on
e∓itΛxΛG±(t) and e
∓itΛΛ−1G±(t). We carry out these estimates in Section 4.
2.3. Energy Estimates and high frequency cutoff. We have the following:
Proposition 2.3. Let F± and G± be given by (2.3) and (2.4) respectively. Then, for ‖(u,w±)‖X ≤
ε1, we have
‖G±(t)‖HN + t−δ‖F±(t)‖HN+1 . ε21 .
We do not provide details on how to obtain the above bounds, since they are fairly easy to show
and can be proved as in [18].
We can use the a priori bounds on high Sobolev norms to reduce all of our estimates to frequencies
smaller than sδN , where δN ≪ 1 is chosen small depending on N . To see this, let us assume in
what follows that at least one of the frequencies η or ξ − η in the expressions for F± and G±, see
(2.3) and (2.4), has size larger than s2/(N−2).
Observe that for all k ≥ 0 one has ‖P≥kv(s)‖L2 . 2−kl‖v(s)‖Hl , and therefore, for frequencies
2k & s2/(N−2) & 1, we have from the apriori assumptions (2.8)-(2.9),
‖P≥ku(s)‖H3 . 2−k(N−2)‖u(s)‖HN+1 . ε1s−2+δ
‖P≥kw±(s)‖H2 . 2−k(N−2)‖w±(s)‖HN . ε1s−2 .
(2.20)
These estimates are already sufficient to bound all norms that do not involve weights.
To establish bounds on Lp norms involving weights, we are going to apply ∇ξ to the bilinear
terms F̂± and Ĝ±. We start by noticing that the action of weights on Littlewood-Paley projections
(on high-frequencies) is harmless, and only gives terms that are easier to treat than any other term
that we will have to deal with. We now briefly discuss how to estimate all the other contributions
that result from applying derivatives to F̂± and Ĝ± in the case when max{|η|, |ξ − η|} & s2/(N−2).
High frequency contributions in F±. Looking at (2.3), we see that applying ∇ξ twice to F̂± gives
three types of contributions. The first are those where ∇2ξ hits the phase eisφ± : these terms will
contain powers of s but will not involve weights on the inputs f and g. Since at least one frequency
has size larger than s2/(N−2), then all these terms can be estimated directly using (2.20). The
second type of terms that arise are those with ∇2ξ hitting the input f̂(ξ − η). If this happens,
the same estimates that we are going to perform below in section 4 will work, regardless of the
size of frequencies. The third type of contribution is where one ∇ξ hits the phase eisφ± , and the
other hits the input f̂(ξ − η). In this case, if η is the largest frequency, the term can be estimated
directly using the second bound in (2.20). If instead ξ − η is the largest frequency, one can write
∇ξ f̂(ξ − η) = ∇ηf̂(ξ − η) and integrate by parts in η. This will generate one term with losses
in powers of s similar to the first type of term discussed above, plus a term where the inputs
are f̂(ξ − η) and ∇ηĝ±(η). Since we are assuming that |ξ − η| & s2/(N−2), we can use Sobolev’s
embedding, the second apriori assumption in (2.11), and the first inequality in (2.20), to estimate
directly this term and obtain the desired bound without resorting to further manipulations.
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High frequency contributions in G±. We now briefly describe how to obtain the bound (2.10) and
the second bound in (2.11) for G±, in the case of high frequencies. Since the inputs in (2.4) are
symmetric, up to complex conjugation (which leaves our norms invariant), we can assume that
|η| & |ξ − η| and |η| & s2/(N−2). When applying derivatives to Ĝ± we then obtain two types of
contributions, similar to the ones discussed in the previous paragraph. The first contribution is the
one where ∇ξ hits the phase eisψ± . This will cause a loss of a power of s which can be overcome
directly using the decay given by (2.20). The second type of term will contain ∇ξ f̂(ξ − η) as an
input. Since we have already reduced ourselves to the case when η is the largest frequency, we can
again use (2.20), and the apriori bound (2.8) on xf , to get the desired estimates in a straightforward
fashion.
The above discussion shows that in estimating weighted norms of the bilinear terms F± and
G± in (2.3) and (2.4), we can always reduce our analysis to frequencies |ξ − η|, |η| . s2/(N−2), for
otherwise all the desired bounds can be shown to hold true without too much effort. We therefore
agree on the following:
Convention 1. In the rest of the paper, we assume that all frequencies, ξ−η and η, appearing in the
estimates of the bilinear terms (2.3) and (2.4), have size bounded above by sδN , where δN :=
2
N−2
and the integer N ≫ 1 is determined in the course of our proof by several upperbounds on δN . In
particular, expressions such as |ξ| or ∇ξψ±(ξ, η) will be constantly replaced by a factor of sδN .
We will also adopt the following additional notational convention:
Convention 2. To make notations lighter, we will often drop the ± indices, and omit the depen-
dence on the time t. Moreover, in the estimates of the bilinear terms F and G in (2.3) and (2.4),
we will often only consider the contribution of the integrals from 1 to ∞. All of the contributions
coming from integrating between 0 and 1 are bounded in a straightforward fashion by Sobolev’s
embedding, and our control of high Sobolev norms of the solution (u,w).
3. Estimates for G
We recall that we have the following a priori assumptions on f = eit∆u:
‖xf‖L2 ≤ ε1tδ , ‖x2f‖L2 ≤ ε1t1−2α−δ , ‖f‖HN tδ ≤ ε1 . (3.1)
As a consequence, the following dispersive bounds for u hold:
‖u‖L∞ . ε1t−1−α , ‖u‖L6 . ε1t−1+δ . (3.2)
3.1. Weighted estimates for G. In this section we are going to prove the following:
Proposition 3.1. Let G be the bilinear term defined in (2.4):
G = F−1
∫ t
1
∫
R3
|ξ|γeisψ(ξ,η)f̂(ξ − η, s)f̂ (η, s) dηds . (3.3)
Under the a priori assumptions (3.1) and (3.2), we have
‖Λ1/2xG‖L2 . ε21 ,
‖eitΛxΛG‖L4/(1+γ) . t−1/4+3γ/4−2α−3δε21 ,
‖eitΛΛ−1G‖L3 . t−2α−3δε21 .
The proof of the above proposition is split into Lemma 3.2, 3.3 and 3.4 below. We recall the
following assumptions on the relative sizes of γ and α from (2.6),
3δ < α ≤ γ/2 − 10δ , α ≤ 1/6 − 10δ. (3.4)
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Lemma 3.2. Let G be the bilinear term defined in (3.3) and let α satisfy (3.4). Then,
‖Λ1/2xG‖L2 . ε21 .
To prove this, it is crucial to notice that low frequencies play the role of a special null resonant
structure in the nonlinear term G, see (2.18),
|ξ| = 1
2
ξ
|ξ| · ∇ηψ . (3.5)
Proof of Lemma 3.2. Applying |ξ|1/2∇ξ to Ĝ gives the terms:∫ t
1
∫
R3
eisψ(ξ,η)|ξ|1/2+γ∇ξf̂(ξ − η, s)f̂(η, s)dηds (3.6)∫ t
1
∫
R3
s∇ξψeisψ(ξ,η)|ξ|1/2+γ f̂(ξ − η, s)f̂(η, s)dηds , (3.7)
plus an easier term when ∇ξ hits the symbol |ξ|γ . (3.6) is easily estimated by Ho¨lder’s inequality
together with the estimates on f and u in (3.1) and (3.2), and using the first condition in (3.4):
‖(3.6)‖L2 .
∫ t
1
s2δN ‖xf‖L2‖eis∆f‖L∞ ds .
∫ t
1
s2δN sδ
1
s1+α
ds . 1 .
Using the identity (3.5) and integrating by parts in η, (3.7) gives terms of the form∫ t
1
∫
R3
eisψ(ξ,η)m1(ξ, η)|ξ|−1/2+γ∇ηf̂(ξ − η, s)f̂(η, s)dηds,
together with symmetric or easier terms. Here m1(ξ, η) is a symbol satisfying homogeneous bounds
of order 1 for large frequencies, and is otherwise harmless. By Plancherel, the L2-norm of this term
is bounded by ∫ t
1
sδN ‖Λ−1/2+γeis∆(xf)eis∆f‖L2 ds.
For 1/2 ≤ γ < 1, we can estimate this by,∫ t
1
s3δN/2‖eis∆(xf)eis∆f‖L2 ds .
∫ t
1
s3δN/2‖xf‖L2‖eis∆f‖L∞ ds
.
∫ t
1
s3δN/2+δs−1−α ds . 1,
since α > 3δ. For 0 ≤ γ < 1/2, applying Sobolev embedding, we can estimate this by∫ t
1
sδN ‖eis∆(xf)eis∆f‖L3/(2−γ) ds .
∫ t
1
sδN‖xf‖L2‖eis∆f‖L6/(1−2γ) ds
.
∫ t
1
sδN sδ‖eis∆f‖L6/(1−2γ) ds.
Interpolating between the L6 and L∞ estimates on u = eit∆f from (3.2), and choosing δ > 0
sufficiently small, we can ensure that this integral has an O(1) bound. 
Lemma 3.3. Let G be the bilinear term defined in (3.3) and let α satisfy (3.4). Then,
‖eitΛxΛG‖L4/(1+γ) . t−1/4+3γ/4−2α−3δε21 .
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Proof. Applying ∇ξ|ξ| to Ĝ gives the terms:∫ t
1
∫
R3
eisψ(ξ,η)|ξ|1+γ∇ξ f̂(ξ − η, s)f̂(η, s)dηds (3.8)∫ t
1
∫
R3
s∇ξψeisψ(ξ,η)|ξ|1+γ f̂(ξ − η, s)f̂(η, s)dηds , (3.9)
plus an easier term when ∇ξ hits the symbol |ξ|1+γ .
We now use (3.5) and integrate by parts in η to write (3.9) as terms of the form∫ t
1
∫
R3
eisψ(ξ,η)m1(ξ, η)|ξ|γ∇ηf̂(ξ − η, s)f̂(η, s) dηds, (3.10)
together with symmetric or easier terms. Here, as before, m1(ξ, η) is a symbol satisfying homoge-
neous bounds of order 1 for large frequencies, and is otherwise harmless.
Using the linear dispersive estimate, the contribution from (3.8)-(3.9) can thus be bounded by∫ t
0
1
(t− s)1/2−γ/2 s
δ‖Λ−γΛγeis∆(xf)(eis∆f)‖L4/(3−γ) ds
.
∫ t
0
1
(t− s)1/2−γ/2 s
δ‖xf‖L2‖eis∆f‖L4/(1−γ) ds
.
∫ t
0
1
(t− s)1/2−γ/2 s
2δs−(3/4+3γ/4)(1−δ) ds.
If 0 < γ < 1/3, then we can bound this integral by t−1/4−γ/4+4δ . If 1/3 ≤ γ < 1, then instead,
we obtain a bound of t−1/2+γ/2+4δ . By the assumptions on α from (3.4), these estimates are
sufficient. 
Lemma 3.4. Let G be the bilinear term defined in (3.3) and let α satisfy (3.4). Then,
‖eitΛΛ−1G‖L3 . ε21t−2α−3δ .
Proof. Using (3.3), we can write,
eitΛΛ−1G(t) =
∫ t
1
ei(t−s)ΛΛ−1+γ |u(s)|2 ds.
Thus, by the linear dispersive estimate,
‖eitΛΛ−1G‖L3 .
∫ t
1
1
(t− s)1/3 ‖Λ
−1/3+γG‖L3/2 ds. (3.11)
Suppose first that γ ≥ 1/3. Then, we can use the bounds from (3.1) to estimate (3.11) by∫ t
1
1
(t− s)1/3 s
δ/N‖u‖2L3 ds .
∫ t
1
1
(t− s)1/3 s
δ/N 1
s1−δ
ds .
1
t1/3
t2δ.
By the third assumption on α from (3.4), this gives us the desired bound. For 0 < γ < 1/3, we
first apply Sobolev embedding to estimate (3.11) by∫ t
1
1
(t− s)1/3 ‖u‖
2
L18/(7−3γ)
ds.
Using the bounds from (3.2), we thus obtain,
(3.11) .
∫ t
1
1
(t− s)1/3 s
−(2/3+γ)(1−δ) ds . t−γ+2δ.
By the second assumption on α from (3.4), this gives us the desired bound. 
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3.2. Decay estimate for G. In this section we want to show the following:
Proposition 3.5. Let G± be the bilinear term defined in (2.4). Under the apriori assumptions
(3.1) and (3.2) we have
‖eitΛG±‖B˙0
∞,1
. ε21(1 + t)
−1 .
The proof of the above proposition is analogous to the one in section 6 of [18]. We provide some
of the details below.
Proof of Proposition 3.5. Let us split G into two parts, depending on the localization of the inputs.
More precisely, we let G = G1 +G2 where
G1 := G(f≤s1/8 , f) +G(f, f≤s1/8)
G2 := G(f≥s1/8 , f≥s1/8) .
The component G1 can be shown to be bounded in a weighted Sobolev space stronger than B˙
2
1,1;
this directly gives the desired bound on eitΛG1. The decay of e
itΛG2 will instead be proven using
the null structure (3.5) in conjuction with the improved small frequency behavior of the dispersive
estimate for linear wave equation. We will crucially use the fact that the L2 norm of f≥s1/8 decays
in L2. Since the two terms in the definition of G1 are similar we can reduce to consider G1 and G2
given by
Ĝ1 =
∫ t
1
∫
R3
|ξ|γeisψ(ξ,η)f̂≤s1/8(ξ − η, s)f̂(η, s) dηds (3.12)
Ĝ2 =
∫ t
1
∫
R3
|ξ|γeisψ(ξ,η)f̂≥s1/8(ξ − η, s)f̂≥s1/8(η, s) dηds . (3.13)
Decay estimate for eitΛG1. To show that G1 is bounded in B˙
2
1,1 we will interpolate weighted
L2 norms inside the time integral. One can then exploit the “small” support of f≤s1/8 to get
improvements on these weighted norms, and on the decay of eis∆f≤s1/8 . Recalling that we are only
considering frequencies k such that 2k ≤ sδN , we aim to prove
∫ t
1
log sδN∑
k=−∞
22k‖PkΛγe−isΛ
(
eis∆f≤s1/8e
−is∆f
) ‖
L1
ds . 1 .
Converting a factor of 2(2−γ)k into derivatives Λ2−γ , throwing away the projection Pk, and per-
forming the sum, we see that is suffices to show∫ t
1
sγδN ‖Λ2e−isΛ (eis∆f≤s1/8e−is∆f) ‖L1 ds . 1 .
Since ‖ · ‖L1 . ‖x · ‖1/2L2 ‖x2 · ‖
1/2
L2 , the above estimate will follow from the inequalities∥∥|x|Λ2e−isΛ (eis∆f≤s1/8e−is∆f)∥∥L2 . s−7/4 , (3.14a)∥∥∥|x|2Λ2e−isΛ (eis∆f≤s1/8e−is∆f)∥∥∥
L2
. s−1 . (3.14b)
These two estimates have been already proven in [18] under the same apriori assumptions made in
(3.2). Therefore, we omit them and refer the reader to section 6.1 of [18] for a detailed proof.
Decay estimate for eitΛG2. We write
eitΛG2(t, x) =
∫ t
1
ei(t−s)ΛΛγ−1F−1ξ
[∫
R3
|ξ|eisψ˜(ξ,η)f̂≥s1/8(ξ − η, s)f̂≥s1/8(η, s)dη
]
ds
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where ψ˜(ξ, η) = |ξ − η|2 − |η|2 = |ξ|2 − 2ξ · η. We now want to use (3.5) to integrate by parts in η.
By symmetry we can reduce to consider the following term:∫ t
1
ei(t−s)Λ
1
s
Λγ−1F−1ξ
[∫
R3
ξ
|ξ|e
isψ˜(ξ,η)∇ηf̂≥s1/8(ξ − η, s)f̂≥s1/8(η, s)dη
]
ds . (3.15)
The contribution of the time integral between t − 1 and t can be easily estimated by Sobolev
embedding. To estimate the contribution from 1 to t− 1, we use the linear dispersive estimate for
the wave equation (2.15), and our large frequency cutoff convention, to bound it by
∫ t−1
1
1
t− s
1
s
log sδN∑
k=−∞
2(γ+1)k
∥∥Pk (eis∆xf≥s1/8 eis∆f≥s1/8)∥∥L1 ds
.
∫ t−1
1
1
t− s
1
s
s2δN
∥∥eis∆xf≥s1/8 eis∆f≥s1/8∥∥L1 ds
.
∫ t−1
1
1
t− s
1
s
s2δN ‖xf‖L2‖f≥s1/8‖L2 ds .
∫ t−1
1
1
t− s
1
s
s2δN sδ
1
s1/8
sδ ds .
1
t
. 
4. Estimates for F
Recall that we are making the following a priori assumptions on g and f :
‖Λ1/2xG‖L2 ≤ ε1, ‖eitΛxΛG‖L4/(1+γ) ≤ t−1/4+3γ/4−2α−3δε1, (4.1)
‖eitΛG‖L∞ ≤ t−1ε1, ‖eitΛΛ−1G‖L3 ≤ t−2α−3δε1, (4.2)
‖xf‖L∞ ≤ tδε1, ‖x2f‖L2 ≤ t1−2α−δε1. (4.3)
In this section we want to establish estimates for F defined as
F̂ (ξ, t) =
∫ t
0
∫
R3
eisφ(ξ,η)f̂(ξ − η, s)ĝ(η, s) dηds . (4.4)
Recall that
∂ξφ(ξ, η) = −2η = −2 η|η|
(
η
|η| · ∂ηφ(ξ, η)
)
− 2 φ|η|
η
|η| , (4.5)
and note that ∂2ξiφ(ξ, η) = 0, which in particular leads to ∂
2
ξi
eisφ(ξ,η) = −4s2η2i eisφ(ξ,η).
4.1. Estimate for xF . In this section we aim to prove the following lemma:
Lemma 4.1. Let F be defined by (4.4). Under the apriori assumptions (4.1)–(4.3) we have
‖xF‖L2 . tδε21 . (4.6)
Proof. We have that ∇ξF̂ is given by a linear combination of terms of the form∫ t
0
∫
R3
eisφ(ξ,η)∇ξ f̂(ξ − η, s)ĝ(η, s) dηds (4.7)∫ t
0
∫
R3
s∇ξφ eisφ(ξ,η)f̂(ξ − η, s)ĝ(η, s) dηds. (4.8)
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Using (4.5) to integrate by parts in η and s in equation (4.8), we have the following contributions:∫ t
0
∫
R3
eisφ(ξ,η)∇ηf̂(ξ − η, s)ĝ(η, s) dηds (4.9)∫ t
0
∫
R3
eisφ(ξ,η)f̂(ξ − η, s)∇η ĝ(η, s) dηds (4.10)∫
R3
teitφ(ξ,η)f̂(ξ − η, t) 1|η| ĝ(η, t) dη (4.11)∫ t
0
∫
R3
seisφ(ξ,η)f̂(ξ − η, s) 1|η|∂sĝ(η, s) dηds (4.12)∫ t
0
∫
R3
seisφ(ξ,η)∂sf̂(ξ − η, s) 1|η| ĝ(η, s) dηds. (4.13)
The terms (4.7) and (4.9) can be bounded as
‖(4.7)‖L2 .
∫ t
0
‖xf‖L2‖eisΛ(n0 +G+ Λ−1n1)‖L∞ ds . ε21
∫ t
0
sδ
1
s
ds . ε21t
δ.
For the term (4.10), we first split g into n0 +G and iΛ
−1n1.
‖(4.10)‖ .
∫ t
0
‖eisΛx(n0 +G)‖L3‖eis∆f‖L6 ds+
∫ t
0
‖eisΛxΛ−1n1eis∆f‖L2 ds.
For the first term, we use the Sobolev embedding and our assumption (1.4):∫ t
0
‖x(n0 +G)‖L3‖eis∆f‖L6 ds .
∫ t
0
‖x(n0 +G)‖H˙1/2‖eis∆f‖L6 ds . ε21
∫ t
0
s−1+δ ds . ε21t
δ.
For the second term, we commute x and Λ−1, using xΛ−1n1 = − ∂Λ3n1 + Λ−1xn1, we get:∫ t
0
‖eisΛxΛ−1n1eis∆f‖L2 ds .
∫ t
0
‖eisΛΛ−1xn1eis∆f‖L2 ds+
∫ t
0
‖eisΛ ∂
Λ3
n1e
is∆f‖L2 ds. (4.14)
For the first integral on the right-hand side of (4.14) we use Ho¨lder and the dispersive estimates
(2.12) and (2.15), to obtain∫ t
1
‖eisΛΛ−1xn1eis∆f‖L2 ds .
∫ t
1
‖eisΛΛ−1xn1‖L3‖eis∆f‖L6 ds . ε1
∫ t
1
s−4/3+δ‖Λ−1/3xn1‖L3/2 ds
. ε1
∫ t
1
s−4/3+δ‖xn1‖L9/7 ds . ε1‖x2n1‖L2 .
For the second term in (4.14), we have∫ t
0
‖eisΛ ∂
Λ3
n1e
is∆f‖L2 ds .
∫ t
0
‖eisΛ ∂
Λ3
n1‖L∞‖eis∆f‖L2 ds
.
∫ t
0
s−1‖ ∂
3
Λ3
n1‖L1‖f‖L2 ds . ε1tδ‖n1‖B˙01,1 .
To estimate the term (4.11) we first observe that (4.2), and the assumptions (1.3) on the initial
data combined with (2.17), give us
‖eisΛΛ−1(n0 +G)‖L3 . ε1s−2α−3δ . (4.15)
We then have
‖(4.11)‖L2 . t‖eit∆f‖L6‖eitΛΛ−1(n0 +G)‖L3 + t‖f‖L2‖eitΛΛ−2m0(i∇)n1‖L∞
. t ε1t
−1+δ ε1t
−2α+3δ + t ε1
1
t
‖n1‖B˙01,1 . ε
2
1t
δ.
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Here, and in the remainder of the proof, we denote by mk a homogeneous multiplier of order
k. We also implicitly use the fact that such multipliers operate on homogeneous Besov spaces
B˙s+kp,r → B˙sp,r.
For the term (4.12), we observe that eisΛ∂sg = Λ
γ |u|2, so that
‖(4.12)‖L2 .
∫ t
1
s‖eis∆f‖L6‖Λ−1+γ |u|2‖L3ds . ε1
∫ t
1
ss−1+δ‖u‖2
L6/(2−γ)
ds . ε21t
δ ,
where we use Sobolev’s embedding for the second inequality.
Finally, for the term (4.13), we use eis∆∂sf = uw to estimate
‖(4.13)‖L2 .
∫ t
1
s‖eis∆∂sf‖L6‖eisΛΛ−1(n0 +G)‖L3 + s‖∂sf‖L2‖eisΛΛ−2m0(i∇)n1‖L∞ ds
.
∫ t
1
s‖u‖L6‖w‖L∞s−2α+3δ + s‖u‖L∞‖w‖L2
1
s
‖n1‖B˙01,1 ds
. ε21
∫ t
1
ss−1+δs−1s−2α+3δ + ss−1−αs−1 ds . ε21t
δ ,
having used α > 3δ/2. 
4.2. Estimate for x2F . In this last section we want to estimate ‖x2F‖L2 and show
Proposition 4.2. Under the apriori assumptions (4.1)–(4.3) we have
‖x2F‖L2 . ε21t1−2α−δ .
Fix i and differentiate twice with respect to ξi in (4.4), generating three terms:
F̂1 = −4
∫ t
0
∫
eisφ(ξ,η)s2η2i f̂(ξ − η)ĝ(η, s) dηds (4.16)
F̂2 = −4
∫ t
0
∫
eisφ(ξ,η)isηi∂ξi f̂(ξ − η, s)ĝ(η, s) dηds (4.17)
F̂3 =
∫ t
0
∫
eisφ(ξ,η)∂2ξi f̂(ξ − η, s)ĝ(η, s) dηds. (4.18)
4.2.1. Estimate for F1. As a consequence of the second equality in (4.5), we have
η2i =
η2i
|η|
η
|η| · ∂ηφ+
φ
|η|
η2i
|η| . (4.19)
Plugging this into (4.16) we obtain two terms (we omit the constant factor):∫ t
0
∫
s2eisφ(ξ,η)
η2i
|η|
η
|η| · ∂ηφ f̂(ξ − η, s)ĝ(η, s) dηds , (4.20)∫ t
0
∫
s2eisφ(ξ,η)
η2i
|η|
φ
|η| f̂(ξ − η, s)ĝ(η, s) dηds . (4.21)
Integration by parts in s – the term (4.21). Note that
φeisφ(ξ,η) = −i∂seisφ(ξ,η),
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and so (4.21) may be rewritten as a sum of the terms
F̂11 = −
∫
im0(η)t
2eisφ(ξ,η)f̂(ξ − η, t)ĝ(η, t)dη (4.22)
+ i
∫ t
0
∫
m0(η)s
2 eisφ(ξ,η)∂s
(
f̂(ξ − η, s)ĝ(η, s)
)
dηds,
F̂13 = 2i
∫ t
0
∫
m0(η)s e
isφ(ξ,η)f̂(ξ − η, s)ĝ(η, s) dηds . (4.23)
Integration by parts in η – the term (4.20). Write out (4.20) as a sum of terms∫ t
0
∫
s2
η2i
|η|2 ηj∂ηjφ e
isφ(ξ,η)f̂(ξ − η, s)ĝ(η, s) dηds.
Fix one summand. Since s∂ηjφe
isφ = ∂ηje
isφ, integration by parts yields
−
∫ t
0
∫
s∂ηj
(
η2i ηj
|η|2
)
eisφ(ξ,η)f̂(ξ − η, s)ĝ(η, s) dηds (4.24)
−
∫ t
0
∫
s
η2i ηj
|η|2 e
isφ(ξ,η)∂ηj
(
f̂(ξ − η, s)ĝ(η, s)
)
dηds . (4.25)
The first term is analogous to F̂13 in (4.23). The quantity (4.25) gives two contributions:∫ t
0
∫
m1(η)se
isφ(ξ,η)∂ηj f̂(ξ − η)ĝ(η) dηds (4.26)∫ t
0
∫
m1(η)se
isφ(ξ,η)f̂(ξ − η)∂ηj ĝ(η) dηds , (4.27)
where the symbol m1(η) denotes a multiplier which is homogenous of order 1. The first term above
is analogous to the term F2 in (4.17) and will be estimated later. We denote the second term by
F̂12. We now proceed to estimate the terms F11, F12 and F13, defined respectively in (4.22), (4.27)
and (4.23).
Estimate for F11. This term was defined in (4.22). The first term∫
m0(η)t
2eisφ(ξ,η)f̂(ξ − η, t)ĝ(η, t)dη
can be dealt with by an L6 − L3 estimate: we pair the zero-th order multiplier with g = n0 +G+
Λ−1n1 to find a bound of
t2‖eit∆f‖L6‖eisΛ(n0 +G)‖L3 + t2‖xf‖L2‖eitΛΛ−1n1‖∞
. ε1t‖xf‖L2t−1/3 + ε21tδ . ε21t2/3+δ.
This is acceptable since 2/3 + δ ≤ 1 − 2α − δ, see (3.4). For the second term in (4.22), we first
expand the derivative
∂s
(
f̂(ξ − η)ĝ(η)
)
= ∂sf̂(ξ − η)ĝ(η) + f̂(ξ − η)∂sĝ(η).
Using ∂sf = e
is∆un and ∂sg = e
isΛΛγ |u|2, we obtain a bound of the form∫ t
0
s2‖un‖L6‖n‖L3 ds+
∫ t
0
s2sδ‖u‖L6‖|u|2‖L3 ds .
Using the a priori assumptions (4.1), this is bounded by
ε21
∫ t
0
ss−1+δs−1/3 ds+ ε21
∫ t
0
s2+δ(s−1+δ)
3
ds . ε21
∫ t
0
sδ−1/3 ds . ε21t
2/3+δ .
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Estimate for F12. The term F12 was defined in (4.27) as a term of the form
F̂12 =
∫ t
0
∫
m1(η)s e
isφ(ξ,η)f̂(ξ − η)∂η ĝ(η) dηds.
Up to a commutator term resulting from η∂η ĝ(η) = ∂η(ηĝ(η)) − ĝ(η), we can apply Ho¨lder’s
inequality with exponents p = 4/(1 + γ) and p′ = 4/(1 − γ) to find a bound of the type∫ t
0
s‖m0(∇)eisΛxΛg‖L4/(1+γ)‖eis∆f‖L4/(1−γ) ds.
By (4.1),
‖m0(∇)eisΛxΛ(n0 +G)‖L4/(1+γ) . ε1s−1/4+3γ/4−2α−3δ
and, by interpolating the L2 and L6 bounds, we have
‖eis∆f‖L4/(1−γ) . ε1s−(3/4+3γ/4).
On the other hand, we have
‖eisΛxn1‖L4/(1+γ) . t−1/2+γ/2‖Λ1−γ(xn1)‖L4/(3−γ)
. t−1/2+γ/2(‖xΛn1‖L12/(9+γ) + ‖n1‖L12/(9+γ))
. t−1/2+γ/2‖〈x〉2Λn1‖L2 .
Combining these, we obtain the result.
The term F13. This was defined in (4.23). Taking L
6 − L3 we have a bound of the form∫ t
0
s‖u‖L6‖n‖L3 ds+
∫ t
0
s‖u‖L6‖eisΛΛ−1n1‖L3 ds.
For the first term in the preceding, we have the bound∫ t
0
sδ−1/3 ds . t2/3+δ.
For the second term, we use the dispersive estimate and Sobolev embedding to obtain the bound
t2/3‖n1‖L9/7 , which is more than what is needed.
4.2.2. Estimate for F2. This was defined in (4.17) and is of the form∫ t
0
∫
eisφ(ξ,η)isηi∂ξi f̂(ξ − η, s)ĝ(η, s) dηds.
We use (4.5) to obtain the two terms
−
∫ t
0
∫
eisφ(ξ,η)is
ηi
|η|
η
|η| · ∂ηφ∂ηi f̂(ξ − η, s)ĝ(η, s) dηds (4.28)
−
∫ t
0
∫
eisφ(ξ,η)is
ηi
|η|
φ(ξ, η)
|η| ∂ηi f̂(ξ − η, s)ĝ(η, s) dηds . (4.29)
We integrate by parts in (4.28), obtaining terms∫ t
0
∂ηj
(
ηiηj
|η|2
)
eisφ(ξ,η)∂ηi f̂(ξ − η, s)ĝ(η, s) dηds (4.30)∫ t
0
ηiηj
|η|2 e
isφ(ξ,η)∂2ηiηj f̂(ξ − η, s)ĝ(η, s) dηds (4.31)∫ t
0
ηiηj
|η|2 e
isφ(ξ,η)∂ηi f̂(ξ − η)∂ηj ĝ(η, s) dηds . (4.32)
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Notice that the multiplier in (4.30) is of order −1 while in (4.31) and (4.32) it is of order zero. In
particular, (4.31) is similar to (4.18) and can be estimated as in (4.41) below, so we skip it.
For (4.30), we use the Mikhlin multiplier Theorem10 and the second assumption in (4.2) and
(4.3), to find the bound
‖(4.30)‖L2 .
∫ t
0
‖eis∆xf‖L6‖eisΛm−1(∇)(n0 +G)‖L3 ds+
∫ t
0
‖xf‖L2‖eisΛΛ−2n1‖L∞ ds
.
∫ t
0
s−1‖x2f‖L2‖eisΛΛ−1(n0 +G)‖L3 ds+ ε21tδ
. ε21
∫ t
0
s−1s1−2α−δs−2α−3δ ds+ ε21t
δ . ε21t
1−2α−3δ .
The term (4.32) can be estimated similarly using Sobolev’s embedding and (4.1):
‖(4.32)‖L2 .
∫ t
0
‖eis∆xf‖L6‖eisΛx(n0 +G)‖L3 ds+
∫ t
0
‖eis∆xf‖L6‖eisΛΛ−1xn1‖L3 ds
+
∫ t
0
‖eis∆xf‖L2‖eisΛ
∂
Λ3
n1‖L∞ ds
.
∫ t
0
s−1‖x2f‖L2‖x(n0 +G)‖H˙ 12 ds+
∫ t
0
s−1‖x2f‖L2‖Λ−1/3xn1‖L3/2 ds
+
∫ t
0
s−1‖ ∂
3
Λ3
n1‖L1‖xf‖L2 ds
. ε21
∫ t
0
s−1s1−2α−δ ds+ ε1
∫ t
0
s−2α−δs−1/3‖xn1‖L9/7 ds+ ε21tδ
. ε21t
1−2α−δ.
We now integrate by parts in s in the term (4.29) to find the terms
−
∫ t
0
∫
eisφ(ξ,η)s
ηi
|η|2 ∂s∂ηi f̂(ξ − η, s)ĝ(η, s) dηds (≡ F̂21) (4.33)
−
∫ t
0
∫
eisφ(ξ,η)s
ηi
|η|2 ∂ηi f̂(ξ − η, s)∂sĝ(η, s) dηds (≡ F̂22) (4.34)∫
eitφ(ξ,η)t
ηi
|η|2 ∂ηi f̂(ξ − η, t)ĝ(η, t)dη (≡ F̂23) (4.35)
−
∫ t
0
∫
eisφ(ξ,η)
ηi
|η|2 ∂ηi f̂(ξ − η, s)ĝ(η, s) dηds . (≡ F̂24) (4.36)
We estimate these four terms below.
Estimate for F21. We first compute the ∂s derivative:
∂sf̂(ξ − η, s) = i
∫
eisφ(ξ−η,τ)f̂(ξ − η − τ, s)ĝ(τ, s) dτ.
The derivative ∂ηj now generates two terms:
2i
∫ t
0
∫ ∫
eisφ(ξ,η)s2
ηi
|η|2 e
isφ(ξ−η,τ)f̂(ξ − η − τ, s)τj ĝ(τ, s)ĝ(η, s) dηdτds (4.37)∫ t
0
∫ ∫
eisφ(ξ,η)s
ηi
|η|2 e
isφ(ξ−η,τ)∂ηj f̂(ξ − η − τ, s)ĝ(τ, s)ĝ(η, s) dηdτds. (4.38)
10|η|m−1(η) is bounded on L
p, 1 < p <∞.
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For the first term we pair the multiplier with ĝ(η) and use L6 − L3 to obtain
‖(4.37)‖L2 .
∫ t
0
s2‖u∂n‖L6‖eisΛΛ−1(G+ n0)‖L3 ds+
∫ t
0
s2‖u∂n‖L2‖eisΛΛ−2n1‖L∞ ds. (4.39)
Estimating ‖eisΛΛ−1(G+ n0)‖L3 by (4.15), we can bound the first of the two expressions above by∫ t
0
s2‖u‖L6‖∂n‖L∞‖eisΛΛ−1(G+ n0)‖L3ds . ε21
∫ t
0
s2δs−2α−3δds . ε21t
1−2α−δ.
For the second integral in (4.39) we have∫ t
0
s2‖u∂n‖L2‖eisΛΛ−2n1‖L∞ ds .
∫ t
0
s‖u‖L6‖∂n‖L3‖n1‖B˙01,1 ds
.
∫ t
0
ε31s
−1/3+2δ ds . ε31t
2/3+2δ .
Moving on to (4.38), we reproduce the same pairing as before and once again use L6 − L3 and
L2 − L∞ estimates to find a bound∫ t
0
s‖eis∆(xf)n‖L6‖eisΛΛ−1(n0 +G)‖L3ds+
∫ t
0
s‖eis∆(xf)n‖L2‖eisΛΛ−2n1‖L∞ ds. (4.40)
Observe that
‖eis∆xf‖L6 . s−1‖x2f‖L2 . ε1s−2α−δ .
Using this, together with ‖n‖L∞ ≤ ε1s−1 and (4.2), we obtain the desired bound of ε21t1−2α−δ for
the first term in (4.40). For the second term, we can obtain a bound of ε31t
δ by using
‖eis∆(xf)n‖L2 ≤ ‖xf‖L2‖n‖L∞ . ε21s−1+δ ,
combined with the the linear dipersive estimate (2.17) and the assumption on n1 in (1.4).
Estimate for F22. This term is defined in (4.34). We pair the multiplier with ∂sg = e
isΛΛγ |u|2, use
an L6 − L3 estimate, Sobolev’s embedding and (4.3), to find the bound
‖(4.34)‖L2 .
∫ t
0
s‖eis∆xf‖L6‖Λ−1+γ |u|2‖L3 ds . ε1
∫ t
0
s1−2α−δ‖|u|2‖L3/(2+γ) ds
. ε21
∫ t
0
s1−2α−δ‖u‖L2‖u‖L6/(1−2γ) ds . ε21t1−2α−δ .
Estimate for F23. This term is defined in (4.35). We can use L
6−L3 and L∞−L2 as before to get
‖(4.35)‖L2 . t‖eit∆xf‖L6‖Λ−1eisΛ(n0 +G)‖L3
+ t‖xf‖L2‖eitΛΛ−2n1‖L∞ . ε21t1−4α−5δ
Estimate for F24. This was defined in (4.36). It is dealt with by L
6 − L3 and L∞ − L2, in an
identical fashion to the previous case.
4.2.3. Estimate for F3. This was defined in (4.18). It can be dealt with by using an L
2 − L∞
estimate leading to
‖((4.18)‖L2 .
∫ t
0
‖x2f‖L2‖eisΛ(n0 +G) + eisΛΛ−1n1‖L∞ ds
.
∫ t
0
‖x2f‖L2‖n‖L∞ ds+
∫ t
0
‖x2f‖L2‖Λn1‖B˙01,1 ds . ε
2
1t
1−2α−δ .
(4.41)
At this point all terms are accounted for. 
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