Real-world programs are neither monolithic nor static-they are constructed using platform and third party libraries, and both programs and libraries continuously evolve in response to change pressure. In case of the Java language, rules defined in the Java Language and Java Virtual Machine Specifications define when library evolution is safe. These rules distinguish between three types of compatibility-binary, source and behavioural. We claim that some of these rules are counter intuitive and not well-understood by many developers. We present the results of a survey where we quizzed developers about their understanding of the various types of compatibility. 414 developers responded to our survey. We find that while most programmers are familiar with the rules of source compatibility, they generally lack knowledge about the rules of binary and behavioural compatibility. This can be problematic when organisations switch from integration builds to technologies that require dynamic linking, such as OSGi. We have assessed the gravity of the problem by studying how often linkage-related problems are referenced in issue tracking systems, and find that they are common.
Introduction
Modern programming languages like Java support dynamic linking where a client program can be executed with libraries that have been compiled separately. While the libraries used at runtime are usually also present when the program is compiled, it is not required that the same versions of these libraries are used for compilation. This addresses some important use cases, such as the deployment of newer versions of a library with improvements such as bug fixes or better performance. As long as the APIs (application programming interfaces) defined in these libraries don't change, this works well. Unfortunately, APIs do change when libraries evolve (Dig and Johnson 2006; Cossette and Walker 2012; Dietrich et al. 2014a) . When this happens, programmers are suddenly confronted with different sets of rules (Darcy 2008) : the rules of source compatibility are used by the compiler when a program is compiled against a library, while the rules of binary compatibility are used when a program is linked against a library that has been compiled separately. To make things even more complicated, the Java Language Specification defines binary compatibility strictly with respect to linking (Gosling et al. 2012, ch. 13 ). This does not cover all problems that can occur when the respective program is executed with a particular library in the classpath. This leads to a third type of compatibility, behavioural compatibility.
To illustrate the different types of compatibility, consider the following examples in listing 1 and 2. Both examples consist of a class Main that is compiled with the first version of a class Foo in a library lib-1.0.jar, and then executed with another version of Foo in a library lib-2.0.jar.
These two examples demonstrate that the different types of compatibility are inconsistent and not intuitive. In the first example, the return type of a used method is specialised. While this is usually source compatible, 1 it is not binary compatible as the linker does not use subtype reasoning when a method reference is resolved. In this case, a NoSuchMethodError is thrown. In other words, the only required correction is recompilation of the program with version 2.0 of the library. No source code modification is needed.
The second example shows that while information about the exceptions thrown is present in the byte code as part of the signature (Lindholm et al. 2012, ch. 4.3.4) , and can even be queried through the reflection API, this information is not part of the descriptor (Lindholm et al. 2012, ch. 4.3 .3) used for linking. I.e., the uncaught checked exception is not detected through static analysis during linking, but only at runtime when the exception is actually thrown when foo() is invoked, and the program exits with an error. This is therefore an example of behavioural incompatibility, although it would be more intuitive if this was binary incompatible.
The mismatch between the different notions of compatibility has increased as the Java language has evolved. The development of the Java language was driven by programmer productivity, while preserving binary compatibility (Darcy 2009 ). Features like nested and inner classes, generic types and auto boxing/unboxing have added simplicity and expressiveness to the language with minimal or no changes to the byte code format. In case of generic types, this has lead to erasure. But even changing a field type from a primitive Listing 1 Specialising the return type of a method type to its wrapper type or vice versa breaks binary compatibility (listing 3), even though this problem can easily be solved by recompilation as the compiler applies auto boxing or unboxing, respectively.
It is reasonable to ask here why this matters. In many cases, a project is built (compiled and unit tested) against the very libraries it uses at runtime, and widely used build and continuous integration tools facilitate this approach. This circumvents the problem. However, if libraries are individually upgraded, problems start to occur. The JLS envisages this approach: "Development tools for the Java programming language should support automatic recompilation as necessary whenever source code is available. Particular implementations may also store the source and binary of types in a versioning database and implement a ClassLoader that uses integrity mechanisms of the database to prevent linkage errors by providing binary-compatible versions of types to clients" (Gosling et al. 2012, ch. 13) . While preserving binary compatibility is a major objective for the JRE (Darcy 2009 ), this is not the case for many other libraries. In our previous work (Dietrich et al. 2014a) we have shown that binary compatibility is often broken when open source libraries evolve. In particular, this applies to popular libraries such as ANT, ANTLR, Hibernate and Lucene. The major reason that this matter is, however, the popularity of OSGi (The OSGi Alliance 2012)-a framework that heavily relies on dynamic linking to support a flexible lifecycle for components in long-running, high-availability applications. The problem might be further accelerated when modularity support is added to the Java platform (project Jigsaw), Listing 2 Adding a checked exception to a method although it is not clear at this point whether Jigsaw will support dynamic modules (Blewitt 2013) .
The rest of this paper is organised as follows. In Section 2, we discuss the design of the survey we conducted to find out what developers know about the different types of compatibility. We analyse the responses in Section 3. In Section 4, we try to assess the size of the problem in practice by analysing issue tracking systems for references to errors caused by linkage related problems. In Section 5 we discuss several treats to validity. We finish the paper with a conclusion, including a discussion of related and future work.
Survey Design
The survey is based on a set of Java library evolution puzzlers we have developed for training, 2 in a style inspired by Bloch and Gafter (2005) . The full survey contains 7 questions about the background of the respondent, and 25 puzzlers-21 standard puzzlers with 2 questions each, and 4 constant inlining puzzlers with 1 question per puzzler-a total of 46 technical questions. A few days after the survey had opened we realised that many respondents only answered the first few questions, and then abandoned the survey. We therefore created a second, shorter survey with the same set of 7 background questions, 9 standard Listing 3 Wrapping a primitive field and 4 constant inlining puzzlers, a total of 22 technical questions. The question in the short survey are a subset of the questions in the full survey.
Respondent Background Questions
We have asked respondents the following set of background questions to assess their level of relevant experience.
1. Which programming languages do you regularly use? Choices were: Java, C, C++, Python, Ruby, ObjectiveC, C#, JavaScript, other JVM-based languages (Scala, Groovy, etc), other. 2. How many years of Java programming experience do you have? Choices were: less than 1 year, 1-3 years, 4-10 years, more than 10 years. 3. How would you rank your Java expertise? 
Technical Questions Overview
The technical questions are summarised in Table 1 . Each question in the table belongs to a category and the question's puzzler is implemented as a simple program. Puzzlers are split into packages, the respective package names are shown in the third table column. Given a package name <pck>, each puzzler consists of three classes named as follows:
1. a class lib.<pck>.Foo packaged in a library lib-1.0.jar 2. a (modified) class lib.<pck>.Foo packaged in a library lib-2.0.jar 3. a class <pck>.Main with a main method that uses lib.<pck>.Foo
The code and an ANT script to execute the experiments is available from the following public code repository: https://bitbucket.org/jensdietrich/java-library-evolution-puzzlers
The source code for the questions is in the /examples folder and its respective sub folders for both versions of the library and the client program. The root folder contains an ANT script that can be used to compile and execute the respective scenario. The correct answers are defined with respect to the output of this script, confirmed by cross-referencing the output with the Java Language Specification (Gosling et al. 2012) . Given a unique package name <pck>, the following command can then be used to run the compilation and linking script for this puzzler/question:
ant -Dpackage=pck
There are two types of problems. All problems except the problems in the constant inlining category are standard puzzlers. For each standard puzzler, we have asked the following two questions: (a) no, compilation fails (b) yes, but the behaviour of the program is different from the program version compiled and executed with lib-1.0.jar (c) yes, and the behaviour of the program is the same as the program version compiled and executed with lib-1.0.jar
Note that we avoided references to the standard definitions of binary and source compatibility in the specification documents on purpose, as we can not assume that the majority of developers is familiar with these documents. We defined a behaviour change as follows in the survey: "a behaviour change is either a different console output or a situation where the execution of one program version throws an exception, but the the execution of the other program version does not". Table 1 uses wildcards in the question ids. The wildcard is replaced by "-UPGR" (dynamic upgrade) for the first question, and by "-RECP" (recompile and upgrade) for the second question. For the constant inlining category, only one question is asked. This will be explained below. We refer to these three question types as UPGR, RECP and INL, respectively.
Interface Puzzlers
The puzzlers in this category describe problems that occur when methods are added to or removed from interfaces implemented by a client program. In If1, a method is added to the interface that is not actually being used by the class implementing the interface. This is binary compatible, but not source compatible. To solve the other problems in this category, respondents also had to understand the @Override annotation (If2, If3) and Java method lookup (If4).
Method Descriptor Puzzlers
The descriptor of a method is the combination of parameters plus the return type, and this information is used at runtime for linking and method dispatch (Gosling et al. 2012, ch. 15.12.2) . When refactoring methods, specialising return types and generalising parameter types is generally safe. This can be seen as special cases of strengthening post-conditions and weakening pre-conditions, respectively.
However, in both cases the method descriptors are changed, causing binary incompatibility. More precisely, this results in an instance of NoSuchMethodError being thrown. SP RET1 is shown in listing 1. The other questions in this category are variants of this question, also including the narrowing of primitive return types (SP RET2) and the (unsafe) widening of primitive parameter types (GEN PAR3). GEN PAR2 is a scenario where generalising a parameter type leads to ambiguity and compilation fails.
Exception Puzzlers
Exceptions (including checked exceptions) are not part of the descriptor. This means that changes to the exceptions declared by a method like adding or generalising are generally binary compatible but often behavioural incompatible. This is the case in example ADD EXC2 (listing 2). ADD EXC1 is a similar scenario using a runtime exception. On the other hand, certain changes to declared exceptions that seem uncritical like removing a declared exception can lead to source incompatibilty as the compiler detects that catch blocks become unreachable (Gosling et al. 2012, ch. 14.21) . Question REM EXC1 is based on such a scenario. Question REM EXC2 is noteworthy as the behaviour of the current Java (OpenJDK SE Runtime Environment 1.7.0 45-b18) implementation differs from the specification due to a bug in the JLS. This bug was reported and accepted, 3 and we defined the correct answer for this question with respect to the behaviour of the Java 7 implementation used.
Auto (Un)Boxing Puzzlers
Auto boxing/unboxing were introduced in Java 5.0. This feature hides the differences between object (wrapper) types and their corresponding primitive types. However, on the byte code level they are still treated as completely different types. In BOX1 (listing 3), the library declares a public field of type int that is read by the client to assign a value to a variable declared as int. The type of this field is then changed to java.lang.Integer. This is not binary compatible but source compatible as the compiler can apply auto unboxing. More precisely, this results in an instance of NoSuchFieldError to be thrown. BOX2 reverses this scenario-the field type is changed from java.lang.Integer to int. The result is the same.
Generic Type Puzzlers
Generic types were also introduced in Java 5.0. Erasure (Gosling et al. 2012, ch. 4.6 ) is used to achieve binary compatibility so that existing non-generic clients can use generic code. The questions in this category describe two situations resulting from this. In the first puzzler (GEN1) the library defines a method List<String> getList() that returns a list containing ''42''. This method is then changed to a method List<Integer> getList() that returns a list containing 42. The client accesses the list, assigns it to a variable List<String> list and prints its size to the console. Due to erasure, this is binary compatible, but not source compatible as the compiler detects that the assignment is illegal. The second puzzler (GEN2) is very similar, but this time the client loops over the list and prints its element to the console. This is still binary compatible but fails with a class cast exception due to the checkcast statements generated by the compiler when the elements of the list are accessed. This is therefore an example of behavioural incompatibility.
Constant Inlining Puzzlers
The structure of the four questions in this category is slightly different. Listing 4 shows the code used in CON1.
Listing 4 Constant inlining
There is only one question for each problem in this group: whether 42 or 43 is printed to the console when the program compiled with version 1.0 of the library is executed with version 2.0 of this library. CON2 uses strings instead of integers, CON3 defines an integer constant using an expression instead of a literal, and in CON4 the wrapper type java.lang.Integer is used instead of int. It turns out that constants of type int and String are inlined, and that the compiler uses constant folding to evaluate expressions. This means that 42 is printed when the programs in CON1, CON2 or CON3 are executed. However, Integer values are not inlined, and 43 is printed in case of CON4.
Other Puzzlers
NEST is a scenario where the client program uses a static method defined in a class lib.ghost.Foo.Bar. In the first version, Bar is a static nested class within lib.ghost.Foo, while in the second version Bar is refactored to a top-level class within the package lib.ghost.Foo. This is binary incompatible but source compatible as the byte code represention changes from lib/ghost/Foo$Bar to lib/ghost/Foo/Bar while the source code representation (lib.ghost.Foo.Bar) remains the same.
Recruiting Participants
We recruited participants through the network of Java User Groups (JUGs), a blog post by Jeff Friesen on JavaWorld, 4 and numerous personal contacts to developers. The following invitation to JUGs was initially sent to the Melbourne JUG, and then forwarded to the JUG leader mailing list to redistribute it to their respective groups:
Hi ...,
We have created a survey for Java developers to find out whether they are aware of the (sometimes subtle) differences between source and binary compatibility between client programs and the libraries these programs use. The style of this survey is inspired by the book Java Puzzlers by Joshua Bloch and Neal Gafter. We would appreciate if you could complete this survey, and send it to other developers you know. At the end of the survey you will find a link to a repository with a presentation containing the solutions, and the source code for the examples used.
https://www.surveymonkey.com/s/LibEvolutionPuzzlers Kind regards.
Responses

Access to Raw Survey Data
The raw data exported from SurveyMonkey can be accessed in the following repository: https://bitbucket.org/jensdietrich/java-library-evolution-puzzlers The data is available as a set of Excel files in the /survey/results/rawdata/ folder.
Overview
The survey was open between 15 November and 31 December 2013. During this period, 184 respondents started the short version of the survey, while 241 respondents started the full version. Of those, 73 respondents completed the short version of the survey and 49 respondents completed the full version.
Fig. 1 Occupation of survey respondents
We asked respondents doing the full survey whether they had already completed the short survey. Only 11 respondents answered yes. Assuming that everybody answered this question correctly, and nobody completed the short survey after the full survey, this gave us 414 unique respondents. To avoid double counting, we removed all answers for questions that were in both surveys for responses by people who indicated that they had completed both surveys.
The number of valid answers for the technical questions ranged from 49 (REM EXC2-RECP) to 295 (If1-UPGR and If1-RECP).
Background of Respondents
The vast majority of respondents were programmers ( Fig. 1 with 4 or more years of experience with Java technologies (Fig. 3 ) and self-assessed their familiarity with Java technology as either knowledgeable or expert (Figs. 2 and 3). 
Analysis
Of all the answers provided by respondents, only 62 % were correct. The percentage of correct answers is much better for the RECP questions (76 %) than for the UPGR (51 %) and INL (52 %) questions. This indicates that respondents are more familiar with the rules of source compatibility than with the rules of binary and behavioural compatibility.
Figures 4, 5 and 6 show the total numbers of correct and incorrect answers for the questions in the UPGR, RECP and INL categories, respectively. The spikes in the total number of responses represent questions that were part of the short survey. In general, there are more wrong answers for the questions that were also part of the short survey. This is due to the fact that more experienced developers completed the full survey. The correct answer ratio is particularly low for the first motivational example discussed in the introduction: only 27 % of respondents answered SP RET1-UPGR (listings 1) correctly. Other questions with a high percentage of wrong answers are GEN PAR1-UPGR (27 % correct, generalising a parameter type is binary incompatible), and GEN2-UPGR (20 %). In the case of GEN2-UPGR (see also Section 2.7), many respondents thought that the upgraded library is binary incompatible. However, it is only behavioural incompatible-no linkage error is generated, but a runtime exception (ClassCastException) is thrown when the program is executed.
While most respondents answered the RECP type questions correctly, only 30 % got GEN PAR3-RECP (listing 5) right. This question is inspired by the classical Java puzzlers (Bloch and Gafter 2005) , where compilation succeeds but the behaviour of the program is changed by the recompilation due to the loss of precision when the widening conversion from int to float is performed (Gosling et al. 2012, ch. 5.1.2) .
Listing 5 Generalising a parameter type
Constant inlining is not well understood either, only 53 % of respondents answered the most simple question (CON1), inlining of a constant defined by an int literal, correctly. This number drops further to 33 % for inlining of string type constants (CON2), and 46 % for inlining of constants defined by expressions (inlining through constant folding, CON3). The relatively high number of correct answers for CON4 is probably misleading. Constants declared using wrapper types (Integer in this case) are not inlined, and we assume that many respondents answered this question accidentally correctly as they were not aware of the concept on inlining in the first place. Figures 7 and 8 show the dependency of correct answers on years and level of experience with Java. Not surprisingly, answers improve with increasing experience, but not to the extent we had expected. Even (self-assessed) expert/guru users and users with more than 10 years experience of Java technology answered only 60 % of the questions in the UPGR category correctly. Surprisingly, the number of correct answers from participants with less than one year experience is slightly higher than the respective number for participants with 1-3 years experience. We think that this is caused by a few undergraduate students taught by the authors participating in the study. This particular cohort has some basic understanding of some of the issues involved.
We further tried to work out the notion of an expert user by combining answers to the several contextual questions in the beginning of the survey. For this purpose, we defined a pro respondent profile: a respondent with framework design experience, an expert or guru level of experience, at least four years of experience with Java technology and knowledge in at least one additional programming language. As OSGi is the "killer technology" for dynamic library upgrades, we also defined a second pro+osgi profile based on the same criteria as pro plus the requirement that the respondent must have OSGi experience. For both profiles, we still had reasonable numbers of respondents and answers. The respective results are summarised in Table 2 . Not surprising, pro and pro+osgi respondents answered more questions correctly. pro+osgi respondents do significantly better for the questions in the UPGR category-they clearly better understand binary compatibility. However, overall the results in this category are still lower than expected. 4 Impact Analysis
Introduction
While the survey results demonstrate that many developers have only limited knowledge about the different kinds of compatibility rules in Java, it is not clear what impact this has on the quality of systems and developer productivity. In particular, binary compatibility matters when systems use partial upgrades. This is the case for OSGi-based technology that is used in many developer tools and in major application servers. We therefore suspect that the lack of knowledge on compatibility has an impact on both the quality of products and the productivity of developers. In our previous work, we found some evidence that compatibility-related problems are common in real-world systems, and can break compatibility when libraries are updated (Dietrich et al. 2014a ).
Methodology
To investigate the gravity of the problems caused by the lack of knowledge about compatibility rules, we focused on binary compatibility. The reason is that binary compatibility has a very precise definition in the Java Language Specification (Gosling et al. 2012, ch. 13) , and violating its rules results in certain types of linkage errors. These errors instantiate subclasses of java.lang.LinkageError. This makes it easy to search for these problems in issue tracking systems as many developers copy and paste stack traces and error messages containing the fully qualified class name of the respective error class. It is difficult to interpret absolute numbers, i.e., the number of reports for a particular error, correctly. We therefore decided to assess the number of linkage errors reported relative to the number of reported errors and exceptions widely considered as common. We selected two (non linkage) errors and two runtime exceptions for the baseline: 5 1. NullpointerException-this is probably the most frequently encountered exception in Java, thrown when an application attempts to use null in a case where an object is required. 2. ClassCastException-thrown to indicate that an application has tried to cast an object to a subclass of which it is not an instance. 3. StackOverflowError-thrown if an application recurses too deeply, usually the result of an erroneous termination condition. 4. OutOfMemoryError-thrown if the application runs out of heap space, e.g. if too many objects have been allocated and cannot be garbage collected.
By using these four classes as a base line, we assume that these errors and exceptions all represent problems that are frequently encountered by developers. In most cases, they result from mistakes made by programmers, as opposed to integration problems caused by the configuration of classpath settings or build scripts. We have compared the frequency of problems with references to these errors and exceptions with the following set of linkage errors:
1. NoSuchMethodError-thrown if an application tries to call a method, and this method does not exist. This usually indicates an incompatible change of the name or signature of the method. Many of the puzzlers, including most questions in the method descriptor category, cause this error to be thrown. 2. NoSuchFieldError-thrown if an application tries to access a field, and this field does not exist. This usually indicates an incompatible change of the name or the type of the field. The puzzlers in the auto (un)boxing category cause this error to be thrown. 3. NoClassDefFoundError-thrown if an application tries to load a class, and this class cannot be found. This might be the result of changing the name of a class, or moving it into another package. 4. IncompatibleClassChangeError-thrown when an incompatible class change has occurred to some class definition. This is the superclass of NoSuchMethodError, NoSuchFieldError and InstantiationError. 5. InstantiationError-thrown when an application tries to instantiate an abstract class or interface using the new keyword. 6. ClassFormatError-thrown when the JVM encounters a malformed class file. A common reason is that the version of the byte code is not supported by the JVM used.
The first three errors directly occur in problems described in Table 1 . In particular, the following scenarios result in a NoSuchMethodError being thrown: If4, SEP RET1-SEP RET3 and GEN PAR1-GEN PAR3. The two BOX* scenarios result in NoSuchFieldError, while NEST results in a NoClassDefFoundError.
We have also included three other linkage errors as they point to similar problems not covered by our questions. IncompatibleClassChangeError is the superclass of both NoSuchMethodError and NoSuchFieldError, but can also be instantiated directly when the static flag is added or removed. An InstantiationError is thrown when an application tries to instantiate an abstract class or interface. However, here the behaviour of the compiler and the linker is consistent, and we therefore did not include this scenario in our questions. Finally, a ClassFormatError is thrown when the JVM encounters a malformed class file. This is case when the JVM cannot interpret the version of the bytecode (usually produced by a newer version of the compiler), or when the class file is corrupt. In any case, this is the result of configuration problems during development and deployment, and is not caused directly by code changes. We have used the Google search engine to assess the frequency of errors and exceptions reported. While this methods is not very precise, it is sufficient for us as we are mainly interested in the number of linkage errors relative to well-known programming errors and exceptions. We assume that both linkage errors and the errors and exceptions used for baselining equally suffer from false positives and false negatives.
We selected three popular open sources hosting sites according to (Hong 2013) : GitHub, SourceForge and Google Code. We used the inurl attribute in Google queries to restrict the search to the issues tracking system of the respective project hosting services. We also searched the popular Stackoverflow Q&A site. The queries are listed in Table 3 , all queries were executed on 14 March 2014. Table 4 shows the number of pages with references to the respective errors and exceptions found. The ratios differ significantly between different hosting sites. This is sometimes caused by few very acive projects with a large number of issues. For instance, a large number of NoSuchFieldErrors appears in Google code issues. One of the Google code projects is google-web-toolkit. This project alone has 2,500 pages in its issue tracking system referencing NoSuchFieldError. Overall, the number of linkage errors referenced is surprisingly high. In particular, NoSuchMethodError is in the same order of magnitude as Nullpointer-Exception, probably the most commonly encountered exception type in Java. In all issues tracking systems we investigated, NoSuchMethodError is more often referenced than both StackOverflowError and OutOfMemoryError. This indicates that compatibility problems already have a significant impact on the quality of products and the productivity of developers.
Results
We conclude this section with two concrete examples. The following issue was reported on GitHub: https://github.com/OvercastNetwork/SportBukkit/issues/69. It turns out that the signature of the method maxSize() in the class com.google.common.cache.-CacheBuilder that is part of the Google Guava framework was changed from (int) to (long), causing NoSuchMethodErrors in other projects.
A similar problem was reported here: https://github.com/geowarin/gist-temp-lates-plugin /issues/3. A user reported a NoSuchMethodError for ..ListTemplates-Handler.showTemplatesLookup(..). It turned out that this error was caused by a method signature change between versions 13.0 and 13.1.
Threats to Validity
Survey-Selection Bias
The aim of this study was to find out what programmers know about compatibility. Indeed, most of the respondents are programmers: 282 of 338 respondents who answered the background question (83.43 %). Note that only a very small number of respondents are students (30 of 338 respondents who answered the background question, 8.88 %). There is some uncertainty as 76 respondents (18.35 %) did not answer the background questions.
We cannot be sure how representative the population is, however, the size gives us some confidence. We recruited respondents by advertising the survey via the Java world 6 portal and several Java user groups. Assuming that experienced developers are over-represented in these communities, the level of knowledge about compatibility among average programmers might actually be worse.
Survey-Training Bias
This study is likely to suffer from a training bias caused by respondents studying compatibility issues while answering the questions. To prevent this would have required to put respondents in a controlled and restricted environment without access to programming tools and the internet, and a fixed time limit. However, this would have increased the expenses of this study significantly, and we are convinced that the number of respondents would have been much smaller, resulting in less reliable data.
Measuring the time respondents needed would have been a possible approach to filter out respondents who studied while doing the survey. However, this method itself has many problems as there are other legitimate reasons to interrupt a session. Also, the survey tool 7 used does not support timestamps.
We even facilitated the training effect by arranging the questions in an order that started with simple questions. This implies that the order of questions was not randomised. Also, the blog post on JavaWorld used to recruit participants had some "teaser" material to get people interested in the topic (see Section 2.10). This all had the effect that the overall results are very conservative. This means that the understanding of compatibility issues might actually be worse in practise, as the design of the questionnaire somehow aided people in gaining knowledge about these issues.
Impact Analysis-Selection Bias
We have only investigated projects hosted on three selected open-source hosting sites. However, we followed an independent rating (Hong 2013) to select hosting sites based on number of projects hosted, and the availability of a public issue tracking system.
We have only investigated open source systems. It is likely that the same issues appear in closed source systems, but we do not have access to a sufficiently large number of such systems to investigate these questions. It is reasonable to assume that closed source systems suffer from integration problems at least at the same level as open source programs, perhaps even more so as they often represent more complex end-user products, while many open source products are single-purpose programs or libraries not intended for use by end users, but used as building blocks in more complex programs.
Impact Analysis-False Positives
The use of fully qualified error names makes false positives unlikely. Some false positives could be caused by answers when respondents were confused by the similarity between Java linkage errors and exceptions produced by Java Reflection API (such as NoSuchMethodException vs NoSuchMethodError). On the other hand, we believe that the Java Reflection API is used by experienced users who have strong Java knowledge and thus do not tend to do such basic mistakes.
There is a small change that linkage error class names are referenced in issues with other causes, for instance for comparison. While this is possible, it is probably very rare. Also, the other error and exception classes would suffer from this issue as well at a similar rate, so this will have no significant effect on relative numbers.
Impact Analysis-False Negatives
Since the queries try to match exact strings, it is possible that we have missed results when class names were not spelled correctly. We assume that only a few people would type in fully qualified class names when reporting issues, instead, copy and paste is used. Almost all issues we inspected manually included copies of stack traces. But even if there was a significant number of false negatives, this would have equally affected the linkage errors and the exceptions and errors used for benchmarking. Therefore, this would have no significant effect on the relative numbers.
Ratio Between Reported Common Exceptions and Linkage Errors
In Section 4, we have compared the amount of reported common exceptions with the amount of reported linkage errors in order to gauge how common these errors are. We have assumed here that both are reported at the same rate. This is not necessarily the case. Common exceptions might be under-reported as developers find it easier to find help from fellow developers, and are less likely to use issue tracking systems.
Related Work
The abstract notion of compatibility has been studied by Belguidoum and Dagnat (2008) . They distinguish between horizontal compatibility between a client and a provider, and vertical compatibility-a notion that applies to a particular provider and studies the effects on arbitrary clients. Our survey contains question on horizontal compatibility, however, conceptually, we target vertical compatibility-the impact changes to programs have on other (potentially unknown) programs. The study of compatibility is closely related to the study of contracts between collaborating components. Beugnard et al. (1999) pointed out that there are various contract types that must be considered-corresponding to different types of compatibility in our case.
The notion of source compatibility is closely related to type theory (Cardelli 1991). In particular, in Java and other strongly typed languages, the compiler is used to enforce source compatibility.
Behavioural compatibility has been studied comprehensively starting with the Hoare logic (Hoare 1969) and Meyers classic work on design by contract (Meyer 1992) . There is no comprehensive static analysis tool to check behavioural compatibility for Java programs, and in practise, programmers often revert to automated unit testing to establish behavioural compatibility. As the programs used in our questions are very simple, it was sufficient to define behavioural compatibility with respect to the console output produced by the respective program.
The notion of binary compatibility goes back to Forman et al. (1995) , who studied it in the context of IBM's SOM object model. The Java Language Specification contains a precise definition of binary compatibility (Gosling et al. 2012, ch. 13) . The JVM enforces these rules during linking. A more formal model for binary compatibility has been proposed by Drossopoulou et al. (1998) . Binary compatibility issues that often affect programmers have been catalogued by des Rivières (2007) . The catalogue has directly influenced our work.
There is a significant body of research on how to deal with evolution problems in general, and how to avoid binary incompatibility in Java programs in particular. This includes Dmitriev's work on using binary compatibility checks to optimise build systems (Dmitriev 2002) , Barr and Eisenbach's rule-based tool to compare library versions in order to detect changes that cause binary incompatibility (Barr and Eisenbach 2003) , and Keller et al. binary component adaptation (BCA)-the manipulation of class definitions to avoid certain binary compatibility problems (Keller and Hölzle 1998) . Dig et al. (2008) and Ş avga and Rudolf (2007) have proposed a refactoring-based solution to generate a compatibility layer that ensures binary compatibility when referenced libraries evolve. Corwin et al. (2003) has developed a modular framework that uses a higher level API on top of the Java classpath architecture. In OSGi, a similar approach is used.
There are several empirical studies on API evolution. Dig and Johnson (2006) have conducted an API evolution case study on five real world systems (struts, eclipse, jhotdraw, log4j and a commercial application). They found that the majority of API breaking changes were caused by refactoring, as functionality is shifted between classes and collaboration protocols are changed. They did not distinguish between source and binary compatibility ("a breaking change is not backwards compatible. It would cause an application built with an older version of the component to fail under a newer version. If the problem is immediately visible, the application fails to compile or link" (Dig and Johnson 2006) ). Mens et al. (2008) have studied the evolution of Eclipse from version 1.0 to version 3.3. The focus of this study was to investigate the applicability of Lehmann's laws of software evolution (Lehman and Belady 1985) . However, they found significant changes in the respective source code files. It is save to assume that many of these changes would have caused binary compatibility issues if the respective bundles had evolved in isolation. Cosette and Walker have studied the evolution of APIs on a set of five Java open source programs (Cossette and Walker 2012) . The focus of their work was to assess change recommendation techniques that can be used to give developers advise on how to refactor client code in order to adapt to API changes. They investigated binary incompatibility issues between versions of the programs in their data set, and found numerous incompatibilities for three programs in their data set (struts, log4j, jdom) .
In our previous work (Dietrich et al. 2014b) , we have studied API evolution of a large set of real-world programs using the qualitas corpus data set (Tempero et al. 2010) . We found that most version upgrade feature some (vertical) API incompatibilities. However, there were only a few examples in this data set where this resulted in actual (horizontal) incompatibilities.
Raemakers et al. have conducted a number of similar studies. In Raemaekers et al. (2012) , the authors studied the stability of one particular library (apache-commons), and how it affected other programs using it. In Raemaekers et al. (2014) , the same authors studied the relationship between semantic versioning and API stability in programs from the Maven repository, and found that developers do not adhere to the principles of semantic versioning in practise, and that breaking changes are common in minor and patch releases. This resembles a similar study by Bauml et al. on the use of semantic versioning in OSGi (Bauml and Brada 2009a) .
Conclusion and Future Work
We have presented the results of a survey where we asked developers to solve puzzlers in order to test their knowledge on the different types of compatibility between programs and the libraries these programs use. The key findings of this paper are as follows:
1. Many developers lack knowledge about the rules of binary compatibility. 2. While experienced developers are more knowledgeable about binary compatibility, a surprisingly high percentage still does not understand it. 3. Developers are significantly more knowledgeable about the rules of source compatibility. 4. Many developers lack knowledge about constant inlining and folding. 5. There is some evidence that issues related to binary compatibility are commonly encountered, and therefore cause significant expenses.
We also demonstrated that errors which occur during linking are common. This seems to be consistent with a trend away from building systems from scratch: more problems occur now at the boundaries between the actual program and code from libraries used by the program.
The question arises what can be done to improve the situations. Firstly, better education of programmers is needed. There are several good resources available to the developer community, including some of the blog posts and presentations by Alex Buckley (Buckley 2007) , Joseph D. Darcy (Darc 2008 , 2009 ), Ian Robertson (Robertson 2013) and Jim des Rivieres (des Rivières 2007). We see this paper and the set of puzzlers as part of the effort.
Secondly, tools are needed to make linking smoother to facilitate library evolution. Some existing research has started to address this on different levels, including the generation of adapters to bridge "API gaps" in source code via refactoring (Chow and Notkin 1996; Balaban et al. 2005; Henkel and Diwan 2005) and through byte code manipulation and instrumentation during class loading (Keller and Hölzle 1998; Pukall et al. 2011; Dig et al. 2008) . Another possible approach is to change the linker itself, i.e. to build a smarter JVM with linking rules more closely aligned to the rules of source compatibility. Such a linker could support specialising return types, and would enforce the catch or re-throw rule for checked exceptions. To the best of our knowledge, this has not yet been attempted.
Thirdly, better tools are needed to check assemblies (programs and the libraries they transitively depends on) for consistency. These tools could then be integrated into automated builds. An example is the Maven plugin that performs static byte-code verification proposed in Jezek et al. (2013) . Another existing tool that is fairly popular amongst developers is Clirr. 8 However, we found that Clirr has multiple shortcomings with respect to compatibility problems related to declared exceptions and generic type parameters. 9 Finally, we notice that compatibility is complex, and that it is important to shield developers from this complexity to allow them to focus on the actual programming task. A popular method to address this is the use of semantic versioning schemes. In the Java technology space, such schemes are used in different technologies, including OSGi and Maven. Semantic versioning schemes implicitly promise contractual relationships between the providers and the consumers of APIs: if a consumer declares a requirement to use a library or module with a version within a certain range, then it is inferred that this consumer is compatible with any library or module that has a version number matching this range. In reality, this does not always work as version numbers are still assigned manually, sometimes influenced by non technical considerations such as marketing. What is therefore needed is standard tooling that can generate semantic versions complying with specifications such as the OSGi versioning policy (OSGi Alliance 2010) or the independent Semantic Versioning initiative (Preston-Werner 2010). Automated semantic versioning has been investigated by Bauml and Brada (2009b) . Bndtools (2014) is a Java-based tool used by the OSGi community that supports semantic versioning.
The work we did on impact analysis is rather coarse, and should be improved by future research by using structured repository meta data. This would allow a more fine-grained analysis that could take aspects such as the length of issue threats and project and developer identities into account.
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