Abstract : In this paper, we propose an algorithm for shattering a set of disjoint line segments of arbitrary length and orientation placed arbitrarily on a 2D plane. The time and space complexities of our algorithm are O(n 2 ) and O(n) respectively. It is an improvement o f t h e O(n 2 logn) time algorithm proposed in [5] . A minor modication of this algorithm applies when objects are simple polygons, keeping the time and space complexities invariant.
Introduction
Given a set S of n non-intersecting line segments of arbitrary length and orientation in the plane, we say that a line`is a separator of S if it does not intersect any member in S and partitions S into two non-empty subsets lying in both sides of`. A set of separators L is said to shatter S if each line in L is a separator of S and every two line segments in S are separated by at least one line in L. In other words, each cell of the arrangement of the lines in L contain at most one member of S (see Figure 1a for illustration). For a given set S, a set of separators may not always exist which can shatter S (see Figure 1b) . In [5] , it was proved that the problem of nding a minimum cardinality shatter for S is NP-complete. They also proposed an O(n 2 logn) time algorithm for getting a feasible solution of the problem, if it exists at all. The same problem in higher dimension is studied in [4] . In 2D, for each member in S, if the ratio of its length and the diameter of the set S is larger than a predened constant , the set of shattering lines for S can be obtained in O(nlogn) time [3] . In this paper, we consider the general case of the problem as in [5] , and propose an algorithm which decides the existence of a set of lines shattering S. In case of armative answer, it outputs a set of lines shattering S. Our algorithm is based on sweeping a topological line through the arrangement of the duals of S. The time complexity of our algorithm is O(n 2 ), which improves the O(n 2 logn) algorithm of [5] in the general case. The space complexity is O(n). We also show that our proposed algorithm can easily be extended if the objects are disjoint polygons keeping the time and space complexities invariant. Possible applications of the shattering problem are mentioned in [3, 5] . 2 
Preliminaries
As an initial step, we nd whether there exists a set of vertical separators which can shatter S, b y sweeping a vertical line on the plane in O(nlogn) time. If such an attempt fails, we need to check whether a set of non-vertical lines exist which can shatter S following the method discussed below. We use geometric duality for solving this problem. It maps (i) a point p = ( a; b) to the line p 3 : y = ax 0 b in the dual plane, and (ii) a non-vertical line`: y = mx 0 c to the point`3 = ( m; c) in the dual plane. Needless to say, the incidence relation of the primal plane remains preserved in the dual plane also. In other words, p is below (resp., on, above)`if and only if p 3 is above (resp., on, below)`3. The dual of a line segment s 2 S is a double wedge s 3 formed by the duals of all the points on s. All these lines pass through the dual (point) of the line containing s, and s 3 is bounded by a pair of lines which are duals of the end points of s. The area inside the double wedge s 3 will be referred to as the active zone of s 3 . Easy to check, a non-vertical line`stabs s, if and only if the corresponding dual point`3 lies in the active zone of s 3 . Now, if we consider the arrangement of the duals of the members in S, and choose a point`3 in the complementary region of the union of active zones of all the double wedges fs the members in S will lie in one side of`. Thus in order to get a separator of S, one needs to choose a point in the complement of the union of active zones of these double wedges, but not above or below all of them. The set of all the separators can easily be obtained by constructing the arrangement of the duals of the members in S and then determining for every face of the arrangement whether it is inside the active zone of any one of the double wedges. This can easily be done in O(n 2 ) time by sweeping a topological line [1] through the arrangement. It is very easy to observe that there are sets of line segments for which the union of active zones of the double wedges has complexity (n 2 ). Hence the complexity of the complement regions in the arrangement, and hence the cardinality of the set of all possible separators, may also be O(n 2 ). It is easy to observe that, for a given set S of line segments, there may not exist any set of separators which can shatter S (see Figure 1b ). An easiest way to check whether the set of all possible separators L, obtained above, shatter S or not, is as follows : As the members of L are the separators of S, each member in S completely lies in one cell of the aforesaid arrangement (see Figure 1a) . So, we consider a set of points P that contains one end point of each line segments in S. Now, if any of the cells in the arrangement contains more than one point of P , it indicates that shatter does not exist for S. The time required to locate the cell containing a given point is O(jLjlog 2 (jLj)) [7] . A randomized algorithm of expected time complexity
2 log(m1) + m1log(m1)log(m2)) exists which outputs the cells of an arrangement of m1 lines that contain a specied set of m2 points [2] . In our case, m1 = jLj, and m2 = n. A s jLj may b e O(n 2 ) in the worst case, the time complexity of the former algorithm may be O(n 3 log 2 n) and that of the later may be O(n 2 logn).
In the following section we propose a simple algorithm using topological plane sweep through the arrangement of the lines dening the wedges corresponding to the line segments in S in the dual plane. 3 Outline of the algorithm Let G be a n vertex graph whose nodes correspond to the members in S. Initially, the graph is complete, i.e., among each pair of vertices, there is an edge. The edges of the graph will be deleted during the execution of the algorithm. At any instant of time, an edge between a pair of nodes implies that the corresponding line segments are not yet separated by any separator. During the execution of the algorithm, as soon as a separator`is detected which separates S into two disjoint sets S1 and S2 in its two sides, we remove all the edges among the members in S1 and S2. W e refer S1 and S2 as two clusters separated by`. Subsequently, if another separator`0 is located which partitions S into S3 and S2 T S4. During the entire swap, if all the edges are eliminated from G, the output set of separators shatter S. Next, we need to prove a very important lemma.
Lemma 1 [5] If S is shatter-able by an arrangement of lines, then S is shatter-able by an arrangement of n 0 1 or fewer lines. Proof : If each member of the separators L, when it is detected, separates at least one existing subset of S which is not yet separated, then by the introduction of that separator, the number of (disjoint) clusters will be increased by one. If S is shatter-able, at the end of sweep the number of clusters will be n, and they are formed with at most n 0 1 separator lines. 2 We consider the set S 3 of double wedges in the dual plane corresponding to the set S of line segments in the primal plane. From now on, the set of lines in S 
Data structure
In addition to the standard data structures of sweeping a topological line through the arrangements of a set of lines, as is used in [1] , we need to maintain the following data structures during the execution of our algorithm. an identier indicating the corresponding member in S, and (ii) a pointer to the corresponding line in the cluster data structure, described below. An element representing a cell contains its degree. cluster : It is a list of subsets of S 3 partitioned by the zero-degree cells obtained so far. Needless to mention, initially, it contains only one cluster having the entire set S 3 , and its identier is 1. Finally, after considering all the vertices in the arrangement, it contains n01 clusters. Each element of this list contains a member list and a header as described below. member list : A bidirectional link list containing a cluster, say S 3 i . This indicates that the line segments in the primal plane, corresponding to S 3 i , are not yet separated by any separator, and hence the corresponding nodes in G are still connected to each other. This list is also maintained in a top to bottom order with respect to their appearance on the topological line L. Note that, the upward (resp. downward) link of the top-most (resp. bottom-most) element is set to NULL. In order to reach the cluster header from any element in the cluster in O(1) Each point corresponds to a separator of S in the primal plane.
We also maintain the following data structure during the execution of the algorithm. We defer to state its usefulness up to the next section.
But its management will be discussed in this section along with the management of other data structures.
list 2 : It is also a linear link list similar to list 1, but the lines stored in this list are only the top-most and bottom-most lines (indicated by t and b elds) of all the clusters which are recognized till the current instant of time.
As the top-most and/or the bottom-most line of a cluster may change after encountering a vertex of the arrangement, the members in this list sometimes change during the execution. When a new cluster is generated, two new lines are added in this list.
Algorithm
We shall follow the algorithm of sweeping a topological line L through the arrangement of lines in S 3 as described in [1] . During the execution, let v be the new vertex encountered by L, which is generated due to the intersection of two consecutive lines, say`1 and`2, i n list 1. W e now need to take the following actions :
Step 1 :`1 and`2 need to be swapped in list 1.
A cell will die out and a new cell will be generated. Note that, the vertex v may be of two types depending on whether it is generated due to the intersection of two lines corresponding to the end points of the same line segment in S or of two dierent line segments. In the former case, the degree of the new cell will remain same as that of the dying cell (see Figure 2a) . In the later case, the degree of the new cell needs to be determined observing the sides of`1 and`2 containing the active zones (see Figure 2b , 2c and 2d). Step 2 : If`1 and`2 belong to the same cluster, they must be consecutive in the member list of that cluster. Here, the following actions need to be taken : 2.1 They need to be swapped in the member list of cluster data structure. , will be accessed. So, an edge which is not a candidate for deletion while processing a cell, will not be accessed during the processing of that cell. This proves the second part of the lemma. Now, if a pair of wedges, say s . So, the edge between s and s will be accessed exactly four times. Hence the proof of the rst part. Proof : Suppose there exists a shatter, but our algorithm could not remove all the edges of the graph G. In other words, at least one cluster of size greater than or equal to 2 remains. As all the separators in that shatter must correspond to some zero-degree cell of the arrangement, and our algorithm visits all the cells of the arrangement, the aforesaid clusters must split when our algorithm encountered those cells during the sweep. Hence a contradiction. Now, we need to consider the time complexity of processing each cell. As soon as a new cell is reached after encountering a vertex by the topological sweep line, the algorithm consumes a constant amount of time for updating a constant number of links in list 1, cluster, and list 2, and for adjusting the degree of the newly generated cell. If the newly encountered cell is of non-zero degree, no additional task needs to be performed. However for a zero-degree cell, it needs to check all the existing clusters to explore the possibility of their split. If there exists some favorable cluster(s), the total time required to split all of them is proportional to the total size of the split-able clusters, which may be O(n) in the worst case. Again, as the splitting takes place at most n01 times (by Lemma 1), the total time required for the splitting of clusters during the entire execution is O(n 2 ) in the worst case. But, we need to spend O(k) time for visiting all the k clusters present in cluster data structure in order to nd the split-able clusters as soon as we encounter a zero-degree cell. The lemma follows from the fact that k may be O(n), and the number of zero-degree cells may be O(n 2 ) i n the worst case. Proof : The space required for maintaining the required data structure for topological sweep is O(n) in the worst case [1] . It is also easy to understand, list 1, list 2 and separator list require O(n) space. As the clusters are disjoint, the space required to store the link lists of all the clusters is also O(n). Only O(n 2 ) space is required to store the graph G. But, by Lemma 2, an edge of G is accessed four times if it is deleted, otherwise, it is not accessed at all. So, in place of G, we may keep a counter edge count, initially set to 0; as soon as an edge of G needs to be accessed, we increment edge count by 1. At the end of the execution if the value of edge count is equal to 2n(n 0 1), it implies all the edges of G is deleted, and the set S of line segments is shatter-able. In the earlier section we observed that, during the processing of a zero-degree cell, an O(n) time may be required in the worst case to locate the split-able clusters, irrespective of whether it detects such a cluster or not. We may hope a better time complexity if we can avoid the checking when no split-able cluster exists for a zero-degree cell. Now, we explain the use of list 2 in order avoid the above mentioned checking. It is already mentioned that list 2 maintains the overlapping information among the clusters. The lines stored in it correspond to the upper and lower lines of all the clusters, explored so far, and degree of an cell on list 2 implies the number of clusters overlapped on that cell. We use 1 to refer the degree of an cell generated on list 2. Proof : The proof of the part (a) is obvious. The proof of part (b) follows from that fact that, as the vertex is obtained by the intersection of a pair of lines of dierent clusters, those two clusters may not split if the participating lines are top most or the bottom most line of the corresponding clusters. In that case, the 1 parameter of the current cell will be 1 less than its neighboring cells as shown in Figure 3a . Otherwise these clusters must split, and the 1 parameter of the current cell will be same as that of its neighboring cells (see Figure 3b) . In the former case also, if 1 of the current cell is non-zero, some other cluster must overlap on the current cell, and that gets split by a representative point inside that cell. But if 1 of the newly generated cell becomes zero due to the current swap, no cluster splits. Lemma 5 tells that, while processing a zerodegree cell, we can understand whether any of the clusters splits or not, by observing the 1 parameter of that cell in list 2. It needs to mention that, the cells stored on the list 2 are not the same as that of the list 1, as the former list stores only 2k lines if k clusters are formed till now. But, if a cell with 1 = 0 i s reached, the corresponding intersecting lines are top-most and bottom-most lines of two clusters. So they are present in the list 2. These two lines need to be swapped and the 1 parameter of the new cell on list 2 is to be appropriately adjusted. So, it only remains to explain how we can reach the lines corresponding to the list 2, (if they are at all present) when a pair of lines on the list 1 swap. When a pair of lines in list 1 swaps, the corresponding lines in cluster data structure are reached by using the pointer maintained with it in list 1. It can be checked very easily whether those lines are the top most line or the bottom most line of the corresponding clusters by observing the t and b elds stored in the cluster headers, and which is reachable using head ptr. Now, if any of them is an extreme line of a cluster, it is also present in list 2. In order to update list 2 we reach those lines in list 2 using tptr or b ptr , stored in the cluster header. Lemma 6 If the search in the cluster data structure i s p erformed only when there exists at least one split-able cluster, the total time complexity reduces to O(n 2 ).
Proof : The proof follows from the following three points :
The search for a split- We are now in a position to state the complexity results of our algorithm. In this section, we describe how our algorithm can be tailored if the set S of objects are arbitrary simple polygons. A pair of polygons can be separated by a line if and only if their convex hulls are non-overlapping. So, as a rst step of this problem, we need to compute the convex hulls of all the polygons, which need O(n) time [6] if n be the total number of vertices on all the m polygons placed on the oor. Now our problem boils down to deciding whether shatter exists for the convex hulls of those polygons. From now onwards, S will denote the set of convex polygons obtained above. In O(nlogn) time we can check whether any pair of S overlaps or not by sweeping a vertical line from left to right. This also nds whether a set of vertical lines exists which can shatter S. Below we explain the method of checking the existence of a set of nonvertical lines shattering S. This method will be invoked if and only if the members in S are nonintersecting and a set of vertical lines shattering S do not exist.
Here also we shall work with the duals of the convex polygons in S. The dual of a convex polygon si 2 S is a set of points whose corresponding lines in the primal plane stabs s i . A s in the case of line segments, here also we denote the dual region of s i as its active region, and it is bounded by a piecewise linear curve obtained by the lower and upper envelopes of the dual lines corresponding to the vertices of si. In Figure 4 , we demonstrate the dual of a convex polygon. The duals of all the m convex polygons can be obtained in O(nlogn) time [7] . Figure 4 : A convex polygon and its dual Except for the degenerate cases for a convex polygon with empty interior, i.e., for a line segment, the boundaries of the active region of a member in si do not intersect. The boundary of the dual of two dierent objects si and sj may intersect in at most two points. So, the complexity of the arrangement of the boundaries of the duals of all the members in S is also O(n 2 ) in the worst case [7] . As in the earlier problem, here also we sweep a topological line in the arrangement of the duals of the members in S. But after processing a vertex of the arrangement, when we generate the next vertex, we may need to follow the chain of line segments along that curve. Moreover, we may have to consider the end points of the line segments on the boundaries of the active regions as the event points in addition to the vertices of the arrangement. If an event point of the former type is reached, we need to change the corresponding line description in each of list 1, cluster and list 2 data structures, where the line preceding to that point appears. The other steps of the algorithm remain same. As the topological sweep can be executed in O(m 2 +n) step, the time complexity of the algorithm for polygonal objects is O(m 2 + nlogn) in the worst case.
