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OPTIMAL HARDY-SOBOLEV INEQUALITIES ON COMPACT
RIEMANNIAN MANIFOLDS
HASSAN JABER
Abstract. Given a compact Riemannian Manifold (M, g) of dimension n ≥ 3,
a point x0 ∈ M and s ∈ (0, 2), the Hardy-Sobolev embedding yields the
existence of A,B > 0 such that
(1)


∫
M
|u|
2(n−s)
n−2
dg(x, x0)s
dvg


n−2
n−s
≤ A
∫
M
|∇u|2g dvg +B
∫
M
u2 dvg
for all u ∈ H2
1
(M). It has been proved in Jaber [20] that A ≤ K(n, s) and
that one can take any value A > K(n, s) in (1), where K(n, s) is the best
possible constant in the Euclidean Hardy-Sobolev inequality. In the present
manuscript, we prove that one can take A = K(n, s) in (1).
Let (M, g) be a smooth compact Riemannian Manifold of dimension n ≥ 3 with-
out boundary, dg be the Riemannian distance on M and H
2
1 (M) be the Sobolev
space defined as the completion of C∞(M) for the norm u 7→ ‖u‖2 + ‖∇u‖2. We
fix x0 ∈ M, s ∈ (0, 2) and let 2⋆(s) := 2(n−s)n−2 be the critical Hardy-Sobolev expo-
nent. We endow the weighted Lebesgue space Lp(M,dg(·, x0)−s) with its natural
norm u 7→ ‖u‖p,s :=
(∫
M |u|pdg(·, x0)−s dvg
) 1
p . It follows from the Hardy-Sobolev
inequality that the Sobolev space H21 (M) is continuously embedded in the weighted
Lebesgue space Lp(M,dg(·, x0)−s) if and only if 1 ≤ p ≤ 2⋆(s), and that this em-
bedding is compact if and only if 1 ≤ p < 2⋆(s). From the embedding of H21 (M) in
L2
⋆(s)(M,dg(·, x0)−s), one gets the existence of A,B > 0 such that
(2) ‖u‖22⋆(s),s ≤ A‖∇u‖22 +B‖u‖22
for all u ∈ H21 (M). We let K(n, s) be the optimal constant of the Euclidean Hardy-
Sobolev inequality, that is
(3) K(n, s)−1 := inf
ϕ∈C∞c (R
n)\{0}
∫
Rn
|∇ϕ|2dX(∫
Rn
|ϕ|2⋆(s)
|X|s dX
) 2
2⋆(s)
we denote by C∞c (R
n) the set of C∞-smooth functions on Rn with compact support
and by | · | the Euclidean norm in Rn. The value of K(n, s) is
K(n, s) = [(n− 2)(n− s)]−1
(
1
2− sωn−1
Γ2(n− s/2− s)
Γ(2(n− s)/2− s)
)− 2−s
n−s
,
where ωn−1 is the volume of the unit sphere on R
n and Γ is the Euler function. It
was computed independently by Aubin [1], Rodemich [25] and Talenti [26] for the
case s = 0, and the value for s ∈ (0, 2) has been computed by Lieb (Theorem 4.3
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in [22]). Following Hebey [16], we define A0(M, g, s) to be the best first constant
of the Riemannian Hardy-Sobolev inequality, that is
(4) A0(M, g, x0, s) := inf{A > 0 ∃B > 0 such that (2) holds for all u ∈ H21 (M)}.
For the Sobolev inequality ((2) when s = 0), Aubin proved in [1] that A0(M, g, x0, 0) =
K(n, 0). When s ∈ (0, 2), the author proved in [20] that A0(M, g, x0, s) = K(n, s).
In particular, for any ǫ > 0, there exists Bǫ > 0 such that we have :
(5) ‖u‖22⋆(s),s ≤ (K(n, s) + ǫ)
∫
M
|∇u|2gdvg +Bǫ
∫
M
u2dvg
for all u ∈ H21 (M). See Thiam [28] for a version with an additional remainder. The
constant Bǫ obtained in [20] goes to +∞ as ǫ→ 0, and therefore the method used
in [20] does not allow to take ǫ = 0 in (5).
A natural question is to know whether the infimum A0(M, g, x0, s) is achieved or
not, that is if there exists B > 0 such that inequality (2) holds for all u ∈ H21 (M)
with A = K(n, s). We prove the following :
Theorem 1. Let (M, g) be a smooth compact Riemannian Manifold of dimension
n ≥ 3, x0 ∈M , and s ∈ (0, 2). We let 2⋆(s) := 2(n−s)n−2 be the critical Hardy-Sobolev
exponent. Then there exists B0(M, g, s, x0) > 0 depending on (M, g) and s such
that
(6)
(∫
M
|u|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≤ K(n, s)
∫
M
|∇u|2g dvg +B0(M, g, s, x0)
∫
M
u2 dvg
for all u ∈ H21 (M).
When s = 0, Theorem 1 has been proved by Hebey-Vaugon [18] for best constant
in the Sobolev embedding H21 (M) ⊂ L2
⋆
(M), 2⋆ = 2n/(n− 2). The best constant
problem in the Sobolev embedding Hp1 (M) ⊂ Lp
⋆
(M), p⋆ = pn/(n−p) (n > p > 1)
has been studied by Druet [10] (see also Aubin-Li [2]) answering a conjecture of
Aubin in [1]. The corresponding question for the embedding H22 (M) ⊂ L2
♯
(M),
2♯ = 2n/(n− 4) has been studied by Hebey [17], and for the Gagliardo-Nirenberg
inequalities by Brouttelande [4] and Ceccon-Montenegro [7].
There is an important litterature about sharp constants for inequalities of Hardy-
Sobolev type on domains of the Euclidean flat space Rn. A general discussion is
in the monograph [12] by Ghoussoub-Moradifam. Hardy-Sobolev inequalities are a
subfamily of the Caffarelli-Kohn-Nirenberg inequalities (see [5]). The best constants
and extremals for these inequalities on Rn are well understood in the class of radially
symmetric functions (see Catrina-Wang [6], Horushi [19] and Chou-Chu [8]). How-
ever, there are situations when extremals are not radially symmetrical as discovered
by Catrina-Wang [6]. A historical survey on symmetry-breaking of the extremals is
in Dolbeault-Esteban-Loss-Tarantello [9]. For Hardy-Sobolev-Maz’ya inequalities
[23], we refer to Badiale-Tarantello [3], Musina [24] and Tertikas-Tintarev [27].
A last remark is that it follows from the analysis of the author in [20] that
(7){
B0(M, g, s, x0) ≥ K(n, s) (n−2)(6−s)12(2n−2−s)Scalg(x0) if n ≥ 4
the Green’s function’s mass of ∆g +
B0(M,g,s,x0)
K(3,s) is nonpositive if n = 3,
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where Scalg(x0) is the scalar curvature at x0. The mass is defined at the end of
Section 2.
The proof of Theorem 1 relies on the analysis of blowing-up families to critical non-
linear elliptic equations. In Section 1, we prove a general convergence theorem for
blowing-up solutions to Hardy-Sobolev equations. In Section 2, we prove Theorem
1 by adapting the arguments of Druet (in Druet [10]). We prove (7) in Section 2.
1. Blow-up around x0
We let (M, g) be a smooth compact Riemannian Manifold of dimension n ≥ 3,
x0 ∈ M , s ∈ (0, 2). We consider a family (uα)α>0 in H21 (M), such that for all
α > 0, uα ≥ 0, uα 6≡ 0 and uα is a solution to the problem
(8)
{
∆guα + αuα = λα
u2
⋆(s)−1
α
dg(x,x0)s
λα ∈ (0,K(n, s)−1) , ‖uα‖2⋆(s),s = 1.
Here ∆g := −divg(∇) is the Laplace-Beltrami operator. It follows from the reg-
ularity and the maximum principle of [20] that, for any α > 0, uα ∈ C0,β(M) ∩
C2,γloc (M \ {x0}), β ∈ (0,min(1, 2− s)), γ ∈ (0, 1), and uα > 0. We define Iα as
(9) v ∈ H21 (M) \ {0} 7→ Iα(v) :=
∫
M |∇v|2gdvg + α
∫
M v
2dvg
‖uα‖22⋆(s),s
.
In particular, Iα(uα) =
∫
M
|∇uα|2gdvg + α
∫
M
u2αdvg = λα for all α > 0.
We claim that
(10) uα ⇀ 0 weakly in H
2
1 (M) as α→ +∞.
We prove the claim. As one checked, (uα)α>0 is bounded in H
2
1 (M). Therefore,
there exists u0 ∈ H21 (M) such that uα ⇀ u0 in H21 (M) as α→ +∞. By Iα(uα) =
λα, we get that ‖uα‖2 ≤ C1α−1/2, where C1 > 0 is independent of α. Since H21 (M)
is compactly embedded in L2(M), we then get that ‖u0‖2 = 0. Hence u0 ≡ 0. This
proves the claim.
Since M is compact and uα ∈ C0(M) for all α > 0, there exist xα ∈ M , µα > 0
such that
(11) max
M
(uα) = uα(xα) = µ
1−n2
α .
In the sequel, we denote by Bρ(z) ⊂M the geodesic ball of radius ρ centered at z.
Proposition 1. We let (uα)α>0 be as in (9). Then uα → 0 as α → +∞ in
C0loc(M \ {x0}).
Proof. We consider y ∈ M \ {x0}, ρy = 13dg(y, x0). By (9), we have that ∆guα ≤
Fαuα in B2ρy (y), where Fα is the function defined by Fα(x) = λαu
2⋆(s)−2
α /dg(·, x0)s.
For any r ∈
(
n
2 ,
n
2−s
)
, we have that
∫
B2ρy (y)
F rαdvg ≤ C2 where C2 > 0 is a constant
independent of α. By Theorem 4.1 in Han-Lin [14] (see also Lemma 4 in the
Appendix), it follows that there exists C3 = C3(n, s, y, C2) > 0 independent of α
such that, up to a subsequence, we have that
max
Bρy (y)
uα ≤ C3‖uα‖L2(B2ρy )(y).
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Since uα ⇀ 0 in H
2
1 (M) as α→ +∞ then by the last inequality, we get
lim
α→+∞
‖uα‖L∞(Bρy (y)) = 0.
Proposition 1 follows from a covering argument. 
Proposition 2. We let (uα)α>0 be as in (9). Then supM uα = +∞ as α→ +∞.
Proof. We proceed by contradiction and assume that supM uα 6→ +∞ as α→ +∞.
Then there exists C4 > 0 independent of α such that uα ≤ C4. Since uα ⇀
0 as α → +∞ in H21 (M) then by dominated convergence Theorem we get that
limα→+∞ ‖uα‖2⋆(s),s = 0. A contradiction since for all α > 0, ‖uα‖2⋆(s),s = 1. This
ends the proof of Proposition 2. 
Propositions 1 and 2 immediately yield the following:
Proposition 3. We let (uα)α>0 be as in (9). Then xα → x0 as α→ +∞.
In the sequel, we fix R0 ∈ (0, ig(M)), where ig(M) > 0 is the injectivity radius of
(M, g). We fix η0 ∈ C∞c (B3R0/4(0) ⊂ Rn) such that η ≡ 1 in BR0/2(0). The main
result of this section is the following:
Theorem 2. We let (uα)α>0 be as in (9). We consider a sequence (zα)α>0 ∈ M
such that limα→+∞ zα = x0. We define the function uˆα on BR0µ−1α (0) ⊂ Rn by
(12) uˆα(X) = µ
n
2−1
α uα(expzα(µαX)),
where exp−1zα : Ωα → BR0(0) is the exponential map at zα. We assume that
(13) dg(xα, zα) = O(µα) when α→ +∞.
Then
(14) dg(zα, x0) = O(µα) when α→ +∞
and, up to a subsequence, ηαuˆα converge to uˆ weakly in D
2
1(R
n) and uniformly in
C0,βloc (R
n), for all β ∈ (0,min(1, 2− s)), where ηα := η0(µα·) and
uˆ(X) =
(
a
2−s
2 k
2−s
2
a2−s + |X −X0|2−s
)n−2
2−s
for all X ∈ Rn
with X0 ∈ Rn, a > 0 and k2−s = (n− 2)(n− s)K(n, s). In particular uˆ verifies
(15) ∆δuˆ = K(n, s)
−1 uˆ
2⋆(s)−1
|X −X0|s in R
n and
∫
Rn
uˆ2
⋆(s)
|X −X0|s dX = 1,
where | · | is the Euclidean norm on Rn and δ is the Euclidean metric of Rn.
Proof of Theorem 2. We consider (uα)α, (zα)α>0 ∈ M and uˆα as in the state-
ment of the theorem. We define the metric gˆα : X 7→ exp∗zα g(µαX) and also on
R
n, the vectors Xα = µ
−1
α exp
−1
zα (xα) and X0,α = µ
−1
α exp
−1
zα (x0). It follows from
(13) that
(16)
dg(zα, xα)
µα
= |Xα| = O(1) when α→ +∞.
The proof of Theorem 2 proceeds in several steps :
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Step 1.0 : We claim that, for all α > 0, uˆα verifies
(17) ∆gˆα uˆα + αµ
2
αuˆα = λα
uˆ
2∗(s)−1
α
dgˆα(X,X0,α)
s
.
Proof. Indeed, we consider α > 0, X ∈ BRαµ−1α (0). Letting x = expzα(µαX), we
then obtain
(18) ∆gˆα uˆα(X) = µ
n
2 +1
α ∆guα(x).
and
(19)
uˆ
2∗(s)−1
α
dgˆα(X,X0,α)
s
= µ
(n2−1)(2
∗(s)−1)+s
α
u
2∗(s)−1
α (x)
dg(x, x0)s
.
Since uα verifies equation (9) then plugging (18) and (19) into (9), we get the
claim. 
Step 1.1: We claim that there exists uˆ ∈ D21(Rn), uˆ 6≡ 0 such that, up to a
subsequence, (ηαuˆα)α>0 converge weakly to uˆ, as α→ +∞, in D21(Rn).
Proof. Indeed, for all α > 0, we can write :
(20)
∫
Rn
|∇(ηαuˆα)|2gˆαdvgˆα =
∫
Rn
ηα(∆gˆαηα)uˆ
2
αdvgˆα +
∫
Rn
η2α|∇uˆα|2gˆαdvgˆα
Since µα → 0 as α → +∞ then, up to a subsequence of (µα)α>0, there exists
C5 > 0 independent of α such that we have in the sense of bilinear form
(21) C−15 δ(X) ≤ gˆα(X) ≤ C5δ(X)
for all X ∈ B 3R0
4µα
(0) where δ is the Euclidean metric on Rn. Relations (20) and (21)
imply that there exists a constant C6 > 0 independent of α such that
(22)
∫
Rn
|ηα(∆gˆαηα)| uˆ2αdvgˆα ≤ C6µ2α
∫
B 3R0
4µα
(0)
uˆ2αdvgˆα ,
By passing to B 3R0
4
(zα) in (22) via the exponential chart (Ωα, exp
−1
zα ) (by taking
x = expzα(µαX)), we obtain that
(23)
∫
Rn
|ηα(∆gˆαηα)| uˆ2αdvgˆα ≤ C7
∫
M
u2αdvg,
where C7 > 0 is a constant independent of α. Since ‖uα‖H21 (M) = O(1) when
α→ +∞, then relation (23) yields
(24)
∫
Rn
|∇ηα|2gˆα uˆ2αdvgˆα ≤ C8,
where C8 > 0 is a constant independent of α. On the other hand, we write that∫
Rn
η2α|∇uˆα|2gˆαdvgˆα ≤
∫
B 3R0
4
(zα)
|∇uα|2gdvg
≤ Iα(uα)−
∫
M
αu2αdvg < K(n, s)
−1(25)
for all α > 0. Plugging (24) and (25) into (20), we then obtain that∫
Rn
|∇(ηαuˆα)|2gˆαdvgˆα ≤ C9
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where C9 > 0 is a constant independent of α. The last relation and (21) give∫
Rn
|∇(ηαuˆα)|2δdX ≤ Cn/2+15
∫
Rn
|∇(ηαuˆα)|2gˆαdvgˆα ≤ C10(26)
where C10 > 0 is a constant independent of α. This implies that the sequence
(ηαuˆα)α>0 is bounded in D
2
1(R
n) then there exists uˆ ∈ D21(Rn) such that, up to a
subsequence, ηαuˆα ⇀ uˆ as α→ +∞.
It remains to prove that uˆ 6≡ 0. Indeed, since uˆα ≤ 1 and λα ∈ (0,K(n, s)−1) then
for all X ∈ BRαµ−1α (0), we can write :
∆gˆα uˆα(X) = λα
uˆ
2∗(s)−1
α
dgˆα(X,X0,α)
s
− αµ2αuˆα
≤ K(n, s)
−1
dgˆα(X,X0,α)
s
uˆα = Fα(X)uˆα,(27)
where
Fα(X) :=
K(n, s)−1
dgˆα(X,X0,α)
s
.
We consider r ∈ (n2 , ns ). It follows from (21) that
(28) C
−1/2
5 |X −X0,α| ≤ dgˆα(X,X0,α) ≤ C1/25 |X −X0,α|.
and
(29) C
−n/2
5 ≤
√
det(gˆα)(X) ≤ Cn/25
for all X ∈ BR0(0). We distinguish two cases :
Case 1.1.1 : X0,α → X0 as α → +∞. In this case, we get with (16) that for all
α > 0, Xα, X0,α ∈ BR1(0), for R1 > 0 sufficiently large and by (28) and (29), we
obtain that
∫
B2R1(0)
F rαdvgˆα ≤ C11, where C11 > 0 is a constant independent of α.
Case 1.1.2 : X0,α → +∞ as α→ +∞. In this case, coming back to relations (28),
(29) and by dominated convergence Theorem, we get that limα→+∞ ‖Fα‖C0(B2R1(0)) =
0, where for all α > 0, Xα ∈ BR1(0). It follows that
∫
BR1(0)
F rαdvgˆα ≤ C12 where
C12 > 0 is independent of α.
Hence, we get in both cases, up to a subsequence, that there exists R1 > 0 such that
for all α > 0, Xα ∈ BR1(0) and
∫
B2R1 (0)
F rαdvgˆα ≤ C13, where C13 = max(C11, C12).
Moreover, for all θ ≤ min(1, 2 − s), uˆα ∈ C0,θ(B2R1(0)) and uˆα > 0. Thanks to
Theorem 4.1 in Han-Lin [14] (see also Lemma 3 in the Appendix), we get that
(30) 1 = max
BR1(0)
uˆα ≤ C14‖uˆα‖L2(B2R1(0)),
where C14 > 0 is a constant independent of α. Since (ηαuˆα)α>0 is bounded and
converges weakly to uˆ as α→ +∞ in D21(Rn), the convergence is strong in L2loc and
then, letting α → +∞ in (30), we get that ‖uˆ‖L2(B2R1(0)) ≥ C−114 and then uˆ 6≡ 0.
This ends the proof of Step 1.1. 
Step 1.2: We claim that λα → K(n, s)−1 as α→ +∞.
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Proof. Indeed, since for all α > 0, we have λα ∈ (0,K(n, s)−1) then, up to a
subsequence, λα → λ ≤ K(n, s)−1 as α → +∞. We proceed by contradiction and
assume that λ 6= K(n, s)−1. Then there exist ǫ0 > 0 and α0 > 0 such that for all
α > α0 :
(31) K(n, s)−1 > λ+ ǫ0.
By Jaber [20], for all ǫ > 0 there exist Bǫ > 0 such that for all α > 0, we have :
(32)
(∫
M
|uα|2⋆(s)
dg(x, x0)s
dvg
) 2
2⋆(s)
≤ (K(n, s) + ǫ)
∫
M
|∇uα|2gdvg +Bǫ
∫
M
u2αdvg .
Since ‖uα‖2⋆(s),s = 1, Iα(uα) = λα and uα → 0 in L2(M) as α→ +∞ then
1 ≤
(
1
λα + ǫ0
+ ǫ
)
λα + o(1).
Letting α → +∞ and then ǫ → 0 in the last relation, we obtain that λλ+ǫ0 ≥ 1, a
contradiction since λ ≥ 0 and ǫ0 > 0. This proves that λ = K(n, s)−1. 
Step 1.3: We claim that there exists A ≥ 0 such that uˆ verifies on C∞c (Rn) :
(33) ∆δuˆ+Auˆ =
{
K(n, s)−1 uˆ
2∗(s)−1
|X−X0|s
if X0,α
α→+∞−−−−−→ X0
0 if |X0,α| α→+∞−−−−−→ +∞.
Proof. We consider R > 0 and ϕ ∈ C∞(BR(0)). Indeed, thanks to Cartan’s expan-
sion of the metric g (see for instance [21]), we have for all α > 0 :
gˆα(X) = δ(zα) + o(µα)
uniformly on BR(0). This implies that
(34)
∫
Rn
< ∇uˆα,∇ϕ >gˆα dvgˆα =
∫
BR(0)
< ∇uˆα,∇ϕ >δ dX + o(µα)
Since ηαuˆα ⇀ uˆ on D
2
1(R
n) and µα → 0 as α→ +∞ then by (34), we get that
(35) lim
α→+∞
∫
Rn
< ∇(ηαuˆα),∇ϕ >gˆα dvgˆα =
∫
BR(0)
< ∇uˆ,∇ϕ >δ dX.
Now, since Iα(uα) = λα and λα ∈ (0,K(n, s)−1) then we get
(36) αµ2α
∫
BR(0)
uˆ2αdvgˆα < K(n, s)
−1.
By dominated convergence Theorem, we obtain that
(37)
∫
BR(0)
uˆ2αdvgˆα
α→+∞−−−−−→
∫
BR(0)
uˆ2dX.
Together, Relations (36) and (37) give that
αµ2α ≤
K(n, s)−1∫
BR(0)
uˆ2dX
+ o(1).
Hence, αµ2α = O(1) and there exists A ≥ 0 such that, up to a subsequence,
limα→+∞ αµ
2
α = A. Using dominated convergence Theorem again, we obtain that
(38) lim
α→+∞
∫
Rn
αµ2αuˆαϕdvgˆα = A
∫
Rn
uˆϕdX.
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At last, we consider the sequence (hα)α>0 defined on BR(0) by :
X ∈ BR(0) 7→ hα(X) = uˆ
2∗(s)−1
α ϕ
dgˆα(X,X0,α)
s
√
det(gˆα).
We claim that
lim
α→+∞
∫
BR(0)
hαdX =
{
0 if |X0,α| α→+∞−−−−−→ +∞∫
BR(0)
ϕuˆ2
∗(s)−1dX
|X−X0|s
if X0,α
α→+∞−−−−−→ X0.
We distinguish two cases :
Case 1.3.1 : X0,α → +∞ as α → +∞. In this case, limα→+∞ dgˆα(X,X0,α)−s = 0
in C0c (R
n). Hence limα→+∞
∫
BR(0)
hαdX = 0. This proves the claim in case 1.3.1.
Case 1.3.2 : There exists X0 ∈ Rn such that X0,α → X0 as α → +∞. Let us
consider the function h defined on BR(0) by X 7→ h(X) = (uˆ2∗(s)−1ϕ)(X)/|X −
X0|sδ. In this case, for all ǫ > 0, there exists α1 = α1(ǫ) > 0 such that for all α > α1,
X0,α ∈ B ǫ2 (X0). Then for all X ∈ BR(0)\Bǫ(X0), we have : |X−X0,α|δ ≥ ǫ2 . This
implies that there exists a constant C15 = C15(ǫ) > 0 independent of α such that
|hα| ≤ C15 · |ϕ|. Coming back to dominated convergence Theorem, we obtain with
the last relation that
(39) lim
α→+∞
∫
BR(0)\Bǫ(X0)
hα(X)dX =
∫
BR(0)\Bǫ(X0)
h(X)dX.
On the other hand, we get by (28) and (29) that∣∣∣∣∣
∫
Bǫ(X0)
hαdX
∣∣∣∣∣ ≤ C10‖ϕ‖∞
∫
B2ǫ(X0,α)
dX
|X −X0,α|s ≤ C16 · ǫ
n−s.(40)
where C16 > 0 is a constant independent of α. In a similar way, we prove that
(41)
∣∣∣∣∣
∫
Bǫ(X0)
hdX
∣∣∣∣∣ ≤ C17ǫn−s,
where C17 > 0 is a constant independent of α. Combining (39), (40) and (41), it
follows for all α > α1 that∣∣∣∣∣
∫
BR(0)
hαdX −
∫
BR(0)
hdX
∣∣∣∣∣ = oα(1) +O(ǫn−s).
Letting α→ +∞ then ǫ→ 0 in the last relation, we obtain that
(42) lim
α→+∞
∫
Rn
uˆ
2∗(s)−1
α ϕ
dgˆα(X,X0)
s
dvgˆα =
∫
Rn
uˆ2
∗(s)−1ϕ
|X −X0|s dX.
This proves the claim in case 1.3.2. Hence, by combining relations (35), (38) and
(42) with (17), we get (33). This ends Step 1.3. 
Step 1.4: We claim that X0,α = µ
−1
α exp
−1
zα (x0) is bounded when α→ +∞.
Proof. We proceed by contradiction and we assume that |X0,α| → +∞ as α→ +∞.
We proved in Step 1.3 that we obtain in this case :
(43) ∆δuˆ+Auˆ = 0,
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weakly on C∞c (R
n). Let ηˆ ∈ C∞(Rn) be such that ηˆ ≡ 1 in B1(0), 0 ≤ ηˆ ≤ 1 and
ηˆ ≡ 0 in Rn \ B2(0). Now, we consider R > 0 and define the function ηˆR on Rn by
ηˆR(X) = η(R
−1X). Multiplying (43) by ηˆRuˆ and integrating by parts, we get that
(44)
∫
Rn
(∇uˆ,∇(ηˆRuˆ))δdX +A
∫
Rn
ηˆRuˆ
2 = 0.
To get the contradiction, we need the following lemma :
Lemma 1. We claim that
lim
R→+∞
∫
Rn
(∇uˆ,∇(ηˆRuˆ))δdX = ‖uˆ‖2D21(Rn).
Proof of Lemma 1: Indeed, we have that :
(45)
∫
Rn
(∇uˆ,∇(ηˆRuˆ))δdX =
∫
Rn
ηˆR|∇uˆ|2δdX +
∫
Rn
(∇uˆ,∇(ηˆR)uˆ)δdX.
Applying dominated convergence Theorem, we get that
(46) lim
R→+∞
∫
Rn
ηˆR|∇uˆ|2δdX = ‖uˆ‖2D21(Rn).
On the other hand, we obtain by Inequalities of Cauchy-Schwarz then by Hölder’s
inequalities that∣∣∣∣
∫
Rn
(∇uˆ,∇(ηˆR)uˆ)δdX
∣∣∣∣ ≤ ‖uˆ‖2D21(Rn) × C18R2
∫
B2R(0)\BR(0)
uˆ2dX
≤ C19‖uˆ‖2D21(Rn) ×
(∫
B2R(0)\BR(0)
uˆ2
∗
dX
) 2
2∗
,
where 2∗ = 2n/(n − 2) and C18, C19 > 0 are independents of α. It follows from
the last relation, Sobolev’s embedding theorem and the dominated convergence
theorem that
(47) lim
R→+∞
∫
Rn
(∇uˆ,∇(ηˆR)uˆ)δdX = 0.
Letting R → +∞ in (45) and thanks to relations (46) and (47), we get the claim.
This proves Lemma 1.
Now, going back to relation (44) and thanks to Lemma 1, we get that
‖uˆ‖2D21(Rn) +A
∫
Rn
ηˆRuˆ
2 = oR(1),
where limR→+∞ oR(1) = 0. Thus is a contradiction since ηˆRuˆ
2 ≥ 0 and uˆ 6≡ 0.
This contradiction completes the proof of Step 1.4. 
As a consequence, Step 1.4 implies that |X0,α| = O(1) when α → +∞, which
yields (14). Therefore, there exists X0 ∈ Rn such that the function uˆ verifies in the
distribution sense :
(48) ∆δuˆ+Auˆ = K(n, s)
−1 uˆ
2∗(s)−1
|X −X0|s .
Step 1.5: We claim that A = 0.
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Proof. We proceed by contradiction and assume that A > 0. At first, let us prove
that uˆ ∈ L2(Rn). Multiplying (48) by ηˆRuˆ and integrating over Rn, we obtain
(49)
∫
Rn
(∇uˆ,∇(ηˆRuˆ))δdX +A
∫
Rn
ηˆRuˆ
2dX = K(n, s)−1
∫
Rn
ηˆR
uˆ2
∗(s)
|X −X0|s dX.
We claim that uˆ2
∗(s)|X −X0|−s ∈ L1(Rn). We prove the claim. For all α > 0, we
have that
∫
M
u2
∗(s)
α
dg(x,x0)s
dvg = 1. Then for R > 0, we obtain by a change of variable
that
∫
BR(0)
|ηαuˆα|
2∗(s)
dgˆα (X,X0,α)
s dvgˆα ≤ 1. Letting α→ +∞ then R→ +∞, we get that
(50)
∫
Rn
uˆ2
∗(s)
|X −X0|s dX ≤ 1.
This proves the claim.
Letting R → +∞ in (49) and using (50), we get, thanks to Lemma 1, that
limR→+∞ A
∫
Rn
ηˆRuˆ
2dX ≤ C20, where C20 > 0 is independent of α. Applying
Beppo-Livi Theorem in the last relation, we get that uˆ2 ∈ L1(Rn).
Now, we consider the function
f : Rn \ {X0} × R → R
(X, v) 7→ f(X, v) =
(
K(n, s)−1|v|2∗(s)−2
|X −X0|sδ
−A
)
v.
f is clearly continuous on Rn \{X0}×R and uˆ verifies ∆δuˆ = f(X, uˆ), it follows by
standard elliptic theory (see for instance [13]) that uˆ ∈ C∞c (Rn\{X0})∩H12,loc(Rn\
{X0}). By the Claim 5.3 in [11] (once one checks that uˆ and f satisfy all the
condition of the Claim), we obtain after simple computations that A
∫
Rn
uˆ2dX = 0.
A contradiction since uˆ ∈ L2(Rn) and uˆ 6≡ 0. This ends the proof of Step 1.5. 
As a consequence, Step 1.6 implies that there exists X0 ∈ Rn such that the function
uˆ verifies in the distribution sense :
(51) ∆δuˆ = K(n, s)
−1 uˆ
2⋆(s)−1
|X −X0|s .
Step 1.6 : We claim that there exists a > 0 such that
(52) uˆ(X) =
(
a
2−s
2 k
2−s
2
a2−s + |X −X0|2−s
)n−2
2−s
for all X ∈ Rn,
where k2−s := (n− s)(n− 2)K(n, s).
Proof. Indeed, Multiplying (51) by ηˆRuˆ, integrating over R
n and letting R→ +∞,
we obtain that ∫
Rn
|∇uˆ|2dX = K(n, s)−1
∫
Rn
uˆ2
∗(s)
|X −X0|s .
Thanks to the definition of K(n, s) and with the last relation, we get that
(53)
∫
Rn
uˆ2
∗(s)
|X −X0|s ≥ 1.
OPTIMAL HARDY-SOBOLEV INEQUALITIES ON COMPACT RIEMANNIAN MANIFOLDS11
Inequalities (53) and (50) give that∫
Rn
uˆ2
∗(s)
|X −X0|s = 1.
This implies that, up to a translation, uˆ is a minimizer for the Euclidean Hardy-
Sobolev inequality. By Lemma 3 in [9] (see Chou-Chu [8], Horiuchi [19] and also
Theorem 4.3 in Lieb [22] and Theorem 4 in Catrina-Wang [6]), we get that uˆ(X) =
b
(
c+ |X −X0|2−s
)−n−22−s for some b 6= 0 and c > 0. Since uˆ satisfies (51), we get
(52). This proves the claim. 
Step 1.7 : We claim that, up to a subsequence, ηαuˆα → uˆ in C0,βloc (Rn), for all
β ∈ (0,min(1, 2− s)),
Proof. Given R′ > 0, we get by Step 1.0 (equation (17)) and Step 1.6, up to
a subsequence of (uˆα)α>0, that ∆gˆα uˆα = Fα on C
∞(BR(0)) where Fα(X) =
−αµ2αuˆα+λα uˆ
2∗(s)−1
α
dgˆα (X,X0,α)
s . We consider p ∈ (n/2, inf(n/s, n)). Knowing that uˆα ≤ 1
leads to ‖Fα‖Lp(BR′(0)) = O(1).
It follows by standard elliptic theory (see [13]) that for all β ∈ (0,min(1, 2−s)) and
all R < R′, (uˆα) ∈ C0,β(BR(0)) and there exists C21 = C21(M, g, s, R,R′, β) > 0
such that ‖uˆα‖C0,β(BR(0)) ≤ C. Therefore the convergence holds in C0,β
′
(BR(0))
for all β′ < β. This ends the proof of Step 1.7. 
Theorem 2 follows from Steps 1.0 to 1.7.
Corollary 1. Up to a subsequence of (xα)α>0, we have dg(x0, xα) = o(µα) when
α→ +∞. Moreover, (ηαuˆα) goes weakly to uˆ in D21(Rn) and strongly in C0,βloc (Rn)
for β ∈ (0, inf{1, 2 − s}) where uˆ(X) =
(
k2−s
k2−s+|X|2−s
)n−2
2−s
for all X ∈ Rn with
k2−s = (n− 2)(n− s)K(n, s). In addition,
lim
R→+∞
lim
α→+∞
∫
M\BRµα (x0)
u
2∗(s)
α
dg(x, x0)s
dvg = 0.
Proof. At first, we apply Theorem 2 with zα = xα. In this case, we get that
ηαuˆα → uˆ in C0c (Rn) as α → +∞. This implies that limα→+∞ uˆα(0) = uˆ(0), but
uˆα(0) = 1 then uˆ(0) = 1.
Since uˆ(0) = 1 and ‖uˆ‖∞ = 1, Then 0 is a maximum of uˆ. On the other hand, we
can see from the explicit form of uˆ in Theorem 2 that for allX ∈ Rn, uˆ(X) ≤ uˆ(X0).
Therefore X0 = 0. Hence, we obtain, up to a subsequence of (zα)α>0, that
(54) dg(xα, x0) = µαdgˆα(X0,α, 0) = µα|X0,α| = o(µα).
We now apply Theorem 2 with zα = x0: this is possible due to (54). With the
change of variable X = µ−1α exp
−1
x0 (x), we write that∫
BRµα (x0)
|uα|2∗(s)
dg(x, x0)s
dvg =
∫
BR(0)
|uˆα|2∗(s)
|X |s dvgˆ0,α
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with gˆ0,α(X) = exp
∗
x0 g(µαX), we get by applying the dominated convergence The-
orem twice and thanks to Theorem 2 that
lim
R→+∞
lim
α→+∞
∫
BRµα (x0)
u
2∗(s)
α
dg(x, x0)s
dvg = lim
R→+∞
lim
α→+∞
∫
BR(0)
|uˆα|2∗(s)
|X |s dvgˆ0,α
=
∫
Rn
uˆ2
∗(s)
|X |s dX = 1.(55)
Corollary 1 follows from this latest relation and ‖uα‖2⋆(s),s = 1. 
2. Proof of Theorem 1
In order to prove Theorem 1, we proceed by contradiction and assume that for
all α > 0, there exists u˜α ∈ H21 (M) such that
(56)
(∫
M
|u˜α|2∗(s)
dg(x, x0)s
dvg
) 2
2∗(s)
> K(n, s)
(∫
M
|∇u˜α|2dvg + α
∫
M
u˜2αdvg
)
.
We proceed in several steps :
Step 2.1: We claim that for all α > 0 there exists uα ∈ C0,β(M) ∩ C2,θ(M \
{x0}), β ∈ (0,min(1, 2− s)), θ ∈ (0, 1) such that uα > 0 and verifies
(57) ∆guα + αuα = λα
u
2∗(s)−1
α
dg(x, x0)s
with λα ∈ (0,K(n, s)−1), λα = Iα(uα) and
∫
M
u2
∗(s)
α
dg(x,x0)s
dvg = 1.
Proof. Given α > 0. By (56), there exists u˜α ∈ H21 (M) that verifies Iα(u˜α) <
K(n, s)−1. This implies that λα := infv∈H21 (M)\{0} Iα(v) < K(n, s)
−1. Hence,
thanks to Jaber [20] (Theorem 4, see also Thiam [28]), we get the Claim of Step
2.1. 
Step 2.2: Following Druet arguments in [10] (see also Hebey [17]), we claim that
there exists C22 > 0 such that for all x ∈M et α > 0, we have :
(58) dg(x0, x)
n
2−1uα(x) ≤ C22.
Proof. We proceed by contradiction and assume that there exists a sequence (yα)α>0 ∈
M such that
(59) sup
x∈M
dg(x0, x)
n
2−1uα(x) = dg(x0, yα)
n
2−1uα(yα)
and
(60) lim
α→+∞
dg(x0, yα)
n
2−1uα(yα) = +∞.
Since M is compact, we then obtain that limα→+∞ uα(yα) = +∞. Thanks to
Proposition (1) , we get that, up to a subsequence, yα → x0 as α → ∞. Now, for
all α > 0, we let rˆα = uα(yα)
−2
n−2 .
We claim that for a given α > 0 and R > 0,
(61)
∫
Brˆα (yα)
u
2∗(s)
α
dg(x, x0)s
dvg = εR + o(1), where lim
R→+∞
εR = 0.
OPTIMAL HARDY-SOBOLEV INEQUALITIES ON COMPACT RIEMANNIAN MANIFOLDS13
Indeed, we fix ρ > 0. Since yα → x0 et rˆα → 0 as α→ +∞ then we write, up to a
subsequence of (yα)α>0, that :
(62)
∫
Brˆα (yα)
u
2∗(s)
α
dg(x, x0)s
dvg =
∫
Brˆα (yα)∩Bρ(x0)
u
2∗(s)
α
dg(x, x0)s
dvg.
Given R > 0. Thanks to Corollary 1, we have that∫
Bρ(x0)\BRµα (x0)
u
2∗(s)
α
dg(x, x0)s
dvg = εR + o(1),
where the function εR : R→ R verifies limR→+∞ εR = 0. Therefore,∫
Brˆα(yα)
u
2∗(s)
α
dg(x, x0)s
dvg =
∫
Brˆα (yα)∩Bρ(x0)
u
2∗(s)
α
dg(x, x0)s
dvg
=
∫
Brˆα (yα)∩(Bρ(x0)\BRµα (x0))
u
2∗(s)
α
dg(x, x0)s
dvg
+
∫
Brˆα (yα)∩BRµα(x0)
u
2∗(s)
α
dg(x, x0)s
dvg
≤ εR + o(1) +
∫
Brˆα (yα)∩BRµα(x0)
u
2∗(s)
α
dg(x, x0)s
dvg,(63)
where the function εR : R→ R verifies limR→+∞ εR = 0 We distinguish two cases :
Case 2.2.1 : Brˆα(yα) ∩ BRµα(x0) = φ. In this case, we obtain immediately (61)
from (63).
Case 2.2.2 : Brˆα(yα) ∩ BRµα(x0) 6= φ. In this case, we obtain that
(64) dg(x0, yα) ≤ rˆα +Rµα.
By (60), we get that
(65) lim
α→+∞
rˆα
dg(x0, yα)
= 0.
Together, relations (64) and (65) give that
(66)
rˆα
µα
= o(1) and dg(x0, yα) = O(µα).
Independently, we consider an exponential chart (Ω0, exp
−1
x0 ) centered at x0 such
that exp−1x0 (Ω0) = BR0(0), R0 ∈ (0, ig(M)). Under the same assumptions of The-
orem 2, we assume that zα = x0 and we let Y˜α = µ
−1
α exp
−1
x0 (yα) and gˆ0,α : X ∈
BR0(0) 7→ exp∗x0 g(µαX).
By compactness arguments, there exists a constant C23 > 1 such that for all X,Y ∈
R
n, µα|X |, µα|Y | < R0 :
C−123 |X − Y | ≤ dgˆ0,α(X,Y ) ≤ C23|X − Y |.
Then we have :
(67) |Y˜α| = O(1) and µ−1α exp−1x0 (Brˆα(yα)) ⊆ BC23 rˆαµα (Y˜α).
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Using (67) and the change of variable X = µ−1α exp
−1
x0 (x), we obtain :∫
Brˆα (yα)∩BRµα (x0)
u
2∗(s)
α
dg(x, x0)s
dvg ≤
∫
B
C23
rˆα
µα
(Y˜α)
uˆ
2∗(s)
α
dgˆ0,α(X, 0)
s
dvgˆ0 .
By dominated convergence Theorem, it follows that∫
Brˆα (yα)∩BRµα (x0)
u
2⋆(s)
α
dg(x, x0)s
dvg = o(1).
Therefore, from the last relation and (63), we get (61). This ends the proof in the
Case 2.2.2.
Now, we consider a family (Ωα, exp
−1
yα )α>0 of exponential charts centered at yα and
we define on BR0 rˆ−1α (0) ⊂ Rn, R0 ∈ (0, ig(M)) the function u¯α(X) = rˆ
n
2−1
α uα(expyα(rˆαX))
and the metric g¯α(X) = exp
∗
yα g(rˆαX). Using the same arguments of Step 1.2, we
prove that there exists u¯ ∈ D21(Rn) such that u¯α → u¯ weakly inD21(Rn) as α→ +∞.
To prove that u¯ is non vanishing, we need the following Lemma :
Lemma 2. The sequence (u¯α)α>0 is C
0-bounded on any compact in Rn.
Indeed, by (59) we have that
(68) u¯α(X) ≤
(
dg(x0, yα)
dg(x0, expyα(rˆαX))
)n
2−1
for all X ∈ BR0rˆ−1α (0). Given R > 0, we get for all X ∈ BR(0) that
dg(x0, expyα(rˆαX)) ≥ dg(x0, yα)−Rrˆα.
By (68) and the last triangular inequality, we get for all X ∈ BR(0) that
(69) u¯α(X) ≤
(
1−R rˆα
dg(x0, yα)
) −2
n−2
.
By (60), we have that dg(x0, yα)
−1rˆα = o(1). Combining this last relation with
(69), we get for all X ∈ BR(0), that u¯α(X) ≤ 1+ o(1) in C0(BR(0)). This ends the
proof of the Lemma.
Since u¯α(0) = 1 for all α > 0 then using the same arguments of Step 1.1 and Lemma
2, we obtain by Theorem 4.1 in Han-Lin [14] (see also Lemma 3 in the Appendix)
that there exists C24 > 0, r > 0 independent of α such that ‖u¯α‖L2(Br(0)) ≥ C24.
Letting α→ +∞ in the last relation, we deduce that u¯ 6≡ 0. Similarly, we prove as
in Step 1.7 that uˆα → uˆ in C0loc(Rn).
Coming back to (61), we write that for any α > 0 that
(70)
∫
B1(0)
u¯
2∗(s)
α
dg¯α(X,X0,α)
s
dvg¯α =
∫
Brˆα(yα)
u
2∗(s)
α
dg(x, x0)s
dvg = o(1) + εR,
where the function εR : R → R verifies limR→+∞ εR = 0. Letting α → +∞ then
R→ +∞ in the last relation, we then get : ∫
B1(0)
|X |−su¯2⋆(s)dX = 0. Contradiction
since u¯ ∈ C0(B1(0)) and u¯(0) = limα→0 u¯α(0) = 1. This ends Step 2.2. 
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Step 2.3: Here goes the final argument (we adapt the one in Druet [10] and in
Hebey [17] to our case). We fix ρ ∈ (0, ig(M)) sufficiently small. We consider a
smooth cut-off function η on M such that 0 ≤ η ≤ 1, η ≡ 1 on Bρ(x0) and η ≡ 0
on M \ B2ρ(x0). We define the function η0 on B2ρ(x0) by η0 = η ◦ exp−1x0 . We let
dx = (exp−1x0 )
∗dX and δ˜0 = (exp
−1
x0 )
∗δ. We consider two constants, C25, C26 > 0,
independents of α such that |∇η0|g ≤ C25 et |∆gη0|g ≤ C26. The sharp Euclidean
Hardy-Sobolev inequality gives for all α > 0 that(∫
Rn
|η(uα ◦ expx0)|2
∗(s)
|X |s dX
) 2
2∗(s)
≤ K(n, s)
∫
Rn
|∇(η(uα ◦ expx0))|2δdX.
This implies that for all α > 0 we have :
(71)
(∫
M
|η0uα|2∗(s)
dδ˜0(x, x0)
s
dx
) 2
2∗(s)
≤ K(n, s)
∫
M
|∇(η0uα)|2δ˜0dx.
In order to get a contradiction, we estimate the RHS (respectively the LHS) of the
Equation (71), by comparing the L2- norm of |∇(η0uα)|δ˜0 (resp. the L2
⋆(s)- norm of
η0uα) with respect to δ˜0 with the L
2- norm of |∇uα|g (resp. the L2⋆(s)- norm of uα)
with respect to g. We let r0(x) = dg(x, x0) be the geodesic distance to x0. Cartan’s
expansion of the metric g (see [21]) in the exponential chart (B2ρ(x0), exp
−1
x0 ) yields∫
M
|∇(η0uα)|2δ˜0dx =
∫
M
(1 + C27r
2
0(x))|∇(η0uα)|2g(1 + C28r20(x))dvg
≤
∫
M
|∇(η0uα)|2gdvg + C29
∫
M
r20(x)|∇(η0uα)|2gdvg
≤
∫
M
|∇(η0uα)|2gdvg +
∫
M
r20η
2
0 |∇uα|2gdvg
+C30
∫
M\Bρ(x0)
u2αdvg,(72)
where Ci > 0, i = 27, . . . , 30 are independent of α. Independently, we get by
integrating by parts that∫
M
|∇(η0uα)|2gdvg =
∫
M
η20 |∇uα|2gdvg +
∫
M
η0∆gηu
2
αdvg(73)
≤
∫
M
|∇uα|2gdvg + C26
∫
M
u2αdvg(74)
We let now f0 := η
2
0r
2
0 which is a smooth function. So that
(75)
∫
M
η20r
2
0 |∇uα|2gdvg =
∫
M
(∇(f0uα)− uα∇f0,∇uα)gdvg.
Multiplying equation (57) by f0uα then integrating by parts over M , we get :∫
M
(∇(f0uα),∇uα)gdvg =
∫
M
(∆guα)f0uαdvg
≤ λα
∫
M
f0u
2∗(s)
α
dg(x, x0)s
dvg.(76)
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By Step 2.2, there exists a constant C31 > 0 independent of α such that we have
for all x ∈M :
(77) u2
⋆(s)
α (x)dg(x, x0)
2−s ≤ C31u2α(x).
Since λα ∈ (0,K(n, s)−1) then by (76) et (77), we get :
(78)
∫
M
(∇(f0uα),∇uα)gdvg ≤ C32
∫
M
u2α(x)dvg ,
where C32 > 0 is a constant independent of α. Integrating by parts gives
(79)
∫
M
(∇f0,∇uα)guαdvg =
∫
M
1
2
uα∆g(f0)dvg ≤ C33
∫
M
u2αdvg,
where C33 > 0 is a constant independent of α. Plugging (79) and (78) into (75),
we get that
(80)
∫
M
η20r
2
0 |∇uα|2gdvg ≤ C34
∫
M
u2αdvg,
where C34 > 0 is a constant independent of α. Therefore (72) yields
(81)
∫
M
|∇(η0uα)|2δ˜0dx ≤
∫
M
|∇uα|2gdvg + C35
∫
M
u2αdvg,
where the constants C35 > 0 is independent of α.
On the other hand, we know by Gauß’s Lemma that dδ˜0(x, x0) = dg(x, x0) =
| exp−1x0 (x)|. Writing that dx = dvg + (1 −
√
det(g))dx and thanks to Cartan’s
expansion (see Lee-Parker [21]), we obtain
(82)
∫
M
|η0uα|2∗(s)
dδ˜0(x, x0)
s
dx ≥
∫
M
|η0uα|2∗(s)
dg(x, x0)s
dvg −
∫
M
|η0uα|2∗(s)
dg(x, x0)s
C36r
2
0(x)dx,
where the constants C36 > 0 is independent of α. With (77) and (58), we have that∫
M
r20(x)|η0uα|2
∗(s)
dg(x, x0)s
dx ≤ C37
∫
M
(
uα(x)dg(x, x0)
n
2−1
) 2(2−s)
n−2 u2α(x)dvg
≤ C38
∫
M
u2α(x)dvg ,(83)
where C37, C38 > 0 is a constant independent of α. Since we have for all α > 0,
we have that
∫
M
dg(x, x0)
−s|η0uα|2∗(s)dvg ≤ 1 and, up to a subsequence, that∫
M u
2
αdvg = o(1), it then follows with (82) and (83) that(∫
M
|η0uα|2∗(s)
dg(x, x0)s
dx
) 2
2∗(s)
≥
(∫
M
|η0uα|2∗(s)
dg(x, x0)s
dvg − C38
∫
M
u2α(x)dvg
) 2
2∗(s)
≥
∫
M
|η0uα|2∗(s)
dg(x, x0)s
dvg − C38
∫
M
u2α(x)dvg .(84)
Now the definition of η0 gives that
(85)
∫
M
|η0uα|2∗(s)
dg(x, x0)s
dvg ≥
∫
M
u
2∗(s)
α
dg(x, x0)s
dvg −
∫
M\Bρ(x0)
u
2∗(s)
α
dg(x, x0)s
dvg.
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Since uα → 0 as α→ +∞ in C0loc(M \{x0}) (Proposition 1), there exists a constant
C39 > 0 independent of α such that∫
M\Bρ(x0)
u
2∗(s)
α
dg(x, x0)s
dvg ≤ sup
x∈M\Bρ(x0)
(
u
2∗(s)−2
α
dg(x, x0)s
)∫
M\Bρ(x0)
u2αdvg
≤ C39
∫
M
u2αdvg.(86)
Combining (57), (85) and (86) yields∫
M
|η0uα|2∗(s)
dg(x, x0)s
dvg ≥ 1
λα
(∫
M
|∇uα|2gdvg + α
∫
M
u2αdvg
)
−C39
∫
M
u2αdvg.(87)
Plugging (87) into (84), and using that λα < K(n, s)
−1, we obtain that
(88)(∫
M
|η0uα|2∗(s)
dg(x, x0)s
dx
) 2
2∗(s)
≥ K(n, s)
∫
M
|∇uα|2gdvg + (αK(n, s)− C40)
∫
M
u2αdvg ,
where C40 > 0 is a constant independent of α. Combining (81), (88) with (71), we
then get :
(89) (C41 − α)
∫
M
u2αdvg ≥ 0,
where C41 > 0 is a constant independent of α. Contradiction since α→ +∞. This
ends the proof of Theorem 1.
Proof of (7). We write B := B0(M, g, s, x0) for simplicity. It follows from (6) and
the definition (9) of Iα that
(90) K(n, s)−1 ≤ inf
u∈H21 (M)\{0}
IK(n,s)−1B(u)
We define the test-function sequence (uǫ)ǫ>0 by
uǫ(x) =
(
ǫ1−
s
2
ǫ2−s + dg(x, x0)2−s
)n−2
2−s
for n ≥ 4
for all ǫ > 0 and x ∈ M . When n = 3, the let Gx0 be the Green’s function for the
coercive operator ∆g +K(3, s)
−1B, and we define βx0 := Gx0 − ηdg(·, x0)−1 where
η is a cut-off function around x0. Note that βx0 ∈ C0(M), and the masse of Gx0 is
βx0(x0). We define for any ǫ > 0
uǫ(x) = η(x)
(
ǫ1−
s
2
ǫ2−s + dg(x, x0)2−s
)n−2
2−s
+
√
ǫβ(x) for n = 3
for all x ∈M . It follows from [20] that
IK(n,s)−1B(uǫ) = K(n, s)
−1 + γnΩn(x0)θǫ + o(θǫ)
when ǫ→ 0, where γn > 0 for all n ≥ 3, θǫ := ǫ2 if n ≥ 5, θǫ := ǫ2 ln(ǫ−1) if n = 4,
θǫ := ǫ if n = 3, and
Ωn(x0) := K(n, s)
−1B − (n− 2)(6− s)
12(2n− 2− s)Scalg(x0) if n ≥ 4 ; Ω3(x0) := −βx0(x0).
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It then follows from (90) that Ωn(M, g, s, x0) ≥ 0. This proves (7).
3. Appendix
Following arguments as in Han and Lin [14] (see Theorem 4.1), we have that
Lemma 3. Let B2(0) be the ball in R
n of center 0 and radius 2, g˜ be a Riemannian
on B2(0) and let A = A(g˜) > 0 be such that for all φ ∈ C∞c (B2(0)), we have :
‖φ‖L2∗
g˜
(B1(0))
≤ A‖∇φ‖L2
g˜
(B1(0)),
where L2g˜ is the Lebesgue space of (B1(0), dvg˜). We consider u ∈ H21 (B1(0), g˜), u ≥ 0
a.e. such that we have ∆g˜u ≤ fu, on H21,0(B1(0), g˜) and
∫
B1(0)
|f |rdvg˜ ≤ k with
r > n2 and k > 0 is a constant depending of (M, g), f, r . Then u ∈ L∞loc(B1(0)).
Moreover, for all p > 0, there exists a constant C42 = C(n, p, r, g˜, k) such that for
all θ ∈]0, 1[ we have :
sup
Bθ(0)
u ≤ C42 1
(1− θ)np ‖u‖L
p
g˜
(B1(0)).
We use another version of this lemma adapted for compact Riemannian manifolds.
Lemma 4. Let (M, g) be a compact Riemannian Manifold. We consider u ∈
H21 (M), u ≥ 0. We fix an open domain Ω of M and assume that u verifies{
∆gu ≤ fu, on Ω in the sense of distributions ,∫
Ω |f |rdvg˜ ≤ C43, r > n2 ,
with C43 = C43(M, g, f, r) then for all ω ⊂⊂ Ω and all p > 0, there exists C44 =
C44(M, g,C43, p, r,Ω, ω) > 0 (independent of u) such that
‖u‖L∞(ω) ≤ C44‖u‖Lp(Ω).
References
[1] T. Aubin, Problèmes isopérimétriques et espaces de Sobolev, J. Math. Pures Appl. 11 (1976),
no. 3, 573–598.
[2] Th. Aubin and Y.-Y. Li, On the best Sobolev inequality, J. Math. Pures Appl. (9) 78 (1999),
no. 4, 353–387.
[3] M. Badiale and G. Tarantello, A Sobolev-Hardy inequality with applications to a nonlinear
elliptic equation arising in astrophysics, Arch. Ration. Mech. Anal. 163 (2002), no. 4, 259–
293.
[4] Ch. Brouttelande, The best-constant problem for a family of Gagliardo-Nirenberg inequalities
on a compact Riemannian manifold, Proc. Edinb. Math. Soc. (2) 46 (2003), no. 1, 117–146.
[5] L. Caffarelli, R. Kohn, and L. Nirenberg, First order interpolation inequality with weights,
Composito Math. 53 (1984), 259–275.
[6] F. Catrina and Z.-Q. Wang, On the Caffarelli-Kohn-Nirenberg inequalities: sharp constants,
existence (and nonexistence), and symmetry of extremal functions, Comm. Pure Appl. Math.
54 (2001), no. 2, 229–258.
[7] J. Ceccon and M. Montenegro, Optimal Riemannian Lp-Gagliardo-Nirenberg inequalities
revisited, J. Differential Equations 254 (2013), no. 6, 2532–2555.
[8] K.S. Chou and C. W. Chu, On the best constant for a weighted Sobolev-Hardy inequality, J.
London Math. Soc. (2) 48 (1993), 137–151.
[9] J. Dolbeault, M.J. Esteban, M. Loss, and G. Tarantello, On the symmetry of extremals for
the Caffarelli-Kohn-Nirenberg inequalities, Adv. Nonlinear Stud. 9 (2009), no. 4, 713–726.
[10] O. Druet, The best constants problem in Sobolev inequalities, Math. Ann. 314 (1999), 327–
346.
[11] R. Fillippucci, P. Pucci, and F. Robert, On a p-Laplace equation with multiple critical non-
linearities, J. Math. Pures Appl. 91 (2009), 156–177.
OPTIMAL HARDY-SOBOLEV INEQUALITIES ON COMPACT RIEMANNIAN MANIFOLDS19
[12] N. Ghoussoub and A. Moradifam, Functional inequalities: new perspectives and new appli-
cations, Mathematical Surveys and Monographs, vol. 187, American Mathematical Society,
Providence, RI, 2013.
[13] G. Gilbarg and N.S. Trudinger, Elliptic Partial Differential Equations of Second Order, Sec-
ond edition, Vol. 224, Grundlehren der mathematischen Wissenschaften, Springer, Berlin,
1983.
[14] Q. Han and F. Lin, Elliptic partial differential equations, CIMS Lecture Notes, Courant
Institute of Mathematical Sciences, Vol. 1, 1997. Second edition published by the American
Mathematical Society, 2000.
[15] E. Hebey, Fonctions extrémales pour une inégalité de Sobolev Optimale dans la classe con-
forme de la Sphère, Jour. Math. Pures Appl. 77 (1998), 721–733.
[16] , Non linear analysis on Manifolds : Sobolev spaces and inequalities, American Math-
ematical Society, Collection : Courant lecture notes in mathematics, 2001.
[17] , Sharp Sobolev inequalities of Second Order, The journal of Geometric Analysis 13
(2003), no. 1, 145–162.
[18] E. Hebey and M. Vaugon, The best constant problem in the Sobolev embedding theorem for
complete Riemannian Manifolds, Duke Math. J. 79 (1995), 235–279.
[19] T. Horiuchi, Best constant in weighted Sobolev inequality with weights being powers of dis-
tance from the origin, J. Inequal. Appl. 1 (1997), no. 3, 275–292.
[20] H. Jaber, Hardy-Sobolev equations on compact Riemannian Manifolds (2013). Preprint.
[21] J. Lee and T. Parker, The Yamabe problem, Bull. Amer. Math. Soc. (N.S.) 17 (1987), no. 1,
37–91.
[22] E.H. Lieb, Sharp constants in the Hardy-Littlewood-Sobolev and related inequalities, Ann. of
Mathematics 118 (1983), 349–374.
[23] V. G. Maz’ja, Sobolev spaces, Springer-Verlag, Berlin, 1985.
[24] R. Musina, Existence of extremals for the Maz’ya and for the Caffarelli-Kohn-Nirenberg
inequalities, Nonlinear Anal. 70 (2009), no. 8, 3002–3007.
[25] E. Rodemich, The Sobolev inequalities with best possible constant, Analysis seminar at Cal-
ifornia Institute of technology (1966).
[26] G. Talenti, Best constant in Sobolev inequality, Ann. di Matem. Pura ed Appl. 110 (1976),
353–372.
[27] A. Tertikas and K. Tintarev, On the existence of minimizers for the Hardy-Sobolev-Maz’ya
inequality, Ann. Mat. Pura Appl. (2006).
[28] E.H.A. Thiam, Hardy and Hardy-Soboblev Inequalities on Riemannian Manifolds (2013).
Preprint.
Université de Lorraine, Institut Elie Cartan de Lorraine, UMR 7502, Vandœuvre-
lès-Nancy, F-54506, France.
E-mail address: Hassan.Jaber@univ-lorraine.fr
