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Abstract. The second mission of NASA’s Kepler satellite, K2, has collected hundreds of thousands
of lightcurves for stars close to the ecliptic plane. This new sample could increase the number of known
pulsating stars and then improve our understanding of those stars. For the moment only a few stars have been
properly classified and published. In this work, we present a method to automaticly classify K2 pulsating
stars using a Machine Learning technique called Random Forest. The objective is to sort out the stars in
four classes: red giant (RG), main-sequence Solar-like stars (SL), classical pulsators (PULS) and Other. To
do this we use the effective temperatures and the luminosities of the stars as well as the FliPer features,
that measures the amount of power contained in the power spectral density. The classifier now retrieves the
right classification for more than 80% of the stars.
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1 Introduction
Following the end of the original NASA’s Kepler mission (Borucki et al. 2010), K2 (Howell et al. 2014) targeted
more than 580,000 stars close to the ecliptic between campaign 1 and 20. Today, only a small fraction of these
stars are properly classified attending to their pulsation properties. This is why in this project, the objective is
to sort this huge amount of pulsating stars with an automatic Random Forest (RF) classifier. The RF classifier
is a supervised ML algorithm that consists in an ensemble of decision trees. This method is suitable for star
classification because it can deal quickly with a very large amount of data. The difficulty when analyzing K2
data is the special running mode implying a correction of the orbit every six hours that needs to be properly
corrected. As a result, the Signal-to-Noise Ratio (SNR) is degraded compared to the Kepler main mission.
Another issue that had to be faced is related to the Machine Learning (ML) method. Only a few pulsating-stars
catalogs are published for the moment, hence it is difficult to form a training set to train the RF classifier in
all the parameter space.
2 Methods
2.1 Data
An important part of the work when using ML techniques is to pre-process the data that will be used, particularly
with classification algorithms. The objective is to differentiate between types of stars that could be very similar
so values of the used features have to be as accurate as possible. In this work, we aim at classifying the stars by
using different parameters such as the effective temperature, the luminosity and the amount of power contained
in their Power Spectral Density (PSD) because this combination of parameters provide one of the best tools to
obtain information about the nature of the pulsating stars. The PSDs are obtained by computing the Fourier
transform of the lightcurves.
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Lightcurves used in the project were produced with the EVEREST pipeline developped by Luger et al.
(2016, 2018), which aimed at studying exoplanet transit. For stars exhibiting transits, the PSD is dominated
by the harmonics of the transiting periods,which could bias the total amount of power. Therefore the stars will
be found in the wrong category. Other EVEREST lightcurves show jumps, discontinuities and low-frequency
trends that introduce power in the PSD (for more information on those effects see Garc´ıa et al. (2011); Garc´ıa
et al. (2014)). To remove those side effects, the available lightcurves were processed with a filtering method
inspired by the KASOC filter from Handberg & Lung (2014). This filter was developped to optimize the data
for asterosismic analysis by removing instrumental effects and planetary signals. First of all, it was noted that
many light curves showed a general increasing or decreasing trend, which affects the calculated values of the
PSD. To overcome this, a moving median filter was applied to these timeseries. A light curve is stored digitally
as a vector of size N containing N bins. The method used here consists in creating a new vector of the same
size N, called Filtermedian. For each component of this vector, the median of the flux is calculated over a time
interval, here set at 3 days, which corresponds to a window of a certain number of bins whose size remains fixed
throughout the treatment. Then we shift the window by one bin and repeat the operation. The new considered
flux, Fluxnew, is calculated from the formula :
Fluxnew =
(
Flux
Filtermedian
− 1
)
(2.1)
Secondly, a threshold was defined in an attempt to remove sharp features due to instrumental effects or
transits. Any part of the flux above the threshold is masked.
2.2 Parameters used for classification
The features (input parameters) used for classification are the effective temperature (Teff) and the luminosity
(L) from Gaia DR2 (Gaia collaboration et al. 2016, 2018), and the FliPer, a method developed by Bugnet et al.
(2018, 2019), which takes into account the total power in a given band of the PSD. FliPer values are computed
using the PSD and an estimation of the photon noise level for each star. Here is the definition of the FliPer,
Fp, as given by Bugnet et al. (2018):
Fp = PSD − Pn (2.2)
where PSD represents the average value of the PSD on a given frequency band and Pn is the photon noise.
In this study we consider four FliPer parameters corresponding to four frequency ranges that extend from 0.7,
7, 20 and 50 µHz respectively to the Nyquist frequency. Those four FliPer values help to clearly distinguish the
shapes of the PSD.
Here the method used to determine the photon noise is different from Bugnet et al. (2018). Indeed, the
fact that each campaign points a different part of the sky introduces a different noise level in each of those
campaigns. So first, we calibrated the photon noise level of each campaign according to the observed Kepler
magnitude of the star with a method inspired by Pande et al. (2018). For all the stars we computed the mean
of the PSD in the range 150 to 280 µHz in order to avoid the oscillations frequencies. Then we fitted a 3rd
order polynomial function of the noise level at the bottom of the dense cloud of points in bins of width 0.5
magnitude. Points (purple star symbols on Fig. 1) that fit the bottom of the cloud of points were adjusted by
eye. The white noise level was estimated for stars from campaigns 2 to 8 for now.
2.3 Machine Learning method
Facing the huge amount of data we want to classify, the use of an automatic algorithm seems to be the apro-
priate solution. We decided to use a Random Forest classifier (Breiman 2001) because of its robustness and its
easy implementation. This is a method of supervised learning. That means that the algorithm is trained and
validated with a labeled data set. The RF is composed of an ensemble of independent decision trees that gives
the most likely class for each star. Each tree is constructed using a random subset of the training set which
allows the trees to be independant. To do this the “RandomForestClassifier” function from the Python Sklearn
library Pedregosa et al. (2011) was used.
At this point, the training and validation sets can be formed. The objective is to separate the stars in four
classes : Classical Pulsators (PULS), Main-sequence Solar-Like stars (SL), Red Giants (RG) and Others. The
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Fig. 1. White noise level for 11 010 stars as a function of their Kepler magnitude for Campaign 6. The purple star
symbols are an estimation of the bottom of the dense clouds of points and the red line is a 3rd order fit of those purple
star symbols.
Others category contains all the stars that the classifier could not classify as SL, RG or PULS, including the
Eclipsing Binaries. The data set used to train the RF algorithm was constructed from data published on the
NASA’s website K2 approved targets & programs ∗. For the training and validation we dispose of 2,186 labeled
stars, for wich the class is already known. This includes 340 SL stars from the originial Kepler mission and
published by Chaplin et al. (2014) because there are only a few SL known among K2 stars. It is possible to
add those SL stars from Kepler mission because the measure instruments where the same for both missions.
But using stars from Kepler is not optimal because of the difference in sensitivity that can appear due to the
K2 special running mode. Then we randomly devide this data set in the training set (1,749 stars) and the
validation set (379). The Kepler stars that were not included in the validation set as they are not stars that we
want to classify.
3 Classification results & Perspectives
In this work we present a Random Forest method to perform an automatic classification of K2 pulsating stars.
Those preliminary results are very encouraging with an accuracy of 83% on the classification of the validation
set wich contain 379 stars. Fig. 2 represents the confusion matrix for a classification test. The confusion matrix
compares the prediction made by the model with the actual class of a star. This points out that the main
confusion comes from PULS stars that are classified in the Other category (21%). There are also some SL
stars that are predicted as classical pulsators (16%). On the other hand, we notice that there is not so much
confusion between other classes, less than 9%, and that the RG are very well classified with an accuracy of 98%.
In order to improve those results we plan to increase the number of stars in the training set and improve the
lightcurves processing.
Perspectives for this work are first of all, classify all K2’s campaings and then subdivide the PULS category
in 7 sub-classes (RR Lyrae, Slowly Pulsating B-type stars, δ-Scuti, γ- Doradus, β-Cepheid, Cepheid and rapidly
oscillating Ap stars). Finally, this study on K2 data provide a better understanding of how the method works
for low-resolution PSDs as it does for most of the millions of lightcurves with a 30 minute cadence from the Full
Frame Images that will beprovided by TESS (Ricker et al. 2014).
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Fig. 2. Confusion matrix resulting from the class estimation of 379 stars from the validation test. The accuracy of the
model is 83.0%. On the diagonal there is the percentage of stars that are well classified.
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