Abstract
Introduction and main results
Let R, R + , Z, Z + , and N be the sets of all real numbers, positive real numbers, integers, nonnegative integers, and positive integers, respectively. In addition, let be the set of all the sequences = { } ∈Z d of points ∈ R d , ∈ Z d , satisfying the following conditions: is called the minimum intrinsic error of the optimal recovery of the set K in the space X. Taking L in the place of in right side of (1.1), we denote by E L (K, X) the quantity obtained in this way, and call it the minimum linear intrinsic error. If K is a convex and centrally symmetric subset of X, then the following inequalities hold [14] :
Denote by L p (I) the Banach space of measurable functions x(·) on I with the vector norm (or mixed norm) 
where
these notions may be seen in [4] . For convenience, we write · p instead of · pp . If p > q, then the following relations:
follow from the definitions. Let f (x), x ∈ R d , be a measurable, almost everywhere finite real function. For
the k i th difference of f at the point x for x i with step t i , i = 1, . . . , d.
By [9] , the linear space B r p (R d ) is a Banach space with the norm 
∞, and 1 q, p < ∞. We say that f ∈ B r pq (R d ) if the function f satisfies the following conditions:
The linear space B r
pq (R d ) is a Banach space with the norm
and is called to be anisotropic Besov-Wiener space.
is the usual anisotropic Besov space [9] . Set
An extensive literature is devoted to the question of recovering functions from their values at nodes and closely related concepts of widths (see the survey of [8, 10, 11, 14] ). Temlyakov [12, 13] considered the optimal recovery of periodic functions on the class of functions with bounded mixed derivative. Sun Yongsheng [11] considered an optimal recovery problem concerning a class of differentiable functions defined on the whole real axis. Wang and Sun [16] discussed the Kolmogorov widths between the anisotropic space and the space of functions with mixed smoothness. The authors of [17] studied the widths of Besov classes in the usual Sobolev spaces. In [3] some problems of the optimal recovery of periodic Besov classes were studied. In this paper, we continue our investigation [5, 6] and obtain the following results.
Theorem 2.
Make the same assumptions on k, r, s, , , a and as in Theorem 1. If
Theorem 3. Make the same assumptions on k, r, s, , , a and as in Theorem 2. Then
In the sequel, c, c 1 , c 1 , . . . denote constants which depend only on d, p, q, r and s.
Some lemmas
We shall use the following auxiliary lemmas.
series on the right-hand side is uniformly absolutely convergent for all
The case for p = (p, . . . , p), Lemma 1 is given in [2, 15] , and in more general form in [5] .
Lemma 2 (Nikol'skii [9] , Jiang [5] , Magaril-Il'jaev [7] ).
(ii)
The case for p = (p, . . . , p), (i) is given in [2, 15] , and in more general form in [5] . By (i) and Lemma 2, we can get (ii).
of f exit and
Proof. For p = (p, . . . , p) the lemma is proved in [2, 15] . The argument in the general case is similar. But for the sake of readability, we give the proof in some detail. First consider the case d = 2. The argument in higher dimensions is analogous. Let 
Lemma 5 (Nikol'skii [9]). Suppose that
,
Lemma 6 (Nikol'skii [9] and Jiang [5] ). Let 
2)
where + = 1. Moreover, we have *
Similarly to (3.2), we can get
In the case 2 j d, a proper calculation yields *
Hence, by (3.2)-(3.5), Lemmas 5 and 6, we have
By (3.1) and (3.6), and Lemma 3, we have
To find the lower bound, let ∈ , i.e.,
There exists a cube of the form
, such that its interior Int Q does not contain any point of , that is Int Q ∩ = ∅. This follows easily from the fact that |Q| = (2 ) −1 . Let the univariate function (t), t ∈ R, satisfy the following conditions:
4 ], and
where is a positive constant which will be determined later. It is easy to see that
For 1 i d, by the Minkowski integral inequality, we have
Thus, by (3.8) and (3.9), we have
Hence,
The estimate (3.11) holds also in the case = ∞. By (3.7) and (3.11), if we let
For any ∈ , by (3.7) and (3.12), we have
(
Then an application of (1.2) completes the proof of Theorem 1.
Proof of Theorems 2 and 3
Proof of Theorem 2. 6) , and Lemma 3, we can get the upper bound. To find the lower bound, let ∈ , i.e.,
By (4.5), (4.6), and (4.7), we have
By (4.4) and (4.8),
By (4.2), (4.3), and (4.9), we have 
