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Resumen
En este trabajo teórico formulamos soluciones al problema de
la Estimación del Movimiento Coherente tomando como referen-
cia funciones de coste que integran variables binarias de decisión
y parÆmetros continuos. Ello se plantea por un lado desde tØcni-
cas basadas en Annealing Determinista, y por otro, desde enfoques
propios de la Computación Evolutiva. En ambos casos se propone
la integración de la bœsqueda de variables binarias con el descenso
por gradiente en el espacio de parÆmetros.
Palabras Clave. Problema de Correspondencia, Minimización de
Energía, Computación Evolutiva, Annealing Determinista.
1 Introducción
La progresiva formulación de funciones de coste en las cuales se inte-
gran variables de decisión binarias y parÆmetros continuos, ha permitido
aportar soluciones a problemas de naturaleza combinatoria en el area de
la Visión Articial y el Reconocimiento de Patrones. Dicha integración
repercute beneciosamente, en la mayoría de los casos, en mejora de la
eciencia del procedimiento de bœsqueda, ya que la toma de decisiones
binarias permite acotar la bœsqueda en el espacio de parÆmetros. En
esta contribución analizaremos dicho efecto tomando como problema
de referencia la Estimación del Movimiento Coherente. Propondremos
soluciones desde dos puntos de vista. En primer lugar aplicaremos los
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resultados recientes en el Æmbito del Annealing Determinista y, a contin-
uación plantearemos como alternativa la Computación Evolutiva para la
gestión de las variables de decisión.
2 Formulación del Problema
La Teoría del Movimiento Coherente1 [9] [10] [11] aporta una formulación
del Problema de la Correspondencia entre dos conjuntos de puntos o de
características fxig y fyjg, con i, j 2 f1,2, . . . , Ng extraídas de imÆgenes
sucesivas, en tØrminos de la minimización restringida de la siguiente












El primer tØrmino incorpora una mØtrica de similitud entre la variación
discreta de las características y el campo de movimiento continuo v(x)
sobre xi. El conjunto fVijg dene unamatriz de correspondencia V cuyos
elementos son variables binarias de decisión de manera que Vij  1 si el
punto xi se corresponde con yj , y Vij  0 en caso contrario. La decisión
de asignación óptima es aquella que minimiza la energía global al tiempo






Vij  1,8i, j 2 f1,2, . . . , Ng
es decir, la matriz de correspondencia es una permutación (matriz cero-
uno cuadrada cuyas las y columnas suman la unidad). Con respecto a
la Teoría de la Función Mínima 2 [7] se incorpora como objetivo la extrac-
ción de un campo de movimiento a partir de la interpolación del cam-
po generado por la correspondencia. Por este motivo el segundo tØrmi-
no penaliza campos no-uniformes suavizando el resultado al restringir,
al igual que en [4], su variabilidad local siendo D2nv(x)  r2nv(x) y
D2n1v(x)  r(r2nv(x)). El rango de dispersión local permitido estÆ
modulado por la desviación σ de manera que si σ ! 0 obtenemos la
teoría de Ullman. La principal aportación es la integración de la toma
de decisiones locales de correspondencia, usualmente binarias, y la esti-
mación de parÆmetros de movimiento en toda la región.




La aplicación de mØtodos inspirados en la Física Estadística, tales como
el Annealing Determinista [2], mejora la robustez del proceso de mini-
mización frente a mínimos locales. Se trata de transformar el proble-
ma restringido discreto-continuo original en un problema no-restringido
continuo. Si aplicamos los resultados obtenidos en [12] y [3] al problema
que estamos tratando, la nueva función de referencia es
E[V,v(x), µ, ν] ∑Ni,j1 Vijjv(xi)− (yj − xi)j2  λ∑1n0 σ2nn!2n
∫
Ω jDnv(x)j2dx
∑Ni1 µi(∑Nj1 Vij − 1)∑Nj1 νj(∑Ni1 Vij − 1) 1β
∑N
i,j1 Vij logVij
La matriz de correspondencia se ha transformado en una matriz doble-
mente estocÆstica (matriz cuadrada cuyos elementos son positivos y la
suma de las y columnas es la unidad) lo cual implica imponer restric-
ciones de no-negatividad por un lado, y de asignación por otro. Lo primero
se garantiza incluyendo una función barrera o tØrmino de entropía
∑N
i,j1 Vij logVij
controlado por el parÆmetro β > 0 quemodula el grado de convexidad de
la función. El cumplimiento de las restricciones de asignación se garanti-
za mediante los dos tØrminos siguientes que estÆn inuenciados por los
multiplicadores de Lagrange µi y νj .
Por tanto el objetivo es encontrar un punto de silla de la función de coste
(minimizar con respecto a V y v(x) al tiempo que se maximiza dicha
función con respecto a µ y ν) y todo ello para cada valor de β. Se ha
establecido [5] una relación directa entre la bœsqueda, usualmente ine-
ciente, de los multiplicadores mediante ascenso por gradiente y el pro-
cedimiento debido al teorema [6] segœn el cual una matriz doblemente
estocÆstica puede obtenerse a partir de cualquier matriz cuadrada cuyos
elementos son positivos, mediante un proceso iterativo de normalización
alternativa de las y columnas.
El algoritmo resultante consta de un proceso global de Annealing Deter-
minista en el que se incrementa progresivamente el parÆmetro β (inversa
de la temperatura). Para cada valor de β se actualizan en primer lugar las
variables de correspondencia (algoritmo SoftAssign) mediante una asig-
nación probabilística (la exponenciación garantiza la no-negatividad de
las variables de decisión).
El proceso iterativo de normalización de las y columnas de compleji-
dad cuadrÆtica con respecto a N (proceso de Sinkhorn) permite obtener
la correspondencia óptima para dicho valor de β. A continuación, una
vez obtenidas las nuevas variables se procede a actualizar el campo de
movimiento mediante mØtodos variacionales. En este sentido, en la prÆc-




Ω jDv(x)j2dx con lo cual
el proceso iterativo se basa en la aplicación de las ecuaciones de Euler
sobre la función de coste original.
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Movimiento Coherente: Annealing Determinista
Inicialización:
β β0, v(x) v0(x), Vij  1 
Annealing Determinista: Mientras β < βf
SoftAssign: Mientras No-Convergencia (v(x))
8i, j 2 f1,2, . . . , Ng
Qij  −∂E[fVijg,v(x)]∂Vij  −jv(xi)− (yj − xi)j2
Vij  exp(βQij)
Sinkhorn: Mientras No-Convergencia (V )
Actualizar V Normalizando Filas
Vij  Vij∑N
j1 Vij
,8i, j 2 f1,2, . . . , Ng
Actualizar V Normalizando Columnas
Vij  Vij∑N
i1 Vij
,8i, j 2 f1,2, . . . , Ng
Actualización del Campo de Movimiento
v(x) v(x) dE[V,v(x)]dv(x)
β βrβ
Un aspecto central en este mØtodo es el impacto del proceso de annealing
sobre los elementos de la matriz de correspondencia. A medida que se
incrementa β (con un factor βr ) las diferencias entre la mejor entrada y
las demÆs se acentœan de manera que en el límite (β ! 1) obtenemos
matriz de correspondencia de tipo permutación. A medida que progresa
el mØtodo el algoritmo de correspondencia (SoftAssign) obtiene mejores
propuestas del campo de movimiento entre características lo cual facilita




Como planteamiento alternativo proponemos sustituir el esquema de an-
nealing, concretamente la parte dedicada a SoftAssign, para gestionar la
generación y evolución de una población de soluciones candidatas hasta
alcanzar un mínimo global [1]. En este sentido pensamos que resulta in-
teresante incorporar los resultados formales aportados para problemas
similares tales como el Problema del Transporte [8]. El principio bÆsico
de este mØtodo es mantener, en paralelo, una población P de soluciones
candidatas (matrices de correspondencia binarias) que son evaluadas en
tØrminos de su coste con respecto a la función original E[V,v(x)], y so-
bre la que se aplican operadores de variación (mutación y recombinación)
y selección.
La población inicial,P0, de tamaæo µ constante durante el proceso, viene
dada por un procedimiento orientado a introducir el mÆximo nœmero de
ceros posible y cuyo funcionamiento comentaremos junto con el del op-
erador de mutación. Este procedimiento genera un vØrtice de la frontera
convexa delimitada por las restricciones de asignación. A partir de este
punto, jamos un campo de movimiento inicial v0(x), evaluamos P0 y
entramos en un proceso de minimización evolutiva.
A partir de una población Pt , con t > 0, el operador de recombinación estÆ
basado en el cruce aritmØtico: a partir de dos padres Vk y Vl (que satis-
facen las restricciones y son seleccionados al azar) se generan dos hijos
Xkl e Ykl,de manera que: Xkl  αVk (1−α)Vl e Ykl  αVl (1−α)Vk
de manera que α 2 [0,1]. El efecto de este cruce es generar dos hijos
que tambiØn satisfacen las restricciones ya que estas denen un conjun-
to convexo. El resultado es la población Prt .
A continuación se aplica un operador de mutación sobre Prt mediante
un procedimiento de reparación de admisibilidad. Dicho procedimien-
to consiste en extraer de cada indivíduo Vkt una submatriz W
k
t a partir
de dos conjuntos de índices (relativos a las y columnas). Se calculan
los nuevos límites para las restricciones de asignación (sumas de las y
de columnas en la submatriz). Sobre Wkt se aplica un procedimiento de
inicialización que consiste en visitar en un orden aleatorio (distribución
uniforme) todos los elementos de Wkt y ajustar su valor en función del
valor actual de la suma de elementos en la la y columna considerada.
El ajuste de un elemento restringe el de los elementos que guran en su
misma la y columna. Como resultado, las restricciones locales de asig-
nación se ajustan a los límites especicados para Wkt . La reinserción de
los elementos de la nueva submatriz en la matriz original garantiza que
la mutación preserva las restricciones globales.
La selección se realiza mediante un criterio de proporcionalidad con re-
specto al coste de la decisión una vez jado el campo de movimiento.
Seleccionamos µ indivíduos de Pt [ Pmt de manera que la población re-
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sultante permanezca constante.
Finalmente en cuanto al criterio de convergencia detendremos el proceso
cuando no observemos mejoras signicativas en la calidad de las solu-
ciones generadas.
Una vez que converge el proceso de decisión actualizamos el campo de
movimiento. Para ello tomamos como referencia el mejor de los indiví-
duos.
Movimiento Coherente: Computación Evolutiva
Inicialización:
P0  fVk0 g, k 2 f1,2, . . . , µg, v(x) v0(x), t  0
Mientras No-Convergencia(v(x))
Computación Evolutiva: Mientras No-Convergencia(Pt)
Recombinación en Pt
Xklt  αVkt  (1−α)Vlt
Yklt  αVlt  (1−α)Vkt
Prt  Prt [ (Xklt , Yklt )
Mutación en Prt
Wkt  SubMatriz(Vkt )
Pmt  Reparar(Wkt , Prt )
Selección en Pt [ Pmt
Pt1  Seleccionar
(





t  t  1
Actualización del Campo de Movimiento
v(x) v(x) dE[V,v(x)]dv(x)
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Con respecto al planteamiento previo deAnnealing optamos por la gestión
de una población dematrices de correspondencia. En tØrminos genØricos
ese esquema es trasladable a otros problemas (p.e. emparejamiento de
grafos) caracterizados por funciones de coste con similares característi-
cas siempre y cuando las restricciones determinen un conjunto convexo
como en este caso.
5 Conclusiones
En cuanto al problema de Estimación del Movimiento Coherente apor-
tamos dos planteamientos de solución, Annealing Determinista y Com-
putación Evolutiva. Ambos esquemas se diferencian en la gestión de las
variables/matrices de correspondencia pero comparten el uso de dichos
procesos de bœsqueda para simplicar la estimación/interpolación del
campo de movimiento continuo. En futuros trabajos realizaremos estu-
dios comparativos acerca de la eciencia relativa de ambos esquemas.
En este sentido cabe destacar el interØs de incorporar, en ambos casos,
un mecanismo de multirresolución que complemente la acotación de la
bœsqueda de parÆmetros de movimiento.
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