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Abst rac t - - In  this paper, we improve our previous results concerning the asymptotic distribution 
of the zeros of the Tricomi-Carlitz polynomials. Our approach is a probabilistic one, motivated by 
the fact that the central imit theorem is simply a version of the weak law of laxge numbers whose 
distribution is a &function. Also, our argument requires an extension of the Grommer-Hamburger 
theorem. This generalization is appropriate to situations where uniform convergence on compact 
subsets is difficult to establish, and is accomplished by means of an approximation-theoretic tool, 
namely, the closure of a special set of rational functions. 
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1. INTRODUCTION 
In reference [1], Tricomi studied the polynomials defined by 
n ( ) 
tL~/(x) = ~(-1)  k ~-  ~ ~--~ 
k (n--~)~' 
k=0 
(1.1) 
which satisfy the recurrence 
(n + 1)t(a+)i(x ) -- (n + a)t (~)(x)  + xt(~_)_i(x ) = O, 
t(0 °)(x)  = i, t ? / (x )  = ~. 
n>l  
(1.2) 
For a good treatment of these polynomials, ee Chihara's book [2]. 
Tricomi observed that {t(n~)(x)} is not a system of orthogonal polynomials, since the poly- 
nomials fail to satisfy the standard three-term recurrence relation. Carlitz, however (see [3]), 
discovered that if one sets 
f~(x)  = x~t( :  ) (x -2 )  , (1.3) 
then the {fn(X)} satisfies 
(~ + 1) /n+l (x )  - (n + a)x fn (x )  + fn-~(x)  = 0, 
fo(x) = 1, f l (x )  = ax.  
n>l  
(1.4) 
Car l i tz  proved that  for a > 1, {fn(x )}  satisfies the or thogona l i ty  re lat ion 
/ 2e~ 
oo fm(x) fn (x )  d@a)(x) - (n + a) . n! 6m'n' (1.5) 
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where ¢(~)(x) is a step-function with jumps at the points 
= 
(k + a)k- le  -k 
k! 
at x = ±(k + a) -1/2, k -- 0 ,1 ,2 , . . . .  (1.6) 
The generating function 
1 -c ix  21Og( l _wx)  =Efn(x)wn exp + x2 
n=0 
(1.7) 
follows from the recurrence (1.4). The series converges for Iwl < Ixl, x ¢ 0. 
To investigate the asymptotic behavior of the zeros of a set of polynomials Pn(x) defined on a 
compact set, we introduce the measures {v,~ : n = 0, 1, 2 , . . .  } 
1 
= - ,  
n 
vn(A) = O, 
j = 1 ,2 , . . . ,n ,  
A contains no zeros of Pn(x), 
(1.8) 
where {xj,n} are the zeros of Pn(x). The measure vn assigns an equal weight to each zero. (These 
measures are also of crucial importance in the theory of numerical integration; see the book of 
Krylov [4]. The asymptotic behavior of vn gives information about the way the zeros of Pn(x) are 
distributed in the interval of orthogonality. For more information, we refer the reader to [5,6].) 
In a previous paper, we studied the asymptotic behavior of the Tricomi-Carlitz polynomials [7]. 
One of our discoveries was that the weak limit of the measures vn was just the 6-function at the 
point 0. Since that function defines a degenerate linear functional, the information we were able 
to obtain about the zeros was crude. 
The Tricomi-Carlitz polynomials are about the simplest polynomials of their kind, i.e., orthog- 
onal on a discrete set of points. Sophisticated information about the distribution of their zeros 
would have consequences for other classes of discrete orthogonal polynomials. The additional 
information amounts to assessing the precise "shape" of the 6-function. 
Our approach is a probabilistic one, motivated by the fact that the central imit theorem in its 
classical form is simply a refined version of the weak law of large numbers whose corresponding 
distribution is a 6-function; see [8] for a discussion. 
To simplify matters, we rescale the orthogonal polynomial fn(x) so that all of its zeros are in 
the interval [-1, 1]. Thus, 
(1.9) 
We denote the zeros of g,~(x) by rj,n, 1 < j < n. 
We introduce the discrete random variable Xn defined by 
1 
- for 1 _< j _< n. (1.10) Prob(Xn = rj,n) = n' 
Since the rj,n's are symmetrically ocated with respect o the origin, E(Xn) = O. 
Define the rescaled variable 
X,~ where Dn = (1.11) Zn := Dn' 
The random variable )fn has an asymptotic distribution that is nondegenerate. For various 
probabilistic notions of convergence, the reader is referred to [8]. In this paper, we will establish 
the following theorem. 
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THEOREM 1. Xn converges in distribution to the distribution function whose density p(x) is: 
{ l ( 4 t a n - l ( x / ~ ) ~ ' ~  
- -  " X3  X2  / , -2  < x < 2, 
p(x) = 2 , 
Y7 I~1 -> 2. 
(1.12) ! 
Note that p(x) is continuous everywhere in R and has a graph shaped like a volcano, i.e., a 
profile consisting of sloping sides and a crater. Since p(x) deviates o much from the Gaussian 
distribution, one must conclude that the zeros of the Tricomi-Carlitz polynomials are highly 
nonrandom. 
To prove the above theorem, we require the asymptotics of orthogonal polynomials in the form 
g~(x/~/nz),  where z c C \R .  
2. FORMULATION 
Let x E R and F~(x) be the distribution function of 32~. Thus, 
F~(x) = Prob ()(~ <x)  
= Prob(Xn < xDn) 
=-nl E 1, whereD~=~.  
rj,n <xD~ 
(2.1) 
Theorem 1 actually states that Fn(x) converges pointwise to the distribution whose density 
function is p(x). 
Let 
/ dFn(z) 
S~(z )  : . . . .  , 
oc Z - -X  
the Stieltjes transform of Fn(x), where z E C \R .  
By definition of Fn(x), we have 
1 
n._z. 1 
S~(z)  : - )__[, 
n z - rj,n/Dn j= l  
Dn ~ 1 
n Dnz  j= l  r3'n 
(2.2) 
or, in terms of the polynomial gn(x), 
S~(z) - D~ g,(D.z) (2.3) 
g(Dnz)  " 
To study the polynomials gn(x), we use the integral representation, easily derived from (1.7), 
gn(x) _ 1 expc~ ~-ff + ~ log(1  - w) w -n - ldw,  (2.4) 
x n 27ri j c 
where the contour C is any simple, positively oriented, closed contour in the open unit disk 
encircling the origin. Here we use the principal branch of log(1 - w). The above representation 
is valid for all x ¢ 0. By letting x = Dnz for z E C \R  and using D~ = V / -~,  we get 
g,~(Dnz) _ 1 /cexp(nh(w) )  dw (2.5) 
(D~z) n 2~i w(1 - w) ~' 
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where 
w log(1 - w) 
h(w) = -~ + z2 logw. (2.6) 
The above integral is in the standard form for the application of the saddle point method. 
However, the function h(w) contains a complex parameter z which ranges over a compact region K 
in C \R .  Unless K is suitably chosen, the determination of a contour of steepest descent is not a 
trivial problem. Roughly speaking, we are able to justify the use of the method only for those z 
in C \R  such that z is in a small neighborhood of i/2 or - i /2 .  The result we obtain this way is 
not strong enough to justify application of the Grommer-Hamburger theorem (see Appendix), so 
we develop a more appropriate version (Theorem 2) of that theorem. 
3. ASYMPTOTICS  FOR THE ORTHOGONAL POLYNOMIALS  
IN THE COMPLEX PLANE 
Returning to (2.5) and solving °h(w)  = 0 for w gives 
z + ~/z2-4  z -  v '~-4  
w : z~ and ze, where z~ = z 2 and z~ = z 2 (3.1) 
z~ and zz are the saddle points of the integral. We choose the principal branch of v /~ - 4 
unambiguously by requiring it to be analytic for z E C \ [ -2 ,  2] and v /~ - 4 > 0 if z > 2. 
The value of the saddle point z/~ at z = i/2 is 
x /~- i  znlz=~12 = - ~  ~ 0.3903 < 1, (3.2) 
and for O small we have 
h (z J )  = h(z,) 05 2 + o (o3), 
aoG  h(z  )2 - 1 - ~  <0" 
and 
(3.3) 
We deform the contour to a circle passing through zz: 
1 dw _ 1 exp(nh(zeei°))  (1 zeeie) c~" 27ri exp(nh(w)) w(1 - w) ~ 21r ~ (3.4) 
Because of the analyticity of z~ --- z~(z) and - (z~/2)h'(z~) at z -= i/2, it is clear that we 
may choose e > 0 sufficiently small so that whenever z E N~ := {z : [z - i/2[ < e}, we have z e 
in a small neighborhood of (v~-  1)/8 and also -(zZ~/2)h"(ze) in a small neighborhood of 
x /~/ (1  - v /~) .  Thus, 36 = 5(e) > 0 so that Vz E N~, we have 
At the same time, we can uniformly bound the implicit constant of 0(83) in (3.3) for all z E N~. 
By the sa~ldle point method (see [9]), we conclude that 
1 i v  dw _ e nu(z~)  1 
2~ri exp(nh(w)) w(1 - w) '~ x/27rnh'(ze) zt~(1 - ze) d(1 ÷ o(1)), (3.6) 
where the implicit constant holds uniformly for z E Ne. 
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The above asymptotics imply the uniform convergence of (gn(D~z)/(D~z)n)e -nh(z~) v~ to k(z) 
for z C NE, where 
1 1 
k(z) = X/27rh,,(z~) z~(1 - z~)"' (3.7) 
Uniform convergence is maintained by logarithmic differentiation, so
D~ gtn( Dnz) 1 
Jzh(Z~) --* 0 uniformly (3.8) 
n gn(D~z) z 
for z E No. 
We summarize the preceding arguments in the following proposition. 
PROPOSITION 1. Sn(Z), the Stieltjes transform ofF , (x) ,  converges to f(z),  where 
1 2 
f (z)  - z z3 (z~ + log(1 - z~)) (3.9) 
uniformly for z C N~. 
PROOF. A straightforward calculation shows that 
dh(z~)  = --~(z[3 + log(1 - zfl)). (3.10) , 
In a similar fashion, one can show that the above convergence also holds uniformly for z c 
~ := {z: Iz + i/21 <_ ~}. 
Applying the Stieltjes inversion formula (see [10]) gives the following proposition. 
PROPOSITION 2. VZ E C \R ,  we have  
/71 f ( z )  = .p(y) dy, (3.11) 
~z-y  
so  
1 
lim ~i( f (y  - iv) - f (y  + iv)) = p(y), (3.12) 
v-*O+ 
where p(y) is defined in Theorem 1. 
PROOF. The proof is standard, although tedious, and is omitted. I 
4. A VARIANT OF THE THEOREM 
OF GROMMER AND HAMBURGER 
Had the above convergence held uniformly for z E K, rather than only for z E N~, for K an 
arbitrary compact domain in C \R ,  we could have immediately applied the Grommer-Hamburger 
theorem to prove Theorem 1. 
We prove the following extension of that result. 
THEOREM 2. Let {#n} be a sequence of probability measures on R such that 
F S(#,~, z) --, ___d#(x) ooZ- -X  
uniformly for z in a fixed compact domain K in C\R ,  where 
s (~,  z) = f~o d~(x)  
J _  c~ Z- -X  
and # is a probability measure on R. 
(4.1) 
(4.2) 
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Then #n ~ #, i.e., #n converges weakly to #. 
Notice that the assumption of the above theorem implies that S(#n, z) also converges uniformly 
on the conjugate domain of K.  
We first need to prove three lemmas. 
For a detailed discussion of the concept of weak convergence and of the equivalence of weak 
convergence of measures to weak convergence of distributions, we refer the reader to [11]. 
We define 
Coo := {f(x)  : f (x)  is continuous on ( -oo,  oo) and f ( - c~)  = f(cx~)}. (4.3) 
LEMMA 1. Let zk (k = 1,2,3, . . .  ) be a sequence of distinct numbers uch that Imzk # 0. 
Then the sequence of functions 
1 1 i, - - ,  ,... (4.4) 
Z1 - -  X Z2 - -  X 
is closed in the space Coo if and only if the two series 
E , I mzk E"  Imzk (4.5) 1 + [zkl 2' 1 + [zk[ 2 
are divergent. 
(Our notation here is that the single prime summation is extended over the values of k for which 
Im zk > O, and the double prime notation indicates the sum is extended over the remaining values 
of k.) 
PROOF.  See [12, p. 247]. 1 
We remind the reader that the sup norm [I. Iloo is the metric for Coo. 
LEMMA 2. Let mink IImzkl ---- ~ > O. Then the sequence of functions 
1 1 1 (4.6) 
, , ' -  . 
Zl - -X  Z2- -X  Z3- -X  
is closed in the space 
C 0 := {f(x) : f (x)  is continuous on (-oo, cx~) and f(-o<)) = f(cx~) - 0}. (4.7) 
PROOF.  
that  
Let f (x)  E C ° .  For each ¢ > 0, there is a continuous f~(x) with compact support such 
IIf( ) - A(z) l loo < (4.s) 
Now consider 
ge(X) :----- (Z  1 - -  X)A(X  ) 
which belongs to Coo. 
By Lemma 1 there exists {Ak}~n° 1 with 
and consequently we have 
A(z) 
max g~(x) - Al - ~.~= 2 AJ x <¢ 
- -oo<x<oo Zj -- 
A1 mo Aj 
z l -x  (zj -z ) (z l  - z )  
< - -  
Iz - -X [  
_<~, VxeR. 
(4.9) 
(4.10) 
(4.11) 
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Thus, 
re(x) A1 m~ Aj oo < e 
z l  - x (z~ - x ) (z l  - ~)  - 7" 
Performing an obvious partial fraction decomposit ion on 
(4.12) 
mo Aj  
~(z j  - z)(Zl - x) '  
(4.13) 
we obtain 
fe - -  ~--~ aJ x °° < e 
j= l  zj -- -- 7" 
Taking the fact lif(x) - f~(x)l]oo < e into account yields the lemma. 
LEMMA 3. Let the assumptions of Lemma 2 and Theorem 2 hold. 
no(e) such that 
P 
Vn > no =~ / dlzn < e. 
JIx [>M 
PROOF. We define the following function: 
(4.14) 
II 
Then Ve > O, 3M(e) and 
(4.1s) 
1, if Ixl _< M, 
-x  + (M+ 1), i fM<x<M+l ,  
gM(X) :=  X + (M + 1), if - M - 1 < x < -M,  
O, if Izl _> M + 1. 
(4.16) 
Clearly, gM E C 0.  
We now decompose 
F(1  -- gM) d#n 
as follows: 
i= i: i:( (1  - -  gM) d#n = (1 - -  gM) dlz 'k gM - -  -- d# oo oo cx~ j= l  zj x 
+ E aj dl~ d#n + 
j=l zj - x oo zj - x l oo j=l zJ - x 
Since # is a probabi l i ty measure on ( -c~,  ~) ,  
Ve > 0, 3M = M(e) > 0 such that  f °° (1  - gM) d# < e. 
J -~  
gM(X)) 
(4.17) 
d~n. 
(4.18) 
(4.19) 
By Lemma 2, 3m such that  
Let m be fixed. The assumption 
aj 
gM -- ~ oo j=l Zj -x  
S (#n,z )~ i?  d~(x) 
~Z- -X  
<¢.  (4.20) 
(4.21) 
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in Theorem 2 implies that  
(/70 lim a s n ' - -~ j= 1 Z j  - -  X 
Thus, 9n0(e) such that  
(I_: "z, _ Vn > no(e) =~ ~ aj X 
For n _> n0(e), we have 
Notice that  
Consequently, we have 
f f  g"° ] =0 oo zS -  x l  
ff d_,__=__] zy -x /  
_C~(1--gM)d#n <e+e+e+e=4e.  
/ - ,o f M + l (1 -gM)d~,~ > d~ >_ O. 
co J -M-1  
M+I --< large n. 4e for 
M--1 
We now prove Theorem 2. 
(4.22) 
<e.  (4.23) 
(4.24) 
(4.25) 
(4.26) l i  
so by Lemma 3, we have 
F (j(x) - jM(X))d#,~ <_ 2B dtt,~ <_ 2Be. c~ I> M (4.30) 
i_~c(jM(x) -- j (x))  d# < 2B ]I=I>M d# 
f 
< 2Bs, 
(4.29) 
< j(x)  d#n - jM(X) + jM(X) -- Z s X 
oo oo j= l  
(i; "° Z ,.)+/:(~a, ,.(.),. + aj zj - x zj - -x  zj - x oo j= l  
fT  (jM(x) -- j (x))  d# + "t 
(4.28) 
where jM(X) is the truncat ion of j (x)  at x = +M with linear extrapolat ion to 0 over an interval 
of length 1 so that  jM(x)  E C°~. 
Let e > O. We can choose M(e)  large enough so that  
Now~ 
F F j (x)  d#,~ ~ j(x)  d# as n ~ c~. (4.27) oo oo 
Let j (x)  be continuous on R and be bounded by B. For weak convergence, we need to prove 
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Since jM E C ° ,  by Lemma 2, we can find aj, 1 < j < m so that  
JM f i  aj - -  <g.  
j=l zj - -  x 
Arguing as in Lemma 3, we have, for n >_ no(e), 
j (x )  dl~,~ - j (x)  < (4B + 3)~. 
oo  Do 
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(4.31) 
(4.32) 
Thus/zn  ~ #. | 
Theorem 1 now results immediate ly  by appl icat ion of Theorem 2 to Fn(X) in Section 2. (We 
remark that  Theorem 2 has obvious advantages over the conventional version of the Grommer-  
Hamburger  theorem. It  is part icu lar ly  useful when uniformity over an arb i t rary  compact  domain 
is difficult to establ ish.) 
APPENDIX  
THEOREM. (The Grommet-Hamburger theorem; see [13, pp. 104-105].) Let {#n}n~=l be a se- 
quence of measures in R for which the total variation is uniformly bounded. 
(a) I f  #n ~ #, then S(#n; z) -* S(#; z) uniformly on compact subsets of C \R .  
(b) I f  S(#n; z) -* S(z) uniformly on compact subsets of C\R ,  then S(z) is the Stieltjes 
transform of a measure # on R and #,~ ~ #. | 
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