ABSTRACT In the field of recommender systems, the Beer & Nappies is a famous story, which reveals the latent relationships between different categories of items. Though matrix factorization (MF) has demonstrated its great effectiveness in most previous work, it neglects the co-occurrences of items selected by individuals. In most MF-based models, the latent preferences of users (or the latent categories of items) are assumed independent, which thereby leads to the weak correlation between the Beer and the Nappies. It also greatly limits the models' ability in recommendation. In this paper, we propose a pure probabilistic generative model, which applies a Gaussian prior to capture the semantic correlations between the latent factors. We also show that our model theoretically achieves better expressive power than traditional MF-based models. We derive efficient inference and learning algorithms based on variational EM methods. The effectiveness of our proposed model is comprehensively verified on three different public data sets. Experimental results show that our approach achieves significant improvements on prediction quality compared with the current state of the art.
I. INTRODUCTION
The prevalence of e-commerce makes it possible for individuals to access tremendous number of items online, and it also enables users to give feedback for the consumed items. The fast user-generated feedback has strongly propelled the popularity of recommender systems. The practice has proven that offering accurate personalized recommendation would increase both satisfaction for users and revenue for item providers. Collaborative filtering (CF) is one of the most popular techniques to implement a recommender system. The basic assumption of CF is that people tend to agree with the evaluations that they have agreed before. Two different kinds of work have been well investigated by previous researchers. The first one is similarity based approach [13] which describes users or items with detailed profiles. For a target user, the potential evaluation of an object is estimated according to the ratings from those who are similar to him, which is always referred to as user-oriented methods. The item-oriented methods recommend a user the items which are similar to what he has consumed before. However, it is always difficult to obtain comprehensive meta-information to describe the users' profiles. An alternative strategy is the low-dimensional factor models. Such work tries to measure users and items in a low dimensional space. It assumes that the preference (or attributes) of a user (or an item) is determined by a relatively small number of unobserved factors, and the ratings can be easily measured as the association between the latent variables. Among the various methods, matrix factorization (MF) plays an important role, in which the users' feedback is calculated by linearly combining item factor vectors using user-specific coefficients [31] . However, the linear combination neglects the relationships between the latent factors. Furthermore, in the probability interpretation of MF [31] , both the user and the item feature vectors are drawn from zero-mean spherical Gaussian priors with diagnosed covariance matrices, which means that the correlations between the items (or the users) are totally neglected. However, in reality, the relationship between different items is a very important criteria in offering recommendation. Besides the famous Beer & Nappies story, Backpack & Laptop and Headphone & Cellphone are also some practical examples that the users prefer to purchase together. Therefore, given the historical purchasing records, offering related items would make the recommendation more accurate.
In this paper, besides modeling the low-dimensional latent factors, we also aim to capture their latent correlations. Very different from traditional MF-based recommender systems, our proposed model is a pure probabilistic generative model, in which users and items are converted to the same latent space so that they can more tightly interact with each other. From the user's perspective, when an individual rates a specific item, we say the item appears. However, the appearance and the rating are treated as two independent observations, but affected by the same latent variables. We also demonstrate that traditional MF method is a special case of our model under some strict constrains, thus ours is more expressive and general. We also adopt negative sampling [9] , [23] , [27] , [28] in the data preliminary to introduce negative opinions, which has been proven to be able to significantly improve the recommendation performance, and avoid the one-class problem [23] . Since our model only focuses on the observed ratings (including the sampled negative data), it does not suffer from the sparsity problem. As both the latent factors and the item correlations serve as important recommendation criteria, we name our model Latent Correlation Recommendation Model (LCRM).
Mining patterns from the large amount of user feedback is always time consuming. Therefore, efficiency is an important criterion in designing a recommender system. Previous work based on the MF algorithm always applies some cache tricks to accelerate the computation, which on the other hand increases the difficulty to incorporate external knowledge. To this end, researchers propose the ingenious probabilistic interpretation of the MF algorithm (or called PMF) [31] , and apply the MF method as a single component in a large probabilistic graphical model. Different from previous work which incorporates external knowledge through adding regularizations, such models are more algebraically elegant. However, the none-conjugate distributions are always intractable for the parameter estimation, which means that potentially slow or inaccurate approximation is required for computing the posterior distribution over hidden variables. When investigating some previous work, we find that the most timeconsuming steps are always the update equations without analytical solutions. In most cases, previous work applies the gradient descent or the Newton-Raphson methods. However, such approximation algorithms need numerous inner iterations in each optimization step, which vastly increases the models' time complexity. In this paper, we apply some tricky math skills, and derive analytical updating formulas for all parameters. Experiments show that our model converges after very few steps, and each step has acceptable computational burden. Broadly speaking, we propose an elaborate generative model, LCRM, which achieves both outstanding recommendation performance and competitive efficiency compared with the current state of the art.
The experimental evaluations are comprehensively conducted on three different publicly available datasets.
The results demonstrate not only the preponderance of our model in recommendation, but also the great efficiency. The main contributions of this paper are as follows:
• It proposes a novel model LCRM, which is short for Latent Correlation Recommender Model. LCRM achieves outstanding recommendation performance and competitive efficiency compared with MF-based models.
• Besides considering the low-dimensional latent factors, our model also incorporates the correlation between them, which significantly promotes the model's ability in recommendation.
• We derive efficient mean-field variational EM algorithms for approximate posterior inference, which significantly reduces the computational burden.
• Comprehensive evaluations on three different datasets are conducted to compare the proposed model with stateof-the-art baselines. The results verify the excellent performance of LCRM. The rest of this paper is organized as follows: Section II introduces the related work. Section III summarizes the traditional methods applied in recommender systems. Section IV describes the details of our proposed LCRM model, and compares its differences with MF-based models. Section VI shows the demonstration and experiment results compared with baselines. Conclusions are given in Section VII.
II. RELATED WORK
Matrix factorization has demonstrated its great effectiveness and efficiency compared with numerous practical applications. Most previous work learns the parameters of MF with the stochastic gradient descent (SGD) method. However, the learning rate in SGD is always difficult to set, and an improper learning rate would lead to the very slow convergence. Since efficiency [9] , [25] , [29] is always important in recommendation, Pilászy et al. [25] propose a fast algorithm, the Alternating Least Squares (ALS) technique [5] , which is an instantiation of Coordinate Descent (CD) method. Rendle et al. [29] improve ALS to element-wise Alternating Least Squares (eALS), which changes the matrix inversion to the element-wise division. This improvement is K times faster than ALS, where K is the number of latent factors. Since negativeness is hard to interpret in reality, Lee and Seung [18] propose the Non-negative Matrix Factorization (NMF) which restricts all the parameters of MF to be positive. Lin et al. [19] propose the Projected Gradient Methods (PGM) for NMF which presents better convergence properties than the traditional multiplicative update approach [17] . Rendle et al. [26] , [30] further introduce kernel functions to replace the dot product between the factor vectors to capture nonlinear relationships. Zhang et al. [38] similarly introduce kernels into NMF, and propose the kernel NMF (KNMF) model. To better mine the latent patterns underlying the data, the user feedback is refined as two kinds, the explicit feedback and the implicit feedback. For explicit feedback, users' ratings always directly reflect their preferences on items. VOLUME 5, 2017 But more often, users interact with items through implicit feedback, which contains more diverse types, such as the purchase history, the browsing history or even the mouse movements. Different from explicit feedback which contains comprehensive opinions of users, implicit one is inherently lack of negative opinions. Therefore, how to better handle missing data is an obligatory task. Two different strategies have been applied, which are sampling based leaning [9] , [23] , [28] and whole data based learning [7] , [16] , [34] . The first method randomly samples negative instances from missing data, while the second one treats all missing values as negative instances. Both strategies have their pros and cons: sampling-based methods are more efficient, but have risk in losing valuable information; whole-based methods retain all data, but may overwhelm valid observations. Hu et al. [16] apply a uniform weight to all missing entries in the user-item matrix. Though achieving an obvious improvement, it is not so faithful to the latent semantics of data. Rendle et al. [28] subsample the missing items at a lower rate in order to achieve a balance between the positive and negative training sets. To better introduce the negative feedback, He et al. [9] assume that the popular items have higher probability to be exposed to users, thus they propose a new popularity-aware weighting strategy, which assigns the missing data with difference confidence according to their popularity. Rendle et al. [28] present a generic optimization criterion BPR-OPT derived from the maximum posterior estimation to approximate the optimal personalized ranking. Christakopoulou and Banerjee [6] propose an improved ranking-based model. In their work, they introduce a family of collaborative ranking algorithms which focus on accuracy at the top of the list for each user while learning the ranking functions collaboratively. Experiments show that such model performs competitively compared to the existing popular methods.
Besides the MF-based models, researchers also resort to the topic-modeling techniques, such as LDA [4] , PLSA [14] and HDP [35] in Natural Language Processing (NLP) field [10] , [11] A user selecting an item is very similar to the process that a document choosing a word. However, such models only consider the occurrence of items, and are not well designed to incorporate the observed ratings. From the Bayesian perspective, we also have the ingenious probabilistic interpretation of MF (also called PMF) [31] . In PMF, both the user and the item feature vectors are assumed drawn from a Gaussian prior with their inner product as the expectation of the observed ratings. PMF facilitates the introduction of external knowledge into recommendation, such as the social relationships [22] , [32] , the associated meta-information [1] , [37] and the geographical records [12] , [20] . The auxiliary external knowledge [37] also enables such models to better deal with the cold-start problem. Fresh users are recommended with taste-similar items according to their profiles built from their meta-information. However, very litter previous work has put enough emphasis on incorporating the correlation between neighbor items (or users). Actually, considering correlations between the latent factors is an important criterion in offering recommendation. In this paper, we propose a pure generative model, which possesses the advantages of both similarity based approach and lowdimensional factor model. Meanwhile, it is efficient enough to be applied to practical applications.
III. BACKGROUND
In this section, we give some background techniques which have been widely applied in recommender systems. We introduce the traditional matrix factorization solution to recommendation, and analyze its limitations from the probabilistic point of view. We offer some insights into data, which inspires the design of our model. We also review the popular negative sampling method applied in data preliminary, and describe our strategy in introducing the negative feedback.
A. MATRIX FACTORIZATION
Let R ∈ R M ×N denote the user-item interaction matrix, where M and N are the numbers of users and items, respectively. We use u ∈ {1, . . . , M } as the index for users, and i ∈ {1, . . . , N } as the index for items. The rating of the user u on the item i is r u,i . R denotes the set of (u, i) indexes of R where a rating is provided, and R u denotes the ones corresponding to the user u with size |R u | = N u . Matrix factorization maps both the users and the items into a latent feature space of K dimension, and represents the user u with a latent preference vector U u ∈ R K and the item i with a latent attribute vector V i ∈ R K . We conduct the prediction of whether the user u will like the item i with the inner product between their latent representationŝ
In general, the best approximation ofR to R with respect to lest-square is achieved by the singular value decomposition (SVD). However, for machine learning tasks, SVD has shown to be very prone to overfitting. The most common approach appled here is to minimize the regularized square error loss arg min
with gradient descent methods, where λ u and λ v are regularization parameters. From the Bayesian perspective, the matrix factorization can be interpreted with an equivalent probabilistic model [31] . In probabilistic matrix factorization (PMF), we have the following generative process
From the probabilistic interpretation, we can obtain a deeper insight of the matrix factorization model. As depicted in Figure 1 , both the users and the items are mapped to their corresponding latent spaces with the same dimension. Meanwhile, there exists a bijection (or one-to-one mapping) between the latent factors, of which the inner product is regarded as the expectation of the ratings. The red lines in Figure 1 identify the inherent interactions between a specific user u and an item v. We can decompose the probability p(r|u, v) as
Meanwhile, I k is a K -dimensional identity matrix with nonezero values only on the diagnose. It means that the correlations between the latent factors are totally neglected. In other words, the concurrences of items have no influence on the model, which makes the observation of the users' purchase histories contribute nothing to the new recommendation. This is a vital drawback of MF models, and it has not been paid enough attention to by previous studies.
B. INSIGHTS INTO DATA
In Figure 2 , we conduct two different investigations on three publicly available datasets which are Yelp, MovieLens and Flixster. Figure 1 (a) illustrates the count of records with different ratings. Though the reviewed items are very different, the statistical results are strongly consistent with each other. The most obvious observation is that the users tend to give high scores to the services they have already enjoyed. Specifically speaking, the records with ratings equal or greater than the median (here all are 3) occupy more than 80% of the whole dataset. In other words, users only consume the attractive items, and ignore those they do not like. This property leads to the natural scarcity of negative feedback, which has already been summaries as the famous one-class problem [23] . What's more, we would like to further seek what kind of items are more attractive to common users, and what kind of missing items is more probable to be deliberate ignored by them. In practical applications, the most popular items are always ranked at the very front, and sometimes are even listed in the front page of the websites. He et al. [8] , [9] have already pointed out that popularity has a strong correlation with the confidence of an item's exposure to users. Thus in Figure 1(b) , we sort the items according to their popularity, and divide them equally into 5 parts. We can easily find that the top 20% popular items attract more than 60% consumption on Yelp and MovieLens, and more than 90% on Flixster. This observation indicates that popular items are more attractive, and have a very high probability to be exposed to users. Thus we have high confidence to say that the missing of a popular item always comes from the users' deliberate choices. In other words, we have a more reliable criteria in selecting the negative feedback from the missing data.
C. NEGATIVE SAMPLING
Similar to the notation of observed ratings R, we denote the whole set of missing data asR, and the negative feedback in the missing data as R − . As we know, users can only review a very small number of items, which means that |R| |R|. In previous work, most MF-based models [9] , [16] apply the whole-data based learning, which treats all missing data as negative feedback. Specifically, we have
Though the experiments demonstrate the effectiveness of such models, inefficiency can be an issue. Meanwhile, such operation also results in the imbalance between the positive and negative feedback with negative data dominating the model learning. In sample-based leaning, researchers [23] , [24] propose to sample a reliably negative sub-set from the missing data, and mix them with R to feed the model. Pan et al. [23] consider
This assumption is coincide with the users' purchasing behaviors in real life. In most cases, a common user browses n items, and finally chooses only one of them. In other words, the left (n − 1) items are indeed exposed to the user, but less attractive. The ignorance can be regarded as a reliable evidence of dislike. In our work, the scale factor (n − 1) is set empirically according to different datasets. The ratings for the negative feedback are always set as the minimum value of the reviews, but sometimes we fill them with 0 to strengthen the negative effect.
IV. MODELING USER FEEDBACK
In this section, we give the details of our proposed, Latent Correlation Recommender Model (LCRM), which is an instantiation of the Probabilistic Graphical Model (PGM). The model description that follows assumes the reader is familiar with the Bayesian network and the statistical inference, which have already been widely used in topic modeling [3] , [4] and many other machine learning fields. We also give the popular-aware strategy of introducing negative feedback, which is an important component of our model in promoting the recommendation performance.
A. LATENT CORRELATION RECOMMENDER SYSTEM
One advantage of latent factor models is that they reduce the dimension of data, and aggregate the large number of observable variables to relative small number of underlying concepts. In other words, it recognizes the patterns underlying the data, and applies them for further prediction. When dealing with recommendation problems, we regard ratings as observations of interactions between the users and the items. Traditional MF-based models separate users and items into two independent k-dimensional latent spaces. The interaction is only modeled by inner-product, which offers poor interpretability. In this paper, we map both users and items into the same latent space, and consider their joint influence on the shared latent variables. With latent factors playing as the intermediary, the users and the items more tightly interact with each other. Meanwhile, the correlation between the items is another criterion we consider in offering recommendation. However, in practical applications, items with different brands, colors or sizes are treated as totally different ones, which greatly interferes with the model performance. For example, when we infer that a user needs an umbrella, the brand or the size should not be taken into consideration. Thus we only model the correlations between the lowdimensional latent factors rather than directly among the specific items. Inspired by the Correlated Topic Model [3] , we apply the log normal distribution as the prior of the latent factors, and a dense covariance matrix is used as its parameter to encode the correlations. Similar to the work of Hu et al. [16] , the occurrence and the rating are treated as two different observations. Specifically, if a user u consumes an item i, we say i is observed (occurrence). The associated rating r u,i is treated as a confidence indication of the observation. The directed graphical model of LCRM is depicted in Figure 3 . Following the notations defined in Section III, we add some new symbols that are only used in our model. For a user u who consumes N u items, we define the n-th item as v u,n . Correspondingly, the rating for v u,n is denoted as r u,n . Each item v u,n is associated with only one latent factor z u,n , and v u,n is drawn from a multinomial distribution β z u,n . β 1:K are K multinomials over all items. Each user u is associated with a latent factor proportion vector θ u , where f (θ u,k ) = exp(θ u,k )/ j exp(θ u,j ) denotes the probability of the user u selecting the latent factor k. θ u is drawn from a Gaussian prior parameterized by µ ∈ R K and ∈ R K ×K . The generative process of LCRM is as follows:
For each user u ∈ {1, . . . , M } 1. Draw user preference θ |{µ, } ∼ N (µ, ) 2. For each item v u,n , where n ∈ {1, . . . , N u }:
. . , λ}, where λ is the dimension of x We make the following notes for the Latent Correlation Recommender Model:
(1) If we separate the generative steps (step 1 and 2c), and place a Gaussian prior to β, it degrades to a simplified matrix factorization model. The only difference between them is that the expectation of the rating r u,n in MF is the summation over all latent factors, while ours only depends on one selected factor. Meanwhile, since we apply a softmax function f (x) in generating z, the probability of selecting an item decreases exponentially with the decline of the rating score. This is more faithful to the practical scenarios. In a rating system with scores from 1 to 5, users always use 1 to express an extreme dislike, and 3 to express a neutral opinion, though there is only a very small interval between the scores.
(2) The model parameters in LCRS comprise the set = {µ, , β, σ }. The multivariate normal distribution with a dense covariance matrix well captures the correlation between the latent factors, which further affects the generation of both the items' occurrences and the ratings. σ is a variance parameter, which models the uncertain fluctuation of ratings. In matrix factorization, it is set as a global parameter, which keeps the same for all r u,n . In our model, we set it a user-specific parameter. Lü et al. [21] also point out that different users have different criteria in giving ratings. Now the latent variables form the variable set = {θ u , z u,n }. Since both v u,n and r u,n are derived from the original rating matrix R, we treat them as the only observed variables.
The following equation gives the probability that R arises from the LCRS model given the model parameters :
Now our task turns to find the optimal model parameters which can maximize the posterior probability given the observed ratings: arg max log P(R| ) However, it is computationally intractable since the latent variables θ and z are tightly coupled together. Moreover, the non-conjugate of the normal (or the logistic normal when considering the f (x) function) prior and the multinomial makes it difficult to apply sampling methods. In this paper, we resort to the variational EM algorithm [36] , and derive the update equations for all the parameters. To achieve better efficiency, we apply some mathematical tricks, and give analytical solutions for all parameters
B. POPULARITY-AWARE NEGATIVE SAMPLING
In the previous sections, we have shown that the missing of the popular items has a high probability coming from the deliberate choices of users rather than unknown. The intuitive explanation for this is that popular items are more probable to be exposed to users. To account for this effect, we propose a new strategy to sample the negative feedback from the missing data. The probability of a missing item v i belongs to the negative feedback is
where f i denotes the frequency of the item v i in the whole rating matrix R. The exponent parameter α controls the significance degree of popular items over the unpopular ones. When α > 1, the weights of popular items will be greatly promoted, which strengthens the discrimination between the popular and unpopular items. Conversely, when α ∈ (0, 1), the weights of popular items are suppressed, which actually leads to a smoothing effect. In most cases, we find that an empirical value α ∈ [0.5, 1] always results in good performance. To achieve a balance between the positive and negative feedback, we always set |R − | ∝ |R|. In other words, we randomly sample (n × |R|) negative instances from the missing data, and mix them with R to feed the model. To be fair to each user, we further set |R − u | ∝ |R u |. We find that n = 1 is usually sufficient. Such operations can be conducted in data preliminary, and do not affect the model structure.
V. VARIATIONAL INFERENCE AND PARAMETER ESTIMATION
Though the unified LCRM model is elegant in modeling the user feedback, posterior inference is the central challenge to use it. In this paper, we make use of variational EM methods to efficiently obtain an approximation of the posterior distribution. The derivation is complicated, which however considerably reduces the computational burden when executing.
A. VARIATIONAL INFERENCE: E-STEP
In the E-step, we update the posterior distributions over the unobservable variables = {θ u , z u,n }. According to the mean-filed variational method, each latent variable is assigned with a simple distribution with free parameters so that the approximation is close in the Kullback-Leibler divergence to the true posterior. In this paper, we introduce a factorized distribution q( ) in which the latent variables are independent of each other. The details of q( ) are listed as follows:
is set as K independent univariate Gaussian distributions. This comes true since the variational parameters are fit using a single observed user u. There is no advantage in introducing a non-diagonal variational covariance matrix, which is also accepted in [3] and [10] . Now we have a new set of variational parameters:
Following Wainwright and Jordan [36] , we bound the log likelihood using the Jensen's inequality. That is
where P(R, | , υ) is the log-likelihood function for the complete data which contains both the latent variables and the observed ratings. H (q) is the entropy of the variational distributions. The lower bound of the log likelihood can be expanded as follows:
+E q (log P(v u,n |z, β))+E q (log P(r u,n |θ, β, z, σ )) +H (q).
We can further expand the upper equation with respect to the model parameters and the variational parameters v. Each term on the right side can be expanded as follows:
where the diag(ν 2 ) function returns a diagnose matrix by placing the vector ν 2 on its diagnose, and tr(x) returns the trace of the input matrix x.
In this equation, the latent factor proportion vector θ u is drawn from the Gaussian distribution, from which a latent factor z is sampled with the equation p(z|θ u , k) = exp(θ u,k )/ j exp(θ u,j ). The non-conjugation leads to the difficulty in computing the expected log probability of a latent factor assignment. Thus we approximate the expectation of the log likelihood with the Taylor expansion log(x) = log(ζ )+ζ −1 (x−ζ )+O(x), which introduces a new variational parameter ζ .
where v u,n denotes the n-th items rated by user u.
where we replace β z,v u,n with k δ(z=k)β k,v u,n . The δ(z=k) is the Kronecker delta function which returns 1 only when z equals k. Now we have
The entropy of all the variational parameters is
We substitute Equations 1-5 into the log likelihood function, and maximize the lower bound by taking the partial derivatives with respect to the variational parameters v and setting them zero. The updating equations are listed as follows:
2 )
The first derivative of λ u,i is a little complicated, and there is no analytical solution for updating λ u,i when we set the upper equation 0. Previous work always applies the gradient descent or newton's method to approximate the maximum value. However, both methods introduce inner iterations, which greatly increases the computational burden, and makes the update step time-consuming. In our work, we use the Taylor expansion to approximate the natural exponential function
where ξ is another variational parameter. If we substitute this equation into the first derivative, we can get the analytical solution for λ u,i
By taking the derivative with respect to ξ , we can find that when ξ = λ u,i + ν 2 u,i /2, the Taylor expansion reaches the best approximation. Actually, we can update ξ before updating λ u , which is equivalent to directly substituting ξ = λ u,i + ν 2 u,i /2 into equation 6. In practical implementation, we find that our method is much faster than the newton's method (usually 100× faster), and also achieves better optimizing effect.
The same approach is applied in optimizing ν 2 u,i . After the substitution, we obtain a quadratic function with respect to ν 2
where we denote the coefficients for (ν 2 u ) 2 and ν 2 u as a and b, respectively. The constant (1/2) is denoted as c. Since the elements of {a, b, c, ν 2 u } are subject to
We can simply update ν 2 u with the equation
where all the calculations are element-wise operations. The update equation for the external introduced variational parameter ζ u is
As we know, for a specific item v, the summation of p(z|v) over all latent factors z is the constant 1, which introduces an additional constrain for the optimization of φ u,n . That is
where ε is the Lagrange multiplier. In most cases, solving ε is intractable on account of the complicate formula. Here we leverage the properties of exponential function, and try to ignore ε to estimate the unnormalized value of u,n . With Taylor expansion, we have
By taking a simple transformation, we have
Substituting φ u,n,i in the first derivative equation, we can analytically derive the update equation for the unnormalized φ u,n,i :
where
Similar to the parameter ξ , ς is set φ u,n,i before we conduct the optimization for Equation 9.
B. PARAMETER ESTIMATION: M-STEP
In the E-step, we update the variational parameters v to find the tightest lower bound of the log likelihood based on the observed ratings. In the M-step, we update the model parameters to maximize the log-likelihood based on the updated variational parameters. Similar to the process in the E-step, we calculate the partial derivative with respect to each model parameter, and set them to zero. The update equations are listed as follows:
where τ is another Lagrange multiplier. The δ(v = w) is the Kronecker delta function which returns 1 only when v equals w. By taking some transformations, we can obtain a quadratic function with the coefficients defined as follows:
and we have
To ensure all the elements of β positive, we can solve the equation with
However, there is no analytical solution for updating τ . Here we try to approximate τ leveraging β i,w which is estimated in the last iteration. The update equation of τ can be easily derived from the quadratic function
In the practical implementation, we find that β fluctuates in the early iterations, then quickly converges. Meanwhile, the log-likelihood also reaches a larger local maximum value than that applying the newton's method. We iteratively execute the E-step with Equations 1-9 and M-step with Equations 10-13 until all the parameters converge. With the learned parameters, the recommendation problem boils down to rank the unrated items for each user.
where f (x) is the softmax function.
VI. EXPERIMENT
In this section, we present both quantity and quality evaluations for our proposed model with some state-of-the-art baselines. We adopt the leave-one-out [9] , [15] , [28] protocol to evaluate the prediction accuracies. This means that the latest interaction of each user is held out for prediction, and the models are trained on the remaining data. We apply VOLUME 5, 2017 two ranking-based metrics Hit Ratio (HR) and Normalized Discounted Cumulative Gain (NDCG) in our experiments. The ground-truth item is defined as the leave-out one, and we truncate the ranked list at 100 for both metrics. HR measures whether the ground truth item is present in the ranked list, and NDCG accounts for the position of hit. We report the scores averaged over all test interactions. Specifically, if we denote rank(u, i) as the rank of item i in the user u's predicted list and y test as the set of all items in the held-out test set.
• HR is computed as follows:
|y test | where 1(·) is the indicator function which returns one only when the input is true.
• NDCG emphasizes the importance of the top ranks by logarithmically discounting the ranks, which is computed as follows:
wherer denotes the perfect ranking of the test item which is always set 1 in the experiments. Previous work has investigated many different trains of thought in offering recommendation when dealing with useritem rating matrices. Therefore, we elaborately choose four typical state-of-the-art baselines for comparison in the experiments:
• ItemKNN: Item-oriented K-Nearest Neighbors (ItemKNN) is one of the most famous collaborative filtering algorithms. It recommends a user the top-k items that are similar to what he has collected before. Practical applications have demonstrated its effectiveness.
• UserKNN: User-oriented K-Nearest Neighbors (ItemKNN) is very similar to ItemKNN. The only difference is that the potential evaluation of an object is estimated according to the ratings from the K users who are similar to him.
• PMF [31] : Probabilistic Matrix Factorization is an advanced probabilistic matrix factorization model which decomposes the rating matrix only based on the observable entries. It performs well on very sparse and imbalanced datasets.
• BPR [28] : Different from MF-based models, Bayesian Personalized Ranking (BPR) directly optimizes the pairwise ranking between the positive an negative observations by maximizing the posterior estimator derived from the Bayesian analysis of the recommendation problem. To achieve better efficiency, it subsamples positivenegative pairs from the rating matrix, and applies the stochastic gradient descent (SGD) method to learn the model parameters.
• CLiMF [33] : Collaborative Less-is-More Filtering (CLiMF) is another ranking-based model which optimizes a smoothed version of the Reciprocal Rank [2] via a lower bound. Different from BPR, CLiMF puts more emphasis on the relevant items in the top positions of a recommendation list.
• POP: The popularity-based algorithm (POP) is the most widely used method in practical applications such as the e-commerce. It consistently recommends users with the most popular items. Practice shows that it always works well, and obviously advances the sales.
A. DATASETS AND SETTINGS 1) DATASETS
We apply our model on three publicly available datasets: MovieLens, 1 FilmTrust and Ciao. 2 These three datasets are widely used in the evaluations of previous recommender systems. To achieve more practical and meaningful results, we follow the common practice [9] , [28] , and remove users with less than 10 interactions. The statistics of the three datasets are shown in Table 1 .
2) PARAMETER SETTINGS
BPR and PMF are implemented according to the details given in the original papers, and the parameters are set with the suggested values given by the authors. In most cases, such settings achieve the best performance. In our model, we empirically fix the popularity parameter α = 0.75, a small change of which always has very little influence of the final results. The variational EM algorithm frees us from tunning both the model and variational parameters. By fitting the data, they can be learned with the best values.
B. NEGATIVE SAMPLE RATIO AND NUMBER OF LATENT FACTORS
In most cases, the consumption of an item always indicates that the user prefers the item than others. However, the nonconsumption may come from two aspects which are dislike and unknown. Only modeling the observable ratings may neglect the negative attitudes of users, and makes the training set have obvious bias. In our model, we try to solve this problem by introducing popularity-aware negative sampling. One important parameter determining the model's performance is the negative sample ratio ρ which is defined as ρ = |R − |/|R|. Figure 4 illustrates the accuracy when ρ is set different values. We fix the number of latent factors K = 20, which is an experimentally-selected number that can ensure the model to maintain good results. We also investigate the impact of latent factor counts in Figure 4 . We can easily find that the predicting accuracy consistently increases with more latent factors. However, when the number of latent factors is more than 20, the influence becomes insignificant. Therefore, fixing the number of latent factors K = 20 is reasonable. Though the three datasets are totally different to each other, we interestingly find that when ρ = 5 our model achieves the best performance on all of them. In other words, when the introduced negative feedback has similar amount with the observed positive one, the model performs the best. This observation is consistent with some intuitive recognition. A balance between negative and positive data in the training set would enhance the model's ability in predicting new instances. We also find that without introducing negative samples ρ = 0, our model achieves a relatively poor performance. But with ρ > 10, both the hit ratio and NDCG decrease very fast. This observation greatly supports our previous opinion that the imbalanced training set hurts the recommendation accuracy.
C. PREDICTION PERFORMANCE WITH THE ITERATIONS
In this section, we investigate the convergence speed of different models on the three datasets. Figure 5 depicts the Hit Ratio and NDCG with respect to each iteration. The metrics are averaged over all the users. We can easily find that our model consistently achieves the best performance with the largest Hit Ratio and NDCG scores. Meanwhile, LCRM is also the fastest to converge, and keeps stable after the convergence on all the three datasets. Since the number of latent factors is set the same for all models, we believe that the advantages of LCRM come from the correlation that we introduce to model the association between the latent factors. We can also find that the performance of BPR has obvious fluctuation with the iterations, and the best results of BPR still have a relatively large margin with our model. The main reason may be that BPR is a sample-based method which aims to optimize the pair-wise ranking between the positive and negative samples. One important factor that affects the performance of BPR is the proportion of valuable samples which are randomly generated in each iteration. The differences between the random samples lead to the unstable performance of BPR in different iterations. Another ranking-based model CLiMF obtains much more stable results than BPR. On all the three datasets, both the HR and NDCG of CLiMF get monotonous increase with the iterations. The main reason may be that CLiMF directly optimizes the Reciprocal Rank, and it is not based on the sampling strategy. With the increasing of iterations, PMF tends to perform better. On FilmTrust dataset, PMF obtains very close results with LCRM. On Ciao dataset, PMF outperforms BPR after 10 iterations. However, on MovieLens, PMF gets the worst results. The outstanding performance of LCRM also demonstrates that our model is robust and general for different kinds of user feedback. The fast convergence also guarantees the effectiveness of LCRM for practical applications.
D. COMPARISON WITH OTHER MODELS
In this part, we report the results of our model compared with the other five baselines on the three datasets. Note that we execute all the models ten times, and the average scores are depicted in Figure 6 as the final results. We can easily find that LCRM consistently achieves the best performance on all the three datasets with the largest Hit ratio and NDCG scores. BPR performs not so stable. It gets relatively good results on MovieLens and FilmTrust, but obtains the worst results on Ciao. This observation is consistent with the results in Figure 5 . CLiMF achieves competitive performance compared to other models on all the three datasets. In most cases, it is better than BPR and UserKNN. The outstanding stability of CLiMF makes it powerful in offering recommendation. Another interesting observation is that ItemKNN achieves competitive results compared with LCRM on MovieLens and FilmTrust. On Ciao dataset, the Hit Ratio of ItemKNN is just a little worse than PMF, but it obtains a better NDCG score. This observation indicates that users tend to select items similar to what they have chosen before.
Conversely, UserKNN obtains relatively much worse results compared to other models. This indicates that predicting items according to the preference of similar users is not so suitable for practical datasets. We also find that the popularity-based method also gets acceptable results on MovieLens and FilmTrust. Though POP is a very naive algorithm, it actually well captures the patterns underlying the behaviors that users choose movies. In summary, our model is robust, and achieves outstanding performance on different datasets.
VII. CONCLUSION
This paper proposes a novel low-dimensional latent factors model, LCRM, for recommendation. A Gaussian prior is introduced to model the correlations between latent factors, and the ratings are further regarded as the confidence of observing the items. Comprehensive evaluations on three different datasets show that LCRM outperforms state-of-theart baselines with significant improvements. With increasing studies focusing on recommender systems, we believe that our proposed model is promising to advance the researches in this field. 
