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Abstract 
During roughing in NC milling, heat is introduced into the workpiece. For the manufacturing of large structural components, a 
constantly changing temperature field is created due to the rapid movement and the varying contact conditions between tool and 
workpiece. Therefore, significant deformations can cause form errors that lead to rejects in the production process. In this paper, a 
simulation system for the prediction of transient workpiece temperatures is presented. In order to calibrate the system, simple 
experiments have been conducted, and a model for the introduction of energy into the workpiece via cutting has been developed. 
The newly developed cutting-energy input model makes it possible to perform fast simulations. Therefore, it can be used to perform 
simulations of the thermoelastic workpiece deformations during milling of complex shaped parts. 
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1. Introduction 
For NC milling processes with high material removal 
rates, the heat generation and input into the workpiece 
may cause thermo-mechanical deviations. These can 
lead to dimensional tolerance violations, especially if no 
cooling lubricant is used. To avoid rejects during 
production, thermally induced deformations and the 
resulting shape errors can be simulated beforehand. 
Thereby, it is possible to adapt the milling strategy or 
apply compensation methods. 
In this paper, a hybrid simulation approach is 
presented that combines multiple workpiece models. For 
this system, an energy input model is necessary to 
determine transient workpiece temperatures and allow 
for a simulation of workpiece deformations during 
milling. 
By analyzing the shape of the uncut chip, the cutting 
forces and the corresponding energy can be calculated. 
To calibrate the ratio of the cutting energy that is 
converted into heat, simple experiments have been 
designed and conducted. By comparing measured and 
simulated temperatures the presented model is validated. 
2. Related Work 
The analysis and determination of the heat generation 
and distribution during machining has been a research 
topic for several years [1]. Since the shape of the chips 
and the contact conditions vary constantly during NC 
milling, multiple analytical and numerical models have 
been developed to allow a model-based prediction and 
analysis of process forces, surface characteristics, or 
temperature influences on the process or the product [2]. 
An approach used very often for the computation of the 
transient temperature distribution and resulting thermally 
induced deformations is finite element analysis (FEA). 
For this, different mesh generation strategies and 
material removal techniques have been developed [3]. 
Other investigations focus on heat insertion models [4] 
and approaches to speed up the computation since FEA 
requires large amounts of computer resources for 
accurate results. 
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Great differences can be found between FEM-based 
models taking only the cutting zone into account [5] and 
empirical approaches with constant heat sources moving 
along predefined cutting paths [6]. While the first 
approach is able to model stresses and accurate 
temperatures, the second makes it possible to perform 
simulations of complete NC programs. In other research 
projects [7], attempts have been made to measure the 
generation and flow of heat in the shear zone. Thereby, 
the partitioning of the heat into tool, workpiece, chip, 
and air has been analyzed. 
In the following, a hybrid simulation approach is 
presented which combines a fast process simulation with 
a finite element method [8]. Since the real material 
removal depends on the varying thermally induced 
deformation of the workpiece, an adaptive mesh 
generation and mesh manipulation procedure is used. 
For this, a function for the fraction of the cutting energy 
that is converted to heat is needed and must be validated, 
which is the main subject of this paper. 
3. Hybrid Simulation System 
The presented simulation approach is based on 
multiple models of the workpiece. An iteratively 
manipulated mesh represents the geometry of the 
workpiece and consists of recursively nested hexahedra 
and additional geometric primitives (prisms, tetrahedra, 
and pyramids) at the lowest level of refinement. Thus, an 
accurate approximation of the resulting workpiece 
volume is available to perform FEA for the transient 
computation of temperatures and deformations. 
The geometric process model is presented in Figure 1. 
This mesh is updated in each basic simulation step, 
which is defined by the tooth feed and is performed 
without remeshing operations [9]. Therefore, it is much 
faster than techniques that use global remeshing. 
For the precise calculation of process forces and the 
contact condition between the tool and the workpiece, an 
additional CSG (constructive solid geometry) model is 
used. It can represent the shape of the undeformed chip 
without discretization. For this, simple geometric 
primitives are combined with Boolean operators. In 
detail, the envelope of the rotated tool is consecutively 
subtracted from the stock material. This implicit 
representation of the shape of the material that is 
removed in each step is used to determine the thickness 
of the uncut chip in order to apply the Kienzle equation 
[10]. Thereby, the cutting force and, in addition, the 
cutting work can be computed. For a cylindrical cutter, 
the sampling rays are arranged in a grid-like structure 
with rays from different heights on the axis pointing in 
all radial directions. The axial discretization results in a 
sampling of the cutting edge while the radial resolution 
corresponds to the rotation of the cutting edge through 
the material (cf. Fig. 1). By multiplying each force sample 
with the associated path, the cutting energy can be 
determined. A detailed description of this technique can 
be found in [10]. If the percentage of the cutting work 
that is converted to heat in the workpiece is known, 
boundary conditions, e. g. heat sources, for a transient 
temperature simulation can be defined. This percentage 
depends on the cutting speed, the material combination 
and contact condition of the tool and the workpiece, and 
the undeformed chip thickness. To accomplish this, a 
series of simple experiments have been conducted to 
develop a model for the energy input, which is described 
in the following section. 
4. Calibration of the Energy Input  
Table 1 is a list of the conducted experiments with 
axial immersion ap, tooth feed fz, and cutting speed vc. 
The spindle speed has been varied from 3000 to 42000 
rpm. All experiments have been conducted with a 
cylindrical cutter with diameter d = 12 mm and probes 
Fig. 1. (a) Hierarchical geometric process model for the FEA. (b) Test 
rays for the determination of the uncut chip thickness. They 
correspond to the two cutting edges and different time steps. 









1 3 0.07 679 2520 
2 2 0.07 679 2520 
3 6 0.07 679 2520 
4 1 0.07 679 2520 
5 2 0.07 452 1680 
6 2 0.07 1131 4200 
7 2 0.07 226 840 
8 2 0.07 1583 5880 
9 2 0.04 679 1440 
10 2 0.14 679 5040 
11 2 0.10 679 3600 
12 2 0.30 679 10800 
13 3 0.30 1583 25200 
14 1 0.02 113 120 
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of AL7075 with dimensions 4 mm x 90 mm x 75 mm. 
They have been conducted on a Röders TEC RFM 1000 
milling machine and clamped in the x-direction by using 
sheets of 25 mm thick polyurethane, which cover both 
sides of the probes. 
Figure 2 shows the experimental setup for the 
calibration experiments. On the front and on the back 
side, type K thermocouples have been positioned in the 
middle of the sheet in heights 5 mm (front) and 25 mm 
(back) measured from the bottom (Figure 3). Due to the 
selected clamping strategy, almost no heat is introduced 
into the vice since the polyurethane has a very low 
thermal conductivity. 
For these calibration experiments, the sheets were 
milled by removing slices with a predefined axial 
immersion per pass (cf. Table 1). Thus, the sheets are 
decreased in height by a total of 30 mm. 
4.1. Thermal model of the workpiece 
Based on the computation of the cutting energy, the 
predefined fraction of it is converted to heat in the 
workpiece. Most of the heat that has been generated will 
be removed with the chips of the following tooth feeds. 
This effect is covered completely by the used finite 
difference model from which the cells, which have been 
covered completely by the envelope of the tool, will be 
removed. With respect to previous investigations [10], 
this model has been selected to simulate the transient 
heat distribution in the workpiece. 
In Figure 3a an example of material removal and heat 
generation is presented. According to the experimental 
setup, measuring points have been placed inside the 
workpiece. 
4.2. Parameterization of the simulation 
The measurement of the temperatures during the 
cooldown process makes it possible to determine heat 
transfer coefficients for the simulation. In the finite 
difference model, different coefficients for the clamped 
faces and for the other surfaces of the workpiece have 
been taken into account. While the heat transfer to the 
polyurethane blocks is less than 20 W/(m² K), the heat 
transfer to air could be taken from the literature [10] and 
has been set to 145 W/(m² K). The assumption that the 
polyurethane would isolate the workpiece from the vice 
has been verified during the experiments. Nonetheless, 
these blocks heat up, which results in a slight 
temperature increase during milling. For further 
investigations, either a different clamping design should 
be chosen or the temperature of the polyurethane must 
be measured as well. 
All other material-specific values have been taken from 
the literature and were set to the following values: 
 
Density 2810 kg/m³ 
Thermal capacity 862 J/(kg K) 
Conductivity 115 J/(m s K) 
4.3. Determination of energy input 
The first experiments cover the analysis of the influence 
of the axial immersion. While the overall effect of a 
decreasing workpiece temperature corresponding to 
increased axial immersion has been measured as 
expected, the percentage of the cutting energy that is 
inserted into the workpiece does not change. Most of the 
heat that is generated hardly heats up the workpiece 
since the heat flow is slow and many chips with high 
temperature will be removed. Thus, the finite difference 
model that was used in the simulation is capable of 
reproducing this effect very well. 
Figure 4 shows experimental results compared with 
simulated temperatures for axial immersions of 1 mm, 
3 mm, and 6 mm and all of them were conducted with a 
heat input fraction of 29.5 %. This fraction has been 
determined manually in an iterative process and is 
Fig. 2. Experimental setup. Two blocks of polyurethane are used to 
clamp an aluminum sheet to avoid heat flow into the vice. 
 
Fig. 3. (a) Material removal and heat input during milling. (b) Tool 
path and measuring points. The maximum value of the scale does not 
correspond to the maximum simulated temperature (approx. 245° C), 
but allows the visual interpretation of the heat distribution on the 
surface of the workpiece. 
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associated with a tooth feed of 0.07 mm. Due to the 
shape of the undeformed chip, the thickness is almost 
constant with a mean value of 0.069 mm. 
For a possible energy input model, the assumption 
has been made that the heat input fraction can be 
determined for small pieces of a complex shaped uncut 
chip. Therefore, no determination of the complex 
engagement of the milling tool is necessary, especially 
for five-axis NC milling operations. 
In further experiments, the influence of the cutting 
speed on the energy input fraction has been determined. 
As shown in Figure 5, the influence of the cutting speed 
on the fraction of the energy input is negligible since all 
three experiments have been performed with the same 
energy input fraction and give good results. The tooth 
feed, and thus the thickness of the uncut chip, has an 
important influence on the energy input and has been 
modelled using the function 
 
Figure 4: Measured and simulated temperatures for different axial immersions. 
 
Figure 5: Measured and simulated temperatures for different cutting speeds. 
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,814.0216.0)( hehp  
where p(h) describes the heat input fraction and h the 
thickness of the undeformed chip. It has been developed 
on the assumption of an exponential relation between the 
uncut chip thickness and energy input fraction. With the 
selected parameters, the function interpolates over the 
predetermined energy input fractions for the conducted 
experiments. 
The equation is applied for each ray that is used to 
sample the shape of the undeformed chip. By using this 
formula, the conducted calibration experiments with a 
different tooth feed could be simulated with arbitrary 
precision. The presented function does not represent a 
known physical relation, but it is a heuristic substitute 
that can be used to describe the measured behavior. 
Because of the complex simulation context, the use of 
this formula is highly dependent on the values of the 
force calculation. In contrast to previous approaches, no 
heat input for a constant uncut chip thickness has been 
used, but the actual shape of the undeformed chip 
determines the energy input. Thus, the simulation of any 
(five-axis) NC path becomes possible. 
5. Validation Experiment 
For the validation of the model developed for the 
energy input, a test workpiece has been designed and 
manufactured. It is clamped in the x-direction on half of 
its outer face in order to allow for a controlled thermal 
expansion in one direction. 
Figure 6 shows the manufacturing process of the 
validation part where six slots have been milled with 
constant axial immersion of 1 mm. After each of the 30 
mm deep slots, a reference path with decreasing axial 
immersion was milled to visualize the thermal 
expansion. Temperatures have been measured at eight 
positions inside the workpiece (Figure 7) throughout the 
experiment. Figure 8 presents a comparison of measured 
and simulated temperatures of the validation experiment. 
By using the calibrated function for the fraction of the 
energy input, the measured temperatures are comparable 
to the simulated results. 
6. Summary and Conclusion 
The presented experiments show that, with a very 
simple model for the workpiece and for the heat input 
during milling, the transient temperatures inside the 
workpiece can be predicted. For this, a new approach 
has been presented and calibrated and an initial 
validation experiment has been performed. The 
calibration analyses resulted in a heat input fraction of 
29.5 % for an undeformed chip thickness of 0.069 mm, 
which is independent of the axial immersion and the 
cutting speed. This relation has been expected from the 
literature but the experiments served to prove the 
reasonability of the simulation system.  
Although the parameters for the calibration 
experiments could be determined easily, the derived 
function of the energy input fraction is very sensitive. 
Very small changes to its parameters accumulate during 
long machining programs like the validation experiment 
and can result in very different maximum temperatures. 
For further investigations, the effect of radial 
immersion should be analyzed in detail to guarantee a 
good heat input for low thicknesses of the undeformed 
 
Figure 6: (a) Experimental setup. (b) The Control paths are milled 
with a constant radial immersion. The staggered face reveals the 
thermal expansion. 
 
Figure 7: Front and back view of the model for the validation part. The thermocouples T1-T8 of type K have a diameter of 0.5 mm and were 
positioned 5 mm under the surface in drilled holes of 0.6 mm in diameter. 
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chip. Furthermore, the influence of the clamping strategy 
and the temperature of the surrounding air should be 
determined. Finally, the described model can be used for 
predicting the thermal expansion and its effect on the 
relative position of the tool. Thus, the visual effect 
presented in Figure 6 can be measured and compared to 
the simulated values. 
In summary, the simulation system is capable of 
predicting the transient temperatures of the workpiece. 
For an evaluation of the robustness of this approach and 
the calibration process, more experiments must be 
conducted. Furthermore, the influence of the precise 
temperature distribution on the prediction of form errors 
with FEA should be analyzed. Thereby, an optimization 
of NC programs becomes possible. 
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Figure 8: Measured and simulated temperatures for the milling of the validation part. 
