Design of an Active Queue Management scheme at the Access Point to address the problem of congestion control, packet delay variation and packet loss rate is discussed. The proposed mechanism calculates and adjusts redundancy rate adaptively at the access point by considering both network traffic load and wireless channel condition. Real-time applications such as Mobile learning and smart learning need the special treatment and require differentiated QoS to satisfy the client who is ready to pay more than others. Maintaining the jitter value of the multimedia packets below the threshold is essential to guarantee the desirable quality of the video at the receiver. The work initially concentrates on minimizing the packet loss of such priority flows and they have to be given place in the queue even at the time of buffer overflow. Thus the proposed work uses push-out policy to provide differentiated services to the multimedia flow which achieves considerable improvement in the video quality at the receiver. The considerable decrease in packet loss rate and special treatment in the queue of the access point lowers the packet delay variation of the multimedia flow. The results show that the AQM used at the access point effectively achieves low packet loss, low jitter using differentiated FEC rate calculation without generating congestion in the wireless network.
INTRODUCTION
As Technology is attaining vast growth, numbers of users prefer to connect to the Internet through wireless devices. A variety of multimedia services like video conferencing, Ondemand learning, mobile learning are in high demand and thus face diverse challenges such as attenuation, fading, interference from active sources during transmission in wireless network environments. Such challenges lead to packet losses which are recovered by two techniques: Automatic Repeat Request (ARQ) and Forward Error Correction (FEC). ARQ recovers packets by retransmitting the lost packets during timeouts or responding to the explicit requests from the receiver whereas FEC [9] , [10] acts in advance by sending redundant packets along with original packets to recover successfully at the receiver in case of packet losses. Out of the two approaches, FEC guarantees the low retransmission delay and variation in delay (also known as 'jitter') and thus suitable for real-time data transmission.
Multimedia data finds the way difficult to transmit through wireless network because of low bandwidth, packet losses and delay. With the rapid increase of data transmission including data, voice, video and mobility supported by a common IP platform, quality-of-service provisioning has grabbed primary focus from the problem of congestion control. Since various types of traffic are carried through the Internet, multimedia flow requires differentiated services from other network services. The Active Queue Management (AQM) mechanisms are helpful for providing differentiated services to reduce delay variation or jitter, packet loss and bandwidth depending on mutually agreed upon service level agreements (SLA). Real-time applications require QoS guarantees such as high throughput, bandwidth [1] - [3] , low delay and jitter to transmit the audio or video with better quality. A guarantee, in the sense, fixes a maximum threshold above which degradation in quality must not increase.
In the multimedia transmission used in applications such as Learning-on-Demand, packet delay variation is not acceptable. Jitter is defined as an end-to-end delay between the selected packets in a particular flow. The inter-packet arrival time plays an important role in providing QoS for real-time applications. The differentiated services are needed to reduce packet delay and variation to improve multimedia quality.
Congestion control is again a big challenge in wireless networks. Congestion affects the QoS characteristics and so it should be effectively managed by the queue management mechanisms. Tail drop is one such mechanism to control congestion [4] . It drops the packets at the tail of the queue during buffer overflow. It is not suitable for real-time data transmission. AQM [5] - [7] is proposed to control end-to-end congestion by adapting Random Early Detection (RED) [8] which drops the packets earlier to avoid congestion to eliminate buffer overflow. Thus it achieves high system utilization and low packet delay and suits for real-time applications.
The fundamental contributions of this work are:
 Reducing packet loss rate by using FEC mechanism.
 Controlling congestion using AQM mechanism.  Reducing packet delay and jitter to achieve multimedia quality. The mechanism called priority-based FEC (PFEC) is proposed to attain above achievements. To differ from the previous study [35] , we include Jitter analysis at the Access Point (AP) level for real-time data transmission.
RELATED WORK
There are many researches which have been done on AQM mechanisms and FEC calculation to provide QoS. Many sender based FEC calculations takes finite duration and degrades the received data performance. Many traditional AQM mechanisms adapt RED which randomly drops packets when the buffer overflows and not suitable for real time multimedia applications.
AQM MECHANISM
Floyd proposed RED algorithm [8] which is a simple mechanism and controls congestion by accompanying the transport layer congestion control protocol. The RED gateways can detect congestion prior by continuously monitoring the average queue size. RED works in contrast to other traditional queue mechanisms. RED drops the packets with a probability according to the queue size. When the average queue size grows, the dropping probability also increases and reaches 1 when the buffer is full. The disadvantage of RED algorithm is that it does not provide differentiated QOS [15] . Since a single set of RED parameters are not available it does not react well to different congestion scenarios [19] .
The integration of the RED mechanism with the priority scheduling paves solution for congestion control and service differentiation in [12] - [14] . The scheme uses partitioned buffer with corresponding thresholds. If the size of a particular class is filled then the packets with higher priority than that of the filled class will enter into the queue and those with lower priority will be dropped. But this scheme uses Short-Range-Dependent (SRD) arrival processes and so SRD cannot capture multimedia traffic nature [15] .
To remove this complexity an analytical model [15] is introduced, which achieves service differentiation for different types of traffic flowing through the traffic. The buffer [X 0 -X k ] is virtually divided into many partitions such as [X 0 -X 1 ,…,X i -X i+1 ,…,X k-1 -X k ] as in buffer partition [16] . The packets of each flow occupy the corresponding partition. If any particular partition gets filled then the packets of corresponding flow will be dropped and only the packets of higher priority flow will be allowed. The issue presented here is that the scheme follows normal FIFO technique for virtual buffers which drops the incoming higher priority flows when the capacity of the respective partition overflows.
The buffer partition scheme [16] is introduced to manage multi-class buffer and admission control for the buffer. It extends the bandwidth concept to utilize the bandwidth efficiently by the Markovian traffic. The thresholds of the partitioned buffer are adaptively changed to tolerate the loss probabilities of the incoming traffic and to manage the input traffic load into the network.
An algorithm called Loss Ratio-based RED (LRED) [6] is developed to control congestion, achieve link utilization and low delay. It maintains stability of the network by adaptive adjustment of the network parameters. It monitors the average packet loss ratio to adjust the dropping probability of the packet adaptively to maintain the queue length stable. It achieves fast response time and good robustness.
PUSH-OUT POLICIES
There have been many push-out policies developed to utilize the buffer efficiently and to maintain a constant ratio of packet loss rate among different traffic flows.
The concept of maintaining multiple classes for different flows leads to high computing complexity in multi-class pushout policy. To overcome this problem, Partial Buffer Sharing [16] has been designed. Yet they drop the incoming higher priority packets when the buffer overflows though there are lower priority packets available in the buffer.
An efficient buffer sharing scheme [17] in ATM switches is also discussed to eliminate the same above problem. It replaces the less important packets in the queue by the incoming high priority packets when the average queue size exceeds the maximum threshold. This scheme attracts the researchers for its simple implementation and high performance.
The dropping of higher priority packets is eliminated by the push-out policy [18] with AQM which is developed in IP routers. It works by letting the higher priority packets to enter the queue by discarding lower priority packets already present in the queue even when the buffer overflows. It reduces packet loss rate compared to RED.
Another mechanism called Flow-based Priority Queuing (FPQ) [32] is introduced to give preference to real-time UDP flows at intermediate routers. Thus it reduces packet loss rate, delay and jitter and at the same time it maintains fairness among all the incoming traffic flows.
FEC MECHANISM
Many FEC mechanisms provide dynamic QOS control of real-time multimedia applications. Sender-based mechanisms [19] , [20] calculate the redundancy rate at the sender which takes finite duration because of receiving loss reports from the receiver. Also it does not ensure that the sender predicts the current network condition. It causes variation in the delay between receiving packets at the receiver which greatly affects the multimedia quality. During congestion it increases the rate of redundant packets which may further increase the congestion and degrade the network performance.
Access-point based approaches have been proposed to eliminate the duration needed by the sender for redundancy rate calculation. The RED-FEC mechanism [21] does it and controls congestion by decreasing redundancy rate as queue size increases. It works by increasing redundant rate as the queue size decreases and decreasing the rate when the average queue size exceeds the maximum threshold. The limitation here is that it does not consider the packet loss rate.
The cross-layer based FEC mechanism -Adaptive Cross Layer FEC Mechanism [22] has been introduced to include the packet loss rate for redundancy rate calculation which is retrieved from the ARQ function of the MAC layer. In this mechanism, the redundant rate changes in proportion to the packet loss percentage. It increases the redundant rate when numbers of packets are lost and decreases when packet loss is decreasing. But it does not consider network traffic load for rate calculation.
ERED-FEC mechanism [23] has been developed to calculate the redundancy rate depending on both factors such as wireless channel condition and network traffic load to eliminate the problem of congestion due to excessive number of introductions of redundant packets which is found in the above two Access Point based approaches. The limitation found here is that it cannot provide differentiated QoS which is essential for multimedia traffic to achieve better QoS.
JITTER REDUCTION APPROACHES
A Jitter Detection method [24] has been proposed for gateway-based congestion control to transmit multimedia in packet switched networks. It introduces an AQM mechanism to improve QoS for multimedia transmission by jitter detection. It reduces jitter by detecting and discarding multimedia packets which accumulated more jitter to maintain high bandwidth for other good multimedia packets. The packets which accumulated jitter more than the jitter tolerance level become useless for clients to recover them and they degrades the QoS of the entire multimedia flow. Thus this method eliminates quality degrading and controls congestion by dropping unwanted packets. The jitter reduction not only provides high bandwidth but also achieves high throughput for multimedia flow.
It is more essential to evaluate the quality of multimedia using application-level evaluation metric like Decodable Frame Rate (DFR) than network-level metric such as packet delay, packet loss rate. The DFR evaluation [25] is used to analyze the effects of lossy wireless networks. A comparison of distribution packet loss and burst packet loss in wireless networks is done. The effect of the size of the play-out buffer and the size of the transmission are discussed because they affect the jitter quality of the received video. The packets which arrive at the receiver later than the needed time are dropped from the play-out buffer which affects the video quality.
It is now evident that PFEC mechanism results in controlling congestion and reducing jitter for multimedia transmission. Thus it maintains fairness among all the incoming flows and gives service differentiation to the preferred flow of multimedia by differentiated FEC redundancy rate calculation.
PROPOSED WORK
The current work focuses on an AQM scheme at the AP to improve Quality-of-Service of the multimedia data along with FEC redundancy rate calculation by prioritizing the incoming traffic. Initially the model of the system is explained and then a qualitative study is performed in this section.
SYSTEM MODEL
The topology assumed here is illustrated in Fig.1 . The system classifies the incoming packets as TCP having variable bit rate and UDP having constant sending rate. When the sender is ready to send the video file they are encapsulated as video packets at the application layer. The identification of multimedia stream is based on encoding in the protocol field of the IPv4 header at the network layer. The priority of the particular flow is set by the sender in the Differentiated Service Code Point (DSCP) field of the IPv4 header. In the MAC layer, the ARQ function is responsible to control congestion by adjusting the transmission rate of the sender after receiving the response from the network.
At the access point, several functions will be performed as shown in Fig.2 . FEC encoding is performed on the incoming packets while sending them out of the access point. The priority of incoming flow is checked in the DSCP field of the IP header. The packet loss monitor continuously monitors the wireless channel condition and calculates the packet loss of each flow. Since the evaluation metric called Decodable Frame Rate (DFR) is essential for application level users, the quality of the video is measured using DFR which will be explained later. The network traffic monitor analyses the network to find the load that is carried by the network at the given point of time. It is needed to adjust the redundancy rate explained as follows.
The FEC redundancy rate calculation includes two phases for each priority flows. It first monitors the queue length and compares it with threshold values. If the queue length is less than the minimum threshold then maximum number of redundant packets will be generated. If the queue length is more than the maximum threshold then no redundant packets will be generated. Otherwise FEC packets are generated based on the data size fraction in the queue. It then adaptively adjusts the FEC rate according to packet retransmission time. If the packets of the particular flow need maximum number of retransmission then it will show that the flow is experiencing high loss or error. So the rate increases to overcome the loss. On the other hand, if the packets need zero or minimum number of retransmission then the AP will realize that the network condition is good. So there is no need to send the redundant packets and thus the rate decreases accordingly. 1) If the incoming packet is of high priority, packet retransmission time is low since the queue gives more preference to them by the preemption of low priority packets present in the queue during the buffer overflow; no or minimum number of FEC redundant packets have to be encoded.
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2) If the incoming packet is of low priority, packet retransmission time is high due to the high loss rate of them when compared to high priority packets; FEC redundancy rate is high to balance the loss rate. This provides fairness to low priority flows. The Access Point adjusts the redundancy rate for incoming traffic to provide differentiated service, based on wireless channel condition and network traffic load to avoid packet loss and control congestion, and to reduce the jitter.
QUALITATIVE ANALYSIS
Consider the sender transmits the video file with k packets per transmission block. The total number of video packets to be sent is N pkt .
According to EAFEC, it is proposed that the effective packet loss rate is given by,
where, 'T max ' defines the maximum retransmission time, 'P block ' defines the probability of a block that has not been recovered at the receiver.
'P Tmax ' defines the probability of a packet that has not been received correctly.
where, 'P pkt ' indicates the probability of a packet's failure when it is transmitted just one time, 'P correct ' indicates the probability of a packet which is received correctly and ' h k i C  ' indicates all possible combinations of 'i' packets received in a block successfully.
The Pushout Policy [18] proposed that
where, Ch = cost of a lost higher priority packet, C l = cost of a lost lower priority packet, M(t) and N(t) are number of higher and lower priority packets those are dropped and E(.) denotes expectation of cost of dropped packet.
R denotes the policy in which the buffer is considered as virtually partitioned as two portions Q 1 and Q 2 . The incoming packets will be dropped when the whole buffer overflows. If Q 1 is not filled then all the packets will be allowed to enter the queue. If Q 1 is filled and Q 2 is not filled the incoming packets will be dropped with some dropping probability.
R 1 is the subset of R and denotes push-out policy. If Q 1 is not filled then all the flows will enter the queue. If Q 1 overflows and Q 2 is not filled then higher priority flows will append at the tail of the queue and lower priority flows will be dropped with some dropping probability. If the whole buffer overflows then the incoming higher priority packets will replace the already occupied lower priority packets in the queue.
The previous study proves that
where, Since preemption technique followed by the queue gives more preference to higher priority flows, they face minimum loss. So the retransmission rate of such packets is becoming low and the number of redundant packets to be appended is less. In contrast, since lower priority flows face high loss when compared to higher priority flows, retransmission rate and the number of redundant packets generated for such flows is high. This makes the whole left hand side term to be lesser than right hand side term in Eq.(6).
Standard Deviation Calculation:
To calculate the standard deviation, the variation in packet delay should be known. Delay variation or jitter is defined as deviation from the ideal timing of an event. In other words, jitter of a packet denotes the difference between receiving time and sending time of the packet. The Eqs.(7-9) present these.
where, ' j i ' indicates the jitter for each transmitted packet.
The term receiving time of a packet at the receiver depends on the factors like propagation delay, queuing delay, retransmission time if it has been lost. The terms such as queuing delay and retransmission time grabbed the major concentration in this work.
Standard deviation is calculated as follows:
where, 'µ' indicates mean of jitter values in Eq.(10).
Decodable Frame Rate:
The video file is transmitted through the network as segment of small packets. A frame is said to be decodable frame if and only if at least enough number of packets in the frame reached the receiver so that the whole frame can be recovered at the receiver successfully even if one or more packets in the frame have been lost.
The MPEG literature [28] defines a standard in which there are three frame types -I, P, B frames in the compressive video streams. The 'I' frames are encoded independently. The P frames are encoded depending on preceding 'I' or 'P' frames in the video sequence. The 'B' frames are encoded depending on the proceeding and succeeding 'I' or 'P' frames in the video sequence.
It is customary to calculate the application level metric, DFR, denoted as (Q), as shown in Eq. (11) . The value of Q ranges between 0 and 1.0. If Q is 1 then the frame will be completely sensible that loss of even one packet will make the frame undecodable. If Q is 0.6 then the frame will be considered as decodable and at most of 50% packets in the frame can be lost.
The calculation of DFR implies that the mechanism is alert about the loss of the most important frames in the frame. Though the loss probability of all packets in a particular flow is same, the loss of most important frame leads the other dependent frame on it as undecodable one. Hence the loss probability of I frames is highly sensitive.
RESULTS AND DISCUSSIONS
The proposed system is validated with the performance evaluation. The video file is transmitted as many blocks each of which contains 'k' (assume k = 8) video packets. It is assumed to be transmitted using unicast transmission. The maximum retransmission time needed for each lost packet is assumed as T max = 4. Consider 'n' traffic flows be entering the wireless network through the Access Point among which 'm' flows are Video-on-Demand traffic. The 'm' multimedia traffic are using UDP as a transport protocol and remaining 'n-m' traffic are considered as TCP flows. The maximum number of redundant packets to be generated for each block of 8 packets is 8. The redundant rates for lower priority flow is assumed intuitively as h 2 = 0,1,2,3,4,5,6 and that for high priority flow as h 1 = 2,3,4,5,6,7,8. Hence, when the packet loss is low the number of redundant packets generated for the low priority flow is 6 and that for QoS required flow is 8. No redundant packets would be generated for low priority packets and minimum number of redundant packets (say 2) would be generated for high priority packets even at the time of high packet loss. From the qualitative analysis of the previous study [35] , a graph is shown to compare the effective packet loss rate of normal TCP flow and user demanded multimedia flow in Fig.3 . The graph shows that the effective packet loss rate of multimedia flow is considerably less that of normal lower priority flow.
JITTER COMPARISON WITH AP-BASED FEC APPROACHES
From the extension of the previous study [35] , analysis is done additionally on the evaluation metric i.e., jitter. The performance comparison of jitter values obtained for the multimedia flow using this mechanism are compared with that of EAFEC, one of the Access Point based FEC mechanisms. As we have analyzed in the section 3.2, the queue at the access point provides special treatment to higher priority flow. As a result, the retransmission time for such flow is less because they face less packet loss in the wireless network. Also the lower priority packets are getting replaced by the higher priority one during the buffer overflow. So the high priority flows do not suffer from high delay while waiting in the queue i.e., queuing delay and being processed in the queue. On the whole the preferred packets reach the receiver quickly when compared to other flows. This, in turn, lowers the jitter 'j i ' for the preferred multimedia flow. On analyzing Eq.(10), the terms 'j i ' and 'µ' become substantially less for the client preferred flow which considerably minimizes the standard deviation (σ) of the flow. Thus the PFEC mechanism achieves lower packet delay variation for the multimedia flow as shown in Fig.4 . The graph compares the jitter values in some frames of a transmitted video using EAFEC with PFEC mechanism. It proves that the jitter values in proposed approach are maintaining less value throughout the transmission of the video file when compared to that in the existing approach.
CONCLUSION
Adaptive FEC mechanism PFEC is proposed to improve the QoS of the multimedia traffic with congestion control. The qualitative analysis for the metrics packet loss rate and jitter are presented. The results show low jitter and low packet loss due to effective management of congestion using adaptive FEC with effective AQM. The redundant rate calculation depending on the priority of the flows enables the mechanism to provide service differentiation to the multimedia packets. Inclusion of adaptive bandwidth adjustment based on wireless channel condition will be considered as a future work. 
