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Abstract
With the aim of finding a framework for describing (2, 0) theory, we propose a
non-abelian gerbe with surface holonomies that can parallel transport closed strings
only.
1a.r.gustavsson@swipnet.se
1 Introduction
The appropriate framework for describing (2, 0) supersymmetric gauge theories
in six dimensions should be some non-abelian gerbe [1].
Non-abelian gerbes with holonomy2 have been constructed in [7] and ref-
erences therein. In these references, a connection one-form on loop space is
constructed in terms of a connection one-form and a connection two-form in
space-time whereof the one-form has to be subject to a certain flatness con-
straint (vanishing fake curvature) thus to be imposed in space-time rather than
in loop space.
It is not known how, nor if, this construction can be applied to (2, 0) the-
ory. The action for these connection one-forms and two-forms is not known.
Complications seems to arise because of the flatness constraint that has to be
imposed. It does not seem to be clearly understood how this constraint should
arise from some (2, 0) supersymmetric action (possibly using some auxiliary
Lagrange multiplier field).
Things might get more clear in loop space. We think the non-abelian gerbe
on space-time, to be used to describe (2, 0) theory, should correspond in loop
space to a quite ordinary fiber bundle, albeit over an infinite-dimensional loop
space. And that the (classical) action should be a quite ordinary Yang-Mills
action on that loop space.
We can not use the one-form constructed in [7] for this purpose though,
since that construction relied on a flatness condition imposed on a connection
one-form in space-time. In particular it would be insufficient to just study the
Yang-Mills action in loop space. We would also have to find a way to get the
flatness constraint from some action in loop space. That would require us to
find a way to formulate the flatness constraint in terms of loop space fields only.
But that does not seem to be possible. This is the main reason why I would like
to suggest an alternative construction of a non-abelian gerbe, that could enable
us to formulate the action principle entirely in loop space.
We also note that the construction in [7] is based on the assumption that
surface holonomies parallel transport open strings.3 This assumption leads to
restrictions on the surface holonomies that would be absent if we only had closed
strings at our disposal. The restrictions come from the many ways of composing
surface holonomies associated with open strings: We can glue together two sur-
faces (both of the topology of a disk) along a common open boundary string (this
is what may be called vertical composition of surface elements if one draws the
common boundary string horizontally). We can also attach an open string at the
end point of another open string (horizontal composition). Requiring that verti-
cal and horizontal compositions of surface holonomies commute, one finds that
only abelian gauge groups can be allowed, unless one introduces line holonomies
2By holonomy we will in this Letter always mean the operator that parallel transports a
charged object along a given path, and this path need not be closed.
3From this it should of course be possible to derive a holonomy that parallel transports
closed strings, simply by gluing together the end points of two open strings to form a closed
string.
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as well. This connection one-form associated with these line holonomies must
then be subject to the flatness constraint.
Any object that can be parallel transported by means of some connection,
should in physics correspond to a charged physical object that couples electri-
cally to that connection. Given that the boundary of an M2 brane that ends
on a stack of M5 branes is a closed string4, one may wonder where the open
strings and the point particles could come from.
General principles, like the gauge principle, the action principle, supersym-
metry, etcetera, are likely to be best understood when formulated in loop space.
We will define loop space over a manifold M as in [5], that is, as the space of
mappings from S1 into M . An abelian gerbe on M is a line bundle on LM , and
a surface holonomy is an ordinary Wilson line in LM . In loop space no open
strings on M can be parallel transported by holonomies. Only closed strings
can.
With these motivations, we will assume that only closed strings can be par-
allel transported, which thus lead us to what seems to be an alternative way of
defining non-abelian gerbes, entirely in loop space.
We begin, in section 2, by introducing the abelian gerbe with a connection
two-form, using the language of Cech [5], and show in section 3 how this leads
to a line bundle in free loop space [5]. In particular we obtain an explicit form
for the connection one-form in loop space as the transgression of the connection
two-fom. To my knowledge this way of expressing the one-form on loop space
as the transgression of a local two-form connection over many charts, has not
appeared in the literature before. (If one wants a loop to live in just one chart,
one would in general have to use charts that depend on the loop, which again
would involve a mixture of loop space and space-time concepts that I do not
find very appealing). In section 4 we generalize the loop space picture of the
gerbe to non-abelian gauge groups.
2 Abelian gerbes
In this section we review the concept of a connection on an abelian gerbe using
the Cech language [5]. Given a manifold M , which we can cover with open
charts Uα in such a way that each chart and each overlap is diffeomorphic
to Rm, an abelian gerbe is specified by its transition functions gαβγ on triple
overlaps Uαβγ := Uα ∩ Uβ ∩ Uγ . These take values in the U(1) gauge group,
gαβγ = eif
αβγ
. (1)
The fαβγ is completely antisymmetric in the Cech indices α, β, γ. Following
[8] we will assume the same antisymmetry of the overlaps, so that for instance
Uαβ = −Uβα where minus sign here means orientation reversal. The Cech
coboundary operator δ acts as
(δf)αβγδ := fβγδ − fαγδ + fαβδ − fαβγ (2)
4or an infinitely extended string – in any case a string without a boundary
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on Uαβγδ, and with the obvious generalization to any number of intersections.
The transition functions are subject to the cocycle condition (here with multi-
plication in place of addition)
(δg)αβγδ = 1 (3)
on quadruple overlaps Uαβγδ. That means that
(δf)αβγδ ≡ 0 modulo 2π. (4)
A connection on an abelian gerbe is a collection of locally defined two-forms
Bα defined on Uα. On double overlaps these are subject to the patching condi-
tions
Bα −Bβ = dΛαβ . (5)
where Λαβ are some one-forms defined on Uαβ. On triple overlaps they are
subject to
(δΛ)αβγ = dfαβγ . (6)
Due to δδ = 0, we have some gauge freedom in our choice of transition functions,
and the other data that specifies the connection,
fαβγ → fαβγ + (δh)αβγ
Λαβ → Λαβ + dhαβ + (δλ)αβ
Bα → Bα + dλα. (7)
This freedom is a consequence of repeated use of the Poincare lemma.
2.1 The Wilson surface
Given such a two-form connection B, a Wilson surface associated with a surface
Σ, is defined, in the spirit of [8], as
W (Σ) = exp i
∫
Σ
B (8)
where ∫
Σ
B :=
∑
α
∫
V α
Bα −
∑
α,β
∫
V αβ
Λαβ +
∑
α,β,γ
∫
V αβγ
fαβγ . (9)
Here the charts V α ⊂ Uα∩Σ are maximally contracted, by which we mean that
double overlaps between such charts are of one dimension lower. An example of
maximally contracted charts is a triangulation of Σ. The V αβ = V α ∩ V β are
of one dimension lower than the V α, and the V αβγ of one dimension lower than
V αβ . By integration over a point we mean evaluation at that point.
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Using techniques in [8], it can be shown that Eq (9) can only change by some
δf ≡ 0 modulo 2π if one would modify the open covering. Hence the exponent
is well-defined modulo gauge variations.
Under a gauge variation5
δvB
α = dλα
δvΛ
αβ = dhαβ + λβ − λα
δvf
αβγ = hβγ − hαγ + hαβ (10)
we find that
δv
∫
Σ
B =
∫
C
λ (11)
where we define ∫
C
λ :=
∑
α
∫
Cα
λα −
∑
α,β
∫
Cαβ
hαβ (12)
Here Cα is the piece of the boundary ∂V α which is not adjacent to any other
boundary ∂V β, that is, it is a boundary of Σ. If Σ is closed, we of course do
not have any such boundary C and hence the closed Wilson surface is gauge
invariant.
We can express the change of the Wilson surface as
W (Σ) → g(C)W (Σ). (13)
where ∂Σ = C may be one or several disjoint boundary loops, and
g(C) := exp i
∫
C
λ. (14)
2.2 Magnetic charge
The curvature H = dB is a globally defined three-form that defines an element
in H3(M, 2πZ), which means that
∫
M3
H
2π
=
1
2π
∑
α,β,γ,δ
(δf)αβγδ (15)
is an integer. Here the sum is over points where four maximally contracted
charts intersect. 6 The short computation required to show this identity is done
in the spirit of [8].
5Here we use δv to denote variation, to distinguish variation from Cech coboundary.
6If Vα is a three-dimensional maximally contracted chart, then Vαβ is two-dimensional,
Vαβγ is one-dimensional and Vαβγδ zero-dimensional.
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3 Loop space
Free loop space LM is given by all mapping Map(S1,M). In other words, it is
the space of parametrized loops C : s 7→ Cµ(s) in M . We use as coordinates in
LM ,
Cµ(s) (16)
where s is to interpreted as a continuous index. We have tangent vectors given
by the functional derivatives
∂µs :=
δ
δCµ(s)
(17)
that span the tangent space TCLM , and we have associated co-tangent vectors
δCµ(s) (18)
It may sometimes be convenient to form quantity that has all the index up-stairs
dCµs :=
ds
2π
δCµ(s). (19)
The exterior derivative is now given as
δ =
∫
ds
2π
δCµ(s)∂µs := dC
µs∂µs (20)
which is consistent with the notation as
δCµ(s) =
∫
dt
2π
δCν(t)∂νtC
µ(s) (21)
With this measure we thus have
∂µsC
ν(t) = 2πδs(t)δ
ν
µ. (22)
where we denote the Dirac delta function supported at s as δs(t) := δ(s− t) =
δ(t − s) = δt(s), just to display its covariance property. The identity map is
given by
δst = dsδt(s) (23)
and has the properties
Vsδ
s
t = Vt
U tδst = U
s (24)
for any quantities Vs and U
s := dsU(s).
Henceforth we will denote the exterior derivative by d to avoid confusion
with the Cech coboundary operator δ and ordinary variations.7
7It could be confusing to write dCµ(s) in place of δCµ(s) though, as the former could be
interpreted as dsC˙µ(s), which is certainly not what is intended here. So I stick to the notation
δCµ(s) for the cotangent vectors.
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3.1 Covariance in loop space
We define a covariant vector Vµs and a contravariant vector U
µs in loop space
as quantities that varies according to
δVµs = ǫ
ρr∂ρrVµs + (∂µsǫ
ρr)Vρr (25)
δUµs = ǫρr∂ρrU
µs − (∂ρrǫµs)Uρr (26)
respectively, under an infinitesimal variation8
δCµ(s) = −ǫµ(s;C) (27)
in loop space. We define
ǫµs :=
ds
2π
ǫµ(s) (28)
and index contraction of s means integration.
Given a two-form Bµν in space-time, we can construct an associated covari-
ant vector in loop space as
Aµs = Bµν(C(s))C˙
ν (s) (29)
One may check9 that this quantity indeed transforms as a vector under loop
space diffeomorphisms with parameters
ǫµ(s;C) = ǫµ(C(s)) (33)
induced by space-time diffeomorphisms
δxµ = −ǫµ(x). (34)
We may also consider reparametrizations δs = −ǫs of the loops. Here the
index s shall be viewed as a vector index in one dimensions, and not as a
continuous index. In loop space we would then consider the diffeomorphism
with parameter
ǫµ(s;C) = −ǫsC˙µ(s) (35)
8Here δ denotes a variation, not the exterior derivative.
9Let’s do it here. Under a space-time diffeomorphism the two-form B varies according to
δBµν = ǫ
ρ∂ρBµν + (∂µǫ
ρ)Bρν + (∂νǫ
ρ)Bµρ (30)
and this variation of B induces the following variation of Aµs,
δAµs = ǫ
ρ∂ρAµ + C˙
ν∂νǫ
ρBµρ + (∂µǫ
ρ)Aρ
= ǫρr∂ρrAµs + (∂µsǫ
ρr)Aρr . (31)
In the last step we have noted that
ǫρr∂ρrAµs =
Z
drǫρ(C(r))∂ρr
“
Bµν(C(s))C˙
ν (s)
”
= ǫρ∂ρAµs + C˙
ν(s)∂νǫ
ρ(C(s))Bµρ(C(s)). (32)
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which is to say that the Cµ(s) transform as scalars under a reparametrization.
However in loop space we keep C fixed, for instance when we consider the
variation of Vµs,
δVµs(C) ≡ V ′µs(C)− Vµs(C). (36)
Inserting (35) into (25) we find that
δVµs = ǫ
ρr∂ρrVµs + ∂s (ǫ
sVµs) (37)
This differs from the variation under a reparametrization for which one keeps s
fixed (and let C vary according to (35)),
δrepVµs(C) ≡ V ′µs(C′)− Vµs(C) (38)
but we can relate these variations to each other as
δVµs(C) = δrepVµs(C) −
(
V ′µs(C
′)− V ′µs(C)
)
= δrepVµs(C) + ǫ
ρr∂ρrVµs(C). (39)
and hence get
δrepVµs = ǫ
s∂sVµs + (∂sǫ
s)Vµs (40)
which means that Vµs is a vector under reparametrizations.
Let us now study how Uµs(C) := dsUµ(s;C) varies under a reparametriza-
tion. From Eq (26) we find that
δUµ(s) = ǫρr∂ρrU
µ(s) + ǫs∂sU
µ(s) (41)
and hence
δrepU
µ(s) = ǫs∂sU
µ(s). (42)
so this is a scalar transforms under a reparametrization. Now this is exactly
what we need in order to build a scalar field on loop space as the contraction
S = VµsU
µs (43)
If now Vµs is a covariant vector and U
µ(s) a scalar under reparametrizations,
then we find that S is reparametrization invariant,
δrepS =
∫
ds
2π
∂s (ǫ(s)VµsU
µ(s)) = 0. (44)
3.2 The connection in loop space
The Wilson surface assocated with a surface Σ with the topology of a cylinder
with boundary loops C1 and C2 becomes a Wilson line Γ between the points C1
and C2 in LM . In this picture we will view a Wilson surface with the topology
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of a disk as a degenerate cylinder where one of the boundary loops say C1 has
shrunk to a point x, and hence we view also the disk as a line in loop space –
a line from x to C2. A surface Σ with an arbitrary number of boundary loops
can also be viewed in loop space as a line Γ. We can for instance interpret all
the disjoint loops as just one loop C1, and let some point inside the surface be
the second loop C2. The line is then between the points C1 and C2.
We can cover M with open charts. But these open charts do not seem to
be well suited for loops. While we can always find a chart such that a point
belongs to it, this need not be the case for a loop. It can well happen that no
chart contains that entire loop. The loop may well go over several charts. So it
seems that we have to extend the concept of an open covering of M to an open
covering of LM because a loop in M is indeed a point in LM . The price we
have to pay for this is that we get open charts in an infinite-dimensional loop
space. Clearly the set of open charts in LM is much bigger than the set of loop
spaces over open charts in M . We will denote the open charts in LM as UA
and these have in general nothing to do with the open charts Uα in M . We
may for instance notice that an open chart in LM need not be topologically
trivial in M . For instance a cylinder in M is a line in LM . We can also give an
example that shows that not all loop spaces are topologically trivial and hence
must be covered by several charts. If M is a two-torus then LM contains a
non-contractible one-cycle, and hence it must be topologically non-trivial.
Given a fibration of our six-dimensional space, Π : M → M5, we can define
open charts in LM by means of open charts UA on M5 as follows. We define
LMΠ,M5 as the sector of LM that consists of loops that are fibers in the bundle
Π :M →M5.
Now, can any loop be viewed as some fiber of some bundle? For instance,
on a cylinder R×S1 it appears that only those loops which wind the non-trivial
cycle S1 may be interpreted as fibers in a bundle with base-manifold R. Any
other fibration, in which the fibres do not wind the S1, will inevitably involve
some loop that shrinks to zero size. So only if we allow for some point-like loops
in our fibrations, our construction can work in the full generality.
Then we can express almost all open charts in LM as the union
UAM5 =
⋃
Π
{C ∈ LMΠ,M5|Π(C) ∈ UA} (45)
where Π runs over all possible fibrations of M over the base manifold M5. This
excludes the set of loops (which has zero measure in LM) which intersect M5
at many points, or which lie within M5. These loops must of course also belong
to some open chart in LM . We can incorporate them in open charts that we
define by using another base-manifold with other open charts. The total set of
open charts in LM will then be the union of open charts associated with each
choice of base-manifold M5. The total set of open charts in LM is thus given
by the union
⋃
M5
{UAM5
}
A∈M5
(46)
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where A runs over the open charts in each M5 respectively.
We will use a Cech index notation such that
UA ⊂
⋃
α∈A
Uα (47)
when both sides are seen as subspaces of M .
Given a connection two-form B on M , we obtain a connection one-form A
on LM as the transgression of B over loops in M ,
AA =
∑
α∈A
∫
Cα
Bα −
∑
α,β∈A
Λαβ (48)
or, spelling it out in all details,
AA(C) =
∑
α
∫
Cα
ds
2π
Bαµν(C(s))C˙
ν (s)δCµ(s)
−
∑
αβ
Λαβµ (Cαβ)δC
µ(s). (49)
On a double overlap UAA′ := UA ∩ UA′ , we have
AA −AA′ = dΛAA′ (50)
where 10
ΛAA
′
=
∑
α,α′
∫
Cα∩Cα′
Λαα
′ −
∑
α,β,α′
fαβα
′ −
∑
α,α′,β′
fαα
′β′ . (51)
To see this, we compute
dΛAA
′
=
∑
α,α′
∫
Cαα′
dΛαα
′ −
∑
α,α′
Λαα
′ |∂(Cαα′ )
−
∑
αα′β′
dfαα
′β′ −
∑
αβα′
dfαβα
′
(52)
and we wish to show that this is equal to
AA −AA′ =
∑
α,α′
∫
Cαα′
(
Bα −Bα′
)
−
∑
αβ
Λαβ +
∑
α′β′
Λα
′β′ (53)
Recalling that Bα − Bα′ = dΛαα′ , we see that the first term agrees. So it
remains to understand that the other terms also agree. We may check that
∑
α,α′
Λαα
′ |∂(Cαα′) −
∑
αβ
Λαβ +
∑
α′β′
Λα
′β′
10We use the convention that α ∈ A, α′ ∈ A′ and so on.
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=
∑
α,α′,β′
(
Λαα
′
+ Λα
′β′ + Λβ
′α
)
+
∑
α,β,α′
(
Λαβ + Λβα
′
+ Λα
′α
)
(54)
where the evaluation of these expressions are at the intersection points Cα ∩
Cα
′∩Cβ′ =: Cαα′β′ and Cαβα′ respectively. Noting the cocycle condition, these
two terms can be written as
∑
αα′β′
dfαα
′β +
∑
αβα′
dfαβα
′
(55)
which exactly cancel the remaining two terms in dΛAA
′
and we are done.
Finally we find a cocycle condition on triple overlaps UAA′A′′ ,
ΛAA
′
+ ΛA
′
A
′′
+ ΛA
′′
A ≡ 0 mod 2π. (56)
To see that, we first note that
∑
α,α′
∫
Cαα′
Λαα
′
+
∑
α′,α′′
∫
Cα′α′′
Λα
′α′′ +
∑
α′′,α
∫
Cα′′α
Λα
′′α
=
∑
α,α′α′′
∫
Cαα′α′′
(
Λαα
′
+ Λα
′α′′ + Λα
′′α
)
=
∑
α,α′α′′
fαα
′α′′ (57)
The remaining terms combine with this one and give us
(δΛ)AA
′
A
′′
=
∑
αβα′α′′
(δf)αβα
′α′′ +
∑
αα′β′α′′
(δf)αα
′β′α′′ +
∑
αα′α′′β′′
(δf)αα
′α′′β′′ (58)
from which the desired cocycle condition follows from Eq (4).
We have thus showed that
A(C) :=
∫
dsAµs(C)δC
µ(s) (59)
defined as the transgression of B, is a connection one-form on a line bundle with
transition functions
gAB(C) ≡ eiΛAB(C) (60)
defined on double overlaps UAB of open charts in LM .
We have some freedom to choose the transition functions, which is the gauge
freedom
ΛAB → ΛAB + λA − λB
AA → AA + dλA. (61)
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The relation between this gauge parameter and the local ones is
λA =
∑
α∈A
∫
Cα
λα −
∑
α,β∈A
∫
Cαβ
hαβ (62)
and one may check that these gauge transformations in LM are equivalent with
the corresponding gauge transformations in M given through Eq’s (10).
By using this gauge freedom, we can bring the gauge field in the gauge
∂µsA
A
µt = 0. (63)
In terms of the local two-form gauge field, this gauge condition reads
∂µBµν = 0. (64)
The gauge field strength is given by
F = dA := 1
2
Fµs,νt(C)dC
µs ∧ dCνt (65)
Using Eq (49) we find that
Fµs,νt = Hµνρ(C(s))C˙
ρ(s)2πδt(s). (66)
3.3 The Wilson surface
The Wilson line in LM is given by
W (Σ) = exp i
∫
Γ
A (67)
where ∫
Γ
A :=
∑
A
∫
ΓA
AA −
∑
ΓAB
ΛAB (68)
Here Γ is a path in LM . If we view a surface Σ ⊂ M as the total space of a
fiber bundle π : Σ → γ, then Γ = π−1(γ) is a path in LM that corresponds to
Σ. Of course there are many different fibrations of Σ. The Wilson line in LM
has to be the same for any such fibration in order to be a honest Wilson surface
(in M). This follows from the fact that A is the transgression of B, which can
be seen to imply that
∫
ΓA =
∫
ΣB with the appropriate interpretations of both
sides.
Again we can express the change of the Wilson surface under a gauge vari-
ation as
W (Σ) → g(C)W (Σ). (69)
where ∂Σ = C may be one or several disjoint boundary loops, and
g(C) := exp i
∫
C
λ. (70)
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We see that the group element is subject to the condition
g(ΩC) = g(C)−1 (71)
where Ω reverses the orientation. Here the orientation of the boundary C is
that which is induced by the orientation of the surface Σ. So for instance if the
Wilson surface is a cylinder, we have two disjoint boundaries C = C1 ∪ ΩC2
with induced orientations such that the Wilson surface transforms like
W (Σ;C1, C2) → g(C1)W (Σ;C1, C2)g(ΩC2)
= g(C1)W (Σ;C1, C2)g(C2)
−1. (72)
which mimics the way the Wilson line transforms under gauge transformations.
We also notice that C2 (but not ΩC2) is homotopic to C1.
3.4 Magnetic charge
LetM3 be a three-cycle inM and let us pick some fibration π :M3 →M2. That
is, locally, M3 is a like a product M2 × C where the fiber C is a loop and M2
is a two-manifold. If A is a connection on loop space LM , then the pull-back
π∗A of this connection one-form to M2 (when evaluated on a loop in LM which
is a fiber in M3) is still a connection one-form and hence the curvature of this
pull-back one-form to M2 defines an element π
∗F ∈ H2(M2,Z). Moreover, the
transition functions on M2 are precisely the Λ
AB(C) where we restrict the C’s
to be fibers in the bundle (or the fibration) with total space M3. Since these
transition functions can be expressed in terms of fαβγ , one could suspect that
∫
M2
π∗F =
∫
M3
H (73)
where H = dB. It should be possible to show this equality using Eq (58). How-
ever it seems to be easier to show this equality without invoking the transition
functions which are not really needed to show this type of equality. All we need
to know is that the field strenghts are globally well-defined forms. We may then
first show that ∫
CX
H = π∗F . (74)
Here the left hand side is what is called ‘integration along the fiber’ and is
denoted as the ‘push-forward’ π∗H in [9], and is given by∫
Cx
H :=
∫
ds
2π
Hµνρ(CX(s))C˙
ρ
X(s)δC
µ
X(s) ∧ δCνX(s) (75)
where CX := π
−1(X) is the fiber over the point X ∈M2. To establish Eq (74)
we note that
F =
∫
ds
2π
Hµνρ(C(s))C˙
ρ(s)δCµ(s) ∧ δCν(s) (76)
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and π∗F is obtained by putting C = π−1(X) into this result, and we see that
it is indeed equal to
∫
CX
H .
We then apply the projection formula (proposition 6.15 in [9]). Adapted to
this situation this formula reads∫
M3
H =
∫
M2
π∗H (77)
and from this Eq (73) immediately follows.
4 Non-abelian generalization
From the loop space perspective, the natural non-abelian generalization of a
gerbe appears to be to take the transition functions
gAB(C) = eiΛ
AB(C) (78)
on a double overlap UAB, to be elements in some non-abelian gauge group G.
To be more precise, we will take them to be group elements in the infinite
tensor product of gauge groups
⊗
sGs where each Gs is a copy of G. Here s
parametrizes the loops. We let ta be the generators of the gauge group G, and
obey the Lie algebra
[ta, tb] = Cabct
c. (79)
As usual we can have different coupling constants gs in each factor Gs of this
gauge group. We choose a convention where we absorb these coupling constants
in the connection A = AµsdCµs.
On a triple overlap UABC the transition functions should be subject to the
usual co-cycle conditions
gBC(gAC)−1gAB = 1. (80)
If the loops correspond to fundamental physical objects, then we should also
demand that
g(C) = g(C′) (81)
when C′ is a reparametrization of C that is continuously connected with the
identity map. We also require that
g(ΩC) = g(C)−1 (82)
where Ω denotes orientation reversal of the loop.11 For this to become consistent
with gauge transformations we must also require that
A(ΩC) = −A(C). (83)
11These two conditions are nothing but special cases of the more general requirement that
g(Cn) = g(C)n where Cn is a loop with degree n that is geometrically identical with C.
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4.1 The Wilson surface
We define the non-abelian Wilson surface W (Σ) as an ordinary Wilson line in
LM ,
W (Γ) =W (ΓA)gABW (ΓB)gBCW (ΓC) · · · (84)
where Γ is a fibration of Σ and ΓA ⊂ UA are maximally contracted curve pieces,
i.e. such that any non-empty overlap ΓA ∩ ΓB is a point in LM . Here
W (ΓA) = P exp i
∫
ΓA
AA (85)
is defined by means of the differential equation
d
dt
W = i
dCµs(t)
dt
AAµsW (86)
of parallel transportation along ΓA where we parametrize Γ by t ∈ [0, 1] say.
Then boundary loops C1 and C2 at t = 0 and t = 1 respectively of the curve Γ
A
are defined such that they have orientations such that C1 has the orientation
that is induced by the orientation of the surface associated with ΓA and C2 has
the orientation that makes it homotopic with C1.
On any double overlap UAB we have
AA = gABAB(gAB)−1 + igABd(gAB)−1. (87)
Under a gauge transformation (change of trivialization), we have
gAB → gAgAB(gB)−1 (88)
for some group elements gA defined over UA. In order for the closed Wilson
surface (which we define as trW (Γ) where Γ is a closed path in LM), to be
gauge invariant, we must take
W (ΓA;C1, C2)→ gA(C1)W (ΓA;C1, C2)gA(C2)−1 (89)
which means that the connection one-form must transform as
AA → gAAA(gA)−1 + igAd(gA)−1 (90)
which is nothing but the condition for the gauge covariant derivative to commute
with gauge variations.
4.2 Reparametrization invariance
From the equation of parallel transportation we read off the gauge covariant
exterior derivative D = d− iA. The field strength may now be computed as the
curvature of the connection,
F = iD ∧D
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= dA− iA ∧A. (91)
It is locally a two-form that we can write as
F = 1
2
Fµs,νtdC
µs ∧ dCνt (92)
It transforms covariantly under the gauge group,
F → gFg−1. (93)
Infinitesimally this is
F → −i[F ,Λ] (94)
For this to be a well-defined variation in the sense that the right-hand side be
of the same form as the F we stared with, we must assume that
Fµs,νs′ = 0 whenever s 6= s′. (95)
We can also define the field strength as a functional derivative of the Wilson
line in LM (in complete analogy with [10]),
δW (0, 1)
δCµs(t)
= W (0, t)Fµs,νs′ (C(t))C˙
νs′ (t)W (t, 1)
:=
∫
ds′W (0, t)Fµs,νs′(C(t))W (t, 1)∂tC
ν(s′, t). (96)
where thus t 7→ Cµs(t) := dsCµ(s, t) is the path in LM and C˙µs(t) := ∂tCµs(t).
Reparametrization invariance means that variations tangential to the surface
vanish,12
δW
δCµs(t)
∂tC
µ(s, t) = 0
δW
δCµs(t)
∂sC
µ(s, t) = 0 (97)
If we denote the pullback of the field strength to the surface sα = (s, t) 7→ Cµ(sα)
as
Fαs,βs′ = ∂αC
µ(s, t)∂βC
ν(s′, t)Fµs,νs′ (98)
the we get the conditions for reparametrization invariance as
∫
ds′Fts,ts′ = 0 (99)∫
ds′Fss,ts′ = 0. (100)
12I am grateful to Urs Schreiber for having pointed this out to me. Another derivation can
be found in [2, 3, 4].
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Eq (99) can be solved by requiring
Fµs,νs′ = 0 if s 6= s′ (101)
and Eq (100) is nothing but the constraint
C˙µ(s)Fµs,νs′ = 0. (102)
Now, how does this solution differ from the one given in for instance [7]? One
may check that Eq (102) also holds for that field strength. However Eq (101)
does not. So, could there be another way of solving Eq (99) where we do not
require the kind of locality expressed by Eq (101)? Apparently there is one,
and that is the one given in [7] et. al. However that solution is not expressed
in loop space. It relies on a certain flatness condition imposed on a connection
one-form in space-time. If one wants to solve Eq (99) in loop space, then there
appears to be no other (covariant) way this can be done, but to assume that Eq
(101) holds.
Note that we thus again find the same condition Eq (95) as we found in a
different way by demanding closure of gauge transformations and the assump-
tion of a that the gauge group is an infinite tensor product (an assumption that
this latter argument, based on reparametrization invariance, did not rely on).
4.3 Loop algebra
We will now explain how the multiplication is supposed to be carried out between
g(C) and W (Σ).
If we to each boundary loop Ci of the open Wilson surface, associate an
index si,
W (Σ;C1, C2, ...)s1s2..., (103)
then the gauge group should act on it as13
Ws1s2... → gs1s
′
1(C1)gs2
s′
2(C2)...Ws′
1
s′
2
.... (104)
Then, if one boundary loop would be a pinched loop, let us say that it is
C1∪C2 = C, then if we would interpret this as just one loop we would associate
to it just one group element g(C). If interpreted as two loops we would associate
to it the group element g(C1)⊗ g(C2). We should therefore require that
g(C1 ∪C2) = g(C1)⊗ g(C2) (105)
if we want a group element to be associated with each loop. If we then continu-
ously merge and deform many small loops into one big loop C, it seems unlikely
that this could spoil the tensor product property of the group element.14
13Here we assume the induced orientation of all the boundary loops.
14The tensor product would become more obvious if we associated group elements with open
strings as well. Then we would compose two open strings by taking the tensor product of the
associated group elements. Associating such group elements to open strings should not be
confused with surface holonomies that can parallel transport open strings. In this paper group
elements associated with closed surface holonomies are associated with the parallel transport
of closed strings only, and should not be confused with the group elements g(C).
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On the algebra level, an infinite tensor product of group elements should
correspond to a loop algebra
[tas , t
b
t ] = δs(t)C
abctct . (106)
If we work on a metric space, then the coupling constants gs (that in this form
thus transform contravariantly under reparametrizations) can be related to the
induced metric gss on the loops. We find this to be convenient. But if we relate
the gs to the metric, then we must later show that the metric-dependence is
unphysical. We will relate the coupling constants to the metric as
gs =
√
ggss. (107)
In this expression, the index s is to be interpreted as a vector index in a
one-dimensional space of a loop, rather than as a continuous in an infinite-
dimensional loop space.
We will normalize the generators as
tr
(
tast
b
t
)
=
1
l(C)
δabδst (108)
where δst :=
√
gδs(t) and
l(C) =
∫
ds
√
g (109)
is the invariant length of the loop. We then find that
tr
(
tatb
)
= δab. (110)
We also define
tans := D
ntas (111)
Here Dn is the metric covariant derivative rised to the power n in such a way
that it transforms as a scalar, i.e.
D2m := (DsDs)
m
D2m+1 :=
√
ggssDsD
2m. (112)
The most general form of the gauge parameter is
λ(C) =
∫
ds
√
ggssλans t
an
s (113)
though we could perform integrations by parts and get an expression where we
have only the generators tas .
The gauge field should be of the same form as the gauge parameter. Then
covariance dictates it to be of the form
A(C) =
∫
ds
√
ggssAanµs (C)δC
µ(s)tans . (114)
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As we will see below, the metric-dependence of the connection can be gauged
away. Given the form of the gauge parameter, it is clear that the gauge field
should be of this form if it is pure gauge. Another justification for this form
comes from the requirement that the Wilson surface be reparametrization in-
variant. More precisely, from Eq (101).
4.4 Gauge transformations revisited
Infinitesimally a gauge variation of the gauge field is given by
δλA = Dλ (115)
where
D = d− iA (116)
is the gauge covariant exterior derivative, and let us assume that we have
brought the gauge parameter into the form
λ =
∫
ds
√
ggssλast
a
s . (117)
As usual we now find that
[δµ, δλ]A = Dν (118)
where
ν = −i[µ, λ]. (119)
We must now insure that the new gauge parameter ν is of the same form as the
original ones. We find that
ν =
∫
ds
√
ggssνas t
a
s (120)
with15
νas = −i
√
ggssCabcµbsλ
c
s. (121)
In order for the gauge variation of A to be of the same form as A, we must
require a locality condition
Dµsλt = 0 if s 6= t. (122)
where we may define λt :=
√
ggttλat t
a
t . If now λs and µs are subject to such
locality conditions, then we find that also νs is subject to this same locality
condition, by applying the Leibniz rule for differentiation on Eq (121).
15The ‘i’ is just due to the fact that we have chosen a convention where we have purely
imaginary structure constants.
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We can express the locality condition as16’17
Dµsλ
a
t =
∞∑
n=0
ξanµs (C)D
nδ(t− s) (123)
for some vector fields ξanµs ’s. We now find that
δAanµs = ξ
an
µs (124)
though this expression is not very illuminating, so let’s define
Aµs :=
√
ggssAaµst
an
s (125)
so that
A =
∫
dsδCµ(s)Aµs. (126)
Then we find that
δAµs = Dµsλ. (127)
We can pick out the component δAanµs by taking the trace with some t
bm,
using that
tr
(
tans t
bm
t
)
=
1
l(C)
δabDn(s)Dm(t)δst. (128)
But now we would like to take m = −n to isolate the delta function on the
right-hand side. We can indeed extend
tans = D
ntas (129)
to any complex number n by analytic continuation.18
It now seems plausible that we can always make a gauge transformation that
brings the gauge potential into Lorentz gauge
∂µt Aµs = 0 (131)
Upon a gauge variation of this we find in part the operator ∂µt ∂µs < 0 which
is invertible when acting on the gauge parameter that depends only locally on
16A third way of expressing this would be by saying that λs(C) must depend only locally
on C via DnC(s) for n = 0, 1, 2, ....
17This locality condition would not close to under a gauge algebra if we would truncate the
series and only let the gauge parameter depend on say C(s) and C˙(s). We have to include
the whole set of derivatives DnC(s) for all n to get a closed gauge algebra.
18This can be done by covariantizing the definition of the fractional derivative, and thus
define
Dnf(t) :=
1
Γ(−n)
Z
∞
t
ds
√
g
f(s)
(t− s)n (130)
where Γ(n+ 1) = nΓ(n) denotes the usual Gamma function.
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a point on the loop (which in effect means that we get non-zero eigenvalues of
∂µt ∂µs only on the diagonal t = s where this operator is negative). But now we
should rather consider ∂µt Dµs. In Yang-Mills theory one may argue that this
operator must also be invertible as this to zeroth order in the coupling constant
coincides with ∂µt ∂µs. In the application to (2, 0)-theory where we have no
adjustable coupling constant, we do not know how to prove that one can always
impose Lorentz gauge, but we will we assume that this is the case also here.
4.5 Metric-independence
We will now show that the metric-dependence of the connection can always be
gauged away.
Let us consider a surface parametrized by s and t, embedded inM as (s, t) 7→
Xµ(s, t), and take the pullback of the gauge field one-form to this surface as
dt
∫
dsAts = dt
∫
ds
∂Xµ(s, t)
∂t
Aµs(Ct) (132)
where Cµt (s) = X
µ(s, t) is the constant t loop in the surface. Since Aµs depends
on C only via DnC(s), it follows that the pullback Ats depends locally on
sα := (s, t). Furthermore, in order to be able to integrate this over the surface,
it must transform like a two-form, i.e. dt∧dsAts = 12dsα∧dsβAαβ is a two-form
on the surface.19
As before, we assume that one can always make a gauge transformation
(infinitesimally of the form δAαs = DαsΛ when pulled back to the surface),
that brings the gauge field into the Lorentz gauge
DαAaαs = 0 (133)
where Dα is the metric compatible derivative. Using that Aαβ is a two-form,
we can rewrite this condition in the form (the labels s and t may now be freely
interchanged since Aαβ depends locally on them and we could just as well have
started with a constant s loop C being parametrized by t instead of s to arrive
at the condition DαAaαt = 0)
DsAats = 0 (134)
and this is precisely what we need to be able to write the connection one-form
in the manifestly metric-independent form
A =
∫
dsAaµsδC
µ(s)ta. (135)
Let us show this in some more detail. Apriori the gauge field is given by
A =
∫
ds
√
ggssAaµsδC
µ(s)Dntas . (136)
19We think it is desirable to be able to integrate this pullback over the surface as that makes
it possible to express the Wilson surface as a Dyson series expansion.
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Making integrations by parts, we get (up to a sign)
A ∼
∫
dsDn
(√
ggssAaµsδC
µ(s)
)
tas . (137)
All terms with n ≥ 1 vanishes in Lorentz gauge by Eq (134), and by the fact
that the two-dimensional surface parametrized by s and t really was chosen
completely arbitrarily. So all what remains in Lorentz gauge is the term with
n = 0,
A =
∫
ds
√
ggssAaµsδC
µ(s)tas . (138)
This term must be equal to
A =
∫
dsAaµsδC
µ(s)ta. (139)
To understand that, we first note that both these expressions are invariant under
reparametrizations of s. So if we show that they are equal for one parametriza-
tion, they are equal for any parametrization. Second, we note that
∂s
(√
ggssAaµsδC
µ(s)
)
= 0 (140)
by Eq (134) and hence the integrand is really just over tas . Let us then fix the
parametrization by making the gauge choice gss = 1. Then we get
A = AaµsδCµ(s)ta (141)
where s can be chosen to be any value in the interval [0, 2π] since this in any
case is just a constant with all these gauge choices being made. At no cost at
all we can hang on an integral sign so as to end up with Eq (135). The virtue
with hanging on the integral sign is of course that we then get an expression
that is valid in any parametrization, and not just in the gauge gss = 1.
The alert reader might have wondered if we really have showed the metric
independence now, since we must use the metric to formulate the Lorentz gauge
condition.
Let us assume that we have a fibration of the space-time M and of the
Wilson surface Σ, such the projector π associated with the total bundle space
Σ is the restriction of the projector associated with space-time M ,
π : M →M5
π : Σ→ γ (142)
Let us denote coordinates in M5 as X
I and fibers in M by CX = π
−1(X).
RestrictingX to the surface Σ we thus get fibers that lie in Σ by our assumption.
The connection on LM gets projected to a connection on M5 via the pullback
map
π∗ : Aµs(CX) 7→ AπI (X) = Aµs(CX)
∂CµsX
∂XI
(143)
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and we deduce that, at least in Lorentz gauge, the closed Wilson surface can be
expressed exactly as a Wilson loop in M5
trP exp i
∫
γ
Aπ . (144)
Let us summarize the chain of steps we have taken to reach this conclusion:
We could only make the identification between the Wilson surface and the Wil-
son loop explicit in Lorentz gauge. But since both the closed Wilson surface and
the Wilson loop are gauge invariant objects, they must agree for any gauges.
Finally we noted that the Wilson loop is metric independent and concluded that
so must also the closed Wilson surface be.
4.6 Magnetic charge
Generalizing the concept of the abelian magetic charge, we would like to define
the non-abelian magnetic charge vector associated with a three-manifold M3 ⊂
M as ∫
M2
π∗F (145)
where M2 is the base manifold in any fibration of M3 with projector π :M3 →
M2. If we go to Lorentz gauge we find that
F =
∫
ds
∫
ds′FAµs,νs′ (C)δC
µ(s) ∧ δCν(s′)tA (146)
To get π∗F , we evaluate F on loops that are fibers in the fiber bundle M3, and
take the pullback to M2. We assume a maximally broken gauge group, i.e a
product of U(1) factors, and we may always assume that we have gauge rotated
F so as to lie in the Cartan subalgebra of the original Lie algebra associated
with the gauge group G. The tA generators are thus the Cartan U(1) generators
in the broken gauge group.
We now have to establish that this definition is independent of how we fibrate
M3. This follows if one can show that the pullback field strength π
∗F defines
an element in the first Chern class c1(F) = H2 (M2, 2πZ). Then a continuous
deformation of the fibration can not change this discrete topological class. That
π∗F defines an element is c1(F) follows if we notice that the pullback of the
gauge connection, π∗A to M2 is really a connection on M2 with transition
functions gAB(π−1(X)) defined as the pullback of the transition functions on
LM and open charts on M2 are pullbacks of open charts on LM ,
UA := π∗UA := {X ∈M2|π−1(X) ∈ UA}. (147)
4.7 Ultra-local expressions?
One may wonder if we really need to consider these subtle fields on loop space
which depend on all derivativesDnC(s) of the loop. So let us make the following
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ultra-local ansatz
A(C) =
∫
ds
2π
√
ggssBanµν (C(s))C˙
ν (s)δCµ(s)tans
λ(C) =
∫
ds
2π
√
ggssλanµ (C(s))C˙
µ(s)tans (148)
for the connection and gauge parameter. In this case we would find metric
independent expressions
A(C) =
∫
ds
2π
Ba0µν(C(s))C˙
ν (s)δCµ(s)ta
λ(C) =
∫
ds
2π
λa0µ (C(s))C˙
µ(s)ta (149)
if we had
∂s
(√
ggssBanµν (C(s))C˙
ν (s)δCµ(s)
)
= 0
∂s
(√
ggssλanµ (C(s))C˙
µ(s)
)
= 0 (150)
If we consider the pullback of A to a two-manifold Σ ⊂ M in which C is
embedded, and which we parametrize by s and t, and let δCµ(s) = dt∂tC
µ(s, t)+
ds∂sC
µ(s, t) where Cµ(s) = Cµ(s, t) for some constant t, then we can write these
conditions in terms of the pullback fields as (noting the anti-symmetry of Bµν)
DsBanst = 0
Dsλans = 0 (151)
Such equations would follow as the pullback to the surface or loop, of the equa-
tions
∂µBaµν = 0
∂µλaµ = 0 (152)
in flat six dimensions. Noting that
Aaµs(C) = B
a
µν(C(s))C˙
ν (s) (153)
we can write the gauge condition as
∂µt A
a
µs = 0. (154)
Gauge transformation with gauge parameters that are subject to ∂µλaµ will shift
the gauge field to another metric independent field configuration. But more
general gauge parameters may bring in a metric dependence, but these are thus
gauge equivalent with a metric independent configuration.
Now a little experimentation quickly shows that the gauge algebra does
not close on such ultra-local gauge fields. Making one gauge variation we get
a non-local expression from the commutator term, that involves C˙µ(s)C˙ν(t),
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although the non-locality is just an illusion that can be traded for a metric
dependent connection, which is also just an illusion. Though we can not make
both the metric-independence and the locality manifest simultaneosly. So we
immediately find that we must at least extend the local expressions for A and
λ to include an arbitrary number of factors C˙(s). But not even that will close
under the gauge algebra. When we compute dλ of such a gauge parameter, we
also find C¨(s)-terms and all higher derivatives. So both the gauge field and
gauge parameter must depend on all the DnC(s).
Now, if we know all derivatives in one point s, then we can reconstruct the
whole loop C. Does that mean that we have a non-local dependence on the loop
then? I would say no. We had locality constraints of the form ∂µsAνt = 0 if
s 6= t. Let us take an example that could illustrate the point. Taylor expaning
f(x) = e−x
2
we get a power series 1 − x2 + x4/2 + .... If we now Fourier
transform the Taylor series, with the argument s − t, then we get an infinite
sum of delta functions δ(s− t) + δ′′(s− t) + 12δ′′′′(s− t) + .... Each finte partial
sum in this series vanishes unless s 6= t, but the whole infinite sum should
behave very differently from this. Since if we Fourier transform e−x
2
we get
a smooth function that does not vanish for any s − t. This is how an infinte
sum of delta functions should be interpreted as a smooth function, that in the
situation at hand would correspond to a true non-local dependence on the loop.
But that would thus violate the locality constraints. I would like to express this
as saying that we have a local dependence on the loop at the point s, somehow.
Expressing this by saying that we have a dependence on just a finite number of
derivatives DnC(s) is insufficient. What then if we perform an infinite number
of gauge transformations? Since the locality condition is obeyed for each gauge
transformation, it should still be obeyed by after an infinite number of gauge
transformations. But then we have a local dependence on C at the point s
that depends on an infinte number of derivatives DnC(s). But this can not be
a generic dependence on all derivatives at s as that would mean a non-local
dependence of C.
5 N = (2, 0) supersymmetry
In order to apply this formalism to (2, 0) theory, one would like to extend loop
space to a super loop space. Translations in loop space are generated by Pµs =
−i∂µs. This is not a rigid translation of the loops in space-time but allows
for arbitrary deformations of the loops. The point is that Pµs generate rigid
translations in loop space, not in space-time. Supercharges should square to
this generator of rigid translations. The supersymmetry algebra we would like
to propose in loop space would therefore be
{Qs, Qt} = −2δt(s)ΓµPµs. (155)
We thus let the supercharges depend on the parameter s, though not on the
point in loop space. These Qs should be generators rigid supersymmetry in
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loop space. Apriori the supersymmery parameter ǫ(s) could also be some ar-
bitrary (Grassmann odd) function of s. Though we have not been able to find
any supersymmetry multiplet that would respect such a big supersymmetry. In-
stead we restrict to (covariantly) constant parameters ǫ(s) = ǫ. Supersymmetry
variations are then generated by
δǫs := ǫQs. (156)
The on-shell supersymmetry variations for the components fields were obtained
in [4]. It would be nice to see how to express this in terms of a superfield in a
super loop space.
Eventually one would of course like to ‘quantize’ the theory. However that
does not seem to be so easily done. This is difficult because selfuality constrains
the coupling constant to be a fixed ‘selfdual’ number (of order one), that can
never be made small. So even if we have a supersymmetric non-abelian classical
action, we will not be able to use it to quantize the theory, at least not in a
perturbative framework. Nevertheless a classical action can be useful for other
purposes. It can be used to obtain classical solitonic solutions, and to study
quantum theory for zero modes about such solutions.
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