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ON PRIMITIVE ELEMENTS OF ALGEBRAIC FUNCTION FIELDS AND
MODELS OF X0(N)
IVA KODRNJA AND GORAN MUIC´
Abstract. For a Fuchsian group of first kind Γ we look at non-zero linear subspace W of
Mm(Γ), m ≥ 2, which satisfies certain properties and prove the existence of plane models
for RΓ of degree dimMm(Γ) + g(Γ) − 1. We discuss finding primitive elements which are
linear combinations of generators in algebraic function fields generated by quotients of forms
in W . We apply this to the subgroup Γ0(N) and describe two procedures of finding models
for X0(N) and X1(N) using the bases of spaces of cuspidal forms of different weight.
1. Introduction
Let H be the complex upper half-plane with the SL2(R)-invariant measure defined by
dxdy/y2, where the coordinates on H are written as z = x+
√−1y, y > 0.
Let Γ be a Fuchsian group of the first kind, a discrete subgroup of SL2(R) such that
the volume of the quotient Γ \H is finite. Examples of such groups are the modular group
SL2(Z) and its congruence subgroups Γ0(N), Γ1(N), and Γ(N).
The quotient Γ\H can be compactified by adding a finite number of points in R ∪ {∞}
called cusps of Γ and we obtain a compact Riemann surface which will be denoted by RΓ.
As it is an algebraic curve, we are interested in finding its plane realizations. Various aspects
of modular curves has been studied in [1], [2], [3], [4], [9], [11], [14] and [15]. We continue the
approach presented in [10], [12], and [5], and start by introducing the notation and briefly
repeat some results from [12]. In the present paper our approach is based on the theory of
primitive elements in the finite field extension (see [17]).
Assume that Γ has at least one cusp. Let g(Γ) be the genus of RΓ. For m ≥ 2 let Mm(Γ)
(resp. Sm(Γ)) be the space of (resp. cuspidal) modular forms of weight m for Γ.
Assume dimMm(Γ) ≥ 3. Let f, g, h be three linearly independent modular forms in
Mm(Γ). On the compliment of a set of Γ-orbits of common zeros of f, g, h in RΓ, we define
a map
(1-1) az 7→ (f(z) : g(z) : h(z)),
which determines a holomorphic map RΓ → P2. We denote by
C(f, g, h)
the image of this map, which is an irreducible projective plane curve.
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If d(f, g, h) is the degree of the map (1-1) and we assume that the supports of divisors of
modular forms f, g and h are disjoint, then by ([12], Corollary 1–5) we have
(1-2) d(f, g, h) · deg C(f, g, h) = dimMm(Γ) + g(Γ)− 1.
If f, g, h ∈ Sm(Γ), then dimMm(Γ) is replaced by dimSm(Γ) in the previous formula.
The objective of this paper is to give a generic way to construct plane models of RΓ by
looking at appropriate linear subsets of modular forms. In practice, it is hard to check if the
subspace has the necessary conditions, but in most cases, Sm(Γ) does and the computational
fact of the matter is that we often know bases of this spaces.
Let W ⊂ Mm(Γ) be a non–zero linear subspace. Then, we say that W generates the field
of rational functions C(RΓ) if dimW ≥ 2, and there exists a basis f0, . . . , fs−1 of W , such
that the holomorphic map RΓ −→ Ps−1 given by az 7→ (f0(z) : · · · : fs−1(z)) is birational.
Clearly, this notion does not depend on the choice of the basis used. It is also obvious that
this is equivalent with the fact that C(RΓ) is generated over C with the quotients fi/f0,
1 ≤ i ≤ s− 1. We need one more definition. We say that W 6⊂ Sm(Γ) (resp., W ⊂ Sm(Γ))
separates the points on RΓ if for each a ∈ RΓ there exists f ∈ W , f 6= 0, such that c′f(a) = 0
(resp., cf(a) = 0). The geometric meaning of this assumption is that the complete linear
system attached to the divisor of above holomorphic map into Ps−1 has no base points (see
the proof of Lemma 2-3). Now, we are ready to state the main result of Section 2 (see
Theorem 2-7).
Theorem 1-3. Assume that m ≥ 2 is an integer. Let W ⊂ Mm(Γ), dimW ≥ 3, be a
subspace which generates the field of rational functions C(RΓ), and separates the points of
RΓ. For example, if dimSm(Γ) ≥ max (g(Γ) + 2, 3), then we can take W = Sm(Γ). Let
f, g ∈ W be linearly independent. Then there exists a non–empty Zariski open set U ⊂ W
such that for any h ∈ U we have the following:
a) f, g, and h are linearly independent;
b) RΓ is birationally equivalent to C(f, g, h);
c) C(f, g, h) has degree equal to dimMm(Γ) + g(Γ)− 1 (resp., dimSm(Γ) + g(Γ)− 1) if
W 6⊂ Sm(Γ) (resp., W ⊂ Sm(Γ)).
In Section 3 we prove the following corollary (see Corollary 3-1):
Corollary 1-4. Assume that N 6∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 16, 18, 25} (so that the
genus g(Γ0(N)) ≥ 1). Assume that m ≥ 2 (if N 6= 11) and m ≥ 6 (if N = 11) is an integer.
Let f, g ∈ Sm(Γ0(N)) be linearly independent with integral q–expansions. Then, there exists
infinitely many h ∈ Sm(Γ0(N)) with integral q–expansion such that we have the following:
(i) X0(N) is birationally equivalent to C(f, g, h),
(ii) C(f, g, h) has degree equal to dimSm(Γ0(N)) + g(Γ0(N)) − 1 (this number can be
easily explicitly computed using ([12], Lemma 2-2 (v)) and ([7], Theorem 4.2.11) ); if
N = 11, then the minimal possible degree achieved (for m = 6) is 4, and if N 6= 11,
MODELS OF X0(N) 3
then the minimal possible degree achieved (for m = 2) is
1
3
ψ(N)− 1
3
ν3 −
∑
d>0,d|N
φ((d,N/d)),
where ν3 is the number of elliptic elements of order three on X0(N), ν3 = 0 if 9|N ,
and ν3 =
∏
p|N
(
1 +
(
−3
p
))
, otherwise.
(iii) the equation of C(f, g, h) has integral coefficients.
The rest of the paper is based on the practical use of Theorem 1-3. The main claim of
the theorem is the existence of a set U ⊂ W whose elements we then use to create plane
models for RΓ. In the proof of the theorem we see that this set is bijective to a compliment
of set of zeros of a polynomial - resultant of the characteristic polynomial of field extension
of a subfield of C(RΓ) generated by the function g/f . The compliment of zeros are precisely
the generating vectors of the primitive elements of the extension. Section 4 studies the trial
method for primitive elements, see [17], applied to our situation.
In Section 5 we review some known facts about the connection of primitive elements and
resultants of minimal polynomials of the generators of the field extension in the case when
there are two generators.
Section 6 presents a more computable approach without the use of resultants. It is an
application of a method from [17]. Some applications are in Section 8.
The main result is Algorithm 4-5 where we start with a basis {f0, f1, f2, f3} of a 4-
dimensional linear subspace W ⊂ Mm(Γ), m ≥ 2 which generates the field of rational
functions C(RΓ) and separates the points on RΓ and the result is a bound B such that for
all c > B, C(f0, f1, f2 + cf3) is birational to RΓ.
Algorithm 1-5.
Input: {f0, f1, f2, f3}–basis of a 4-dimensional linear subspace W ⊂ Mm(Γ), m ≥ 2 which
generates the field of rational functions C(RΓ) and separates the points on RΓ
Output: B such that for all c > B element f2/f0 + cf3/f0 is a primitive element of
C(f1/f0, f2/f0, f3/f0) over C(f1/f0)
Procedure:
Step 1: find minimal polynomials P2(t, x) and P3(t, x) of f2/f0 and f3/f0 over C(f1/f0)
Step 2: find resultant R of P3(t, x) and
∂
∂x
P3(t, x)
Step 3: choose λ different than zeros of am(t), bn(t) and R(t), where am(t) (resp. bn(t))
is the leading coefficient of P2(x) (resp. P3(x)) as a polynomial with coefficients in C[t]
Step 4: using λ from Step 3, compute L(P2(λ, x)) and L(P3(λ, x))
Step 5: compute
B =
2√
3
n
n+2
n L(P3(λ, x))
n−1L(P2(λ, x))
where n is degree of P3 in x
In Section 7 we look at the example mentioned in [12] and [5] and apply the results of
previous sections.
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2. A generic construction of birational maps
In this section, we let tm = dimSm(Γ). The goal of this section is to construct various
models of the curve RΓ, where Γ is any Fuchsian group of the first kind. We start by recalling
some results of [10].
Lemma 2-1. Let m ≥ 2 be an integer such that tm ≥ g(Γ) + 2. Then, the field of rational
functions C(RΓ) is generated over C by the rational functions fi/f0, 1 ≤ i ≤ tm − 1, where
f0, . . . , ftm−1 is a basis of Sm(Γ).
Proof. This is ([10], Corollary 3-7) for m ≥ 3. For the case m = 2 the proof would be similar,
considering ([12], Lemma 2-2). 
Lemma 2-2. Let ξ ∈ X or let ξ be a cusp for Γ. Let m ≥ 2 be an integer such that
tm ≥ g(Γ) + 1. Then, there exists f ∈ Sm(Γ) such that cf (aξ) = 0.
Proof. This is ([10], Lemma 2-10) for m ≥ 3. The case m = 2 is similar, using( [12], Lemma
2-2). 
Lemma 2-3. Assume that m ≥ 2 is an integer. Let W 6⊂ Sm(Γ) be a subspace which
separates the points of RΓ. Select a basis f0, . . . , fs−1 for W . Then, for each ξ ∈ X or a
cusp ξ for Γ, there exists i such that c′fi(aξ) = 0.
Proof. Let f ∈ W , f 6= 0, be an arbitrary form. Consider the linear space
L(c′f ) = {F ∈ C(RΓ); F = 0 or div(F ) + c′f ≥ 0}.
Then, it contains a linear subspace W1 consisting of all quotients g/f , g ∈ W . This is so,
since, for g 6= 0, by ([12], Lemma 2-2 (vi)), we obtain
div
(
g
f
)
+ c′f = div(g)− div(f) + c′f = c′g − c′f + c′f = c′g ≥ 0.
Assume that the claim of the lemma is not true, then for all i we have c′fi(aξ) ≥ 1. So, we
have
div
(
fi
f
)
+ c′f − aξ = div(fi)− div(f) + c′f = c′fi − c′f + c′f − aξ = c′fi − aξ ≥ 0.
Thus, fi/f ∈ L(c′f − aξ). This implies that W1 ⊂ L(c′f − aξ). But there exists g ∈ W such
that c′g(aξ) = 0. Then c
′
g − aξ ≥ 0 is clearly not true. 
Lemma 2-4. Assume that m ≥ 2 is an integer. Let W ⊂ Sm(Γ) be a subspace which
separates the points of RΓ. Select a basis f0, . . . , fs−1 for W . Then, for each ξ ∈ X or a
cusp ξ for Γ, there exists i such that cfi(aξ) = 0.
Proof. In view of the definition of attached integral divisor, see ([10], Lemma 2–2 (vii)), this
has the same proof as the previous lemma. 
Lemma 2-5. Assume that m ≥ 2 is an integer. Let W ⊂Mm(Γ), dimW ≥ 3, be a subspace
which generates the field of rational functions C(RΓ) and separates the points of RΓ. Let
f, g ∈ W be linearly independent. Then, there exists a non–empty Zariski open set U ⊂ W
such that for h ∈ U we have the following:
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a) f, g, and h are linearly independent;
b) the field of rational functions C(RΓ) is generated over C by g/f and h/f ;
c) supp(cf) ∩ supp(ch) = ∅ if W ⊂ Sm(Γ), or supp(c′f) ∩ supp(c′h) = ∅ if W 6⊂ Sm(Γ).
Proof. We consider the case W ⊂ Sm(Γ). The other case is analogous.
We select a basis f0, . . . , fs−1 of W such that f = f0 and g = f1. By the assumption on
W , the field of rational functions C(RΓ) is generated over C by all fi/f0, 1 ≤ i ≤ s. We let
K = C(f1/f0),
and
L = C(RΓ) = C(f1/f0, . . . , fs−1/f0) = K(f2/f0, . . . , fs−1/f0).
Since L has transcendence degree 1, f2/f0, . . . , fs−1/f0 are all algebraic over K. Thus, the
field L is a finite algebraic extension of K. It is also obviously separable. Hence, by a variant
of a proof of Primitive Element Theorem there exists λ2, . . . , λs−1 ∈ C such that
L = K((λ2f2 + · · ·+ λs−1fs−1)/f0) = C(f1/f0, (λ2f2 + · · ·+ λs−1fs−1)/f0).
Now, we explain the systematic way to get them all. For (λ2, . . . , λs−1) ∈ Cs−2, we consider
the characteristic polynomial
P (X, λ2, . . . , λs−1) = det
(
X · IdL − T(λ2f2+···+λs−1fs−1)/f0
)
,
where Tx : L → L, is an K–endomorphism given by Tx(y) = xy, and IdL is identity on L.
The resultant R with respect to the variable X of the polynomial P (X, λ2, . . . , λs−1) and its
derivative ∂
∂X
P (X, λ2, . . . , λs−1) is a polynomial in λ2, . . . , λs−1.
If R(λ2, . . . , λs−1) 6= 0, then (λ2f2 + · · · + λs−1fs−1)/f0 generate L over K. Indeed, the
characteristic polynomial P (X, λ2, . . . , λs−1) has no multiple roots in the algebraic closure
of L. It also has the same roots as the minimal polynomial of (λ2f2 + · · · + λs−1fs−1)/f0.
Thus, they are equal. Since the degree of the characteristic polynomial is equal to [L : K],
this element must be primitive. The first part of the proof assures that the resultant is not
identically zero so that these considerations make sense.
Hence, primitive elements for the extension K ⊂ L are constructed from the set of all
h = λ2f2 + · · ·+ λs−1fs−1 ∈ Cf2 ⊕ · · · ⊕ Cfs−1
which belong to the Zariski open set defined by
(2-6) R(λ2, . . . , λs−1) 6= 0.
It does not affect the thing if we enlarge h to be
h = λ0f0 + λ1f1 + λ2f2 + · · ·+ λs−1fs−1,
where λ0, λ1 are arbitrary complex numbers. This means that h can be selected from the
Zariski open subset of W given by (2-6), where we consider the resultant R as a polynomial
of all variables λ0, . . . , λs−1 but which does not depend on the first two variables.
Now, we prove the last part of the lemma. By the second assumption on W and Lemma
2-4, for each a ∈ supp(cf0) there exists ia ∈ {1, . . . , s − 1} such that a 6∈ supp(cfia ). Then,
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the rational functions fi/fia are defined at a since we have the following (see [12], Lemma
2-2 (vi))
div
(
fi
fia
)
= div(fi)− div(fia) = cfi − cfia ,
where the rightmost difference consists of effective divisors, so that the point a does not
belong to the divisors of poles because of a 6∈ supp(cfia ).
Now, we can form the following product of non–zero linear forms in (λ0, . . . , λs−1) ∈ Cs∏
a∈supp(cf0 )
(
λ0
f0
fia
(a) + λ1
f1
fia
(a) + · · ·+ λs−1fs−1
fia
(a)
)
.
For
∑s−1
i=0 λifi in a Zariski open subset of W , defined by making this product not equal
to zero, neither of a ∈ supp(cf0) belong to the divisor of zeros div0
(
(
∑s−1
i=0 λifi)/fia
)
of the
corresponding rational function. Since a 6∈ supp(cfia ) and
div0
(∑s−1
i=0 λifi
fia
)
− div∞
(∑s−1
i=0 λifi
fia
)
= div
(∑s−1
i=0 λifi
fia
)
= c∑s−1
i=0 λifi
− cfia ,
where the rightmost expression is a difference of two effective divisors, we get
a ∈ supp(cf0) =⇒ a 6∈ supp(cλ0f0+λ1f1+···+λs−1fs−1).
Combining this with (2-6), we complete the proof of the lemma. 
Theorem 2-7. Assume that m ≥ 2 is an integer. Let W ⊂ Mm(Γ), dimW ≥ 3, be a
subspace which generates the field of rational functions C(RΓ), and separates the points of
RΓ. For example, if dimSm(Γ) ≥ max (g(Γ) + 2, 3), then we can take W = Sm(Γ). Let
f, g ∈ W be linearly independent. Then there exists a non–empty Zariski open set U ⊂ W
such that for any h ∈ U we have the following:
a) f, g, and h are linearly independent;
b) RΓ is birationally equivalent to C(f, g, h);
c) C(f, g, h) has degree equal to dimMm(Γ) + g(Γ)− 1 (resp., dimSm(Γ) + g(Γ)− 1) if
W 6⊂ Sm(Γ) (resp., W ⊂ Sm(Γ)).
Proof. First of all, Lemmas 2-1 and 2-2 assure thatW = Sm(Γ) generates the field of rational
functions C(RΓ), and separates the points of RΓ whenever dimSm(Γ) ≥ max (g(Γ) + 2, 3).
For general subspace W , we select the set U ⊂ W given by Lemma 2-5. The claims a)
and b) follow directly from claims a) and b) of Lemma 2-5. Since the map determined by
f, g, and h is a birational equivalence, we have d(f, g, h) = 1. By Lemma 2-5 c), we have
supp(c′f) ∩ supp(c′h) = ∅.
Now, formula (1-2) (see [12], Theorem 1–4) implies
degC(f, g, h) = dimMm(Γ) + g(Γ)− 1−
∑
a∈RΓ
min
(
c
′
f(a), c
′
g(a), c
′
h(a)
)
= dimMm(Γ) + g(Γ)− 1.

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3. Existence of Integral models
In this section we use the following notation: ν∞(Γ0(N)) is the number of inequivalent
cusps, ν2(Γ0(N)) (resp. ν3(Γ0(N))) is the number of inequivalent elliptic points of order 2
(resp. 3) of the congruence subgroup Γ0(N). The goal of this section is to prove the following
corollary to Theorem 2-7:
Corollary 3-1. Assume that N 6∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 16, 18, 25} (so that the
genus g(Γ0(N)) ≥ 1). Assume that m ≥ 4 (if N 6= 11) and m ≥ 6 (if N = 11) is an even
integer. Let f, g ∈ Sm(Γ0(N)) be linearly independent with integral q–expansions. Then,
there exists infinitely many h ∈ Sm(Γ0(N)) with integral q–expansion such that we have the
following:
(i) X0(N) is birationally equivalent to C(f, g, h),
(ii) C(f, g, h) has degree equal to dimSm(Γ0(N)) + g(Γ0(N)) − 1 (this number can be
easily explicitly computed using ([12], Lemma 2-2 (v)) and ([7], Theorem 4.2.11) ); if
N = 11, then the minimal possible degree achieved (for m = 6) is 4, and if N 6= 11,
then the minimal possible degree achieved (for m = 4) is
1
3
ψ(N)− 1
3
ν3 −
∑
d>0,d|N
φ((d,N/d)),
where ν3 is the number of elliptic elements of order three on X0(N), ν3 = 0 if 9|N ,
and ν3 =
∏
p|N
(
1 +
(
−3
p
))
otherwise.
(iii) the equation of C(f, g, h) has integral coefficients.
Proof. First, by Eichler–Shimura theory ([13], Theorem 3.5.2), for each even integer m ≥ 2
the space of cusp forms Sm(Γ) has a basis as a complex vector space consisting of forms
which have integral q–expansions. So, if we have f and g with integral coefficients in their q–
expansions, then we can select infinitely many h which also have integral coefficients in their
q–expansions. This is because Zl and a complement of finite subset of it are Zariski dense
in Cl, for any l ≥ 1. As a consequence, since the polynomial equation of C(f, g, h), after
inserting the q–expansions for f , g, and h, produces a homogeneous system with integral
coefficients which has the coefficients of the polynomial as a unique solution up to a scalar,
the coefficients can be taken to be integral as well. At the end, to apply Theorem 2-7, so that
above discussion is valid, we need to assure that dimSm(Γ0(N)) ≥ max (g(Γ0(N)) + 2, 3).
Since we assume that g(Γ0(N)) ≥ 1, we only require that dimSm(Γ0(N)) ≥ g(Γ0(N)) + 2.
Using ([12], Lemma 2-2 (v)), we obtain
dimSm(Γ0(N)) = (m− 1)(g(Γ0(N))− 1) +
(m
2
− 1
)
ν∞(Γ0(N))+
+
[m
4
]
ν2(Γ0(N)) +
[m
3
]
ν3(Γ0(N)).
By ([7], Theorem 4.2.7), we have
ν∞(Γ0(N)) =
∑
d>0,d|N
φ((d,N/d)) ≥ 3
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unless N is prime number in which case ν∞(Γ0(N)) = 2. Next, unless ν2(Γ0(N)) =
ν3(Γ0(N)) = 0, above formula shows that for m = 4 we have
dimS4(Γ0(N)) ≥ 3(g(Γ0(N))− 1) + 2
(
4
2
− 1
)
+ 1 = 3g(Γ0(N) ≥ g(Γ0(N)) + 2,
since we assume that g(Γ0(N) ≥ 1. Similarly we have if ν2(Γ0(N)) = ν3(Γ0(N)) = 0 but N
is not prime. It remains to consider the case N is prime and ν2(Γ0(N)) = ν3(Γ0(N)) = 0.
In this case
dimS4(Γ0(N)) = 3g(Γ0(N))− 1 ≥ g(Γ0(N)) + 2
if and only if g(Γ0(N)) ≥ 2. It remains to consider the case N is prime, ν2(Γ0(N)) =
ν3(Γ0(N)) = 0, and g(Γ0(N)) = 1. In this case ([7], Theorem 4.2.11) gives us [SL2(Z) :
Γ0(N)] = 12. Applying ([7], Theorem 4.2.5), we see that ψ(N) = N + 1 = 12 since N is
prime. Hence, N = 11. In this case, we use ([7], Theorem 4.2.5) to check that we indeed
have ν2(Γ0(11)) = ν3(Γ0(11)) = 0 and g(Γ0(N)) = 1. This gives us dimS4(Γ0(11)) = 2 and
dimS6(Γ0(11)) = 4. In this case is dimS6(Γ0(11)) + g(Γ0(11))− 1 = 4.
Apart from this case, we can use m = 4, which gives us the formula
dimS4(Γ0(N)) + g(Γ0(N))− 1 = 1
3
ψ(N)− 1
3
ν3(Γ0(N))− ν∞(Γ0(N)).
Now, we apply ([7], Theorem 4.2.5) to complete the proof of the corollary. 
4. Trial method for Primitive Elements
Let W ⊂ Mm(Γ), m ≥ 2, be a non-zero subspace that generates the field of rational
functions C(RΓ) and separates the points of RΓ. Let dimW = s ≥ 3 and f0, . . . , fs−1 a
basis of W such that f = f0 and g = f1. Theorem 1-3 guarantees that in W we can find
infinitely many forms h such that C(f, g, h) is a model for RΓ, but its proof does not provide
a computable manner of determining at least one such h.
As in the proof of Lemma 2-5 we denote
(4-1) L = C(RΓ) = C(f1/f0, f2/f0, . . . , fs−1/f0)
and
(4-2) K = C(f1/f0),
and then
L = K(f2/f0, . . . , fs−1/f0).
We are interested in finding a primitive element of L overK which is a linear combination of
generators f2/f0, . . . , fs−1/f0 and we will employ the trial method which consists of checking
weather some linear combination of generators is a primitive element for L/K. We will not
discuss the effectiveness of this algorithm in general but just say that in all examples we
ran, each time the first generating vector, the one consisting of 1’s, always generated the
primitive element.
In the proof of Lemma 2-5 we have seen that the coefficients of this linear combination
must be from a Zariski open set, complement of V (R) for some polynomial R. Since Zs−3
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is Zariski dense in Cs−3 we know that we can find a Z-linear combination which is primitive
for L.
Let a2, . . . , as−1 ∈ C and let h = a2f2/f0 + · · · + as−1fs−1/f0 ∈ L. Let P (X0, X1, X2) be
the irreducible equation of C(f, g, a2f2 + · · · + as−1fs−1). Then P (1, X1/X0, X2/X0) is the
minimal polynomial of h over K. This irreducible equation can be found using q-expansions
of forms, since P (f, g, h) is also a modular form of certain weight for Γ and is equal to
zero. The degree of this polynomial is known from the formula (1-2) and we need to solve a
homogeneous linear system to find the coefficients of P .
In this setting, formula (1-2) also provides a nice and computable characterization of
primitive elements.
Lemma 4-3. Let (a2, a3, . . . , as) ∈ Zs−2. Then a2f2 + a3f3 · · ·+ asfs is a primitive element
of L/K if and only if
(4-4) deg C(f0, f1, a2f2 + a3f3 · · ·+ asfs) = dimMk(Γ) + g(Γ)− 1.
Proof. By ([12], Corollary 1–5), if (4-4) holds, the degree of the map is 1 considering that
W separates the points of RΓ. 
It is a known fact that if [L : K] = N and S ⊂ Z is a finite set with |S| ≥ N , then there
is a primitive element in the set
{a2f2/f0 + · · ·+ as−1fs−1/f0 : ai ∈ S, 2 ≤ i ≤ s− 1}.
In our case, we do not know the degree of the field extension L/K, so we proceed in the
following way.
Consider a subset of Zs−2 of elements bounded by someM ∈ N, say the subset of elements
in Zs−2 where the greatest component does not exceed M . For all the elements in this set we
check, using Lemma 4-3, if the element generated with this linear combination is primitive.
If we have found a primitive element, we are done. If not, we increase the value of M , and
repeat the search by checking newly added elements.
Algorithm 4-5.
Input:
• M > 0
• a basis {f0, f1, . . . , fs−1} of s-dimensional linear subspace W ⊂Mm(Γ), m ≥ 2 which
generates the field of rational functions C(RΓ) and separates the points on RΓ
Output: primitive element h/f0 of C(f1/f0, . . . , fs−1/f0) over C(f1/f0) and equation of
C(f0, f1, h)
Procedure:
for all a = (a2, . . . , as−1) with |ai| ≤M :
find minimal polynomial Pa of a2f2/f0+ · · ·+ as−1fs−1/f0 over C(f1/f0)
if deg Pa = dimMm(Γ) + g(Γ)− 1:
return a2f2/f0 + · · ·+ as−1fs−1/f0 and Pa
else M =M + 1 and repeat the procedure
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4.1. Applications. For every Γ which has at least one cusp and m ≥ 2, if the dimension
dimSm(Γ) is greater then max (g(Γ) + 2, 3), we can apply the trial method and produce a
model for RΓ.
We tried this method on subgroups Γ0(N) and Γ1(N). We looked at the following cases:
• dimS4(Γ0(N)) = 4, which holds for N = 14, 15, 17, 19
• dimS4(Γ0(N)) = 5, which holds for N = 18, 23, 25
• dimS4(Γ0(N)) = 6, which holds for N = 20, 21, 27
• dimS4(Γ1(N)) = 5, which holds for N = 9, 10.
In all these cases, the generating vector consisting of 1’s gives us the primitive element.
In Table 5 we present defining polynomials of curves C(f0, f1,
∑
i≥2 fi), where {fi} is a
basis for S4(Γ0(N)). Computations were made using Sage.
5. Primitive Elements via Resultants
This section is preliminary in its nature. The results are well–known but some of them are
hard to find convenient reference. In this section we consider a finite algebraic field extension
K ⊂ L. We assume that L is generated over K by two elements α and β. We are interested
in the field of characteristic zero, but we work in a greater generality. We assume that K is
infinite and K ⊂ L is separable. By the general theory ([16], 6.10) since K is infinite, there
exists a primitive element of the field extension K ⊂ L of the form α + cβ for some c ∈ K.
We just need to take c ∈ K different than all
αi − α
β − βj , 1 ≤ i ≤ m, 2 ≤ j ≤ m
where α1 = α, . . . , αm, and β1 = β, . . . , βn be all conjugates of α and β in some algebraic
closure of K containing L. Let us recall simple argument ([16], 6.10). Let f and g be
normalized irreducible polynomials of α and β over K, respectively. We write them in the
form:
(5-1)
f(X) = Xm + am−1X
m−1 + · · ·+ a1X + a0 = (X − α1) · · · (X − αm)
g(X) = Xn + bn−1X
n−1 + · · ·+ b1X + b0 = (X − β1) · · · (X − βm).
Select c as above and let γ = α + cβ. Then β is a common root of f(γ − cT ) and g(T)
which are the polynomials with coefficients in K(γ). Since β is separable, all roots of g
are simple, and because of our assumption β is only common root. So, computing greatest
common divisor, we conclude that X−β has coefficients in K(γ). Hence β ∈ K(γ). So, α =
γ − cβ ∈ K(γ). The claim follows. In this classical argument α is not necessarily separable
but we would like to explain how to compute such c referring to the irreducible polynomials
f and g without assuming that we know all roots. For this we need the assumption that α
is separable.
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We form a polynomial which depends on a parameter c ∈ K
(5-2) h(X, c) =
m∏
i=1
n∏
j=1
(X − αi − cβj) .
Clearly, the coefficients of h belong to K. In fact, its coefficients are polynomials in c and
coefficients of f and g
h(X, c) = Xmn +
mn−1∑
i=0
piX
i, pi = pi(c, a0, . . . , am−1, b0, . . . , bn−1).
The resultant R of h and its derivative ∂h/∂X is a discriminant of h up to constants which
does not depend on h. R is a polynomial in c and coefficients of f and g. It has the following
explicit form:
(5-3) R =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
p0 p1 . . . pmn−1 1
p0 p1 . . . pmn−1 1
. . .
. . .
p0 p1 . . . pmn−1 1
p1 2p2 . . . (mn− 1)pmn−1 mn
p1 2p2 . . . (mn− 1)pmn−1 mn
. . .
. . .
p1 2p1 . . . (mn− 1)pmn−1 mn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
where the first mn− 1 rows are for h, and last mn rows are for ∂h/∂X .
Lemma 5-4. For fixed α and β, R is a polynomial in c with coefficients in K which is not
identically zero. For c ∈ K such that R(c) 6= 0, we have that α + cβ is a primitive element
of L over K i.e., L = K(α + cβ).
Proof. Since α is separable over K, α0, . . . , αm are mutually different. The same is true for
conjugates of β. By our assumption K is infinite, so we can select c ∈ K such that all
αic + βj, 1 ≤ i ≤ m, 1 ≤ j ≤ n are mutually different. Then h(X, c) has simple roots. So,
R(c) 6= 0. The reader can easily adapt above considerations to prove remaining claim of the
lemma. 
We warn the reader that a classical argument requires for c that
∂h(X, c)
∂X
|X=α+cβ 6= 0.
But we require that all roots αi+cβj of h(X, c) are simple. This makes αi+cβj primitive for
K ⊂ K(αi, βj) for all i and j. This possibly removes some of c for which is α+ cβ primitive
but it is more convenient for what we need.
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In the next lemma we compute h in terms of coefficients of f and g.
Lemma 5-5. Given not necessarily irreducible polynomials f and g (see (5-1)), we define
h(X, c) by (5-2). Then, h(X, c) is equal to
(−1)mn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a0 a1 . . . am−1 1
a0 a1 . . . am−1 1
. . .
a0 a1 . . . am−1 1
h0(X, c) h1(X, c) . . . hn−1(X, c) hn(X, c)
h0(X, c) h1(X, c) . . . hn−1(X, c) hn(X, c)
. . .
h0(X, c) h1(X, c) . . . hn−1(X, c) hn(X, c)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
where there are n rows of a’s and m remaining rows, and
hi(X, c) = (−1)i
n−i∑
k=0
bk+ic
n−i−k
(
k + i
i
)
Xk 0 ≤ i ≤ n, bn = 1.
Proof. We can write
h(X, c) =
n∏
j=1
f (X − cβj) .
So, if Y is a variable independent of X , then above formula shows that h is a (−1)mn times
the resultant with respect to a variable Y of f(Y ) and and a polynomial
n∏
j=1
(Y −X + cβj) = (−1)ncng
(
X − Y
c
)
=
n∑
k=0
bkc
n
(
X − Y
c
)k
=
n∑
k=0
bkc
n−k
k∑
i=0
(−1)i
(
k
i
)
Y iXk−i
=
n∑
i=0
(−1)i
(
n∑
k=i
bkc
n−k
(
k
i
)
Xk−i
)
Y i
=
n∑
i=0
(−1)i
(
n−i∑
k=0
bk+ic
n−i−k
(
k + i
i
)
Xk
)
Y i.

6. Estimates for Primitive Elements
In this section we consider the case we need in this paper. The arguments here are
motivated by the case of number fields considered in [17] but the results are bit more involved
since we deal with more complicated fields.
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We use notation and assumptions of previous Section 5. In addition, we assume that
K = k(T ) a field of rational functions in one variable T . We start with the following
standard result:
Lemma 6-1. Consider a finite separable algebraic field extension K ⊂ L. We assume that
L is generated over K by two elements α and β. Let f and g be irreducible polynomials of
α and β over K, respectively. We write them in the form:
f(X, T ) = am(T )X
m + am−1(T )X
m−1 + · · ·+ a1(T )X + a0(T ),
g(X, T ) = bn(T )X
n + bn−1(T )X
n−1 + · · ·+ b1(T )X + b0(T ) ∈ k[X, T ],
where ai, bj ∈ k[T ]. Assume that λ ∈ k is selected such that f(X, λ) and g(X, λ) have degrees
m and n, respectively, and g(X, λ) has simple roots in some algebraic closure of k. Then,
if we write α1, . . . , αm (resp., β1, . . . , βn) for all roots of f(X, λ) (resp., g(X, λ)) in some
algebraic closure of k, then for c ∈ k different than all
αi − αi1
βj1 − βj
, 1 ≤ i, i1 ≤ m, 1 ≤ j, j1 ≤ m, j 6= j1,
then α + cβ is primitive for the extension K ⊂ L.
Proof. Consider k–algebra k[T ]λ of all a/b, a, b ∈ k[T ], b(λ) 6= 0. Let mλ be the maximal
ideal in k[T ]λ consisting of all functions vanishing in λ. Let k(T ) be the algebraic closure
of K = k(T ) containing L. Let k[T ]λ be the integral closure of k[T ]λ in k(T ). Let M be a
maximal ideal in k[T ]λ lying above mλ. Then,
k[T ]λ/M
is the algebraic closure of
k[T ]λ/mλ.
Let us write in k(T )[X ]
(6-2)
f(X, T ) = am(T )(X − α1) · · · (X − αm)
g(X, T ) = bn(T )(X − β1) · · · (X − βn).
Then, clearly α = α1, . . . , αm, β = β1, . . . , βn are integral over k[T ]λ. Hence, they belong to
k[T ]λ. Let Λ be the reduction homomorphism
k[T ]λ −→ k[T ]λ/M.
Applying Λ to (6-2), we may assume that
(6-3)
Λ(αi) = αi, 1 ≤ i ≤ m,
Λ(βi) = βi, 1 ≤ i ≤ n.
Now,
c(βj1 − βj) 6= αi − αi1
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implies that
c(βj1 − βj) 6= αi − αi1 ,
for all 1 ≤ i, i1 ≤ m, 1 ≤ j, j1 ≤ m, j 6= j1. By the results recalled in Section 5, we obtain
that α + cβ is primitive for the extension K ⊂ L. 
We select c ∈ k different than all
αi − αi1
βj1 − βj
, 1 ≤ i, i1 ≤ m, 1 ≤ j, j1 ≤ m, j 6= j1.
Then, we have
c(βj1 − βj) 6= αi − αi1.
Hence
c(βj1 − βj) 6= αi − αi1 , 1 ≤ i, i1 ≤ m, 1 ≤ j, j1 ≤ m, j 6= j1.
This proves that α + cβ is primitive.
The question is how to bound
αi − αi1
βj1 − βj
, 1 ≤ i, i1 ≤ m, 1 ≤ j, j1 ≤ m, j 6= j1,
in other words, we need bounds for differences of zeros of an univariate polynomial.
If f(X) = anX
n + an−1X
n−1 + · · ·+ a1X + a0 = an
n∏
i=1
(X − αi), an 6= 0 is a polynomial,
then we denote by L(f) its length,
L(f) = |an|+ |an−1|+ · · ·+ |a1|+ |a0|.
We can bound the absolute value of roots of the polynomial using its length. We can also
use other measures of the polynomial such as its height H(f) = max
i∈{0,1,...,n}
{|ai|} or its Mahler
measure M(f) =
n∏
i=1
max {1, |αi|}.
Lemma 6-4. All roots of the polynomial f(X) = anX
n + an−1X
n−1 + · · · + a1X + a0 =
an
n∏
i=1
(X − αi) , an 6= 0 with complex coefficients lie in the circle
|X| < max
{
1,
L(f)
|an|
}
.
Proof. The bound is based on Rouche´ theorem. If R > 0 is selected such that
|an|Rn >
n−1∑
i=0
|ai|Ri,
then all roots of f belong to |z| < R. We may select
R = max
{
1,
|a0|+ · · ·+ |an−1|
|an| ,
}
≤ max
{
1,
L(f)
|an|
}
.

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Lemma 6-5. Let f(X) = anX
n + an−1X
n−1 + · · · + a0 = an
∏n
i=1(X − αi), an 6= 0 be a
integer square-free polynomial. Then we have:
|αi − αj| < 2L(f)(6-6)
|αi − αj| >
√
3n
−(n+2)
2 L(f)−(n−1).(6-7)
Proof. The first bound follows from Lemma 6-4 and because f has integer coefficients we
can remove the denominator |an| from the bound in Lemma 6-4.
The second bound for the distance of two roots can be found in [6]. 
Lemma 6-8. Assume that k = C and K ⊂ L generated by two elements α and β with
irreducible polynomials f and g and λ ∈ k such that we meet the conditions of Lemma 6-1.
We assume that f and g have integral coefficients. If c ∈ k satisfies
|c| > 2√
3
n
n+2
n L(g(X, λ))n−1L(f(X, λ)),
then α + cβ is primitive element for the extension K ⊂ L.
Proof. From Lemma 6-1 we know that c must be different than all
αi − αi1
βj1 − βj
, 1 ≤ i, i1 ≤ m, 1 ≤ j, j1 ≤ m, j 6= j1,
where αi’s are roots of polynomial f(X, λ) and βj ’s are roots of polynomial g(X, λ) as in
Lemma 6-1. We bound the difference of roots of polynomials f(X, λ) and g(X, λ) using
bounds from Lemma 6-4 and Lemma 6-5. 
6.1. Choosing λ. The third condition will be satisfied if and only if g(X, λ) and ∂
∂X
g(X, λ)
do not have a non-constant factor which is equivalent with the claim that the resultant
(with respect to the variable X) R(λ) of polynomials g(X, λ) and ∂
∂X
g(X, λ) is not zero.
This resultant R is a polynomial in T and g(X, λ) will have simple roots if and only if λ is
not a root of R. This removes the finite number of elements in k which we can consider for
λ.
If λ ∈ k is chosen such that |λ| is different than all roots of am, bn and R, then λ will meet
the requirements of Lemma 6-1.
Lemma 6-9. Let f(X, T ) and g(X, T ) be as defined in Lemma 6-1. Then every λ ∈ k such
that:
(6-10) |λ| > max {1, L(am)|ci| ,
L(bn)
|dl| ,
L(R)
|rk| },
where ci, dl, rk are the leading coefficients of am, bn and R, will satisfy the conditions of
Lemma 6-1.
Proof. This follows from Lemma 6-4.

Algorithm 6-11.
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Input: {f0, f1, f2, f3}–basis of a 4-dimensional linear subspace W ⊂ Mm(Γ), m ≥ 2 which
generates the field of rational functions C(RΓ) and separates the points on RΓ
Output: B such that for all c > B element f2/f0 + cf3/f0 is a primitive element of
C(f1/f0, f2/f0, f3/f0) over C(f1/f0)
Procedure:
Step 1: find minimal polynomials P2(t, x) and P3(t, x) of f2/f0 and f3/f0 over C(f1/f0)
Step 2: find resultant R of P3(t, x) and
∂
∂x
P3(t, x)
Step 3: choose λ different than zeros of am(t), bn(t) and R(t), where am(t) (bn(t)) is the
leading coefficient of P2(x) (P3(x)) as a polynomial with coefficients in C[t]
Step 4: using λ from Step 3, compute L(P2(λ, x)) and L(P3(λ, x))
Step 5: compute
B =
2√
3
n
n+2
n L(P3(λ, x))
n−1L(P2(λ, x))
where n is degree of P3 in x
7. First example
Consider the modular curve X0(N) and the subspace W ⊂M12(Γ0(N)) generated by four
modular forms
∆, E34 ,∆(N ·), E34(N ·).
Since the map
(7-1) az 7→
(
∆(z) : E34(z) : ∆(Nz)
)
is birational ([5]) and supp(∆) ∩ supp(E34) = ∅ we can use Theorem 2-7 and conclude that
there is an non-empty Zariski open set in W such that for all h from this set we have that
the map
az 7→
(
∆(z) : E34(z) : h(z)
)
is birational.
We apply Algorithm 6-11 to this example.
The minimal polynomial of ∆(Nz)/∆(z) over C(j) is the minimal polynomial of the image
curve of the map (7-1) and we can find this polynomial.
Fo example, for N = 5 the polynomial is:
F (t, x) = 16777216x3 + 196608x2 + (−t + 768)x+ 1
The minimal polynomial of E34(Nz)/∆(z) over C(j) for N = 5 is :
G(t, x) =x3 + (−16785408t+ 10616832000)x2 + (8193t2 + 1456704000t+ 2239488000000)x
− t3 + 162000t2 − 8748000000t+ 157464000000000
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and the resultant of G and ∂
∂x
G is
R(t) =− 164127139504719769960024375296000000t5
− 7114060874588741797953369393856512000000t4
− 70575307849326550793619856315908096000000000t3
+ 144043463899830685440500799067127808000000000000t2.
.
To choose λ to use in Lemma 6-1, we consider the bound from Lemma 6-9 which is
|λ| > L(R)|rk| = 8.78063474187100× 10
11.
This bound is very high so we look at the zeros of R which are 0, 1728 and −186624000/8281
and choose λ = 1.
Now we apply Lemma 6-8 and get the bound B,
|B| = 3.11973492110476× 1036
which is of no use.
Using the trial method in the case N = 5 and also for N up to 12, already (1, 1) generates
the primitive element. The curve C(∆, E34 ,∆(N ·) + E34(N ·)) is birational to X0(N).
8. Other examples
Let us look at some examples where dimSm(Γ) = 4 and g(Γ) ≤ 2. If we observe the
subgroup Γ0(N), this is true for the values N given in Table 1 and for the subgroup Γ1(N)
in Table 3. We can also look at the cases when dimMm(Γ) = 4 and g(Γ) ≤ 2, and this cases
can occur for Γ0(N) for the values in Table 2 and for Γ1(N) for the values of N given by
Table 4.
Table 1. dimSm(Γ0(N)) = 4 and g(Γ0(N)) ≤ 2
m N
4 14,15,17,19
6 11
12 4
16 3
20,22 2
Let us consider the example N = 14, where dimS4(Γ0(14)) = 4 and denote the basis
elements by f0, f1, f2, f3.
The minimal polynomial of f2/f0 over C(f1/f0) is
F (t, x) =11t20x4 +
(
16t21 + 23t20
)
x3 +
(−21t22 + 2t21 + 10t20)x2
+
(−2t23 − 3t22 + 6t21 + 3t20)x− 4t24 − 6t23 − 3t22
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Table 2. dimMm(Γ0(N)) = 4 and g(Γ0(N)) ≤ 2
m N
2 14,15
4 11
6 4
10 3
12,14 2
Table 3. dimSm(Γ1(N)) = 4 and g(Γ1(N)) ≤ 2
m N
7 5,6
11,12 4
15,16,17 3
20,22 2
Table 4. dimMm(Γ1(N)) = 4 and g(Γ1(N)) ≤ 2
m N
3 5,6
6,7 4
9,10,11 3
12,14 2
and the minimal polynomial of f3/f0 is
G(t, x) =− 11t20x4 + (24t21 + 18t20) x3 + (−3t22 − 9t21 − 5t20) x2
+
(
6t23 + 4t22 + 2t21 + t20
)
x− t23.
The resultant is a polynomial in t of degree 152.
In this case, any lambda different than 0 and 140 satisfies the conditions of Lemma 6-8,
and we get various results.
For λ = 0.1 we get
|c| > 8.69639227849958× 10−74.
Thus, for every c that satisfies this bound, we have a birational equivalence of X0(14) and
C(f0, f1, f2 + cf3).
We have calculated other examples. In all cases from Tables 1-4, it is possible to choose
λ so that the bound for c is less than 10−5. In Tables 7 and 8 we present some equations of
curves C(f0, f1, f2 + f3) which are models for X0(N) (resp. X1(N)), where f0, ..., f3 are the
basis of the space of cusp forms (we used c = 1).
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9. Tables
Table 5. Trial method with S4(Γ0(N))
N equation for X0(N)
14
−x20x21 − 2x0x31 − x41 + x30x2 + x20x1x2 − x0x21x2 − 8x31x2
+4x20x
2
2 + 2x0x1x
2
2 + 6x
2
1x
2
2 + 5x0x
3
2 − 8x1x32 + 11x42
15
−13x20x21 − 28x0x31 − 40x41 + 13x30x2 + 15x20x1x2 + 68x0x21x2 + 120x31x2
−30x20x22 − 48x0x1x22 − 145x21x22 + 72x1x32 + 16x42
17
−5x20x21 − 15x0x31 − 18x41 + 5x30x2 + 5x20x1x2 + 26x0x21x2 + 48x31x2
−3x20x22 − 28x0x1x22 − 80x21x22 + 8x0x32 + 64x1x32 − 32x42
18
−4x20x21 − 2x0x31 − x41 + 4x30x2 − 2x20x1x2 − x0x21x2 + 4x31x2
+7x0x1x
2
2 − 6x21x22 − 3x0x32 + 4x1x32 − x42
19
−12x20x21 − 24x0x31 − 61x41 + 12x30x2 + 12x20x1x2 + 2x0x21x2 − 26x31x2
+11x20x
2
2 + 26x0x1x
2
2 − 17x21x22 + 4x0x32 − 4x1x32 − 4x42
20
−3x40x21 − 9x30x31 − 21x20x41 − 18x0x51 − 30x61 + 3x50x2 + 6x40x1x2
−4x30x21x2 − 48x20x31x2 − 30x0x41x2 − 70x51x2 + 16x40x22 + 29x30x1x22
−25x20x21x22 − 31x0x31x22 − 35x41x22 + 34x30x32 + 16x20x1x32 − 12x0x21x32
+24x20x
4
2 − 3x0x1x42 + 10x21x42 + 9x0x52
21
−78x40x21 − 138x30x31 − 153x20x41 − 168x0x51 − 588x61
+78x50x2 + 60x
4
0x1x2 + 35x
3
0x
2
1x2 + 27x
2
0x
3
1x2
+331x0x
4
1x2 + 1194x
5
1x2 − 20x40x22 + 8x30x1x22 − 28x20x21x22 − 359x0x31x22
−1041x41x22 − 27x30x32 + 33x20x1x32 + 196x0x21x32 + 506x31x32
−9x20x42 − 57x0x1x42 − 141x21x42 + 9x0x52 + 18x1x52
23
−2894x40x21 + 950x30x31 − 20350x20x41 + 21250x0x51 − 5500x61
+2894x50x2 − 3844x40x1x2 + 4268x30x21x2 + 35045x20x31x2
−46750x0x41x2 + 13575x51x2 − 332x40x22 − 6945x30x1x22 − 15194x20x21x22
+21305x0x
3
1x
2
2 − 11210x41x22 + 4161x30x32 + 1051x20x1x32
+4241x0x
2
1x
3
2 + 3061x
3
1x
3
2 − 1498x20x42 − 5641x0x1x42 − 2519x21x42
+1517x0x
5
2 + 2382x1x
5
2 − 912x62
25
−9x20x21 − 17x0x31 − 23x41 + 9x30x2 + 8x20x1x2 + 12x0x21x2
−8x31x2 − 6x20x22 + 9x0x1x22 − 8x21x22 + 3x0x32 − 8x1x32 − 2x42
27
−99x40x21 − 363x30x31 − 521x20x41 − 350x0x51 − 98x61
+99x50x2 + 264x
4
0x1x2 − 235x30x21x2 − 1394x20x31x2 − 1667x0x41x2
−672x51x2 + 393x40x22 + 929x30x1x22 − 695x20x21x22 − 2784x0x31x22 − 1674x41x22
+953x30x
3
2 + 1310x
2
0x1x
3
2 − 1870x0x21x32 − 2096x31x32 + 954x20x42 + 536x0x1x42
−1560x21x42 − 48x0x52 − 416x62
20 IVA KODRNJA AND GORAN MUIC´
Table 6. Trial method with S4(Γ1(N))
N equation for X1(N)
9
−5384x20x21 − 21774x0x31 − 102161x41 + 5384x30x2 + 16390x20x1x2 + 126127x0x21x2
+615442x31x2 − 45740x20x22 − 230375x0x1x22 − 1431951x21x22 + 203910x0x32
+1517222x1x
3
2 − 661177x42
10
−1404x20x21 − 3466x0x31 − 16881x41 + 1404x30x2 + 2062x20x1x2
+20043x0x
2
1x2 + 78712x
3
1x2 − 6628x20x22 − 28593x0x1x22 − 146552x21x22 + 20527x0x32
+124492x1x
3
2 − 43840x42
Table 7.
m N equation for X0(N)
4 15
−2333772 x0x31 − 7779635 x41 + 2333772 x20x1x2 − 8471 x0x21x2 − 35609335 x31x2
+5454334 x20x
2
2 + 27042910 x0x1x
2
2 − 2733015 x21x22 + 1371253 x0x32 + 16187603 x1x32
−51942119 x42
4 17 −x41 + x0x21x2 − 2 x31x2 + 7 x21x22 − 25 x1x32 + 105 x42
4 19
−564 x0x31 − 307 x41 + 564 x20x1x2 − 3526 x0x21x2 − 10058 x31x2 + 3269 x20x22 + 5354 x0x1x22
−21803 x21x22 + 11668 x0x32 − 1564 x1x32 + 164 x42
6 11 x31x2
Table 8.
m N equation for X1(N)
7 5 −41 x0x21 − 391 x31 + 41 x20x2 + 350 x0x1x2 + 1600 x21x2 + 100 x0x22 − 700 x1x22 + 500 x32
7 6 −5 x0x21 − 29 x31 + 5 x20x2 + 24 x0x1x2 − 2 x21x2 + 53 x0x22 + 131 x1x22 + 140 x32
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