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Chapter 1
General Introduction
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This thesis examines the functional role of oscillatory brain activity within the 
context of somatosensory discrimination performance. Using both working 
memory (WM) and attention paradigms, I asked how oscillatory brain activity serves 
to shape the functional architecture of the brain. The goal was to shed light on 
how information is routed through the brain and how resources for processing are 
allocated. Taking a network perspective, including task-relevant and task-irrelevant 
regions, is important to answer these questions. Therefore, the research described 
in this thesis used whole-head human magnetoencephalography (MEG) and multi-
electrode recordings of local field potentials (LFPs) in monkeys, allowing the study 
of synchronized neuronal populations (i.e., brain networks) on various scales. 
Furthermore, I studied the oscillatory activity in relation to both neuronal processing 
(in terms of single neuron spikes) and the subsequent behavioral performance of the 
subject, thereby covering the full range from single cells to the systems level.
Spikes versus oscillations 
Whereas spikes reflect neuronal firing of single cells and are therefore considered a 
direct measure of the neural code, oscillations reflect synchronized network activity. 
As oscillations show the cyclical fluctuations in local neuronal excitability, they 
determine the instantaneous amplification or attenuation of neuronal processing. 
In this view, a change in power or phase of oscillatory activity has a modulatory 
influence on neuronal processing. Therefore, studying oscillations can provide a 
complimentary picture to what is already known from research on spiking neurons, 
as they reflect the state of a certain population of neurons (Buzsáki, 2006), rather 
than individual activations. 
Oscillations in different frequency bands have been linked to various cognitive 
processes, e.g., the theta rhythm (4-7 Hz) to memory encoding (Klimesch, 1999; 
Jensen and Lisman, 2005), the beta rhythm (15-30 Hz) to motor control (Murthy 
and Fetz, 1992; MacKay and Mendonca, 1995), and the gamma band (40-80 Hz) to 
attention (Fries et al., 2001; Jensen et al., 2007). However, the line of thinking where 
a certain rhythm is directly mapped to a specific cognitive process might be too 
simplistic. Rather, the emerging view is that the exact role of oscillations depends on 
a dynamic interplay between the region, the underlying neuronal substrate and the 
task context at hand. Oscillations can flexibly be employed to change the dynamics 
of a neuronal population, either enhancing or attenuating activity (Klimesch et 
al., 2007), forming cell assemblies (Singer, 1999; Salinas and Sejnowski, 2001), or 
facilitating communication between networks (Varela et al., 2001; Fries, 2005).
The key question addressed in this thesis is: What role do oscillations play in 
directing the flow of information in the brain? The main focus is on the alpha 
frequency band (8-14 Hz). In addition, chapters 2 and 4 also deal with the beta and 
gamma frequency bands. In the following, specific hypotheses will be discussed 
regarding the functional roles of these particular rhythms.
Functional role of the alpha rhythm
The prominent posterior alpha rhythm was first recorded by Hans Berger (1929) and 
long considered to reflect cortical idling (Adrian and Matthews, 1934; Pfurtscheller 
et al., 1996). To a large extent, the alpha rhythm was ignored or at best considered to 
be ‘the boring rhythm’ lacking any functional relevance. More recently, converging 
electrophysiological evidence suggests that alpha oscillations actually play an 
Page | 11
C
h
a
p
te
r 1
 | G
eneral Introduction
important and active role in cognitive processing (Cooper et al., 2003; Klimesch et 
al., 2007; Palva and Palva, 2007). In particular, alpha activity might serve to direct the 
flow of information through the brain and allocate resources to the relevant regions 
(Jensen and Mazaheri, 2010). In this view, alpha activity decreases to facilitate 
processing in task-relevant regions, whereas it increases to suppress interference 
from task-irrelevant regions.
In support of this idea, several studies on visual attention have shown that 
alpha oscillations in visual cortex reflect the focus of attention (Foxe et al., 1998). 
Anticipatory alpha activity decreases contralateral to the attended location (Sauseng 
et al., 2005; Thut et al., 2006) and increases contralateral to the ignored location 
(Worden et al., 2000; Fu et al., 2001; Kelly et al., 2006; Rihs et al., 2009). Further, 
lateralized alpha activity correlates with visual detection performance (Thut et al., 
2006; Händel et al., 2011), suggesting it has behaviorally relevant consequences. 
Additionally, several studies have shown that spontaneous fluctuations in ongoing 
alpha activity predicts detection of visual (Van Dijk et al., 2008) and tactile stimuli 
(Linkenkaer-Hansen et al., 2004), adding further support to the notion that the alpha 
rhythm reflects the state of the sensory systems and influences processing ability. 
Furthermore, alpha activity has been shown to increase during WM maintenance, 
presumably in order to facilitate WM retention by preventing interference (Jensen 
et al., 2002; Jokisch and Jensen, 2007; Tuladhar et al., 2007). All in all, there is quite 
some evidence, mainly from the visual domain, suggesting that the alpha rhythm 
reflects active functional inhibition.
In contrast, it has been suggested that alpha oscillations may also reflect active 
processing (Palva and Palva, 2007; Mo et al., 2011). Crucially, to establish that alpha 
activity has functional and behavioral relevance beyond mere idling and reflects 
active inhibition, it is critical to demonstrate that an increase of alpha activity in task-
irrelevant regions correlates with performance. Given the high loads of information 
that the brain receives and generates in daily life, it is essential to have mechanisms 
that can flexibly suppress task-irrelevant or interfering processes. In this view, alpha 
activity plays a critical role in allocating resources in the brain.
However, the physiological mechanisms underlying the alpha rhythm remain 
largely unknown. Shedding light on the interactions between alpha oscillations 
and neuronal processing (i.e., spike activity) will help to further our understanding 
of the functional role of the alpha rhythm. Specifically, to test the hypothesis that 
alpha activity reflects a mechanism of pulsed inhibition (VanRullen and Koch, 2003; 
Klimesch et al., 2007; Mazaheri and Jensen, 2010; Mathewson et al., 2011), it would 
be important to show that alpha activity phasically modulates spike activity.
Functional role of the gamma rhythm
While alpha activity seems to be involved in active blocking of processing, gamma 
activity is considered to reflect engagement of regions in a certain task. It has been 
associated with stimulus encoding, attention, and WM maintenance (Lutzenberger 
et al., 2002; Pesaran et al., 2002; Kaiser et al., 2003; Jensen et al., 2007; Jokisch 
and Jensen, 2007; Kaiser et al., 2008), and is ascribed various roles, including actual 
neuronal computation and communication between regions (Fries, 2005, 2009). 
All these qualifications imply that gamma oscillations are reflective of engagement 
(whether that means actual processing or facilitation thereof), thereby in contrast 
with the inhibitory role ascribed to the alpha rhythm. 
Page | 12
The mechanistic explanation for this is that synchronized neuronal populations 
oscillating at the gamma frequency range are more effective in affecting target 
neurons, as their inputs add up since they arrive more or less simultaneously, due 
to the short (10-30 ms) duty cycle (Salinas and Sejnowski, 2001). The cycles of 
slower oscillations such as alpha are much longer, hence, no effective summation 
of outputs can be accomplished by synchrony there (Jensen et al., 2007).
Therefore, it is no surprise that several studies report gamma activity going 
up in a certain task and region, with alpha activity going down at the same time 
(Hoogenboom et al., 2006; Jokisch and Jensen, 2007; Fries et al., 2008; Wyart and 
Tallon-Baudry, 2008). In line with this, it turns out that gamma activity is positively 
correlated with the BOLD (blood oxygen level dependent) response as measured 
with fMRI (Logothetis et al., 2001; Niessing et al., 2005), whereas alpha activity 
shows a negative relationship with BOLD (Goldman et al., 2002; Laufs et al., 2003; 
Moosmann et al., 2003; Ritter et al., 2009).
Reports on gamma band activity vary from relatively narrowband frequency 
ranges below 100 Hz (e.g. Fries et al., 2001; Hoogenboom et al., 2006), to much 
more broadband activity that goes beyond 100 Hz (e.g. Nieuwenhuis et al., 2008; 
Wyart and Tallon-Baudry, 2008). These broadband high gamma activations have also 
been shown in human intracranial recordings (Tallon-Baudry et al., 2005; Canolty et 
al., 2006; Ray et al., 2008a; Canolty and Knight, 2010). However, it is currently under 
debate to what extent these broadband effects truly reflect oscillatory activity (Miller 
et al., 2009; Ray and Maunsell, 2011). Nevertheless, all these studies point toward an 
active role for the gamma band in engaged regions.
Functional role of the beta rhythm
The beta rhythm is traditionally associated with the motor system, where it is most 
prominently found (Pfurtscheller and Lopes da Silva, 1999). When it comes to the 
functional role, the beta story is less clear-cut (Engel and Fries, 2010). Sometimes 
the beta band is divided into a low and high beta range, which may have distinct 
functional roles, with low beta aligning more with the alpha rhythm, and high beta 
being more akin to the gamma band. Indeed, in certain paradigms and regions beta 
activity has been described to go more or less hand in hand with alpha activity, e.g. 
going down with somatosensory attention and stimulation (Bauer et al., 2006; Van 
Ede et al., 2010), whereas in others there is a dissociation between alpha and beta 
band modulation (Ray and Cole, 1985), and beta activity is reported to function in 
ways more similar to the gamma rhythm (Spitzer et al., 2010).
Further, several studies suggest beta synchronization may play a critical role in 
large-scale network dynamics (Varela et al., 2001; Brovelli et al., 2004; Siegel et al., 
2011). Modeling work indeed suggests that beta activity is involved in functional 
coupling of networks over larger distances, because of the longer cycle length 
supporting longer conduction delays, while faster gamma band oscillations would 
be more suitable for short distance interactions (Kopell et al., 2000). 
To summarize: while alpha activity is thought to reflect disengagement, gamma 
activity is thought to reflect engagement of (local) networks in a process. The beta 
band seems to play a more versatile role, either aligning with the alpha rhythm or 
functioning more like a ‘low gamma band’, facilitating long-range interactions. 
Several questions remain that will be addressed in this thesis: (1) To what extent are 
Page | 13
C
h
a
p
te
r 1
 | G
eneral Introduction
these mechanisms general throughout cortex? Can they be extended beyond visual 
cortex to the sensorimotor system? (2) Does oscillatory activity have consequences 
for behavioral performance? (3) What are the top-down control mechanisms? Can 
(alpha) oscillations be flexibly employed depending on (anticipated) task demands? 
(4) Does alpha activity inhibit neuronal firing in a phasic manner?
Somatosensory system
In this thesis, I studied the functional role of oscillations within the framework of 
somatosensory discrimination performance. The somatosensory system provides a 
nice model system to study sensory processing and decision making. The thalamic 
inputs to primary somatosensory cortex (S1) are lateralized (e.g., right hand stimulation 
activates left S1 and vice versa), whereas secondary somatosensory cortex (S2) gets 
bilaterally activated. Using MEG combined with source reconstruction techniques, 
the two are relatively straightforward to disentangle, and can also easily be separated 
from dominant visual activations (Simões et al., 2003; Bauer et al., 2006; Gaetz and 
Cheyne, 2006). 
Furthermore, extensively studied paradigms exist, with well-established 
knowledge on the role of spike activity in various task components (Hernández 
et al., 1997; Romo and Salinas, 2003; Lemus et al., 2007; Hernández et al., 2010), 
allowing for comparison between these two levels of research. In addition, studying 
the somatosensory system provides the opportunity to test whether various ideas 
on oscillations, mainly coming from the visual domain, hold up in other sensory 
systems. The lateralized nature of S1 provides an ideal case for studying the role of 
alpha activity within the context of spatial attention.
Thesis outline
In five studies outlined below, we tested the aforementioned hypotheses. First, in 
chapter 2, we explored the role of oscillations in a somatosensory discrimination 
task (Hernández et al., 1997) which has been extensively studied using intracranial 
recordings in the macaque monkey (reviewed in Romo and Salinas, 2003). While the 
role of spike firing rate in various task components (e.g. stimulus encoding, retention 
and comparison) was well established, it still remained largely unknown what the 
contribution of oscillations was. Here, we recorded MEG in humans performing the 
somatosensory WM task, to look into the role of alpha activity, testing the functional 
inhibition hypothesis, and gamma activity, which was predicted to reflect engaged 
regions.
Next, in chapters 3 & 4, we went to a level in between MEG and spike recordings: 
local field potentials (LFPs), recorded in monkeys performing the somatosensory 
discrimination task. Now we had the possibility to look at specific regions 
(somatosensory, premotor, motor cortex), and the interaction between oscillations 
and spikes. We mainly focused on the alpha band (chapter 3) and the beta band 
(chapter 4).
As the WM studies gave some very interesting insights into somatosensory alpha 
activity, in chapters 5 & 6 we proposed that the rolandic alpha or mu rhythm reflects 
a similar mechanism as the posterior/visual alpha rhythm. We reasoned that, if this is 
indeed the case, somatosensory alpha should behave in a similar way as visual alpha 
activity in the context of spatial attention. It is well known that in orienting visual 
spatial attention, alpha lateralizes to reflect the direction of attention: alpha activity 
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goes down contralateral to the attended side, and often there is an accompanying 
ipsilateral increase. In chapter 5 we asked whether somatosensory alpha lateralizes in 
a similar way when directing tactile spatial attention, and in chapter 6 we introduced 
distracters to this scenario. Further, we asked to what extent these mechanisms can 
be flexibly top-down controlled using information about the anticipated stimuli, by 
manipulating cue reliability (chapter 5) and distracter strength (chapter 6).
Overview
This thesis has the following goals: first, confirm that the oscillatory mechanisms that 
have been established in (mainly) the visual system hold up in the somatosensory 
system, thereby showing that these are indeed general mechanisms for (sensory) 
processing in the brain. Second, further expand on this, by showing that oscillations 
influence spike activity and behavioral performance, and demonstrate they can be 
flexibly employed depending on task demands. The following chapters describe the 
research to address the aforementioned hypotheses. In the final chapter (General 
Discussion) the findings will be summarized and remaining questions and ideas for 
further research will be discussed.
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Chapter 2
Somatosensory working memory 
performance in humans depends on 
both engagement and disengagement 
of regions in a distributed network
ABSTRACT
Successful working memory (WM) requires the engagement of relevant 
brain areas but possibly also the disengagement of irrelevant areas. We used 
magnetoencephalography (MEG) in order to elucidate the temporal dynamics 
of areas involved in a somatosensory WM task. We found an increase in gamma 
band activity in the primary and secondary somatosensory areas during encoding 
and retention, respectively. This was accompanied by an increase of alpha 
band activity over task-irrelevant regions including posterior and ipsilateral 
somatosensory cortex. Importantly, the alpha band increase was strongest during 
successful WM performance. Furthermore, we found frontal gamma band activity 
that correlated both with behavioral performance and the alpha band increase. 
We suggest that somatosensory gamma band activity reflects maintenance and 
attention-related components of WM operations, whereas alpha band activity 
reflects frontally controlled disengagement of task-irrelevant regions. Our 
results demonstrate that resource allocation involving the engagement of task-
relevant and disengagement of task-irrelevant regions is needed for optimal task 
execution.
Published as:
Haegens, S., Osipova, D., Oostenveld, R., & Jensen, O. (2010) 
Human Brain Mapping, 31(1), 26-35.
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Introduction
Working memory (WM) refers to the maintenance of information that is no longer 
present in the environment. WM processing is dependent on a complex network 
engaging several nodes (Romo and Salinas, 2003). On the level of brain dynamics, 
it has been proposed that oscillatory activity produced by synchronized cell 
assemblies plays an essential role in the retention of stimuli in WM (e.g. Lisman and 
Idiart, 1995; Tallon-Baudry and Bertrand, 1999; Jensen, 2006). It is thought that 
sustained gamma band activity directly reflects the neuronal correlate of maintained 
WM representations. Intracranial recordings in monkeys (Pesaran et al., 2002) and 
intracranial/MEG/EEG studies in humans (Tallon-Baudry et al., 1998; Howard et al., 
2003; Jokisch and Jensen, 2007; Van Der Werf et al., 2008) have showed sustained 
gamma band activity during the retention interval in visual WM tasks. Comparable 
results were obtained for auditory WM in humans (Lutzenberger et al., 2002; 
Kaiser et al., 2003). Here, we asked whether these findings can be generalized to 
the somatosensory system. As recent work suggests a close link between firing 
rates and high gamma band activity in somatosensory cortex (Ray et al., 2008b), 
we explored not only the traditional 40-80 Hz gamma range but also the higher 
gamma frequencies (>80 Hz).
Furthermore, we were interested in the roles of different somatosensory areas 
within the network. The primary (S1) and secondary somatosensory areas (S2) are 
sufficiently far apart (cf. Simões et al., 2003) to disentangle their roles using MEG. It 
is conventionally thought that S1, representing the contralateral body half, mainly 
contributes to stimulus representation and discrimination, whereas S2, which holds 
a bilateral representation, plays a role in somatosensory memory and integration 
(Hernández et al., 2000; Romo et al., 2002; Romo and Salinas, 2003; Simões et al., 
2003). However, there is accumulating evidence that contralateral S1 is transiently 
involved in WM maintenance (Harris et al., 2001; Harris et al., 2002; Preuschhof et 
al., 2006). By investigating the time course of the gamma activity from S1 and S2 we 
were hoping to bring insight into this question. 
Alpha band activity in the human brain is primarily dominated by parieto-occipital 
and sensorimotor regions (Pfurtscheller et al., 1996; Hari and Salmelin, 1997; Lopes 
da Silva, 2004). Increase in posterior alpha activity during WM retention has been 
shown in visual (Jokisch and Jensen, 2007; Tuladhar et al., 2007) and auditory 
(Krause et al., 1996) WM tasks. The functional role of posterior alpha oscillations is 
still debated (Palva and Palva, 2007); the disengagement/inhibition hypothesis states 
that alpha activity reflects active disengagement of regions not necessary for the 
task (Jensen et al., 2002; Cooper et al., 2003; Klimesch et al., 2007). While most 
recent studies point in favor of the disengagement hypothesis, it remains unknown 
if the results on posterior alpha activity generalize to the somatosensory alpha band 
rhythm (also known as the mu rhythm). 
In the present study we investigated the network dynamics involved in human 
somatosensory WM. Subjects performed a delayed-match-to-sample task, with 
stimuli consisting of pulse trains of different frequencies delivered using median 
nerve stimulation. The brain activity was measured with whole-head MEG. This 
technique allows for noninvasive characterization of distributed oscillatory brain 
activity with a millisecond temporal resolution and reasonable spatial localization 
(Hämäläinen et al., 1993). We hypothesized that sustained gamma band activity in 
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somatosensory areas reflects the maintenance of somatosensory information, and 
that alpha band activity reflects functional disengagement of task-irrelevant areas. 
This should result in alpha power increase in ipsilateral S1 and posterior regions 
during WM maintenance. Furthermore, we hypothesized that active disengagement 
reflected by alpha band activity is a requirement for successful WM performance. 
Materials and Methods
Subjects 
Twenty three healthy subjects (18-31 years of age, 11 female) participated in the 
experiment after giving written informed consent according to the Declaration of 
Helsinki. All subjects had normal or corrected-to-normal vision and were right-
handed according to the Edinburgh Handedness Inventory (Oldfield, 1971). Five 
subjects were excluded from further data analysis due to failure to perform above 
chance level (three subjects) or due to abundant muscle and movement artifacts in 
the recordings (two subjects), leaving 18 (nine female) subjects.
Materials
Stimuli were delivered with a constant current high voltage stimulator (Digitimer 
Ltd) to the median nerve. The intensity (0.55 to 1.40 mA, mean 0.90 mA) of the 2 ms 
electric pulses was set to 50% of the motor threshold level as individually established 
prior to the recordings.
Figure 1. Experimental design of the somatosensory delayed-match-to-sample memory task. 
The sample consisted of a series of pulses (7-10 Hz) and was always presented to the right hand; the probe 
was 1 Hz slower or faster than the corresponding sample and presented either to the right or left hand. 
Subjects had to indicate whether the probe stimulus was of higher or lower frequency than the sample.
Experimental paradigm
The task was a delayed-match-to-sample paradigm, in which a sample was 
presented to the right hand, followed by a 2-s retention interval after which a probe 
was presented either to the right or the left hand (Fig. 1). Each trial was preceded 
by a 2.1-s baseline. Subjects had to indicate whether the probe stimulus was of 
higher or lower frequency than the sample, by pushing a button with the left or right 
foot. Each sample consisted of a 1-s long series of pulses with frequencies ranging 
from 7 to 10 Hz. The probe was either 1 Hz slower or faster than the sample. Each 
sample-probe pair was presented 22 times, resulting in 352 trials. The response 
was triggered by a question on the screen that also indicated which foot-button 
corresponded to which answer (higher/lower), so that response side and answer 
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were counterbalanced across trials. Subjects had 4 s to respond, and were asked to 
always respond unless completely unsure. No feedback was given. Subjects could 
practice the task before the start of the recording. 
Subjects were seated upright in the MEG system with their arms comfortably 
resting beside them. They were instructed not to move during the experiment. 
Further, subjects were required to fixate on a cross presented in the center of the 
screen. The fixation cross was on during the entire experiment, except when the 
response question was presented. Trials with excessive eye movements or eye blinks 
were discarded.
Data acquisition
Ongoing brain activity was recorded (sampling frequency 1,200 Hz) using a whole-
head MEG system with 151 axial gradiometers (VSM/CTF systems). The subject’s 
head location relative to the MEG sensors was measured before and after each 
session using marker coils placed at the nasion and the left and right ear canals. In 
addition, structural MR images of the subjects’ brains were acquired using a 1.5 T 
Siemens Magnetom Sonata system. During MR acquisition, the same earplugs (now 
with a drop of Vitamin E in place of the coils) were used for coregistration of the MRI 
and MEG data. 
Data analysis
The percentage of correct responses was calculated. Subjects that did not perform 
significantly above chance level (50%) were discarded. 
The MEG data was analyzed using the Matlab-based FieldTrip toolbox, developed 
at the Donders Institute for Brain, Cognition and Behaviour (http://www.ru.nl/
neuroimaging/fieldtrip). Trials with no response or more than one response were 
discarded (~5% of the trials). Partial artifact rejection was performed to reject data 
segments containing eye blinks, muscle artifacts or superconducting quantum 
interference device (SQUID) jumps. Only segments longer than 1 s were accepted 
for further analysis. For the sensor-level analysis, planar gradients of the MEG field 
distribution were calculated using a nearest-neighbor method comparable with 
the method described by Bastiaansen and Knosche (2000); also applied by e.g. 
Jokisch and Jensen (2007) and Osipova et al. (2006). The horizontal and vertical 
components of the estimated planar gradients approximate the signal measured by 
MEG systems with planar gradiometers. Planar gradients make interpretation of the 
sensor-level data easier, as the maximal activity is typically located above the source 
(Hämäläinen et al., 1993).
Spectral analysis
A time-frequency analysis was performed using a fast Fourier transform (FFT) (multi)
taper approach with sliding time windows. For lower frequencies (5-35 Hz) we used 
an adaptive time window of four cycles length and applied a Hanning taper (t = 4/f). 
For higher frequencies (35-200 Hz) we applied a fixed time window of 0.2 s and 
five orthogonal Slepian tapers resulting in ±15 Hz smoothing (Percival and Walden, 
1993). The power was averaged over trials within each condition and a logarithmic 
transformation was applied to reduce intersubject variability in the power estimates. 
The difference between two conditions (e.g., correct vs. incorrect) was calculated 
as a ratio of log-transformed power (log-ratio).
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Statistical analysis
To establish whether the differences between conditions were significant, 
we performed a cluster-based nonparametric randomization test (Maris and 
Oostenveld, 2007). This test controls for the Type I error rate in a situation involving 
multiple comparisons, by clustering neighboring sensors that show the same effect. 
Data were averaged over the time and frequency range of interest (see Results). The 
frequency boundaries were consistent with those reported in literature (Bauer et 
al., 2006; Gross et al., 2007; Ray et al., 2008a) and confirmed by visual inspection 
of the averaged time-frequency representations (TFRs). All sensors were selected 
for which the t-value of the difference between conditions exceeded an a priori 
threshold (uncorrected p < 0.05). The selected samples were subsequently clustered 
on the basis of spatial adjacency, and the sum of the t-values within a cluster was 
used as cluster-level statistic. The cluster with the maximum sum was used as 
test statistic. By randomizing the data across the two conditions and recalculating 
the test statistic 2,000 times, we obtained a reference distribution to evaluate the 
statistic of the actual data.
Source analysis
To localize the sources of oscillatory activity we applied a beamforming approach, 
using an adaptive spatial filtering technique (Dynamic Imaging of Coherent Sources, 
DICS) (Gross et al., 2001). For source reconstruction we used the data measured 
from the axial sensors, not the planar gradients. The DICS technique uses cross-
spectral density matrices, which were obtained by applying a multitaper FFT 
approach. The time windows and frequencies for the analysis were based on the 
sensor-level results. Time intervals of interest were divided into 1-s segments for 
low frequency and 0.5 s for high frequency source reconstruction, using only 
complete, artifact-free segments. For each subject, a realistically shaped single-
shell description of the brain was constructed, based on the individual anatomical 
MRI. The brain volume of each individual subject was divided into a grid with a 
1-cm resolution and the lead field was calculated for each grid point (Nolte, 2003). 
Using the cross-spectral density matrices and the lead fields, a spatial filter was 
constructed for each grid point, and the spatial distribution of power was estimated 
for each condition in each subject. A common filter was used for both conditions 
(i.e., based on the cross-spectral density matrices of the combined conditions). 
The estimated power was averaged over trials and logarithmically transformed, the 
difference between conditions was calculated (effectively giving a log-ratio) and the 
source reconstruction of this difference was overlaid on the subject’s individual MRI 
scan. Subsequently, anatomical and functional data were spatially normalized to the 
MNI template (International Consortium for Brain Mapping, Montreal Neurological 
Institute, Canada) using SPM2 (http://www.fil.ion.ucl.ac.uk/spm). After spatial 
normalization the source reconstructions were averaged across subjects.
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Results
Behavioral results
The ratio of correct responses in 18 subjects was on average 73.7 ± 6.4% correct. 
This is significantly above chance level (50%) performance (t(17) = 15.65; p < 0.01). 
The hand to which the probe stimulus was presented (ipsi- or contralateral to the 
sample stimulus) did not influence the performance (t(17) = -0.27; p = 0.79).
Given the frequencies used for stimulation (6-11 Hz) and the subtle difference 
between the sample and the probe (1 Hz), it is highly unlikely that the subjects 
consciously counted the pulses and compared these numbers. Hence, we argue 
that the comparison had to be made between the somatosensory traces of the 
stimuli.
Gamma increased and alpha/beta band activity 
decreased during stimulus presentation
TFRs of power for the combined planar gradients were calculated for the right 
and left probe separately. We used the probe data since both left and right hands 
were stimulated; this was not the case for the sample. By contrasting right with left 
stimulation, we could assess the brain response to somatosensory stimulation while 
subtracting out the artifacts from the electrical stimulation measured bilaterally 
by the MEG sensors. The spectral analysis revealed an increase of gamma band 
activity (40-80 Hz) during the stimulus presentation contralateral to the stimulus 
(Fig. 2A). A cluster-based randomization test showed that this increased gamma 
activity was significant (p < 0.01). The sources of the gamma activation as localized 
by a beamforming approach include primary sensorimotor areas (Brodmann areas 
3, 4), with the peak of activity located in S1, posterior to the central sulcus (Fig. 2C).
A similar analysis for the lower frequencies showed the reverse effect: both 
alpha and beta band activity (10-30 Hz) decreased significantly contralateral to 
the stimulated side (p < 0.05). Similarly to the sources of the gamma band activity, 
sources of the alpha and beta activity were localized in primary sensorimotor areas 
(Fig. 2BD). Note that we combined the alpha and beta band responses here, as they 
showed the same temporal pattern as observed from the TFR (Supplementary Fig. 
1).
To assess whether these effects observed during probe stimulation were similar 
for the sample, we compared the activity during the sample stimulation (t= 0-1 s) 
with baseline activity (t= –1-0 s). Similarly to the response to the probe, contralateral 
gamma power was increased (p < 0.01) and contralateral alpha/beta power was 
decreased (p < 0.05) during sample stimulation (Supplementary Fig. 2; note that 
several channels picked up the stimulus artifact). Here we could also detect a 
significant increase (p < 0.01) in non-lateralized posterior alpha activity (8-14 Hz). In 
sum, gamma activity increased in S1 contralateral to the stimulation for both probe 
and sample whereas alpha and beta power was reduced. 
Gamma band activity is sustained during the retention interval
Next, we investigated sustained gamma band activity during the retention interval 
for correct and incorrect trials combined. When comparing gamma band activity 
during the retention interval (t= 1-3 s) to baseline (t= –1-0 s), we observed a 
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sustained bilateral gamma power increase, most prominent in higher frequencies 
(100-150 Hz, p < 0.01; Fig. 3AB and Supplementary Fig. 3).
A beamforming approach was applied to assess the sources of this gamma 
band activity. While the topographies showed clear bilateral activation, the source 
localization when averaged over subjects, was quite smeared. However, the 
localized sources include bilateral S2 (Fig. 3C). The sources of a representative 
single subject (Fig. 3D) clearly confirm the localization in bilateral S2. The smeared 
nature of the grand average could be due to inter-individual differences in terms 
of signal-to-noise ratio, location or frequency band (for the source reconstruction 
we used a range of 100-150 Hz, which might not have been the optimal range 
for each individual subject). These results demonstrate bilateral high frequency 
gamma activity, sustained during the entire retention interval, which most likely was 
produced in S2. 
Figure 2. Oscillatory activity during the probe presentation. 
(A) Topographic plot showing an increase in gamma band activity (40-80 Hz) over contralateral 
somatosensory sensors during probe presentation (t= 3-4 s). Sensors showing significant increase (p < 
0.01) are marked with asterisks. (B) Topographic plot showing a decrease in alpha and beta band activity 
(10-30 Hz) over contralateral somatosensory sensors during probe presentation (t= 3-4 s). Sensors 
showing significant decrease (p < 0.05) are marked with asterisks. (C, D) Sagittal (left), coronal (middle) 
and axial (right) slices showing gamma (C) and alpha/beta power (D) source reconstructions obtained 
using beamforming. Sources of somatosensory gamma and alpha/beta activity are located in primary 
sensorimotor cortex (Brodmann areas 3, 4). All plots are showing power as log ratio of probe right versus 
probe left, grand-averaged over 18 subjects.
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Figure 3. Gamma band activity during the retention interval. 
(A) Topographic plot showing a sustained increase in high gamma band activity (100-150 Hz) over bilateral 
somatosensory sensors during the retention interval (t= 1-3 s) as compared to baseline (t= –1-0 s). Sensors 
showing significant effects (p < 0.01) are marked with asterisks. (B) Average TFR of the somatosensory 
channels identified in A, showing sustained increase of broadband gamma activity during the retention 
interval as compared to baseline. Stimulus artifacts can be observed at t= 0-1 and t= 3-4 s (scale as in A). 
(C) Sagittal (left), coronal (middle) and axial (right) slices showing gamma power source reconstructions 
obtained using beamforming. Sustained somatosensory gamma activity is presumably located in bilateral 
S2. (D) Sagittal (left), coronal (middle) and axial (right) slices showing sustained somatosensory gamma 
activity in bilateral S2 in one subject. All plots are showing power as log ratio of retention versus baseline, 
grand-averaged over 18 subjects (except for D).
Better performance in subjects with frontal gamma band activity 
To assess the behavioral relevance of the effects reported, we directly compared the 
retention interval (t= 1-3 s) activity for correct versus incorrect trials. Spectral analysis 
of the higher frequencies showed no significant effects with respect to the gamma 
activity in somatosensory regions. However, there was a trend (p = 0.08) toward 
stronger frontal gamma activity (65-80 Hz) for correct compared to incorrect trials 
during retention (Fig. 4AB). The sources reflecting this difference in frontal gamma 
activity localized mainly to the superior frontal gyrus (Fig. 4C). A similar analysis of 
the baseline window (t= –1-0 s) did not show a significant difference (nor a trend) 
between correct and incorrect trials. Hence, the observed difference between the 
conditions during the retention interval cannot be explained by differences already 
present in the baseline interval.
To investigate whether higher frontal gamma power in correct versus incorrect 
trials was due to an increase versus baseline in correct trials, or a decrease versus 
baseline in incorrect trials, we have compared correct and incorrect trials after 
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baseline correction (Supplementary Fig. 4). Throughout most of the trial, frontal 
gamma power was stronger on correct than incorrect trials. While there was no 
significant difference for post stimulus gamma activity as compared to baseline in 
either condition, the difference was mainly due to a decrease in gamma power for 
the incorrect trials.
To further assess the behavioral relevance of the frontal gamma activity, given that 
the sensor level results were only near significance, we computed the correlation 
between the frontal gamma power (difference between correct and incorrect trials) 
and behavioral performance (percentage correct) over subjects. This revealed a 
significant positive correlation (Spearman r = 0.474, p < 0.05). Thus, subjects that 
performed better also had more frontal gamma activity for correct but not incorrect 
trials (Fig. 4D).
Figure 4. Gamma band activity modulated by task performance. 
(A) Topographic plot showing higher gamma band activity (65-80 Hz) for correct than for incorrect trials, 
over frontal sensors during the retention interval (t= 1-3 s). Sensors showing a trend (p = 0.08) are marked 
with a circle. (B) Average TFR of the channels identified in A, showing higher gamma activity for correct than 
for incorrect trials, during the retention interval (scale as in A). (C) Sagittal (left), coronal (middle) and axial 
(right) slices showing gamma power source reconstructions obtained using beamforming. Frontal gamma 
activity is mainly located in superior frontal gyrus. (D) Graph showing subject performance (% correct) 
versus average frontal gamma power (difference of the gamma power for correct versus incorrect trials). 
Each point represents one subject. Frontal gamma power correlates significantly with task performance 
(Spearman r = 0.474, p < 0.05). All plots are showing power as log ratio of correct versus incorrect trials, 
grand-averaged over 18 subjects.
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Figure 5. Alpha band activity during the retention interval. 
(A) Topographic plot showing an increase in alpha band activity (8-14 Hz) over posterior sensors during 
the retention interval (t= 1-3 s) as compared to baseline (t= –1-0 s). Sensors showing significant effect 
(p < 0.05) are marked with asterisks. (B) Average TFR of the posterior channels identified in A, showing 
sustained increase of alpha activity during the retention interval as compared to baseline (scale as in A). 
(C) Sagittal (left), coronal (middle) and axial (right) slices showing alpha power source reconstructions 
obtained using beamforming. Posterior alpha activity is located in occipital cortex (including Brodmann 
areas 17, 18, 19). All plots are showing power as log ratio of retention versus baseline, grand-averaged 
over 18 subjects.
Posterior alpha band activity increased during the retention interval
Spectral analysis of the lower frequencies showed modulation of alpha band activity 
(8-14 Hz) during the retention interval (t= 1-3 s) compared to the baseline (t= –1-0 
s). Alpha power increased significantly over posterior regions during the entire 
retention interval (p < 0.05) (Fig. 5AB). Source analysis showed that this alpha power 
increase primarily stems from occipital cortex (including Brodmann areas 17, 18, 19) 
(Fig. 5C).
Better performance on trials with alpha band 
activity in task-irrelevant regions 
Spectral analysis of the lower frequencies showed that during early retention (t= 
1-2 s), posterior and right lateralized alpha activity (8-14 Hz) was significantly higher 
for correct versus incorrect trials (p < 0.05) (Fig. 6AB). Source analysis revealed a 
distributed activation pattern over visual and right lateralized regions (Fig. 6C). Thus, 
alpha band activity was stronger in regions not required for the task during successful 
task performance. A similar analysis of the baseline window (t= –1-0 s) did not show 
a significant difference between correct and incorrect trials. Hence, the observed 
difference between the conditions during the retention interval cannot be explained 
by differences already present in the baseline interval. No significant correlation 
was found between alpha band activity (difference between correct and incorrect 
trials) and overall task performance (percentage correct) over subjects (Spearman r 
= -0.129, p = 0.61; see Supplementary Fig. 5).
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Figure 6. Alpha band activity modulated by task performance. 
(A) Topographic plot showing higher alpha band activity (8-14 Hz) for correct than for incorrect trials, 
over posterior and right lateralized sensors during the early retention interval (t= 1-2 s). Sensors showing 
significant effect (p < 0.05) are marked with asterisks. (B) Average TFR of the channels identified in A, 
showing higher alpha activity for correct than for incorrect trials, during the early retention interval 
(scale as in A). (C) Sagittal (left), coronal (middle) and axial (right) slices showing alpha power source 
reconstructions obtained using beamforming. Alpha activity is distributed over visual and right lateralized 
regions. (D) Graph showing alpha power versus frontal gamma power (both averaged over previously 
identified channels and frequency bands during the retention interval, difference of the power for correct 
versus incorrect trials). Each point represents one subject. Frontal gamma power correlates significantly 
with alpha power (Spearman r = 0.509, p < 0.05). All plots are showing power as log ratio of correct versus 
incorrect trials, grand-averaged over 18 subjects. 
Frontal gamma activity correlates with posterior/
ipsilateral alpha band activity 
To assess the relationship between frontal gamma activity and the network producing 
alpha band activity, we computed the correlation between frontal gamma power 
and the posterior and right lateralized alpha power over subjects. This revealed a 
significant positive correlation (Spearman r = 0.509, p < 0.05): subjects with more 
frontal gamma power in correct compared to incorrect trials, also showed more 
posterior and right lateralized alpha power (Fig. 6D).
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Discussion
We used MEG to investigate oscillatory activity involved in a somatosensory delayed-
match-to-sample paradigm. During stimulus encoding we found an increase of 
gamma band activity (40-80 Hz) and a decrease of alpha and beta band activity 
(10-30 Hz) in contralateral S1. This is in agreement with previous findings (Gaetz 
and Cheyne, 2003; Bauer et al., 2006; Gaetz and Cheyne, 2006). During stimulus 
retention we observed a sustained increase in the higher gamma band (100-150 
Hz) which was localized in bilateral S2. Higher frontal gamma activity (65-80 Hz) 
during the retention interval correlated with behavioral performance. Furthermore, 
we demonstrated increased alpha band activity (8-14 Hz) over posterior and right 
lateralized areas. We observed a significant correlation between the frontal gamma 
power and the alpha activity associated with task performance. This speaks to an 
extended network in which somatosensory areas and frontal regions are participating 
in somatosensory WM maintenance whereas regions not required for the task are 
actively disengaged.
Somatosensory gamma band activity reflects WM processing
Regarding the roles of early sensory regions in WM processing, we propose 
involvement of contralateral S1 in encoding and sustained involvement of bilateral 
S2 in retention of the stimulus representation. Further support for bilateral retention 
of the stimulus is provided by the observed behavioral results, which showed that 
side of the probe stimulus (ipsi- or contralateral to the sample stimulus) did not 
influence performance. Our findings are in line with previous research showing a 
laterality effect (ipsilateral comparisons being faster) for short (<1 s) but not for longer 
retention intervals (Harris et al., 2001). Transcranial magnetic stimulation disrupted 
somatosensory WM in humans, only when applied to contralateral S1 during the 
early period of retention (Harris et al., 2002). These previous studies suggested a 
transient involvement of S1 and a subsequent bilateral WM representation. Here, we 
confirm the transition from S1 to S2. While S1 was involved during encoding, it was 
not clear from the data to what extent S1 was also involved during the early part 
of the retention interval. S2 showed sustained activity during the entire retention 
period. Our findings strongly suggest that maintenance of the WM trace is reflected 
by activity in the gamma frequency band in S2.
Alternatively, the somatosensory gamma band activity may reflect more general 
(attention) effects and not the memory trace per se. To fully settle this argument, 
a direct relation should be shown between the stimulus properties and the gamma 
activity during encoding and WM maintenance (i.e., link the gamma activity directly 
to the stimulus instead of more general factors such as attention/vigilance required 
for the task). Recently, such a relation between distinct components of the gamma 
band activity and particular stimulus properties has been shown in an auditory WM 
study (Kaiser et al., 2008).
Intracranial studies in monkeys showed that firing rates of S1 and S2 neurons 
reflect encoding during presentation of a somatosensory stimulus, which for S2 was 
extended into (early) WM retention (Romo and Salinas, 2003). Furthermore, Ray et 
al. (2008b) showed that spikes in monkey S2 are strongly coupled to oscillations in 
higher gamma frequencies (80-150 Hz). Therefore, gamma band activity could be a 
neural correlate of increased firing which is synchronized at the population level. An 
Page | 29
C
h
a
p
te
r 2
 | O
scillations involved in hum
an som
atosensory m
em
ory
ECoG study in humans performing a selective attention task confirms high gamma 
band activity (80-150 Hz) in somatosensory regions in response to somatosensory 
stimulation (Ray et al., 2008a). Taken together, these findings are consistent with our 
interpretation that bilateral somatosensory activity in the high gamma band reflects 
the maintenance of the stimulus representation.
Our results are in line with previous research on WM in the visual and auditory 
modalities, showing that sustained gamma band activity reflects the actual 
maintenance of the WM representation (reviewed in Jensen et al., 2007). To our 
knowledge, the current study is the first to show bilateral gamma band activity in a 
somatosensory WM task. We therefore propose that sustained gamma band activity 
reflects the mechanism of WM maintenance independent of modality.
Frontal gamma band activity reflects executive control
We were not able to demonstrate a significant difference in the bilateral gamma 
activity between correct and incorrect trials. Hence, the retention of the 
somatosensory memory trace in these sensory areas does not seem to be the 
crucial factor determining performance. We propose that executive control and 
disengagement of task-irrelevant regions are the determinants for successful 
performance.
When contrasting correct with incorrect trials, we identified a difference in 
frontal gamma activity, most likely located in the superior frontal gyrus. The superior 
frontal gyrus has been associated with WM retention (Rowe et al., 2000), specifically 
with executive functions such as monitoring and control (Postle et al., 2000; du 
Boisgueheneuc et al., 2006). While there was no significant difference in frontal 
gamma power in the baseline interval, the frontal gamma power was higher during 
the retention interval for correct versus incorrect trials. This was mainly explained by 
a decrease in gamma power with respect to the baseline interval for the incorrect 
condition. Given that frontal regions are associated with top-down control, one 
could argue that these regions are active prior to sample onset, in preparation of 
the upcoming stimulus. According to this hypothesis, incorrect responses appear 
to be associated with a failure to maintain the top-down drive during the retention 
interval. Subjects with higher frontal gamma activity performed better on the WM 
task.
Our findings of both frontal and somatosensory gamma activity are compatible 
with the idea of WM consisting of a central executive, supplemented by modality-
specific peripheral storage systems (Baddeley, 2003). We propose that the frontal 
gamma band activity reflects the central executive in Baddeley’s WM model (as also 
suggested by Lutzenberger et al., 2002). We extend the notion of peripheral storage 
systems to include a haptic component. 
Optimal WM maintenance requires functional 
disengagement of task-irrelevant areas
During the entire retention interval we observed increased posterior alpha band 
activity (8-14 Hz), which was localized in occipital cortex. Given that visual regions 
were not required for the somatosensory task, we interpret this alpha power increase 
as reflecting active functional disengagement. 
If alpha band activity indeed reflects functional disengagement, one would predict 
high alpha activity in task-irrelevant regions to be beneficial for the WM task. Indeed 
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we found that not only posterior but also right lateralized alpha activity was higher 
for correct than incorrect trials. Since the sample stimulus was always presented 
to the right hand, it seems beneficial to actively disengage right somatosensory 
regions during early retention. Later into the retention interval, when the subject 
needs to prepare for the probe stimulus which can be presented either to the left or 
to the right, the lateralized disengagement disappears.
 Our findings are in line with previous research proposing that posterior alpha 
activity reflects disengagement of the visual stream (Cooper et al., 2003; Jokisch 
and Jensen, 2007; Tuladhar et al., 2007). Additional support for this notion comes 
from studies on visuospatial attention showing modulation of posterior alpha band 
activity by direction of covert attention (Thut et al., 2006; Medendorp et al., 2007; 
Wyart and Tallon-Baudry, 2008). We propose that the somatosensory alpha band 
rhythm (also known as the mu rhythm) serves the same functional role as the 
posterior alpha rhythm. Thus, alpha band activity reflects a general mechanism for 
disengagement of areas not required for the task (Klimesch et al., 2007).
The increased alpha power in regions not necessary for performing the task, and 
the absence of this increase in the relevant areas, makes it unlikely that alpha activity 
reflects an idling mechanism (reviewed in Pfurtscheller et al., 1996) or plays an active 
role in WM maintenance itself (Palva and Palva, 2007). We propose that disengagement 
of task-irrelevant areas is a requirement for optimal task performance. In trials with 
stronger alpha in task-irrelevant regions, subjects perform better. This is in line 
with previous work, showing that pre-stimulus posterior alpha activity correlates 
positively with somatosensory detection performance (Linkenkaer-Hansen et al., 
2004).
It might seem counterintuitive that an increase of activity actually means 
disengagement. We argue that alpha band rhythms reflect an active blocking of 
processing in a particular area. This is substantiated by intracranial monkey recordings 
in V2 and V4 demonstrating that multiunit activity is constrained to specific phases 
of the alpha rhythm; i.e., neuronal activity is forced silent for a good part of the alpha 
cycle. Importantly, the higher the alpha power in these visual regions, the better was 
the performance on an auditory task (Bollimunta et al., 2008).
A frontal network might be controlling the 
posterior/ipsilateral alpha activity
Both frontal gamma activity and the alpha band activity varied with behavioral 
performance, but how do they interact? If frontal gamma activity reflects executive 
processes such as allocation of resources, it could be controlling the alpha band 
activity. This is supported by the positive correlation we found between frontal 
gamma activity and the posterior and right lateralized alpha band activity over 
subjects. 
On incorrect trials memory performance fails, which can be due to the failure 
of either encoding, retention, or comparison of the stimuli. The bilateral gamma 
activity we observed during retention and attributed to WM maintenance did not 
show a significant modulation with behavior. However, both the frontal gamma 
activity associated with executive control and the alpha activity associated with 
disengagement of irrelevant regions, did show a difference between correct and 
incorrect trials. It seems that in this particular task the crucial, limiting factor was 
allocation of resources, meaning that effective executive control leads to good 
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task performance. Thus, it is important to engage the right regions while actively 
disengaging the irrelevant ones, as reflected by alpha band activity. Frontal gamma 
activity reflects top-down control of the engagement and disengagement of nodes 
in the network. 
Conclusion
We have shown that somatosensory WM requires processing within a network 
including several regions, the dynamics of which are reflected by (but not restrained 
to) alpha and gamma band activity. Our findings demonstrate that engagement of 
areas involved in WM is reflected by electrophysiological activity in the gamma band. 
Disengagement is reflected by oscillatory activity in the alpha band. Interestingly, the 
disengagement is required for optimal task performance and seems to be controlled 
by pre-frontal areas. We propose that the disengagement of task-irrelevant regions 
is essential for sculpting the functional architecture of the brain networks in order to 
allocate resources and direct the information flow. This principle is likely to extend 
beyond the somatosensory system.
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Supplementary Material
Supplementary figure 1. Oscillatory activity during the 
probe presentation. 
Average TFR of the left somatosensory channels identified 
in Fig. 2, showing contralateral increase of gamma activity 
and decrease of both alpha and beta activity during probe 
presentation (t= 3-4 s). The TFR shows power as log ratio 
of probe right versus probe left, grand-averaged over 18 
subjects. 
Supplementary figure 2. Oscillatory activity during the sample presentation. 
(A) Topographic plot showing an increase in gamma band activity (40-80 Hz) over contralateral 
somatosensory sensors during sample presentation (t= 0-1 s) as compared to baseline (t= –1-0 s). Sensors 
showing significant increase (p < 0.01) are marked with asterisks. (B) Topographic plot showing a decrease 
in alpha and beta band activity (10-30 Hz) over contralateral somatosensory sensors during sample 
presentation (t= 0-1 s), and an alpha increase over posterior regions, as compared to baseline (t= –1-0 
s). Sensors showing significant effects (p < 0.05) are marked with asterisks. (C, D) Sagittal (left), coronal 
(middle) and axial (right) slices showing gamma (C) and alpha/beta power (D) source reconstructions 
obtained using beamforming. Sources of somatosensory gamma and alpha/beta activity are located in 
primary sensorimotor cortex (Brodmann areas 3, 4). 
All plots are showing power as log ratio of sample stimulus versus baseline, grand-averaged over 18 
subjects.
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Supplementary figure 3. Gamma band activity during 
the retention interval. 
Average TFR of the frontal channels identified in Fig. 3A, 
showing increase of broadband gamma activity during 
the retention interval as compared to baseline. Stimulus 
artifacts can be observed at t= 0-1 and t= 3-4 s. The TFR 
shows power as log ratio of retention versus baseline, 
grand-averaged over 18 subjects.
Supplementary figure 4. Gamma band activity modulated by task performance. 
(A, B) Topographic plots showing gamma band activity (65-80 Hz) on correct (A) and incorrect trials (B) 
during the retention interval (t= 1-3 s) as compared to baseline (t= –1-0 s). Sensors showing a trend (p = 
0.08) of higher gamma activity in correct than incorrect trials (see Fig. 4A) are marked with a circle. (C) 
Average time course of gamma band activity (65-80 Hz) of the frontal channels identified in Fig. 4A, for 
correct (blue) and incorrect trials (red). 
All plots are showing power as log ratio of retention versus baseline, grand-averaged over 18 subjects.
Supplementary figure 5. Alpha band activity and task 
performance over subjects.
Graph showing subject performance (% correct) versus 
alpha power (averaged over previously identified 
channels, log ratio of the alpha power for correct 
versus incorrect trials). Each point represents one 
subject. Alpha power does not correlate significantly 
with task performance (Spearman r = -0.129, p = 0.61).

Chapter 3
Alpha oscillations in the monkey sensorimotor 
network influence discrimination performance 
by rhythmical inhibition of neuronal spiking
ABSTRACT
Extensive work in humans using M/EEG strongly suggests that alpha oscillations 
(8-14 Hz) play an important functional role: decreased alpha activity facilitates 
processing in a given region, whereas increased alpha activity serves to actively 
suppress irrelevant or interfering processing. However, little work has been 
done in order to understand how alpha activity is linked to neuronal firing. 
Here, we simultaneously recorded local field potentials (LFPs) and spikes from 
somatosensory, premotor and motor regions, while a monkey had to discriminate 
between the frequencies of two consecutive vibrotactile stimuli. In the LFPs 
we observed strong activity in the alpha band which decreased during the 
somatosensory discrimination task in sensorimotor regions. This alpha power 
decrease predicted better discrimination performance. Furthermore, the alpha 
oscillations modulated the spiking rhythmically, such that firing was highest at the 
trough of the alpha cycle. Firing rates increased with a decrease in alpha power. 
These findings demonstrate that alpha oscillations exercise a strong inhibitory 
influence on both spike timing and firing rate. Thus, the pulsed inhibition by alpha 
oscillations plays an important functional role in the extended sensorimotor 
system.
Published as:
Haegens, S., Nácher, V., Luna, R., Romo, R., & Jensen, O. (2011) 
Proceedings of the National Academy of Sciences of the United States of America,
108(48), 19377–19382.
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Introduction
The prominent posterior alpha rhythm (8-14 Hz) was first described by Hans Berger 
(1929) and long considered to reflect cortical idling (Adrian and Matthews, 1934; 
Pfurtscheller et al., 1996). To a large extent, the alpha rhythm has been ignored by 
animal neurophysiologists (but see Lopes Da Silva and Storm Van Leeuwen, 1977) 
and considered to be of little functional relevance. Thus, it remains largely unknown 
how ongoing alpha oscillations influence neuronal firing. 
In contrast to the idling hypothesis, converging electrophysiological evidence 
in humans suggests that alpha oscillations play an important functional role in 
cognitive processing (Cooper et al., 2003; Klimesch et al., 2007; Palva and Palva, 
2007). In particular, alpha activity might serve to shape the state of sensory brain 
regions in order to direct the flow of information and optimize performance (Jensen 
and Mazaheri, 2010). In support of this idea, several studies on visual perception have 
shown that anticipatory alpha activity reflects the orienting of attention (Foxe et al., 
1998; Worden et al., 2000; Fu et al., 2001; Sauseng et al., 2005; Kelly et al., 2006; 
Rihs et al., 2009) and influences detection performance (Thut et al., 2006; Gould et 
al., 2011; Händel et al., 2011). Recently, it was shown that the functionality of alpha 
oscillations can be generalized to the somatosensory system (Jones et al., 2010; 
Anderson and Ding, 2011; Haegens et al., 2011a; Van Ede et al., 2011). Furthermore, 
alpha activity has been implicated in visual (Jensen et al., 2002; Jokisch and Jensen, 
2007; Medendorp et al., 2007; Tuladhar et al., 2007), auditory (Krause et al., 1996) 
and somatosensory working memory performance (Haegens et al., 2010).
These studies strongly suggest that decreased alpha activity facilitates processing 
in task-relevant brain regions, whereas increased alpha activity functions to suppress 
distracting input in task-irrelevant regions. However, given the strong oscillatory 
nature of the alpha activity, it is less clear how it influences processing in a phasic 
manner. It has been suggested that alpha oscillations serve to depress processing 
every ~100 ms by a mechanism of pulsed inhibition (VanRullen and Koch, 2003; 
Klimesch et al., 2007; Mazaheri and Jensen, 2010; Mathewson et al., 2011). In support 
of this notion, it has recently been demonstrated that perception is modulated by 
the pre-stimulus phase of the alpha rhythm (Busch et al., 2009; Mathewson et al., 
2009). Likewise, it was recently shown that the magnitude of the BOLD signal in 
response to a visual stimulus is dependent on the alpha phase of stimulus onset 
(Scheeringa et al., 2011). The key to understanding the phasic role of alpha activity 
is to relate neuronal firing to both the phase and magnitude of alpha oscillations. 
Only recently this has become a topic of investigation in intracranial monkey studies 
focusing on visual areas (Bollimunta et al., 2008; Bollimunta et al., 2011; Buffalo et 
al., 2011; Mo et al., 2011). The main issues to be uncovered are: 1) Does alpha activity 
exercise an inhibitory or excitatory influence on local neuronal spiking?, 2) Do alpha 
oscillations modulate firing in a phasic manner?, 3) Does the alpha modulation on 
spikes have behavioral consequences?, and 4) Does alpha activity play a (similar) 
functional role beyond the sensory system? 
To address these questions, we recorded neuronal activity simultaneously across 
somatosensory, premotor and motor cortex in a behaving monkey (Hernández 
et al., 2008). Both spikes and LFPs were acquired while the monkey performed a 
vibrotactile discrimination task (Hernández et al., 1997). Previous studies on this 
perceptual decision making paradigm have extensively reported on the role of spikes 
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in relation to various task aspects (Romo and Salinas, 2003; Lemus et al., 2007; 
Hernández et al., 2010). It is clear that spikes carry the representational code and 
are responsible for neuronal computations. In addition, strong oscillatory activity 
is present in the LFPs, which reflects synchronized population activity. Thus, these 
data allow us to uncover the interaction between oscillatory activity and neuronal 
spiking, and relate it to performance in a somatosensory discrimination task.
Figure 1. Somatosensory discrimination task.
(A) Sequence of events during discrimination trials. The mechanical probe is lowered, indenting the 
glabrous skin of one digit of the restrained hand (pd); the monkey places its free hand on an immovable key 
(kd); the probe oscillates vertically, at the base frequency (f1); after a fixed delay (3 s), a second mechanical 
vibration is delivered at the comparison frequency (f2); after another fixed delay (3 s) between the end 
of f2 and probe up (pu), the monkey releases the key (ku) and presses either a lateral or medial push-
button (pb) to indicate whether the comparison frequency (f2) was higher or lower than the base (f1). 
(B) Overview of recording sites. During each recording session, up to seven electrodes were individually 
placed in each of the five cortical regions: primary somatosensory cortex (S1), secondary somatosensory 
cortex (S2), dorsal premotor cortex (DPC), medial premotor cortex (MPC), and primary motor cortex (M1). 
Both spikes and LFPs were obtained simultaneously through the same microelectrode.
Results
We simultaneously recorded LFPs and spikes from primary somatosensory cortex 
(S1), secondary somatosensory cortex (S2), dorsal premotor cortex (DPC), medial 
premotor cortex (MPC), and primary motor cortex (M1), while a monkey had to 
discriminate between the frequencies of two consecutive vibrotactile stimuli (Fig. 
1). Here, we explored the role of oscillatory activity in the alpha band (8-14 Hz) and 
its effect on task performance and neuronal processing. (Note: for discussion of 
oscillations in other frequency bands involved in this paradigm, see Haegens et al., 
2011b.)
Alpha decrease during somatosensory discrimination
First, we calculated the power spectra for the baseline, retention and decision 
intervals (Fig. 2A). For comparison reasons the spectra were normalized with average 
power (2-36 Hz). Both correct and incorrect response trials were included in this 
analysis. The spectra revealed that alpha power was dominant in all the recorded 
regions during the baseline interval. The alpha power was reduced during the 
execution of the task, but not abolished.  
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Figure 2. Alpha power decrease during the somatosensory discrimination task.
(A) Power spectra for the baseline (t = -1–0 s; red), retention (t = 0.5–3.5 s; blue) and decision delay (t 
= 4–7 s; green) windows. Spectra were normalized with the average power in the spectrum (2-36 Hz), 
and show a clear peak in the alpha band (8-14 Hz) in all regions, most pronounced during the baseline 
period. S1, S2, DPC, and MPC-left were recorded contralateral to the stimulated hand; MPC-right and M1 
were recorded contralateral to the response hand. (B) Time-frequency representations showing decrease 
of power in the alpha band during the discrimination task compared to baseline activity (cluster-based 
randomization statistics, p < 0.05). Task components include: presentation of first stimulus (f1, t = 0–0.5 s), 
retention period (t = 0.5–3.5 s), presentation of second stimulus (f2, t = 3.5–4 s), and decision period (t = 
4–7 s), followed by the delayed motor response. 
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To study the temporal development of the alpha activity we calculated (relative) 
baseline corrected time-frequency representations (TFRs) of power (Fig. 2B). 
Generally, alpha power decreased in response to the task compared to baseline. In 
the somatosensory regions the main modulation was during stimulus presentation, 
whereas in the premotor and motor regions an alpha decrease could be observed 
throughout the task. The decrease was strongest during the decision delay period. 
A cluster-based randomization test comparing the task-related activity (t = 0–7 s) 
with the baseline activity (t = -1 – -0.5 s) confirmed that the alpha band decreases 
were statistically significant (cluster-corrected p < 0.05). In short, the LFP signals in 
all the measured regions were dominated by band-limited power in the alpha band 
which decreased with task-demands.  
Figure 3. Stronger alpha decrease during the decision interval for correct vs. incorrect responses.
Time-frequency representations showing a decrease of power in the alpha band during the discrimination 
task compared to baseline activity, separately for correct trials (left column) and incorrect trials (middle 
column). Alpha power decrease during the decision delay was significantly stronger for correct vs. 
incorrect response trials (right column, showing significant time-frequency samples only, p < 0.001) in S1, 
MPC-left and M1.
Alpha decrease influences performance
To assess the influence of the alpha power modulation on the monkey’s performance, 
we compared the TFRs of trials with correct versus incorrect responses (Fig. 3). In 
order to normalize the sessions, we applied a relative baseline correction on the 
time-frequency spectra. In S1, MPC-left and M1 the alpha power decrease during 
the decision period was stronger for correct than incorrect trials (cluster-corrected 
p < 0.001). In MPC-left and M1 we also identified a difference in the beta band but 
it was not as sustained as the effect in the alpha band. No significant effects were 
identified in the other regions. 
To further investigate the relationship between the alpha decrease and 
performance, we sorted the single trials according to alpha power in the decision 
time window (t = 4–7 s). Trials were divided in five equal-sized bins based on alpha 
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power, separately for each region. Then we computed the average performance 
(discrimination rate) for the trials within each alpha power bin. This measure has 
several advantages over the correct versus incorrect TFR approach: 1) it is more 
sensitive as alpha power is averaged over the 3 s decision window; 2) no baseline 
correction is required, hence effects being introduced due to baseline differences 
can be ruled out; and 3) trial numbers are equal for all bins, thus precluding unequal 
sample sizes. We found a significant relation between alpha power and performance 
for S1, S2, DPC, MPC-left and M1: discrimination rate decreased systematically with 
increasing alpha power (Fig. 4A, Supp. Fig. 1A, and Supp. Table 1). In MPC-right, alpha 
power and discrimination rate did not correlate. This confirms the findings in Fig. 3: 
lower alpha power during the decision delay resulted in better performance. 
Alpha power influences spike firing rate
Next, we computed the average spike firing rate during the decision delay for the 
trials within each of the alpha power bins. For S2, MPC-left, MPC-right and M1, lower 
alpha power was associated with higher firing rates, while for S1 firing rate was the 
lowest for medium alpha bins and increased for high alpha bins (Fig. 4B, Supp. Fig. 
1B, and Supp. Table 1).  
Figure 4. Alpha power influences task performance and firing rate in MPC-left.
(A) For each recording site (per session), trials were divided into five equal-sized bins based on alpha 
power level during the decision delay period (t = 4–7 s), and average performance was computed per bin. 
Discrimination rate decreased with increasing alpha power (p < 0.001), shown here for MPC-left. Error 
bars indicate the SEM. (B) Similarly, firing rate (normalized with average firing rate per recording site) 
decreased with increasing alpha power (p < 0.001).
Alpha phase influences spiking 
According to the pulsed-inhibition hypothesis, neuronal processing is not only 
affected by alpha power, but also limited to certain parts of the alpha cycle. To 
assess how alpha phase affects spike activity, we divided the alpha cycle in six bins 
(based on the phase), and computed the relative firing rate within each phase bin 
(Fig. 5). Here, we show that during the down-going phase and trough of the alpha 
cycle, spike firing rate was high, whereas it was low during the peak of the alpha 
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cycle (one-way ANOVA, all regions combined: F(5,3348) = 292.650, p < 0.001; post-
hoc tests showed all bins differed significantly from each other). As the patterns 
were virtually similar for the different regions, we here combined all recording sites; 
further testing confirmed these results per region (not shown, p < 0.001). Thus, spike 
firing rate is modulated by the phase of alpha oscillations. The strongest firing is 
observed during the trough of the alpha oscillations measured in the LFPs. 
Figure 5. Firing in relation to the alpha cycle.
For each recording site, alpha cycles were extracted from the data and divided into six phase bins. For each 
bin, the normalized firing rate was computed (relative to average firing rate during that particular cycle). 
Firing rate was highest at the alpha trough, and lowest at the alpha peak (p < 0.001). Here we show the 
combined grand average over all sites; virtually identical patterns were observed in each of the individual 
regions.
Spike-field coherence
To further study the interaction between the alpha oscillations and neuronal 
processing, we computed coherence between the spikes and LFPs (spike-field 
coherence; SFC) within each region (Fig. 6). We observed strong sustained SFC 
limited to the alpha band; in the motor areas it included the beta band as well. SFC 
in the alpha band was highest during baseline and the retention period (especially 
in premotor and motor regions), and dropped during stimulus presentation and 
the decision delay period. The SFC patterns resembled the LFP power effects. To 
statistically test the SFC effects, we computed SFC on the same data but with the 
trials shuffled between spikes and LFP recordings (i.e., to destroy existing temporal 
structure between spikes and LFPs within a trial). A cluster-based randomization test 
comparing the observed SFC with the shuffled SFC estimate confirmed statistical 
significance of the reported effects (cluster-corrected p < 0.001). The general 
picture emerging is that neural firing is locked to the phase of the ongoing alpha 
activity. This locking is particularly strong when alpha activity is high.
Next, we calculated the average firing rate over time (see traces plotted on top 
of the SFC in Fig. 6). We observed that in most regions the firing rate increased 
from the baseline to the retention interval and then the decision interval. High firing 
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rate was accompanied by lower SFC. This is in line with the hypothesis that the 
alpha rhythm reflects a mechanism of functional disengagement: when alpha is 
high, processing (here reflected by firing rate) is inhibited, while an alpha decrease 
enables processing and facilitates performance. 
Figure 6. Spike-field coherence.
Time-frequency representations showing spike-field coherence within each of the recorded regions 
(cluster-based randomization statistics vs. shuffled data, p < 0.001). Normalized firing rate is plotted on 
top in black (arbitrary units, averaged over all sessions). Coherence in the alpha band was strongest during 
baseline (t = -1–0 s) and retention period (t = 0.5–3.5 s), whereas it dropped off during stimulus (f1, t = 
0–0.5 s; f2, t = 3.5–4 s) and decision periods (t = 4–7 s). Strong alpha band coherence was accompanied 
by low spike firing rate.
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Discussion 
In the current study we explored the functional role of oscillatory alpha band 
activity in a somatosensory discrimination task and the interaction between alpha 
oscillations and spikes. The LFPs in somatosensory, premotor and motor regions 
were dominated by oscillations in the alpha band. Furthermore, the neuronal spiking 
was locked to the trough of the ongoing alpha oscillations. We observed a general 
alpha power decrease during the somatosensory discrimination task. This decrease 
was most prominent during stimulus presentation and, in premotor and motor 
regions, during the decision delay. Importantly, the alpha power decrease lead to 
better task performance and increased spike activity. These findings support the 
idea that the alpha rhythm reflects a local mechanism in which neuronal firing is 
inhibited in a rhythmic manner. The stronger the alpha activity, the stronger the 
inhibition. If alpha activity is (too) high in task-relevant areas, processing capabilities 
are reduced resulting in diminished performance. 
 
The functional role of alpha activity extends beyond sensory regions
We found that decreases in alpha activity during the decision interval correlated 
with task performance in S1, S2, DPC, MPC-left and M1. The current findings are 
consistent with previous work showing that somatosensory alpha activity influences 
discrimination performance (Haegens et al., 2010; Haegens et al., 2011a), and with 
the visuospatial attention literature linking alpha activity to detection performance 
(Thut et al., 2006; Gould et al., 2011; Händel et al., 2011). These previous findings have 
resulted in the notion that alpha activity is involved in sensory gating. Importantly, we 
here show that alpha activity in premotor and motor regions influences performance 
in a similar way as in sensory regions. This shows that oscillatory alpha activity does 
not only play an important functional role in sensory regions, but it is also intimately 
involved in neuronal processing in the extended motor system. 
A case for pulsed inhibition by oscillatory alpha activity 
From previous studies using a similar task to the one used here, it is clear that spikes 
carry the representational code and are responsible for neuronal computations 
(Romo and Salinas, 2003; Lemus et al., 2007; Hernández et al., 2010). Here, we 
provide new insight into how this spiking is modulated by ongoing oscillations. 
We demonstrated that spikes and alpha oscillations were phase-synchronized, 
especially during the baseline and retention interval when alpha power was strong 
and the firing rate was low. Further, we showed that decreasing alpha power 
resulted in an increase in firing rate. In particular, spiking was more likely to occur 
at the trough than the peak of the alpha cycle. These findings are consistent with 
the pulsed-inhibition hypothesis (Klimesch et al., 2007; Mazaheri and Jensen, 2010; 
Mathewson et al., 2011), stating that the alpha oscillations are a consequence of 
bouts of inhibition which prevent firing and thus reduce neuronal processing. 
In this view, alpha oscillations modulate neuronal processing in a phasic manner 
(Lőrincz et al., 2009), with direct implications for subsequent performance. The 
stronger the alpha power, the shorter the window for spike activity, as illustrated in 
Fig. 7. It is important to note that the alpha oscillations inhibit firing in each cycle, 
but do not necessarily induce rhythmic spiking of individual neurons at the alpha 
frequency. Spikes reflect neuronal processing, and hence are informative on task 
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aspects such as stimulus coding and comparison (Romo and Salinas, 2003; Lemus 
et al., 2007; Hernández et al., 2010). Oscillations serve to either facilitate or inhibit 
processing by modulating the timing of spike firing. As alpha oscillations reflect the 
state of the system, they predict the overall performance, while spikes reveal the 
contribution of single cells to various task aspects. 
To this date, only a few intracranial studies have looked specifically into how the 
alpha rhythm relates to spiking and performance. Recent work using an intermodal 
attention paradigm where monkeys had to selectively attend either to a visual or 
auditory stimulus, reported that increased alpha activity in V2 and V4 resulted in 
faster auditory stimulus detection (Bollimunta et al., 2008), while a decrease of 
alpha activity in V1 was associated with visual attention (Bollimunta et al., 2011). 
Furthermore, in V1, V2 and V4, coherence between alpha band oscillations and (multi-
unit) spikes was demonstrated which decreased with visual attention (Bollimunta et 
al., 2011; Buffalo et al., 2011). These findings are in line with our current findings and 
the inhibition hypothesis.
However, in inferotemporal cortex (IT), which is involved in visual processing, 
decreased alpha activity lead to faster auditory detection (Bollimunta et al., 2008). 
Further, pre-stimulus alpha activity in IT increased with visual attention, and was 
associated with an increase in multi-unit firing (Mo et al., 2011). While the findings in 
early visual cortex are in line with our results in the sensorimotor system and support 
the inhibition hypothesis, these findings from IT are at odds with the inhibition 
hypothesis. Whether alpha indeed plays a different functional role there remains to 
be seen. Buffalo et al. (2011) recently reported different modulation of alpha band 
SFC in superficial versus deep laminar layers. Further research into the underlying 
neurophysiological mechanisms, taking the different cortical layers into account, is 
warranted.
Figure 7. Pulsed-inhibition hypothesis.
Alpha band oscillations fluctuate over time (upper panel), thereby modulating neuronal processing as 
reflected by spikes (lower panel). Neuronal processing is strong when alpha amplitude is low, and during 
the trough of the alpha oscillation. Note that the figure shows simulated data.
Conclusion
By considering simultaneously recorded LFPs and spikes in a monkey performing 
a somatosensory discrimination task, we demonstrated that a decrease of alpha 
power in the sensorimotor system leads to better discrimination performance. 
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Furthermore, we showed that the alpha rhythm modulates spike activity: firing rate 
goes up when alpha power goes down. Importantly, the neuronal firing is strongly 
modulated by the phase of ongoing alpha oscillations. Previously, alpha power has 
been shown to play a functional role in sensory regions. Our findings now suggest 
that the alpha rhythm plays a similar role in motor and prefrontal regions, and 
reflects a general mechanism for setting the state of cortical networks.
Methods
General
One monkey (Macaca mulatta) was trained to perform a somatosensory 
discrimination task, in which he had to discriminate the difference in frequency 
between two mechanical vibrations delivered sequentially to the right hand (Fig. 
1A). Responses were made with the left hand. Both spikes and LFPs were recorded 
simultaneously from five locations in somatosensory, premotor and motor cortex 
(Fig. 1B). The animal was handled in accordance with the standards of the US 
National Institutes of Health and the Society for Neuroscience.
Experimental paradigm
Vibrotactile stimuli were delivered to one of the fingers of the right, restrained hand. 
Stimuli consisted of 500 ms pulse trains with frequencies of 10-34 Hz. Stimulus 
amplitudes were adjusted to equal subjective intensity (i.e., lower amplitudes for 
higher frequencies). After presentation of the first stimulus (f1), a 3 s retention period 
was followed by the presentation of the second stimulus (f2). The monkey’s task 
was to indicate whether f2 was of lower or higher frequency than f1, by means of a 
left hand button press after a 3 s forced-delay. The animal was rewarded for correct 
discrimination performance by a drop of liquid. 
Data acquisition
Here, we report data from 47 recording sessions during which both spikes and LFPs 
were obtained, with up to 240 trials per session. Neuronal recordings were acquired 
with an array of seven independent, movable microelectrodes inserted in each of 
five areas simultaneously. These areas included S1 (47 sessions), S2 (47), DPC (34), 
and MPC (33) in the hemisphere contralateral to the stimulated hand, and MPC (13) 
and M1 (39) in the hemisphere contralateral to the response hand. Neurons from S1 
and S2 were selected based on cutaneous receptive field properties. Neurons of the 
frontal cortex were selected if they responded to any of the different components of 
the discrimination task. Cortical areas were identified based on cortical landmarks. 
The neuronal signal of each microelectrode was sampled at 30 kHz and spikes were 
sorted online. Simultaneously, the LFPs were obtained by using a 250 Hz low-pass 
filter and stored at 2 kHz for offline analysis. A more extensive description of the task 
and recording procedures can be found in previous publications (Hernández et al., 
1997; Hernández et al., 2008).
Data analysis
For data analysis we used custom-build Matlab code and the FieldTrip toolbox 
(Oostenveld et al., 2011). The data were down-sampled offline to a sampling 
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frequency of 1 kHz. For each recording session, all trials were first cleaned from 
artifacts. A band-stop filter was applied to remove line noise (60 Hz and harmonics) 
caused by the power net. To remove further recording artifacts, the data were 
re-referenced per cortical region: for each recording site (within each session), 
the average signal from electrodes in that same region was subtracted per time 
point. Trials containing remaining artifacts (e.g. due to movement or electronic 
interference) were removed based on visual inspection of the data.
Spectral analysis
Power spectra (2-36 Hz) were computed using a fast Fourier transform (FFT) 
approach. Trials were segmented into 1 s epochs and multiplied with a Hanning 
taper to improve the spectral estimation. Further, to inspect the time course of the 
frequency effects, we computed time-frequency representations (TFRs) of power 
using an adaptive sliding time window of five cycles length (t = 5/f) multiplied with 
a Hanning taper. Per condition of interest, the power was averaged over trials within 
each recording session. TFRs were normalized by a relative baseline correction (t= 
-1 – -0.5), and then averaged over electrodes within the same region (per session). 
This procedure gives average power spectra per region for each session, which 
were used in the statistical analysis. Subsequently, a grand-average was computed 
over recording sessions (per region) for visualization purposes.
Spike-field coherence (SFC) was calculated using the time-resolved spectra Sx(f) 
and Sy(f) of the spikes and fields respectively, and their cross spectrum Syx(f). The 
spike signal was represented as firing rate per 1 ms bins and spectra were calculated 
in the same way as for the LFPs. SFC is given by:
Cyx(f) = | Syx(f) / √(Sx(f)Sy(f)) |
and ranges between 0, which indicates no phase relationship, and 1, which indicates 
that the two signals are fully coherent (Fries et al., 2008).
In addition, to establish the relation between the phase of the alpha cycle and 
firing rate, we bandpass filtered (8-14 Hz) the time domain data and, for each trial, 
cut out the alpha cycles (based on zero crossings) from the retention and decision 
delays. Each single alpha cycle was divided into six equal length phase bins, and for 
each bin the number of spikes was counted. Doing this for each of the alpha-cycle 
segments, for all trials and recording sites, allowed us to assess whether there was a 
systematic modulation of firing rate with alpha phase. Per region, we applied a one-
way ANOVA to test whether there were significant differences in normalized firing 
rate between the different alpha phase bins.
Statistical analysis
To establish whether the differences in power (as observed in the TFRs) between 
two conditions (i.e., correct vs. incorrect trials, task vs. baseline activation) were 
significantly different from 0, a cluster-based nonparametric randomization test 
was applied within sessions (Maris and Oostenveld, 2007). By clustering neighboring 
samples (i.e., time-frequency points) that show the same effect, this test deals with 
the multiple comparisons problem while taking into account the dependency of 
the data. For each sample a dependent samples t-value was computed. All samples 
were selected for which this t-value exceeded an a priori threshold (uncorrected p 
< 0.05), and these were subsequently clustered on the basis of temporal-spectral 
adjacency. The sum of the t-values within a cluster was used as cluster-level statistic. 
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The cluster with the maximum sum was subsequently used as test statistic. This was 
done within sessions, separately per region. By randomizing the data across the two 
conditions and recalculating the test statistic 1,000 times, we obtained a reference 
distribution of maximum cluster t-values to evaluate the statistic of the actual data. 
A similar approach was applied to compare the observed SFC with a shuffled SFC 
estimate.
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Supplementary material
Supplementary figure 1. Alpha power influences task performance and firing rate.
(A) Discrimination rate decreased with increasing alpha power (p < 0.001), for all regions except MPC-right. 
(See further Fig. 4 and Supp. Table 1.) (B) Firing rate decreased with increasing alpha power (p < 0.001) in 
S2, MPC-right and M1, whereas in S1 there was a positive effect (p < 0.01). (No significant effect in DPC.)
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Supplementary Table 1. Alpha power influences task performance and firing rate.
For each of the regions a one-way ANOVA was performed, testing the effect of alpha power level on 
both discrimination rate and firing rate. Post-hoc comparisons using the Games-Howell procedure (which 
controls for multiple comparisons with unequal population variances) revealed the significantly differing 
alpha bins (corrected p < 0.05). All reported relations are negative (i.e., increasing alpha, decreasing 
discrimination/firing rate), except for S1 alpha power which showed a positive effect on firing rate 
(denoted with asterisk). 
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Chapter 4
Beta oscillations in the monkey sensorimotor 
network reflect somatosensory decision making
ABSTRACT
The neuronal correlate of perceptual decision making has been extensively 
studied in the monkey somatosensory system using a vibrotactile discrimination 
task, showing that stimulus encoding, retention, and comparison are widely 
distributed across cortical areas. However, from a network perspective, it is not 
known what role oscillations play in this task. We recorded local field potentials 
(LFPs) from diverse cortical areas of the sensorimotor system while one monkey 
performed the vibrotactile discrimination task. Exclusively during stimulus 
presentation, a periodic response reflecting the stimulus frequency was observed 
in the somatosensory regions, suggesting that after initial processing the 
frequency content of the stimulus is coded in some other way than entrainment. 
Interestingly, we found that oscillatory activity in the beta band reflected the 
dynamics of decision making in the monkey sensorimotor network. During the 
comparison and decision period, beta activity showed a categorical response that 
reflected the decision of the monkey and distinguished correct from incorrect 
responses. Importantly, this differential activity was absent in a control condition 
which involved the same stimulation and response but no decision making 
required, suggesting it does not merely reflect the maintenance of a motor plan. 
We conclude that beta band oscillations reflect the temporal and spatial dynamics 
of the accumulation and processing of evidence in the sensorimotor network 
leading to the decision outcome.
Published as:
Haegens, S., Nácher, V., Hernández, A., Luna, R., Jensen, O., & Romo, R. (2011) 
Proceedings of the National Academy of Sciences of the United States of America, 
108(26), 10708–10713.
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Introduction
Perceptual decision making has been extensively studied in the monkey 
somatosensory system (Romo and Salinas, 2003; Lemus et al., 2007; Hernández 
et al., 2010) by using a vibrotactile discrimination task (Hernández et al., 1997). 
Various task aspects (e.g., stimulus encoding, retention and comparison) turned 
out to be widely distributed across cortical areas. Notably, during the comparison 
and decision periods, spike rates in several premotor, motor and prefrontal regions 
encoded both the result of the decision process and information on which it was 
based (Hernández et al., 2002; Romo et al., 2002; Lemus et al., 2007; Hernández et 
al., 2010).
Although important insight has been gained from these studies focusing on 
single-unit spikes, additional aspects of neuronal (population) dynamics are reflected 
by oscillatory activity. From a network perspective, it is still largely unknown what 
role oscillations in the LFPs play in perceptual decision making. Work in humans 
using magneto/electro-encephalography (M/EEG) suggests that oscillations in the 
beta and gamma bands play a significant role in perceptual working memory and 
decision making (reviewed in Jensen et al., 2007; Siegel et al., 2011), which was 
recently confirmed for the somatosensory system (Haegens et al., 2010; Spitzer 
et al., 2010). How these oscillations detected at the scalp level are reflected by 
intracranially recorded neuronal oscillatory activity remains largely unexplored (but 
see Miller et al., 2010). 
Here, we asked how oscillatory activity contributes to the perceptual decision 
process. We recorded LFPs across five cortical areas within the sensorimotor 
network in a monkey performing a somatosensory discrimination task (Hernández 
et al., 2008). LFPs reflect synchronized activity in a population of neurons, more 
specifically, they consist to a large degree of the postsynaptic potentials or input to 
a population (for a discussion, see Logothetis et al., 2007), whereas spikes reflect 
the output activity of single neurons. Therefore, studying somatosensory perceptual 
decision making at the LFP level provides insight in the spatiotemporal dynamics of 
the populations involved and offers a complementary view to what is known from 
spike recordings. 
We show that oscillations in the beta band (15-30 Hz) reflect the dynamics of 
decision making in the monkey sensorimotor network. Although beta activity has 
been previously associated with motor processing, its functional role remains 
elusive. Some studies suggest that the beta rhythm serves to inhibit motor regions 
(Neuper and Pfurtscheller, 2001), while others suggest that beta activity plays a direct 
functional role in neuronal processing (Murthy and Fetz, 1992; Brovelli et al., 2004), 
or reflects the “status quo” (Engel and Fries, 2010). Here, we find that differential beta 
activity reflects the decision of the monkey and distinguishes correct from incorrect 
responses. Importantly, this differential activity was absent in a control condition that 
involved the same stimulus and motor response but no decision making, suggesting 
this activity is context-dependent and not merely reflecting the maintenance of a 
motor plan. Therefore, we conclude that oscillations in the beta band reflect the 
temporal and spatial dynamics of the accumulation of evidence in the sensorimotor 
network leading to the final decision.
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Figure 1. Somatosensory discrimination task. 
(A) Sequence of events: mechanical probe is lowered (PD), monkey places response hand on key (KD), 
after a variable pre-stimulus delay first vibrotactile stimulus is presented (f1), after a 3 s fixed delay the 
second stimulus is presented (f2), after another 3 s fixed delay the probe is lifted (PU), the monkey releases 
the key (KU) and pushes either a lateral or medial button (PB) to indicate whether f2 was of higher or lower 
frequency than f1, respectively. The monkey was rewarded with a drop of liquid for correct discriminations. 
(B) Overview of recording sites. During each recording session, up to seven electrodes were individually 
placed in each of five cortical regions: S1, S2, DPC, MPC and M1. (C) Psychometric curves showing the 
percentage of trials in which f2 was assessed as higher than f1, when f1 was maintained at 22 Hz and f2 
was variable (red curve), and when f2 was maintained at 22 Hz  and f1 was variable (green curve). The 
varied stimulus frequency is presented on the x-axis. (D) Stimulus set used during recordings. Each box 
represents a stimulus pair and shows the percentage of correct responses for the comparison of that pair.
Results
We recorded the simultaneous neuronal activity from primary somatosensory 
cortex (S1), secondary somatosensory cortex (S2), dorsal premotor cortex (DPC), 
medial premotor cortex (MPC) and primary motor cortex (M1), while a monkey had 
to discriminate between the frequencies of two consecutive vibrotactile stimuli (Fig. 
1). Here, we explored the role of oscillatory activity in the coding of the stimuli and 
the subsequent comparison process.
Time-frequency analysis of the LFPs revealed task-related modulation of the 
alpha (8-14 Hz), beta (15-30 Hz) and gamma (40-100 Hz) frequency bands in 
somatosensory, premotor and motor regions (Fig. 2 and Fig. S1A). Generally, alpha 
power decreased and beta and gamma power increased as a response to the task. 
The somatosensory regions showed a stimulus-evoked response, reflected in a 
Page | 54
power increase in the beta and gamma range. The beta increase was sustained 
into the early delay periods for S2. The premotor and motor regions presented a 
shift in modulation from the stimulus periods toward the retention and decision 
periods. Furthermore, during the motor response, both alpha and beta decreased, 
while gamma power increased in most regions. Activity during f1 and f2 most likely 
reflects stimulus-evoked activity, whereas the modulation during the retention and 
decision intervals reflects changes in the oscillations intrinsic to these networks. A 
cluster-based randomization test was performed to assess statistical significance, 
comparing the task-related activity (t= 0 – 8 s) with the baseline activity (t = -1 − 
-0.5 s). Only time-frequency samples with significant power modulations (p < 0.05) 
are presented in Fig. 2 and Fig. S1A. Note that both correct and incorrect response 
trials were included in this analysis. 
Figure 2. Oscillatory activity in the LFPs during the somatosensory discrimination task.
Time-frequency representations showing oscillatory activity in alpha (8-14 Hz) and beta (15-30 Hz) band 
related to different aspects of the discrimination task. Presentation of first stimulus (f1, t = 0 – 0.5 s), 
retention period (t = 0.5 – 3.5 s), presentation of second stimulus (f2, t = 3.5 – 4 s) and decision period (t = 
4 – 7 s), followed by the delayed motor response. Showing significant power modulations only (tested vs. 
baseline activity with cluster-based permutation statistics, p < 0.05), averaged over all recording sessions 
and channels within each region. S1, S2, DPC and MPC-left were recorded contralateral to the stimulated 
hand; MPC-right and M1 were recorded contralateral to the response hand.
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Regarding the higher frequency responses, note that only in MPC-left we 
observed a significant band-limited gamma power increase (~50 Hz) during the 
decision making delay, which was differently modulated for correct than incorrect 
responses (cluster-based test, p < 0.05; Fig. S1B). In DPC, we observed a weak but 
significant increase of gamma band activity during the retention delay, which did 
not differ for correct versus incorrect trials (not shown). Because of the relatively 
weak effects in the gamma band, we will focus the rest of this report on the periodic 
stimulus responses and the beta band modulation.
Periodic stimulus response in the somatosensory regions
During vibrotactile stimulation, the raw single-trial LFPs as recorded in S1 (low-pass 
filtered at 250 Hz) clearly reflected the stimulus frequency (Fig. 3A). To evaluate for 
each of the regions whether there was a periodic stimulus response, we computed 
the single-trial power spectra during stimulus presentation. A periodic stimulus 
response was defined as an exact match between the peak frequency in the single-
trial power spectrum and the actual stimulus frequency for that trial (Fig. 3B). The 
total percentage of trials showing a periodic stimulus response was computed 
for each region and each recording session separately. We then repeated this 
approach for the delay windows (retention and decision making periods). To assess 
significance, we performed a two-proportion z-test comparing the experimentally 
observed proportion of trials against a chance-level proportion based on 1,000 
randomizations of the data. Entrainment to the stimulus frequency was exclusively 
observed in the somatosensory regions during stimulus presentation (p < 0.05, 
Bonferroni corrected for multiple comparisons; Fig. 3C), and was more prominent 
in S1 (~60% of the trials) than in S2 (40%).
However, in MPC-left the beta power (but not frequency) was modulated by 
the stimulus frequency during stimulus presentation (Fig. 3D; showing f1, similar 
response for f2). No such modulation was observed during the retention delay. To 
assess whether the beta power reflected the comparison process, we sorted the 
trials for each stimulus frequency pair and computed the corresponding power 
spectra. We observed a modulation of beta power by the stimulus frequency in 
all regions during the decision period (shown here for MPC-left). The peak beta 
frequency was independent of stimulus frequency and observed at 22 Hz in all 
regions except S1, where it was observed at 16 Hz. The beta power modulation 
appeared to be categorical and to reflect the comparison of the stimuli (i.e., f2 > f1 
or f2 < f1).
Beta power modulation categorically reflects the decision outcome
To further explore the categorical modulation in the beta band, we then sorted the 
trials according to the difference between f2 and f1. If the beta power modulation 
truly reflects the outcome of the comparison process, it should differentiate correct 
from incorrect response trials. We compared the beta power modulation during the 
decision period (averaged over a 3-s window: t = 4 – 7 s) for correct (Fig. 4A) and 
incorrect trials (Fig. 4B). For correct trials, beta power was higher for f2 > f1 and lower 
for f2 < f1, whereas for incorrect trials this modulation was inversed, suggesting that 
the beta power predicts the decision outcome and, hence, the mistake the monkey 
is about to commit. High beta power leads to pressing the button corresponding 
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to f2 > f1, whereas low beta power corresponds to f2 < f1, regardless of the actual 
stimulus properties. Note that in S1, this effect is reversed.
To test the statistical significance of the decision-related activity, a within-sessions 
paired-sample t-test was used, comparing the beta power averaged over trials 
for the f2 > f1 versus the f2 < f1 case (Table 1). Significant beta power modulation 
for correct trials was observed in S1, S2, MPC-left, DPC and M1 (p < 0.05) and a 
trend was observed in MPC-right (p = 0.107). For incorrect trials, the beta power 
modulation was significantly inversed in S1, MPC-left and M1 (p < 0.05), and a trend 
was observed in DPC (p = 0.166). Thus, for somatosensory, premotor and motor 
cortex, beta activity reflects the decision outcome and distinguishes (for S1, MPC-
left and M1) correct from incorrect responses.
Figure 3. Periodic stimulus response in somatosensory regions.
(A) Trace of single-trial LFPs during stimulus presentation (t = 0 – 0.5 s), recorded with one electrode in 
S1 (upper) and the respective stimulus (16 Hz) as recorded from the trigger channel (lower). (B) Power 
spectrum during stimulus presentation in S1, sorted by stimulus frequency. The peak frequencies exactly 
reflect the actual stimulus frequencies (averaged over trials). (C) S1 and S2 showed a significant periodic 
response to the stimulus (p < 0.05, bonferroni corrected for multiple comparisons, denoted by *). The 
analysis was performed for the stimulus windows (STIM1, t = 0 – 0.5; STIM2, t = 3.5 – 4), and the delay 
windows (RET, t = 0.5 – 3.5 s; DEC, t = 4 – 7), contrasting experimental data (dark gray bars) with randomized 
data (light gray bars). (D) Power spectra during stimulus presentation (left) and decision period (right) in 
MPC-left, sorted by stimulus frequency. During the decision period, the beta band activity is modulated in 
a categorical fashion, reflecting the two decision outcomes (i.e., f2 > f1, blue traces, vs. f2 < f1, red traces).
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Figure 4. Beta power reflects decision and predicts mistakes.
(A) Power spectra during the decision period for correct response trials in S1 (left), MPC-left (center) and 
M1 (right), sorted by the difference between f2 and f1 (blue traces: f2 > f1; red traces: f2 < f1). (B) Same as 
A, but for incorrect response trials and (C) the control condition.
Table 1. Modulation of beta power by the decision outcome.
For each of the regions and each of the conditions (correct, incorrect and control trials) a paired-sample 
t-test was performed; testing within sessions whether beta power in the f2 > f1 case was significantly 
different from that in the f2 < f1 case. *Significant effects are marked in bold text; reported p-values are 
Bonferroni corrected for multiple comparisons.


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Furthermore, to demonstrate that this effect is directly related to the discrimination 
task and not merely reflecting the preparation for the upcoming motor response, 
we analyzed the beta power modulation in a control condition. In this condition, 
the monkey was presented with the tactile stimuli, but during the entire trial, a light 
indicated which button to press. Thus, this condition contains the same stimulation 
and same eventual motor movement, but no comparison process. Therefore, it 
allows us to study whether the observed beta power modulation reflects actual 
decision making rather than maintenance of a motor plan. (Note that fewer 
frequency pairs were used in the control condition: only pairs with a difference 
of ± 8 Hz were used, allowing for sufficient number of trials to compare with the 
experimental condition, while keeping the monkey attentive.) All regions except 
S1 showed a prominent beta band increase compared with baseline, however, no 
beta power modulation was observed in the control condition: none of the regions 
showed a significant difference between f2 > f1 and f2 < f1 (p > 0.05; Fig. 4C and 
Table 1). The lack of significant effects in the control condition demonstrates that 
the reported differential beta activity is context-dependent and not merely reflecting 
the maintenance of a motor plan. 
Figure 5. Beta power time courses reflect decision dynamics.
Time courses of beta power (S1: 12-20 Hz; all other regions: 18-26 Hz) for each region separately. Trials 
(correct responses only) were averaged according to the outcome of the comparison of f2 and f1 (green 
traces: f2 > f1; blue traces: f2 < f1). Significant differences between the two traces are indicated by a red 
line (cluster-based permutation test, p < 0.05).
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Beta power time course reflects decision dynamics
To assess the dynamics of the decision process across regions and time, we 
analyzed the time course of the beta power modulation for each of the regions 
(Fig. 5). Beta power time courses for f2 > f1 and f2 < f1 showed sustained differential 
activity for parts of the decision delay in all regions. (Note: differential activity in the 
somatosensory regions during stimulus presentation is likely due to the periodic 
stimulus response, hence cannot be attributed to “decision making”.) A non-
parametric permutation test clustering neighboring time samples, while frequency 
was averaged over the beta band, revealed the time samples for which the beta 
power modulation was significant (p < 0.05; see Fig. 5).
Discussion
We explored the role of oscillatory activity in the coding and comparison of 
vibrotactile stimuli. During stimulus presentation, a periodic response reflecting 
the stimulus frequency was observed in the somatosensory regions. In none of the 
other regions or time windows periodicity was observed, suggesting that after initial 
processing, the frequency content of the stimulus is coded in some other way than 
entrainment. In fact, during the comparison and decision period, beta power in the 
sensorimotor network showed a categorical response, reflecting the decision of 
the monkey and dissociating correct from incorrect responses. Importantly, this 
differential activity was not observed in a control condition where a light indicated 
the correct response. Although the vibrotactile stimuli and motor responses in 
this control condition were the same as in the discrimination task, there was no 
comparison taking place. Therefore, we conclude that the beta power modulation 
is context-dependent and reflects the actual decision process, and not merely the 
maintenance of a motor plan.
Extensive previous studies on the same paradigm demonstrated that spikes in S1 
show a strong periodic response to the stimulus, whereas in downstream regions (S2 
and further), there are minimal or no traces of periodic activity (Salinas et al., 2000; 
Romo and Salinas, 2003). Even within S1, periodicity diminishes significantly when 
comparing area 3b to area 1 (Hernández et al., 2000; Salinas et al., 2000). Previous 
work in humans using M/EEG recordings reported steady-state somatosensory 
evoked potentials (SSSEPs): rhythmic activity at the vibrotactile stimulus frequency 
(Snyder, 1992; Giabbiconi et al., 2004), which has been localized by source modeling 
to S1 (Forss et al., 2001; Nangini et al., 2006; Spitzer et al., 2010). However, to obtain 
SSSEPs with M/EEG it is required to average over several dozens of trials to get 
sufficient signal-to-noise ratio. 
Here, we show that a periodic stimulus response can be detected in the single-
trial LFPs. Contrary to the aforementioned M/EEG and spike work, we observe 
periodic stimulus responses not only in S1, but also in S2. This discrepancy could 
be explained by better signal-to-noise ratio compared to M/EEG data and direct 
recordings of the actual neuronal activity. Note that the (weaker) S2 entrainment is 
unlikely to be caused by common pickup due to volume conduction, because we 
rereferenced the data per region. It is possible that feedforward projections from 
S1 (or direct thalamic inputs) send periodically coded stimulus information toward 
S2. This input would then be visible in the LFPs of S2 but not necessarily in its spike 
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activity, because the LFPs mainly reflect the input to a region (i.e., the postsynaptic 
potentials) whereas spikes reflect the region’s output. Further, as we observed the 
periodic response only during stimulus presentation and only in somatosensory 
regions, it confirms that the beta power modulations we report are not in any way 
confounded by sensory entrainment (even though stimulus frequencies are in the 
beta range).
Studying the time course of the beta modulation, we observed different latencies 
in different areas. The differential activity was significantly sustained throughout the 
entire decision period in MPC-left. In M1 the onset was slightly later and we observed 
a gradual build-up of the differential activity. Further, in MPC-right, S2, S1 and DPC, 
the differential activity was significant for parts of the decision period. Comparing 
MPC-left (recorded contralateral to the stimulus hand) and MPC-right (recorded 
contralateral to the response hand), it seems that the beta activation in MPC-left 
is sustained longer and actually increases toward the response, which might be 
due to different functional roles of these regions (also note that fewer recordings 
were made in MPC-right, which could explain the weaker/noisier power estimates). 
The various observed patterns could either reflect the dynamics of contribution of 
the various regions to the actual decision making process, and/or feedback signals 
from the “decision network” reaching these regions. With the current approach, it is 
not possible to distinguish between these possibilities. Future research, addressing 
interactions between these and other frontal regions should further address this 
issue. Here, we propose that the beta band activity reflects the temporal and spatial 
dynamics of the accumulation and processing of evidence in the sensorimotor 
network, resulting in the decision outcome. 
Our beta band findings are in line with the firing rate modulation observed in 
spike recordings on the same paradigm (reviewed in Romo and Salinas, 2003). In 
S2, premotor and motor cortex, several types of neurons were found, including 
ones that reflect either f1 or f2, and neurons that respond as a function of f2–f1. 
Some cells respond stronger when f2 > f1, whereas others have a preference for f2 
< f1 (Hernández et al., 2002; Romo et al., 2002; Lemus et al., 2007; Hernández et 
al., 2010). Further, analysis of the control condition confirmed that these responses 
are really specific to the discrimination task, as the differential spike activity virtually 
disappeared when a light indicated the to-be-pressed button. 
We believe that the beta activity reflects the processing of evidence in the network, 
revealing the decision process building up to the final outcome. It shows the winner-
takes-all result of the combined individual neuron responses, i.e., the net population 
response. Interestingly, we find stronger beta for f2 > f1 (and for f2 = f1) than for f2 < 
f1. Perhaps the first has the monkey’s preference and there is a bias to this decision 
unless available evidence leads to the alternative choice. Beta oscillations reflect 
synchronization of activity within a population rather than single unit activity, which 
might explain why we do not see the more particular dynamics as observed with 
the spikes, that can distinguish between different types of responses (i.e., neurons 
favoring f2, f1, f2 > f1, f2 < f1 or more complex combinations thereof). Studying the 
interaction between spikes and fields, Pesaran et al. (2008) report decision making 
related spike-field coherence in the beta band (15 Hz) between monkey dorsal 
premotor cortex and parietal cortex. The authors suggest this beta band coherence 
reflects a decision circuit which influences the selection of a movement goal. This 
fits with our interpretation of beta activity reflecting the decision process.
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Further, our interpretation is in line with a recent discussion by Siegel et al. (2011), 
who propose that beta band activity in a widespread network, including prefrontal 
and parietal regions, is involved in linking sensory evidence to motor plans (the latter 
both reflected by gamma band oscillations). They argue for a continuous input of 
accumulating sensory evidence to the cortical motor system. Our thinking is also 
consistent with the interpretation of frontal-parietal beta oscillations recorded in 
humans during visual decision making (Donner et al., 2007). In this MEG study, Donner 
et al. concluded that large-scale beta oscillations support the persistent activity 
required for evidence accumulation. They used a decision making task involving 
visual motion detection and found increased beta band activity (narrowband, 
12-24 Hz) in a widespread network, including posterior parietal and dorsolateral 
prefrontal cortex, which predicted the correctness of a subject’s upcoming choice 
(Donner et al., 2007). Beta activity dissociated the accuracy of the response (hits and 
correct rejections vs. misses and false alarms) but did not reflect the content of the 
subject’s decision (absence vs. presence of target). Donner et al. argued that in these 
regions, the beta band activity reflects the computations underlying the decision 
process, rather than the neural representation of the choice itself. This conclusion 
is consistent with our current results, although we find narrowband beta power in 
a widespread network reflecting the decision outcome, rather than the correctness 
of the response. 
The role of beta in decision making is further supported by a human MEG study 
on a visual motion detection task, where a beta band decrease (broadband, 12-36 
Hz, accompanied by a similar effect in the alpha range) in addition to a gamma band 
increase in M1 built up gradually to predict whether the subject was going to report 
presence or absence of a visual motion stimulus, regardless of correctness of this 
response (Donner et al., 2009). We too report beta band modulation in M1 reflecting 
the decision, however, we find a narrowband increase in beta rather than a more 
general, broadband decrease. The broadband decrease in humans might reflect the 
activity combined at the scalp level from several regions participating in the task. 
Regarding the role of gamma band activity, which has been previously associated 
with neuronal processing (Jensen et al., 2007) and communication (Fries, 2005), 
our results remain inconclusive. We observed a strong evoked broadband gamma 
component both during stimulation and motor response. However, during the delay 
periods we observed significant gamma modulation in DPC (during the retention 
period) and MPC-left (decision period). Only the latter showed a significant 
difference for correct versus incorrect response trials. Rather, it seems that in 
our somatosensory decision making paradigm, the beta band rhythm is the most 
prominent sensorimotor rhythm involved.
Recently, Spitzer et al. (2010) used EEG to study the somatosensory discrimination 
task in humans. They reported a modulation of prefrontal beta power (20-25 Hz, 
source-localized to the inferior frontal gyrus) that reflected the stimulus frequency 
held in working memory. This beta power modulation during stimulus retention 
was related to successful frequency discrimination. In the current study, we did 
not record from PFC, however, these results offer further support for the idea that 
oscillations in the beta band are task-related and reflect gradual accumulation of 
evidence in an extended network, ultimately reflecting the decision outcome.
Modeling work suggests that beta band synchronization might be involved in 
functional coupling of networks over larger distances (because of the longer cycle 
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supporting longer conduction delays), whereas faster gamma band oscillations are 
more optimal for relatively local computations (Kopell et al., 2000). It is suggested 
that beta rhythms are used for higher level interactions involving more distant 
structures (Brovelli et al., 2004). This view is compatible with our current findings, 
and future work looking into the functional role of beta synchronization between 
regions would be highly relevant.
To conclude, several studies relate beta band modulation to aspects of decision 
making. While the reported spectral, spatial and functional aspects vary (possibly 
due to differences in the paradigms used), the limited available evidence points 
toward an extended cortical network involved in decision making, reflected in 
(parts of) the beta band. Here, we show that oscillations in the beta band reflect 
the dynamics of decision making in the monkey sensorimotor network. The study 
of oscillatory activity offers a complementary view to what is known from spike 
recordings, as the oscillations reflect synchronized population activity rather than 
single cell responses.
Materials and Methods
General
One monkey (Macaca mulatta) was trained to perform a somatosensory 
discrimination task (Fig. 1A). Both spikes and LFPs were recorded simultaneously 
from somatosensory, premotor and motor areas (Fig. 1B). The animal was handled 
in accordance with the standards of the US National Institutes of Health and the 
Society for Neuroscience.
Experimental paradigm
Vibrotactile stimuli (500-ms pulse trains, 10-34 Hz) were delivered to the right hand. 
After presentation of the first stimulus (f1), a 3-s retention period was followed 
by presentation of the second stimulus (f2). The monkey’s task was to indicate 
whether f2 was of lower or higher frequency than f1, by means of a left hand button 
press after a 3-s forced-delay. Task performance of the monkey was 74% correct 
responses (mean over 47 sessions; see also Fig. 1CD). 
Data acquisition
Neuronal recordings (47 sessions with up to 240 trials per session) were acquired 
with an array of seven independent, movable microelectrodes inserted in each of 
five cortical areas simultaneously. These areas included S1 (47 sessions), S2 (47), 
DPC (34), and MPC (33) in the hemisphere contralateral to the stimulated hand, 
and MPC (13) and M1 (39) in the hemisphere contralateral to the response hand. 
A more extensive description of the task and procedures can be found in previous 
publications (Hernández et al., 1997; Hernández et al., 2008).
Data analysis
For data analysis we used custom-build Matlab code and the FieldTrip toolbox 
(http://www.ru.nl/neuroimaging/fieldtrip). The data were down-sampled offline to a 
sampling frequency of 1 kHz. A band-stop filter was applied to remove line noise (60 
Hz and harmonics) caused by the power net. To remove further recording artifacts, 
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the data were rereferenced per region: for each recording site, the average signal 
from electrodes in that same region was subtracted (per trial). Trials containing 
remaining artifacts (e.g., because of movement or electronic interference) were 
removed based on visual inspection of the data.
Spectral analysis
Trials were segmented into 500-ms epochs and multiplied with a Hanning taper 
to improve spectral estimation. Power spectra were computed using a fast Fourier 
transform approach. Further, we computed time-frequency representations of the 
power spectra using an adaptive sliding time window of five cycles length (t = 5/f) 
and a Hanning taper for lower frequencies (5-30 Hz), and a sliding time window 
of fixed length (200 ms) and five orthogonal Slepian tapers resulting in ±15 Hz 
smoothing (Percival and Walden, 1993) for higher frequencies (30-100 Hz). Power 
was averaged over trials within each recording session, normalized by a relative 
baseline correction (t= -1 – -0.5 s), and then averaged over electrodes within the 
same region. This procedure gives average power spectra per region per session, 
which were used for statistical analysis.
For analysis of beta power modulation (see Results), the peak beta frequency was 
established for each region during the decision delay period (S1, 16 Hz; all other 
regions, 22 Hz). For subsequent analysis of beta power, a ±4 Hz window around this 
peak frequency was used (i.e., 12-20 Hz for S1; 18-26 Hz for other regions).
Statistical analysis
To establish whether the difference between two conditions was significantly 
different from 0, a cluster-based nonparametric randomization test was applied 
within sessions. By clustering neighboring samples (i.e., time-frequency points) 
that show the same effect, this test deals with the multiple comparisons problem 
(method described in Maris and Oostenveld, 2007).
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Supplementary Material
Supplementary figure 1. Gamma band activity in the LFPs during the somatosensory discrimination task.
(A) Time-frequency representations showing oscillatory activity in the gamma band (40-100 Hz) related 
to different aspects of the discrimination task. Conventions are the same as in fig. 2. Note significant 
focal gamma band increase in the retention delay in DPC and in decision delay in MPC-left. (B) Similar for 
correct vs. incorrect trials. Only in MPC-left significant modulation of delay activity in the gamma band 
was observed.
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Chapter 5
Top-down controlled alpha band activity in 
somatosensory areas determines behavioral 
performance in a discrimination task
ABSTRACT
The brain receives a rich flow of information which must be processed according 
to behavioral relevance. How is the state of the sensory system adjusted in 
order to up- or down-regulate processing according to anticipation? We used 
magnetoencephalography to investigate whether pre-stimulus alpha band 
activity (8-14 Hz) reflects allocation of attentional resources in the human 
somatosensory system. Subjects performed a tactile discrimination task where 
a visual cue directed attention to their right or left hand. The strength of 
attentional modulation was controlled by varying the reliability of the cue in 
three experimental blocks (100%, 75% or 50% valid cueing). While somatosensory 
pre-stimulus alpha power lateralized strongly with a fully predictive cue (100%), 
lateralization was decreased with lower cue reliability (75%) and virtually absent 
if the cue had no predictive value at all (50%). Importantly, alpha lateralization 
influenced the subjects’ behavioral performance positively: both accuracy and 
speed of response improved with the degree of alpha lateralization. This study 
demonstrates that pre-stimulus alpha lateralization in the somatosensory system 
behaves similarly to posterior alpha activity observed in visual attention tasks. 
Our findings extend the notion that alpha band activity is involved in shaping the 
functional architecture of the working brain by determining both the engagement 
and disengagement of specific regions: the degree of anticipation modulates the 
alpha activity in sensory regions in a graded manner. Thus, the alpha activity is 
under top-down control and seems to play an important role for setting the state 
of sensory regions in order to optimize processing.
Published as:
Haegens, S., Händel, B., & Jensen, O. (2011) 
Journal of Neuroscience, 31(14), 5197-5204.
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Introduction
In daily life our brains receive a constant flow of sensory information. To process 
this information effectively it must be filtered according to behavioral relevance. 
It is highly conceivable that this filtering involves mechanisms which adjust the 
processing capabilities of sensory regions according to the input’s anticipated 
relevance. Oscillatory activity in the alpha band (8-14 Hz) was proposed to play an 
important role in the engagement and disengagement of sensory areas depending 
on task demands. Here, we investigated whether somatosensory alpha activity 
is top-down modulated according to the anticipation of sensory input. Further, 
we asked whether the alpha modulation has consequences for somatosensory 
discrimination performance.
The prominent posterior alpha rhythm was long considered to reflect cortical 
idling (Adrian and Matthews, 1934; Pfurtscheller et al., 1996). More recently, 
converging electrophysiological evidence suggests that alpha oscillations play 
an important and active role in cognitive processing (Palva and Palva, 2007). The 
alpha rhythm was proposed to reflect the state of the underlying neuronal network, 
which provides the neural context for processing (Cooper et al., 2003; Klimesch et 
al., 2007). In particular, alpha activity might serve to direct the flow of information 
through the brain and allocate resources to relevant regions (Jensen and Mazaheri, 
2010). This is consistent with previous work suggesting that sensory alpha activity 
is involved in directing focal attention (Pfurtscheller and Lopes da Silva, 1999; 
Suffczynski et al., 2001).
In support of such an alpha mechanism, visual attention is known to modulate 
alpha activity over parieto-occipital cortex as measured with electroencephalography 
(Foxe et al., 1998). In visual spatial attention tasks, alpha activity shows a lateralized 
pattern: alpha decreases contralateral to the attended location (Sauseng et al., 
2005) and increases contralateral to the ignored location, presumably to suppress 
distracting input (Worden et al., 2000; Kelly et al., 2006). This lateralized alpha 
activity correlates with visual detection performance (Thut et al., 2006; Händel 
et al., 2011). The functionality of alpha might be generalized to other modalities. 
Previously, investigating somatosensory working memory (WM) we found an 
increase of somatosensory alpha power (also known as the mu rhythm) ipsilateral 
to the tactile stimulus, which was stronger for correct than incorrect trials (Haegens 
et al., 2010). These results indicate that the somatosensory alpha rhythm serves the 
same functional role as posterior alpha. 
Here, we asked whether anticipatory somatosensory alpha activity reflects the 
allocation of attentional resources, and to what extent it is top-down modulated by the 
degree of anticipation. Brain activity was measured with magnetoencephalography 
(MEG), while subjects performed a somatosensory discrimination task where a 
visual cue directed attention to the right or left hand. The strength of attentional 
modulation was controlled by varying cue reliability in three experimental blocks. 
We hypothesized that pre-stimulus somatosensory alpha power would modulate 
with respect to attention and that the strength of this modulation would increase 
parametrically with cue reliability. Since we posit that alpha activity plays a direct 
role in modulating neuronal processing, we further hypothesized that pre-stimulus 
alpha would be predictive of somatosensory discrimination performance.
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Figure 1. Experimental paradigm and behavioral results. 
(A) Subjects performed a tactile stimulus discrimination task where a visual cue directed attention either 
to their right or left hand. The strength of attentional modulation was controlled by varying the reliability 
of the cue in three experimental conditions (100%, 75% or 50% valid cueing). Subjects had to discriminate 
between two target frequencies, presented as electrical pulse trains to the cued thumb on valid cue trials, 
and to the non-cued thumb on invalid cue trials. (B) Discrimination rate (left) and reaction time (right) 
for each of the experimental conditions, for valid (blue) and invalid cue trials (red) separately. Error bars 
indicate the SEM. Behavioral performance on invalid trials was significantly worse than on valid trials, 
both in terms of lower discrimination rate (p < 0.05) and slower RT (p < 0.001). Invalid cues had a more 
detrimental effect on RT for the 75% condition than for the 50% condition (p < 0.01). Subjects were faster 
on the 100% condition than on the 75% (p < 0.05) or 50% conditions (p < 0.01).
Materials and Methods 
Subjects
Eighteen healthy subjects (mean age, 25 years; range, 20-33 years; 11 female) 
participated in the experiment after giving written informed consent according to 
the Declaration of Helsinki. All subjects had normal or corrected-to-normal vision 
and were right-handed.
  
Materials
Electrical stimuli were delivered with two constant-current high-voltage stimulators 
(Digitimer Ltd) to the left and right thumb. The intensity (left-hand mean, 2.9 mA, 
range, 1.9-3.8 mA; right-hand mean, 3.3 mA, range, 2.5-4.5 mA) of the 0.2 ms 
electric pulses was set to 150% of the subject’s sensory threshold level. This level 
was established during a practice session prior to the recordings, for each thumb 
independently. 
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Experimental paradigm
Subjects performed a somatosensory spatial attention task (Fig. 1A), in which they 
had to discriminate between two target frequencies presented to the left or right 
hand thumb. A trial started with a fixed 1.2 s baseline during which a fixation cross 
was presented. For the following 0.2 s a visual cue (arrow) replaced the fixation cross. 
The arrow pointed either to the left or right, instructing the subject which hand to 
attend to while maintaining fixation. After a pre-stimulus interval (jittered, mean: 1.4 
s, range: 1.0-1.8 s) an electrical target stimulus (240 ms pulse train) was presented to 
the cued hand. At onset of the target stimulus, a distracter stimulus (one pulse) was 
presented to the non-cued hand. The target stimulus could either be of low or high 
frequency. The low (either 25 Hz or 33.3 Hz) and high frequencies (41.7, 50 or 66.7 
Hz) were established individually for each subject during a practice session prior to 
recordings. The frequencies were selected individually such that each subject could 
execute the task above chance level but below ceiling performance. Furthermore, 
the practice session was used to familiarize the subject with the task.
The task of the subject was to indicate by button press with the right index finger 
whether the low-frequency (lower button) or high-frequency target (upper button) 
was presented. The response window was limited to 1.5 s after stimulus offset. 
Immediately after the button press, visual feedback was presented. For correct 
responses the fixation cross turned green, and for incorrect or no responses it 
turned red (for 0.2 s). After the feedback the next trial started. 
In one experimental block, the visual cue was always valid, meaning that in 100% 
of the trials the later presented target stimulus was on the side indicated by the 
arrow. This condition is further referred to as the 100% condition. In the block of 
the 75% condition, the cue was invalid on 25% of the trials. On invalid cue trials, 
the distracter was presented to the cued hand, whereas the target stimulus was 
presented to the non-cued hand. In this case, the subject had to respond to the 
non-cued hand. Distracter and target stimuli were sufficiently different, allowing the 
subject to recognize the cue as invalid. In the block of the 50% condition, half of 
the cues were invalid, leaving the cue uninformative. The subjects were instructed 
to always indicate the frequency of the target stimulus (high or low). At the start of 
each block, subjects were instructed on the cue reliability (being 100%, 75% or 50%) 
and completed 200, 480 and 200 trials in each condition respectively. The block 
order was counterbalanced over subjects. 
Subjects were seated upright in the MEG system with their arms comfortably 
positioned on the armrests beside them. They were instructed not to move during 
the experiment and keep fixation. In between the blocks and twice within the 75% 
condition subjects had a short break but remained seated in the MEG system.
Data acquisition
Ongoing brain activity was recorded at a sampling frequency of 1,200 Hz, using 
a whole-head MEG system with 275 axial gradiometers (CTF MEG systems, VSM 
MedTech Ltd). The data was down-sampled offline to a sampling frequency of 300 
Hz. The subject’s head location relative to the MEG sensors was measured at the 
start and end of each session using marker coils placed at the nasion and both ear 
canals. In addition, anatomical magnetic resonance (MR) images of the subjects’ 
brains were acquired using a 1.5 T Siemens Magnetom Sonata system. During MR 
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acquisition, similar earplugs, now with a drop of Vitamin E in place of the coils, were 
used to allow coregistration of the MR image and MEG data.  
Data analysis
Behavioral performance on the task was computed in terms of discrimination rate 
(percentage correct responses) and reaction times (RTs) on correct trials. To analyze 
the behavioral results, a repeated-measures ANOVA with factors validity (valid and 
invalid cue) and reliability (75% and 50%) was applied.
For the MEG data analysis we used custom-build Matlab code and the Matlab-
based FieldTrip toolbox, which is developed at the Donders Institute for Brain, 
Cognition and Behaviour (http://www.ru.nl/neuroimaging/fieldtrip).
Because of the jittered window length between cue and stimulus onset, the data 
was processed twice: once cue-locked (i.e., with respect to cue onset) and once 
stimulus-locked (i.e., with respect to stimulus onset). For all the results reported, the 
stimulus-locked approach was used, unless indicated otherwise. 
For each subject, all trials were first cleaned from artifacts. This was done on all 
conditions combined. Independent component analysis (ICA) (Jung et al., 2000) 
was used to identify eye artifacts (eye movements and eye blinks) in the data. The 
ICA components were visually inspected and those representing eye artifacts 
were then projected out of the data. Further, trials with extremely high variance 
(containing, e.g., MEG SQUID jumps or muscle artifacts) were removed from the 
data (on average 3.75% of trials). 
For the sensor-level analysis, planar gradients of the MEG field distribution 
were calculated using a nearest-neighbor method comparable with the method 
described by Bastiaansen and Knösche (2000), which makes interpretation of the 
sensor-level data easier, as sensors showing maximal activity are typically located 
above the actual sources.
Spectral analysis
Power spectra were calculated for each MEG sensor using the planar gradient 
representation of the data. From each trial, a segment of data (1 s) directly before 
stimulus onset (i.e., stimulus-locked) was extracted. This segment was multiplied 
with a Hanning taper and power of 5-35 Hz was computed using a fast Fourier 
transform (FFT) approach. To inspect the time course of the frequency effects, we 
also computed time-frequency representations (TFRs) of the power spectra. To this 
end we used an adaptive sliding time window of four cycles length (t = 4/f) for each 
frequency represented and applied a Hanning taper prior to estimating the power 
using an FFT approach.
Source analysis
To localize the sources of the alpha band activity we applied a beamformer approach, 
using an adaptive spatial filtering technique (Gross et al., 2001; Schoffelen et al., 
2008). This beamformer technique uses the Fourier spectra, which were obtained by 
applying a multitaper FFT approach to the stimulus-locked segments (1 s) from the 
100% condition, centered at 11 Hz with five orthogonal Slepian tapers resulting in ±3 
Hz smoothing (Percival and Walden, 1993), i.e., a band of 8-14 Hz. We constructed 
a realistically shaped single-shell description of the brain for each subject, using 
the individual anatomical MR image. The brain volume of each individual subject 
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was divided into a grid with a 1 cm resolution and normalized toward the template 
MNI brain (International Consortium for Brain Mapping, Montreal Neurological 
Institute, Canada) using SPM2 (http://www.fil.ion.ucl.ac.uk/spm). Lead fields were 
calculated for all grid points (Nolte, 2003). With the lead fields and the Fourier 
spectra (of attention-left and attention-right combined), a common spatial filter 
was constructed for each grid point, for each subject. Using this common filter, 
the spatial distribution of power was estimated for attention-left and attention-right 
separately. Sources that differ between the two attention conditions (left vs. right) 
could now be localized. Note: for source analysis, the data of 17 subjects was used, 
as for one subject head localization data during the MEG recording were missing 
due to technical problems.
Statistical analysis
Statistical analysis was performed both on sensor and source level, using the 
same procedure. For each subject, trials were averaged for attention left and 
right separately within each condition and then normalized the following way: 
(attention-left – attention-right) / (attention-left + attention-right). This approach 
gives negative values for stronger decrease in the attention-left condition, and 
positive values when there is a stronger decrease in the attention-right condition. 
This procedure also reduces intersubject variability in the power estimates, thus 
providing a convenient normalization.
To establish whether the difference between attention left and right was 
significantly different from 0, a cluster-based nonparametric randomization test 
was applied (Maris and Oostenveld, 2007). By clustering neighboring sensors (or 
grid points in the source analysis) that show the same effect, this test deals with 
the multiple-comparisons problem and at the same time takes into account 
the dependency of the data. The normalized data were averaged over the alpha 
frequency range (8-14 Hz) and for each sensor a dependent-samples t-value was 
computed (testing the attention left-right contrast vs. 0). All samples were selected 
for which this t-value exceeded an a priori threshold (uncorrected p < 0.05), and 
these were subsequently clustered on the basis of spatial adjacency. The sum of 
the t-values within a cluster was used as cluster-level statistic. The cluster with the 
maximum sum was subsequently used as test statistic. By randomizing the data 
across the two conditions (i.e., the normalized contrast and 0) and recalculating the 
test statistic 2,000 times, we obtained a reference distribution of maximum cluster 
t-values to evaluate the statistic of the actual data.
Alpha lateralization index
To capture the relative pre-stimulus alpha distribution over both hemispheres in 
one measure, a lateralization index of alpha power was calculated for each subject, 
using sensors within pre-defined regions of interest (ROIs): alpha-lateralization 
index = (alpha-ipsilateral-ROI – alpha-contralateral-ROI) / (alpha-ipsilateral-ROI + 
alpha-contralateral-ROI).
Contra- and ipsilateral refers to the hemispheres with respect to the cue. This 
index is comparable to the one applied by Thut et al. (2006), and gives a positive 
value when alpha power is higher over the ipsilateral hemisphere and/or lower 
over the contralateral hemisphere (ipsilateral > contralateral), and a negative value 
for the opposite scenario (contralateral > ipsilateral). The ipsi- and contralateral 
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“somatosensory” sensors used to compute the alpha-lateralization index were 
selected for each subject individually, based on the post-stimulus response to 
guarantee an orthogonal selection of sensors. For all MEG sensors, the average 
post-stimulus power was computed for the combined alpha and beta band (8-
26 Hz) in a 500 ms time window. This time-frequency window contained a strong 
(evoked) stimulus response, as observed from the grand-average TFR. For each 
subject, a contrast was computed between stimulus-left and stimulus-right (in 
a fashion similar to that of the attention contrasts computed previously), and 15 
left-hemispheric and 15 right-hemispheric sensors were selected based on the 
strongest stimulus response (note: frontal and occipital sensors were excluded 
from this selection process to avoid contamination). These selected sensors were 
subsequently used for the computation of the pre-stimulus alpha lateralization.
To test for differences in the alpha-lateralization index over conditions (100%, 
75% and 50%) a linear regression analysis was used. To test for differences in the 
alpha-lateralization index between good and bad performance, i.e., correct versus 
incorrect trials and low-RT versus high-RT trials (divided by a median split), paired-
sample t-tests were performed within each condition. A linear regression analysis 
was used to assess the modulation of these differences by cue reliability.
Results 
Performance increased with cue reliability
The average performance over all conditions in 18 subjects was a discrimination rate 
of 77.6 ± 8.1% with an RT of 530.7 ± 100.2 ms (RT was computed on correct trials 
only). Figure 1B shows the average performance per reliability-condition, separately 
for validly and invalidly cued trials. For the 75% and 50% reliability conditions, a 
repeated-measures ANOVA was performed. There was neither a significant effect 
of reliability on discrimination rate (F(1, 17) = 0.847, p = 0.370), nor on RT (F(1, 17) 
= 1.479, p = 0.241). There was a significant effect of validity both on discrimination 
rate (F(1,17) = 6.534, p < 0.05) and on RT (F(1,17) = 23.239, p < 0.001), with higher 
discrimination rates and lower RTs for validly cued trials. Furthermore, the interaction 
effect between reliability and validity was not significant for discrimination rate 
(F(1,17) = 0.458, p = 0.508), but showed a highly significant effect for RT (F(1,17) = 
11.715, p < 0.01).
The performance on the 100% reliability condition was compared to the other 
reliability conditions with paired-sample t-tests. In terms of discrimination rate there 
were no differences between the reliability conditions (100% vs. 75%, t(17) = 0.687, 
p = 0.502; 100% vs. 50%, t(17) = 1.208, p = 0.244), but subjects were faster on the 
100% condition compared to the other two conditions (100% vs. 75%, t(17) = -2.445, 
p < 0.05; 100% vs. 50%, t(17) = -2.960, p < 0.01).
To summarize, the behavioral results confirmed the expected outcome: 
performance on invalid trials was significantly worse than on valid trials, both in 
terms of discrimination rate and RT. Invalid cues had a more detrimental effect on 
RT for the 75% condition than for the 50% condition. Subjects were faster on the 
100% condition than on the 75% or 50% conditions. 
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Figure 2. Pre-stimulus somatosensory alpha lateralization. 
(A) Topographic plot showing pre-stimulus (t = -1−0 s) alpha power (8−14 Hz) lateralization in sensors 
over sensorimotor regions. Sensors showing significant modulation (p < 0.05) are marked with asterisks. 
(B) Average TFR of the sensors identified in A, showing sustained decrease of alpha activity during the 
pre-stimulus interval (t = -1−0 s). Left-hemispheric sensors were mirrored to combine them with the right-
hemispheric sensors (scale as in A). (C) Alpha power source reconstructions obtained using beamforming 
are shown on a standardized brain volume. Lateralized alpha activity is located in sensorimotor cortex 
(including Brodmann areas 1, 2, 3). The color code represents t-values obtained from the comparison 
between attention to left and right hand. The t-values are masked at a p-value of <0.1, indicating a 
significant effect for the right somatosensory source (p < 0.01) and a trend for the left source (p = 0.062). 
All plots are showing power as a contrast between attention left and attention right in the 100% condition, 
grand-averaged over 18 subjects (note: 17 subjects were included in the source reconstruction).
Pre-stimulus somatosensory alpha lateralization 
reflects direction of attention
Using the stimulus-locked data from the 100% condition, we assessed whether a 
visuo-spatial cue lead to somatosensory pre-stimulus lateralization in the alpha 
band. Pre-stimulus alpha power (8-14 Hz) for the combined planar gradients 
was calculated for left and right attention conditions separately, and the contrast 
between left and right attention was computed as (attention-left – attention-right) 
/ (attention-left + attention-right). Spectral analysis revealed a lateralized pattern of 
alpha power. A cluster-based randomization test over the sensors further showed 
that the alpha lateralization had two significant clusters of sensors above left and 
right sensorimotor regions (p < 0.05 for both clusters) (Fig. 2A). 
A time-frequency analysis of the lower frequencies (5-35 Hz) showed that alpha 
lateralization was sustained throughout the 1 s before stimulus onset (Fig. 2B) and 
that none of the other lower frequencies between 5-35 Hz showed a substantial 
modulation.
Using a beamforming approach, the sources of the pre-stimulus alpha 
lateralization could be localized to sensorimotor regions (Fig. 2C), with the peaks of 
activity in primary somatosensory cortex [i.e., postcentral gyrus, including Brodmann 
areas 1, 2, and 3, according to the atlas by Talairach and Tournoux (1988)] for both 
hemispheres. A cluster-based randomization test over the 3D source space showed 
that the lateralized difference in alpha activity between attention-left and attention-
right was significant for the right somatosensory source (p < 0.01) and showed a 
trend for the left source (p = 0.062). Note that data of only 17 subjects was used for 
the source analysis.
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Figure 3. Pre-stimulus somatosensory alpha lateralization increases with cue reliability. 
(A) Topographic plots showing pre-stimulus (t = -1−0 s) alpha power (8−14 Hz) lateralization over 
sensorimotor regions, for each of the reliability conditions (100%, 75%, 50%). Sensors showing significant 
modulation due to attention (p < 0.05) are marked with asterisks. All plots are showing power as a contrast 
between attention left and attention right, grand-averaged over 18 subjects. (B) Bar graph showing a 
significant (p < 0.01) parametric decrease of the alpha-lateralization index (computed for each subject 
using individual ROIs, subsequently averaged over 18 subjects) with decreasing cue reliability. Error bars 
indicate the SEM.
Pre-stimulus somatosensory alpha lateralization 
increases with cue reliability
Pre-stimulus alpha power for attention-left versus attention-right was then 
computed for each of the experimental conditions (i.e., 100%, 75% and 50%) as 
described above and compared across conditions (Fig. 3A). The alpha lateralization 
was significant on sensor level both in the 100% (see before) and 75% condition 
(p < 0.01 for two clusters above left and right sensorimotor regions). For the 50% 
condition the effect was much weaker, however, a significant cluster was found in 
sensors over left sensorimotor regions (p < 0.05). 
To further asses the differences in alpha lateralization between the conditions, 
the alpha-lateralization index was computed for each condition in each subject 
separately using the subject-specific sensor selection based on the stimulus 
response. There was a significant parametric decrease of the alpha-lateralization 
index with decreasing cue reliability (Fig. 3B) as assessed by linear regression (R2 = 
0.150, p < 0.01).
This decrease could not be explained by a difference in overall ipsilateral plus 
contralateral alpha power between the conditions (data not shown), as a similar 
test on the denominator (normalized per subject using the average power over 
conditions) in the alpha-lateralization index showed no significant effect (R2 = 
0.000, p = 0.964).
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Figure 4. Pre-stimulus somatosensory alpha lateralization influences task performance. 
(A) Bar graphs showing significant difference (p < 0.05) in alpha lateralization between correct and incorrect 
trials and (B) between low- and high-RT trials for the 100% condition. The alpha lateralization index was 
computed for each subject using individual ROIs with respect to the sensors. Error bars indicate SEM. (C) 
and (D) show similar graphs for the 75% condition. Here, no significant effects were observed (p > 0.05), 
although for RT a near significant trend (p = 0.056) was observed, indicating that strong alpha lateralization 
lead to faster RTs on valid cue trials, whereas on invalid cue trials this was detrimental for performance. 
Pre-stimulus somatosensory alpha lateralization 
is a strong predictor of performance
Next, we investigated whether the alpha lateralization was predictive of the subjects’ 
performance. For the 100% condition, we contrasted correct with incorrect trials 
(Fig. 4A) and trials with low RT versus trials with high RT (Fig. 4B). This analysis shows 
that a higher alpha-lateralization index precedes better performance: both correct 
trials and fast RTs are related to high alpha lateralization values whereas incorrect 
trials and slow RTs show less alpha lateralization. Paired-sample t-tests confirmed 
that these differences were significant (correct vs. incorrect: t(17) = 2.187, p < 0.05; 
low vs. high RT: t(17) = 2.556, p < 0.05).
This was further substantiated by analysis of the invalid cue trials from the 75% 
condition, on which an opposite pattern was observed: high alpha lateralization 
was detrimental for performance on invalid cue trials (Fig. 4CD). These effects 
were tested using a paired-sample t-test comparing the differences in the alpha-
lateralization index between correct (low RT) and incorrect (high RT) trials for valid 
versus invalid. For discrimination rate this effect was not significant (t(17) = 0.638, 
p = 0.532), for RT a near significant trend was observed (t(17) = 2.048, p = 0.056). 
As expected, in the 50% condition alpha-lateralization index values were rather 
low and did not correlate with performance (data not shown): both correct and 
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incorrect, and low- and high-RT trials showed similarly low alpha-lateralization 
index values (in the range of 0.01−0.02; correct vs. incorrect: t(17) = -0.436, p = 
0.669; low vs. high RT: t(17) = 0.375, p = 0.712).
Next, we compared the differences in the alpha-lateralization index between 
good and bad performance (i.e., correct vs. incorrect trials and low-RT vs. high-
RT trials) over conditions, to see whether this was modulated by cue reliability 
(Fig. 5AB). A linear regression analysis showed that with decreasing cue reliability, 
there was a strong trend toward decreasing differences in the alpha-lateralization 
index between correct and incorrect trials (R2 = 0.043, p = 0.081). This effect was 
significant for reaction times: with decreasing cue reliability, the difference in the 
alpha-lateralization index between low- and high-RT trials becomes smaller and 
eventually flips from positive to negative values (R2 = 0.135, p < 0.01). Note that for 
this analysis we distinguished the following conditions: 100%, 75% (valid trials from 
75% condition), 50% (all trials), and 25% (invalid trials from 75% condition – which is 
not the exact equivalent of a 25% reliable cue). 
Figure 5. Pre-stimulus somatosensory alpha lateralization influences task performance in a graded 
manner. 
(A) Bar graphs showing that cue reliability modulates the difference in alpha lateralization between correct 
and incorrect trials (trend, p = 0.081) and (B) between low and high RT trials (significant, p < 0.01). The 
alpha lateralization index was computed for each subject using individual ROIs. Error bars indicate SEM. 
Note that the 25% condition refers to the invalid trials from the 75% condition.
Alpha lateralization: contralateral decrease or ipsilateral increase?
The results presented so far on somatosensory alpha lateralization do not reveal 
whether the effects considered are explained by a contralateral decrease or an 
ipsilateral increase, or a combination of the two. To assess this, we inspected the 
cue-locked time courses of ipsi- and contralateral alpha power, for left and right ROI 
separately (Fig. 6AB). This reveals an interesting pattern: for the left ROI, both ipsi- 
and contralateral attention conditions lead to a decrease in alpha power compared 
with pre-cue values. However, in the right ROI, we observed a contralateral decrease 
but a slight ipsilateral increase. To assess the statistical significance of these effects 
we performed a cluster-based randomization test, contrasting the cue/post-cue 
window (t = 0 – 1.2 s) with the baseline period (t = -0.5 – 0 s). We used subject-
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specific ROIs and normalized the alpha time course per subject with a log transform. 
For the left ROI, the observed decreases were significant for both conditions (p 
< 0.05; significant time samples indicated in Fig. 6). For the right ROI, only the 
contralateral attention condition lead to a trend (p = 0.064).
To further explore this, we repeated the contrasts for correct versus incorrect and 
low-RT versus high-RT trials for the 100% condition, using the ipsi- and contralateral 
alpha power separately, instead of the alpha-lateralization index. Alpha power was 
computed for each subject using individual ROIs and normalized by the subject’s 
mean power (data not shown). We observed lower contralateral alpha power (trend: 
t(17) = -1.962, p = 0.066) and higher ipsilateral alpha power for correct versus 
incorrect trials (t(17) = 0.971, p = 0.345). Neither of these effects were significant 
by themselves, whereas the lateralization effect (using both contra- and ipsilateral 
activity) was significant, as reported before. Interestingly, there was significantly 
lower contralateral alpha power when contrasting low- with high-RT trials (t(17) 
= -2.775, p < 0.05), but no ipsilateral difference in alpha power (t(17) = -0.068, p = 
0.946).
 
Figure 6. Contralateral decrease or ipsilateral increase? 
Cue-locked time courses of contra- and ipsilateral alpha power in the 100% condition, for left and right 
ROI separately, grand-averaged over 18 subjects (ROIs were defined for each subject individually). Blue 
traces show attention-left, red traces show attention-right, dashed lines indicate ipsilateral, straight lines 
indicate contralateral side, gray area indicates the pre-stimulus window. (A) For the left ROI, both ipsi- and 
contralateral attention conditions lead to a significant decrease of alpha power (p < 0.05, significant time 
samples are indicated by the horizontal traces) compared with pre-cue values (cue onset: t = 0 s, stimulus 
onset: t = 1.2−2.0 s, depending on jitter), (B) whereas in the right ROI a contralateral decrease (trend, p = 
0.064) but an ipsilateral increase (not significant) was observed.
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Discussion 
As predicted, pre-stimulus alpha power in primary sensorimotor regions was strongly 
lateralized with respect to the direction of somatosensory attention (left versus right 
hand). The alpha band lateralization increased parametrically with cue reliability. 
Importantly, the degree of alpha lateralization predicted the subjects’ discrimination 
performance: both accuracy and speed of response improved with lateralization. 
Our findings strongly suggest that a top-down drive is involved in determining the 
alpha band activity and thus the state of the somatosensory cortex. The “alpha 
state” then reflects an anticipatory mechanism which biases the detection ability 
and consequently behavioral performance. 
Alpha lateralization reflects general mechanism
Interestingly, the pre-stimulus alpha lateralization in the somatosensory system 
behaves similarly to posterior alpha activity observed in visual attention tasks (Foxe 
et al., 1998; Worden et al., 2000; Sauseng et al., 2005; Kelly et al., 2006). The sources 
of the pre-stimulus alpha lateralization were localized to early sensorimotor regions, 
with the peak of activity in primary somatosensory cortex. Thus, anticipatory alpha 
activity is focal and functionally specific to the sensory areas in question. This study 
extends the notion that alpha band activity is involved in shaping the functional 
architecture of the working brain by determining the functional engagement and 
disengagement of specific regions: alpha power decreases in task-relevant areas 
and increases in task-irrelevant areas.
Alpha lateralization under top-down control
Previous work suggested that spontaneous fluctuations in ongoing alpha activity 
can modulate visual and somatosensory perception (Linkenkaer-Hansen et al., 
2004; Van Dijk et al., 2008; Busch et al., 2009; Mathewson et al., 2009; Zhang and 
Ding, 2010). Here, we show this modulation is under top-down control. Not only is 
the alpha activity lateralized with respect to the spatial orientation of attention, but 
the strength of this lateralization is further modulated by the information about cue 
reliability. The more likely information about important sensory input is valid, the 
stronger is the modulation of the system via alpha. This view is further supported by 
previous work suggesting that somatosensory alpha activity is modulated by (pre)
frontal regions (Haegens et al., 2010; Zhang and Ding, 2010). To the best of our 
knowledge, this is the first study to show that subjects can use information about 
cue reliability to modulate their somatosensory alpha levels in a graded manner in 
order to be optimally prepared for processing upcoming stimuli.
Alpha lateralization required for optimal performance
The current result is complementary to our previous finding demonstrating that 
increased alpha activity over the ipsilateral somatosensory regions leads to better 
somatosensory WM performance (Haegens et al., 2010). Further, it is in line with 
results from the visual domain: higher ongoing visual alpha activity has been related 
to lower visual detection performance (Hanslmayr et al., 2007; Van Dijk et al., 2008). 
Furthermore, alpha lateralization over parieto-occipital regions has been correlated 
with detection of attended and successful inhibition of unattended visual stimuli 
(Thut et al., 2006; Händel et al., 2011). Recent TMS studies entraining posterior alpha 
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oscillations strongly suggest that the influence of alpha activity on perception is 
causal rather than merely correlational (Sauseng et al., 2009; Romei et al., 2010).
Whereas we report a linear relationship between alpha lateralization and 
performance, previous work on spontaneous fluctuations of ongoing somatosensory 
alpha activity reported an inverted u-shape relation between contralateral pre-
stimulus alpha activity and detection of near-threshold somatosensory stimuli 
(Linkenkaer-Hansen et al., 2004; Zhang and Ding, 2010). These studies report that 
performance is optimal (in terms of detection rate and RT) at intermediate levels of 
contralateral alpha activity. With both weak and strong contralateral alpha activity, 
performance drops. It should be noted that in contrast to our findings, these two 
studies relied on spontaneous fluctuations in alpha band activity. It is possible that 
spontaneous alpha fluctuations occupy a broader range than the cue-induced 
alpha activity we report; possibly our data only reflect the latter flank of the inverted 
u-shape.  In a non-cued paradigm other factors not directly related to the task, 
such as drowsiness, sleep onset and movement, could reduce the measure of alpha 
power while at the same time impairing performance. In a related study with a similar 
non-cued paradigm (Monto et al., 2008), it is apparent that non-cued detection 
tasks can be rather boring and include relatively long periods (i.e., up to several 
tens of seconds) of no detection. This is quite different from the cued-paradigm we 
used here, which keeps subjects alert as an active direction of attention is required 
on each trial. Thus, there is probably quite a difference in the range of alpha activity 
observed in spontaneous random fluctuations as compared to the fluctuations 
observed when attention is directed. 
Recently, Jones et al. (2010) reported functionally relevant modulation of 
somatosensory alpha activity in a cued spatial attention study, where subjects had to 
attend to either their hand or foot. When attention was directed to the hand, alpha 
activity in the somatosensory “hand area” decreased, whereas it increased when 
attention was directed to the foot. This is consistent with previous reports involving 
the alpha activity with focal attention in the somatosensory system (Pfurtscheller 
and Lopes da Silva, 1999; Suffczynski et al., 2001). In a cued-attention paradigm, 
Jones et al. report a linear relationship between alpha activity and performance, 
in line with our findings and in contrast with the aforementioned inverted u-shape 
relationship. They report a decrease of performance with increasing alpha power, 
which is consistent with our findings. 
While our results are in line with those of Jones et al., our study does add several 
new insights. Firstly, we explored interhemispheric allocation of attention rather 
than intrahemispheric. We show that the lateralization of alpha activity between 
contra- and ipsilateral sides (rather than just local alpha) is a strong predictor of 
performance, both in terms of discrimination rate and RT. In principle Jones et 
al. could have related detection performance for the hand to alpha activity from 
the foot area (and vice versa). However, given the spatial smearing of MEG, it is 
problematic to reliably separate alpha activity from the hand and foot area in the 
same hemisphere. Further, the improved performance with alpha decrease reported 
by Jones et al. could potentially be explained by a speed-accuracy trade-off. We 
exclude this possibility by showing that both accuracy and RT improve with stronger 
alpha lateralization. Most importantly, we show that there is a gradedness introduced 
by cue reliability: anticipation allocation by alpha activity is not a binary switch but 
reflects the environment in a probabilistic manner.
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Lateralization mainly driven by contralateral decrease
It is an ongoing debate whether alpha lateralization is mainly driven by an active 
decrease or increase. In the current study, lateralization was mainly driven by a 
decrease of pre-stimulus alpha power contralateral to the cued side, but further 
enhanced by a slight ipsilateral increase of alpha power in the case of attention to 
the right hand. It remains unclear whether this reflects a genuine difference between 
the left and right hemispheres (all subjects were right-handed), or whether it is due to 
the fact that the right hand was used as response hand. A general preparation for the 
motor response could explain the decrease in alpha activity over left sensorimotor 
cortex, in response to both the ipsi- and contralateral cue. Future research should 
address this issue by comparing left and right hemispheric alpha power modulation 
in different response paradigms. In any case, ipsilateral alpha activity was always 
higher than contralateral, both within hemispheres and within attention conditions, 
and it is this lateralization that best reflects the attentional bias (Thut et al., 2006). 
A recent visual WM study by Sauseng et al. (2009) suggests that increasing distracter 
levels lead to increased ipsilateral alpha levels (compared with contralateral). Previous 
visual spatial attention studies that reported a true ipsilateral increase versus baseline 
tend to have used strong distracters that needed to be suppressed for optimal task 
performance (Worden et al., 2000; Kelly et al., 2006). Why did we primarily observe 
a contralateral alpha decrease and only a weak ipsilateral increase? It is possible 
that the relatively weak (one pulse) distracter used in the current paradigm did not 
require as much active suppression. Whether the presence and strength of ipsilateral 
distracters affects ipsilateral alpha activity should be addressed in future research. 
If this is the case, it would further substantiate the claim that alpha power increase 
reflects active functional disengagement of a region. 
Conclusion
The present study demonstrates for the first time that alpha lateralization in the 
sensorimotor system reflects a top-down controlled attentional bias with a 
profound influence on performance. Our findings therefore strengthen the idea 
that the alpha rhythm is not specific for the visual system but reflects a general 
mechanism for resource allocation in the brain. Further, the graded lateralization 
depending on statistics of the environment (i.e., cue reliability) suggests that alpha 
reflects the degree of anticipation. We thus propose that the alpha band rhythm 
reflects a general mechanism setting the state of sensory regions according to 
anticipated behavioral relevance.
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Chapter 6
Somatosensory anticipatory alpha activity 
increases to suppress distracting input
ABSTRACT
Effective processing of sensory input in daily life requires attentional selection and 
amplification of relevant input and, just as importantly, attenuation of irrelevant 
information. It has been proposed that top-down modulation of oscillatory alpha 
band activity (8-14 Hz) serves to allocate resources to various regions depending 
on task demands. In previous work, we showed that contralateral somatosensory 
alpha activity decreases in order to facilitate processing of an anticipated target 
stimulus in a tactile discrimination task. In the current study, we asked whether 
somatosensory alpha activity is also modulated when expecting incoming 
distracting stimuli on the non-attended side. We hypothesized that an ipsilateral 
increase of alpha in order to suppress distracters would be required for optimal 
task performance. We recorded magnetoencephalography (MEG) while subjects 
performed a tactile stimulus discrimination task where a cue directed attention 
either to their left or right hand. Distracters were presented simultaneously to the 
unattended hand. We found that alpha power contralateral to the attended hand 
decreased while ipsilateral alpha power increased. In addition, posterior alpha 
power showed a general increase. Importantly, these three alpha components all 
contributed to discrimination performance. This study further extends the notion 
that alpha band activity is involved in shaping the functional architecture of the 
working brain by determining the engagement and disengagement of specific 
regions: contralateral alpha decreases in order to facilitate stimulus detection, 
whereas ipsilateral alpha increases when active suppression of distracters is 
required. Importantly, the ipsilateral alpha increase is crucial for optimal task 
performance.
Published as:
Haegens, S., Luther, L., & Jensen, O. (2012) 
Journal of Cognitive Neuroscience, 24(3), 677-685.
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Introduction
Converging evidence suggests that alpha band activity plays an important role in 
setting the state of sensory regions depending on task demands (Cooper et al., 
2003; Klimesch et al., 2007; Jensen and Mazaheri, 2010). In this view, alpha activity 
decreases to facilitate processing in task-relevant regions and increases to suppress 
interference from task-irrelevant regions. A substantial body of literature on visual 
attention has demonstrated that lateralized occipital alpha activity reflects the 
direction of visuospatial attention (Foxe et al., 1998; Worden et al., 2000; Rihs et al., 
2007) in a graded manner (Gould et al., 2011), and influences detection performance 
(Thut et al., 2006; Händel et al., 2011).
Recently, it was shown that anticipatory alpha activity in the somatosensory 
system (also referred to as ‘rolandic alpha’ or the ‘mu rhythm’) behaves in a similar 
way (Jones et al., 2010; Anderson and Ding, 2011; Haegens et al., 2011a; Van Ede 
et al., 2011). Somatosensory pre-stimulus alpha lateralization reflects allocation 
of attention and influences performance: both accuracy and speed of response 
improve with the degree of alpha lateralization. Furthermore, by manipulating cue 
reliability we demonstrated that the strength of somatosensory alpha lateralization 
is modulated by the degree of anticipation, suggesting it is under top-down control 
(Haegens et al., 2011a). However, the contribution to the alpha lateralization from 
sensory regions contralateral and ipsilateral to the attended hand remains unclear. 
From the visuospatial attention literature, it seems that directing attention to the 
cued side mainly leads to a decrease of alpha in the contralateral hemisphere 
(Sauseng et al., 2005; Thut et al., 2006), while some studies have reported an 
additional ipsilateral increase reflecting the ignored location (Rihs et al., 2007, 2009), 
often in paradigms that included distracters (Worden et al., 2000; Fu et al., 2001; 
Kelly et al., 2006). The parameters and conditions determining the contralateral and 
ipsilateral alpha modulations are currently actively investigated.
Here, we set out to further elucidate the role of ipsilateral alpha power increase in 
the context of somatosensory spatial attention by manipulating distracter strength. 
Specifically, we asked how somatosensory alpha activity is modulated in expectation 
of incoming distracting stimuli on the non-attended side. We hypothesized that, 
in addition to a decrease of alpha activity contralateral to the attended side, an 
ipsilateral increase of alpha activity would be required for optimal task performance. 
Furthermore, we predicted that these alpha power modulations would increase with 
increasing distracter strength.
Methods
Subjects
24 healthy, right-handed subjects (mean age: 22 years, range: 18-29 years, 18 female) 
participated in the experiment after giving written informed consent according to 
the Declaration of Helsinki. All subjects had normal or corrected-to-normal vision. 
Materials
Electrical stimuli (0.2 ms) were delivered with two constant-current high-voltage 
stimulators (Digitimer Ltd) to the left and right hand thumb. The stimulus intensity 
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was set to approximately 150% (mean: 3.2 mA, range: 2.0-5.5 mA) of the subject’s 
sensory threshold level. For the condition with weak target stimuli (see below) we 
used 120% (mean: 2.6 mA, range: 1.5-4.7 mA) of the threshold level. These levels 
were established during a practice session prior to the recordings, for each thumb 
independently.
Figure 1. Experimental paradigm and behavioral results. 
(A) Subjects performed a tactile stimulus discrimination task where a visual cue directed attention either 
to their left or right hand. Subjects had to indicate whether the target stimulus consisted of one or two 
electrical pulses presented to the cued thumb. In the distracter conditions, a pulse train was presented 
to the non-cued thumb (target stimulus depicted in green, distracter in red). (B) Discrimination rate (left) 
and reaction time (right) for each of the experimental conditions: no, weak, strong or no* distracter 
(where “no*” refers to the condition with no distracter and weak target stimulus). There was a significant 
decrease of discrimination rate over conditions, whereas reaction times did not differ significantly, except 
for the no* condition (see Results). Error bars indicate SEM.
Experimental paradigm
Subjects performed a somatosensory spatial attention task (Fig. 1A), in which they 
were instructed to attend to their left or right hand thumb and had to discriminate 
the target stimulus. The task of the subject was to indicate by button press with 
the right index finger whether a 1-pulse (lower button) or 2-pulse target stimulus 
(upper button) was presented. Each trial consisted of a 1 s baseline, 0.5 s visual 
cue (arrow to left or right; cues were always valid), 1 s pre-stimulus interval, 0.5 
s stimulus window and max. 1.5 s response window, followed by 0.2 s feedback 
(correct response: green cross, incorrect/no response: red cross). Subjects were 
required to fixate at a fixation cross throughout the trial.
The experiment consisted of four conditions (block design, order counterbalanced 
over subjects) of 200 trials each: (1) normal target, no distracter, (2) normal target, 
weak distracter, (3) normal target, strong distracter, (4) weak target, no distracter 
(note: the purpose of this fourth condition was to assess the effect of increased task 
difficulty independent of distracter presence). Throughout this paper we will refer 
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to these conditions as: “no”, “weak”, “strong” and “no*” distracter, respectively. The 
distracter consisted of a pulse train presented to the non-cued thumb. The stimulus 
window was of 0.5 s length, and the target pulse(s) could be presented at 0.1 and/
or 0.4 s, while the distracter was presented throughout the 0.5 s stimulus window 
(strong distracter: 11 pulses at 20 Hz) or for the first 60 ms (weak distracter: 4 pulses 
at 50 Hz). 
A practice session was used to familiarize the subjects with the task. Subjects were 
seated upright in the MEG system and instructed not to move during the experiment. 
After each set of 100 trials, subjects had a short break while they remained seated 
in the MEG system.
Data acquisition
A whole-head MEG system with 275 axial gradiometers (CTF MEG systems, VSM 
MedTech Ltd) was used to record ongoing brain activity at a sampling frequency 
of 1,200 Hz. The data was down-sampled offline to 300 Hz. The subject’s head 
location relative to the MEG sensors was measured at the start and end of each 
recording session using marker coils placed at the nasion and both ear canals. In 
addition, anatomical MR images of the subjects’ brains were acquired using a 1.5 
T Siemens Magnetom Sonata system (Erlangen, Germany). During MR acquisition, 
similar earplugs, now with a drop of Vitamin E in place of the coils, were used to 
allow coregistration of the MRI and MEG data for source analysis. 
Data analysis
Behavioral performance on the task was computed in terms of discrimination rate 
(percentage correct responses) and reaction time (RT) on correct trials. To assess 
the effect of conditions on performance, a repeated-measures ANOVA with factor 
distracter (no, weak, strong and no*) was applied.
For the MEG data analysis we used custom-build Matlab code and the Matlab-
based FieldTrip toolbox (Oostenveld et al., 2011; http://www.ru.nl/neuroimaging/
fieldtrip). For each subject, all trials were first cleaned from artifacts (this was done 
on all conditions combined). We used independent component analysis (Jung et al., 
2000) to identify eye artifacts, which were then projected out of the data. Further, 
trials with extremely high variance (containing e.g. MEG sensor jumps or muscle 
artifacts) were removed from the data upon visual inspection (on average 6% of 
trials).
Sensor-level analysis
Planar gradients of the MEG field distribution were calculated using a nearest-
neighbor method (comparable with the method described by Bastiaansen and 
Knösche, 2000), which makes interpretation of the sensor-level data easier, as 
sensors showing maximal activity are typically located above the actual sources. 
From each trial, the 1 s pre-stimulus window (t = 0.5 – 1.5 s) was extracted 
and multiplied with a Hanning taper, after which power spectra (4 – 36 Hz) were 
computed using a fast Fourier transform (FFT) approach. For the baseline contrasts 
(see below), power spectra were computed using the same approach, for a baseline 
(t = -0.5 – 0 s) and pre-stimulus window (t = 1 – 1.5 s). Note that here we used 0.5 
s long windows, as baseline length was limited to avoid bleeding in of effects of the 
previous trial (the inter-trial interval was 1 s).
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Further, time-frequency representations (TFRs) of power were computed in order 
to inspect the temporo-spectral pattern of power changes. We used an adaptive 
sliding time window of four cycles length (t = 4/f) for each frequency of interest, 
multiplied with a Hanning taper before estimating the power using an FFT approach.
Source analysis
To disentangle contributions of somatosensory and posterior alpha sources, 
we applied a beamformer adaptive spatial filtering technique (Gross et al., 2001; 
Schoffelen et al., 2008). Using the individual anatomical MRI, we constructed a 
realistically shaped single-shell description of the brain for each subject. The brain 
volume was divided into a grid with a 1 cm resolution and normalized toward 
the template MNI brain (International Consortium for Brain Mapping, Montreal 
Neurological Institute, Canada) using SPM8 (http://www.fil.ion.ucl.ac.uk/spm). Lead 
fields were calculated for all grid points (Nolte, 2003).
Fourier spectra (11 Hz) were obtained by applying a multitaper FFT approach to 
the 1 s pre-stimulus segments, with five orthogonal Slepian tapers resulting in ±3 
Hz smoothing (Percival and Walden, 1993), i.e., a band of 8-14 Hz. With the lead 
fields and the Fourier spectra (of all conditions combined), a common spatial filter 
was constructed for each grid point, for each subject. Using this common filter, the 
spatial distribution of power was estimated for each trial separately. These power 
estimates were used for all reported analyses other than the baseline contrasts. 
For the baseline contrasts, source power estimates were computed using a similar 
common filter approach, now applied to the 0.5 s baseline and pre-stimulus windows 
(note: the 0.5 window length was too short to use the same multitaper settings as 
described above, instead a Hanning taper, centered at 10 Hz was applied).
The grid points (‘voxels’) included in the regions of interest (ROIs) were selected 
based on an anatomical atlas (Talairach and Tournoux, 1988). We used the following 
ROIs: left primary somatosensory cortex (centered at MNI coordinates [-50 -20 
50], Brodmann area 3), right primary somatosensory cortex (MNI coordinates [50 
-20 50]) and occipital cortex (MNI coordinates [-20 -80 30], including Brodmann 
areas 7 and 17; and equivalent for the right hemisphere). A sphere of 30 grid points 
was placed centered at the coordinates provided by the atlas, and for each subject 
power was averaged over grid points within each ROI.
Statistical analysis 
Statistical analysis was performed on the whole-brain source level alpha power. For 
each subject, trials were averaged for attention left and right separately and then 
contrasted the following way: (attention-left – attention-right) / (attention-left + 
attention-right). To establish whether the difference between attention left and right 
was significantly different from 0, a cluster-based nonparametric randomization test 
was applied within subjects (Maris and Oostenveld, 2007). By clustering neighboring 
grid points that show the same effect, this test deals with the multiple comparisons 
problem while taking into account the dependency of the data. For each grid point 
a dependent samples t-value was computed. All samples for which this t-value 
exceeded an a priori threshold (uncorrected p < 0.05) were subsequently clustered 
on the basis of spatial adjacency. The sum of the t-values within a cluster was used 
as cluster-level statistic, and the cluster with the maximum sum was used as test 
statistic. By randomizing the data across the two conditions (i.e., the normalized 
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contrast and 0) and recalculating the test statistic 2,000 times, we obtained a 
reference distribution of maximum cluster t-values to evaluate the statistic of the 
actual data.
Alpha normalization
In order to assess the direction of the ipsi- and contralateral effects, i.e., to see if 
there was indeed an ipsilateral increase and contralateral decrease, we contrasted 
the pre-stimulus power (t = 1 – 1.5 s) with pre-cue baseline activity (t = -0.5 – 
0 s). For each subject we baseline-normalized the single trial pre-stimulus alpha 
power in the following way: (pre-stimulus – avg-baseline) / avg-baseline, where 
avg-baseline is the mean baseline power over all trials and conditions in that subject 
(this was computed per sensor/grid point). This procedure reduces inter-subject 
variability in the power estimates, thus providing a convenient normalization.
Next, in order to capture the modulation of ipsilateral and contralateral alpha 
power over conditions, and its effect on behavioral performance, we normalized 
each single trial pre-stimulus window (t = 0.5 – 1.5 s) using the average pre-stimulus 
power over all trials and conditions in that subject. Hereby, we could separately 
address the contributions of ipsi- and contralateral sides in a normalized measure 
(to exclude that subjects with particularly strong power values drive the result), while 
avoiding baseline effects to contribute to the observed effects. For each subject, we 
used the following normalization per trial: (pre-stimulus – avg-power)/avg-power, 
where avg-power is the average pre-stimulus alpha power for all trials combined, 
per subject.
Results
MEG data were acquired while subjects performed a tactile stimulus discrimination 
task (Fig. 1A), in which a visual cue directed attention either to their left or right hand. 
We manipulated the strength of distracters presented to the unattended hand.
Behavioral performance
The average performance over all conditions in 24 subjects was 87.1 ± 8.8% correct 
responses and the mean reaction time was 526.4 ± 88.6 ms (computed on correct 
trials only). Figure 1B shows the average performance per condition. To assess 
the effect of the different conditions, a repeated-measures ANOVA with factor 
‘distracter’ was performed. There was a significant effect of conditions both on 
discrimination rate (F(3,69) = 9.487, p < 0.001) and reaction time (F(3,69) = 3.235, 
p < 0.05). Post-hoc pairwise comparisons showed that discrimination rate differed 
significantly between the no and weak distracter conditions (uncorrected p < 0.01), 
no vs. strong (p < 0.001), no vs. no* (p < 0.001) and weak vs. strong (p < 0.05), and 
there was a trend for weak vs. no* (p = 0.1). For RT, there was a significant difference 
between the no and no* conditions (uncorrected p < 0.05), weak vs. no* (p < 0.05), 
and a trend for strong vs. no* (p = 0.1). To summarize, discrimination rate decreased 
as distracter strength increased, and in addition, performance decreased for the 
weak target condition.
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Figure 2. Pre-stimulus somatosensory alpha lateralization. 
(A) Topographic plots showing pre-stimulus alpha power (8−14 Hz) modulation in response to the cue 
(all conditions combined). Left panel shows attention left vs. attention right. Middle (right) panel shows 
attention left (right) vs. baseline activity. All plots are showing data averaged over 24 subjects. (B) Alpha 
power source reconstructions obtained using beamformer technique, shown on a standardized brain 
volume. Peaks of the lateralized alpha activity are located in left and right primary somatosensory cortex 
(Brodmann area 3). Contrasts similar as in A. (C) Bar graphs showing a significant (p < 0.001) ipsilateral 
increase vs. contralateral decrease of alpha power for the somatosensory regions. Pre-stimulus alpha 
power was computed for each subject based on the source level ROIs, normalized by the average baseline 
power in that subject. Error bars indicate SEM. (D) Average TFR of sensors over somatosensory regions, 
showing sustained increase of ipsilateral alpha activity during the pre-stimulus interval (t = 0.5 – 1.5 s) 
compared to baseline (t = -0.5 – 0 s). Left-hemispheric sensors from the attention-left condition were 
combined with the right-hemispheric sensors from the attention-right condition, ‘somatosensory’ sensor 
selection based on post-stimulus response.
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Ipsilateral increase and contralateral decrease of alpha
Contrasting the pre-stimulus (t = 0.5 – 1.5 s) alpha band power for attention to the 
left hand versus attention to the right hand, we confirmed our previous findings 
(Haegens et al., 2011a) and showed that the direction of attention is reflected in 
somatosensory alpha lateralization (Fig. 2A; all conditions combined). Source 
reconstruction using a beamformer approach localized the bulk of the activity to 
the left and right primary somatosensory cortices (cluster-based randomization test 
p < 0.01; Brodmann area 3; Fig. 2B). 
Next, we asked whether the observed lateralization was caused by a contralateral 
decrease and/or ipsilateral increase versus baseline activity. It is crucial to do this 
analysis at the source level, in order to disentangle somatosensory from posterior 
contributions (compare Fig. 2A and B). The source reconstructions revealed an 
ipsilateral increase and a contralateral decrease versus baseline over somatosensory 
cortex (Fig. 2B). Additionally, an increase of posterior alpha activity versus baseline 
can be observed. The differences between attention left and right were significant 
for both the left (t(23) = 4.957, p < 0.001) and right primary somatosensory cortex 
(t(23) = -4.132, p < 0.001), i.e., somatosensory alpha activity was significantly 
lateralized (Fig. 2C). 
Furthermore, the time-frequency representation of power (Fig. 2D) showed that 
the ipsilateral increase was limited to the alpha band and sustained throughout the 
pre-stimulus interval. While ipsilateral alpha increased, beta band activity (15-25 
Hz) decreased, indicating a clear dissociation between the two rhythms. On the 
contralateral side, both alpha and beta band activity decreased versus baseline (not 
shown).
Thus, we report lateralization of alpha band activity, driven by both a contralateral 
decrease and, importantly, an ipsilateral increase of power as compared to baseline 
activity. The sources of the lateralized alpha activity were localized to primary 
somatosensory cortex.
Alpha power influences task performance
To assess the influence of alpha power on task performance, we contrasted correct 
with incorrect response trials (all conditions combined). We found that correct trials 
had higher ipsilateral (t(23) = 3.982, p < 0.001) and lower contralateral alpha power 
(t(23) = -2.100, p < 0.05) than incorrect trials (Fig. 3A). In addition, posterior alpha 
power was higher for correct than incorrect trials (t(23) = 2.948, p < 0.01). Note that 
for this analysis we combined all conditions, in order to have a sufficient number of 
trials (especially the number of incorrect trials was low). However, further analysis 
confirmed that the effects went in the same direction (albeit not significant) when 
the individual conditions were considered (not shown).
We also compared trials with fast RTs versus slow RTs (median split). No significant 
differences were observed, however, there was a trend (t(23) = 1.952, p = 0.06) for 
fast RT trials having higher posterior alpha power than slow RT trials (Fig. 3B).
These findings demonstrate that not only contralateral decrease, but also 
ipsilateral increase of alpha is crucial for optimal performance. Thus, in addition to 
facilitation of stimulus processing, the blocking of potentially distracting input on 
the non-attended side plays a key role for discrimination performance.
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Figure 3. Pre-stimulus somatosensory alpha lateralization influences task performance. 
(A) Bar graphs showing significantly higher ipsilateral (p < 0.001), lower contralateral (p < 0.05) and higher 
posterior (p < 0.01) alpha power for correct compared to incorrect trials. Alpha power was computed 
for each subject based on the source level ROIs, power for each trial was normalized by the average pre-
stimulus alpha power in that subject. Error bars indicate SEM. (B) Similar for fast and slow RT trials. Here, 
the effects go in the same direction, however they are not significant. A trend (p = 0.06) was observed for 
higher posterior alpha power for fast compared to slow RT trials.
Conditions
Next, we compared the somatosensory alpha power levels for the different levels 
of distracters. Here, we predicted that ipsilateral alpha power would increase with 
distracter strength, while contralateral alpha power would either decrease or 
maintain the same level. Surprisingly, we found that alpha power decreased with 
conditions, for both the contralateral and the ipsilateral side (Fig. 4A). Note that 
there was an ipsilateral increase versus baseline for all conditions (not shown); with 
‘decrease’ we here refer to relative changes between conditions. Given a substantial 
variance between subjects, these decreases only reflected statistical trends 
(comparing no vs. strong distracter condition, for ipsilateral: t(23) = 1.760, p = 0.09; 
and for contralateral: t(23) = 1.438, p = 0.16; all other comparisons not significant). 
Upon inspection of the baseline alpha levels, it turned out that already baseline 
power levels revealed a (although not significant) decrease over conditions (Fig. 
4B). Contrary to our predictions, we found a (weak) decrease of both contra- and 
ipsilateral alpha activity with increasing distracter strength. A possible explanation 
could be that with increasing task difficulty, vigilance increases, which then is 
reflected in a more general alpha power decrease.
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Figure 4. Effect of distracter strength.
(A) Somatosensory alpha power decreased with increasing distracter strength, both for ipsi- and 
contralateral alpha (statistical trend). Pre-stimulus alpha power was computed for each subject based on 
the source level ROIs, power for each trial was normalized by the average pre-stimulus alpha power in that 
subject. Error bars indicate SEM. (B) Similar for the baseline alpha activity in left and right somatosensory 
grid points combined.
Context effect
Unexpectedly, we found ipsilateral alpha power to increase compared to baseline 
activity in all conditions, even in the ones without distracters (the no and no* 
conditions). This is in contrast to our previous study on somatosensory spatial 
attention, in which we reported somatosensory alpha lateralization that was mainly 
driven by a contralateral decrease in alpha power. Note that, despite the presence 
of weak distracters, in our previous study we did not observe a systematic ipsilateral 
increase of alpha, possibly because the rather weak distracters did not require active 
suppression (Haegens et al., 2011a). To shed further light on this difference, we directly 
compared the results from the previous and the current study. We computed the 
ipsi- and contralateral alpha power versus baseline for the no-distracter condition 
of the current study (Fig. 5A), and performed the same analysis on the 100% cue-
reliability condition of our previous study (see Haegens et al., 2011a) on source level 
using the same ROIs (Fig. 5B). 
To directly compare the two studies, we computed a two-way mixed ANOVA 
with factors ‘study’ (current vs. previous; between-subjects factor) and ‘hemisphere’ 
(ipsilateral vs. contralateral; repeated-measures factor). There was a significant 
main effect of hemisphere, confirming a difference between ipsi- and contralateral 
alpha levels (F(1,39)=24.071, p<0.001), i.e., alpha lateralization. The between-group 
factor ‘study’ was near significance (F(1,39)=3.809, p=0.058). Importantly, there 
was a significant interaction effect between hemisphere and study (F(1,39)=6.643, 
p<0.05). While in both studies we report a significant difference between ipsi- and 
contralateral modulation (current: t(23) = 4.862, p<0.001; previous: t(16) = 2.456, 
p<0.05), different strategies were adopted. Clearly, the introduction of distracters in 
the current study led to a pattern of ipsilateral alpha increase (vs. baseline), even in 
the no-distracter conditions, whereas in the previous study a decrease was reported.
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Figure 5. Context effect.
(A) Comparison of ipsi- and contralateral pre-stimulus alpha power vs. baseline, for the current study (no-
distracter condition) and (B) our previous study (100% cue-reliability condition) as described in Haegens 
et al. (2011a). Pre-stimulus alpha power was computed for each subject based on the source level ROIs, 
normalized by the average baseline power in that subject. Error bars indicate SEM. 
Discussion
In the current study we tested the hypothesis that an increase of alpha band activity 
serves to suppress task-irrelevant, distracting input. We used a somatosensory 
spatial attention task where subjects had to discriminate stimuli presented to the 
cued hand, while distracters were presented to the non-attended side. We show 
that the anticipation of distracters indeed leads to an ipsilateral alpha increase, in 
addition to a contralateral decrease and a general posterior alpha increase. Using 
source level analysis – crucial to disentangle the primary somatosensory and 
posterior contributions – we were able to show that these three alpha components 
all contributed to optimal task performance. Importantly, not only contralateral 
decrease but also ipsilateral increase of alpha activity plays a key role in predicting 
discrimination performance.
The current findings are in line with our previous work showing that somatosensory 
alpha influences discrimination performance (Haegens et al., 2010; Haegens et al., 
2011a), and with the visuospatial attention literature (Foxe et al., 1998; Worden et 
al., 2000; Fu et al., 2001; Kelly et al., 2006; Thut et al., 2006; Rihs et al., 2009). 
Altogether, this provides further evidence that rolandic/somatosensory alpha and 
posterior/visual alpha activity play similar roles for the respective sensory systems 
(Ritter et al., 2009), thereby strengthening the case that alpha activity reflects a 
general mechanism for functional engagement and disengagement (Cooper et al., 
2003; Klimesch et al., 2007; Jensen and Mazaheri, 2010). Here, we show that alpha 
activity is crucial not only for facilitation of processing on the attended side, but also 
in the blocking of potentially distracting input on the non-attended side. 
Alpha modulation depends on task-context
Interestingly, while in our previous spatial attention study alpha lateralization seemed 
to be mainly driven by a decrease contralateral to the attended side (Haegens et al., 
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2011a), we now report an additional ipsilateral increase, even in the blocks with no 
distracter present. While we did hypothesize alpha increase to be dependent on task 
requirements, it is striking that the increase is observed even in the conditions where 
there is seemingly no requirement for suppression. A possible explanation is that the 
persistent ipsilateral increase reflects a context effect. Subjects were trained on all 
conditions prior to the experimental recordings, and conditions were presented in 
a random order. Hence, it is possible that subjects adopt a strategy which includes 
both facilitation of the attended side and suppression of the unattended side, and 
use this same strategy throughout the experiment, rather than just on the distracter 
blocks. Our finding is in line with a previous study on selective visuospatial attention 
also reporting alpha increase in the absence of distracters, which the authors ascribe 
to task demand and context (Rihs et al., 2007, 2009).
Vigilance reflected by alpha decrease?
Manipulating the distracter strength in four experimental conditions (no, weak and 
strong distracter, and a fourth condition with no distracter but weaker stimulus 
to control for task difficulty independent of distracter presence) lead to some 
unexpected results. While we predicted a further increase of ipsilateral alpha with 
increasing distracter load, potentially accompanied by a contralateral decrease, 
we observed a general decrease of alpha activity in both the contralateral and 
ipsilateral hemispheres with increasing task difficulty (statistical trend only; note that 
with ‘decrease’ we here refer to relative decreases comparing conditions, for all 
conditions ipsilateral alpha activity increased relative to the baseline). Upon further 
inspection, it turned out that already baseline levels of alpha showed a weak negative 
modulation. 
These findings are in contrast with a study on visual working memory by Sauseng 
et al. (2009), showing an increase of ipsilateral posterior alpha with increase of 
distracter load, which predicted individual memory capacity. The global decrease 
of alpha level with increasing distracter level we find here might be reflecting an 
increase in vigilance or arousal due to increasing task demands (Ray and Cole, 1985; 
Pfurtscheller and Lopes da Silva, 1999; Klimesch et al., 2007; Bollimunta et al., 2011). 
This interpretation would be in line with previous work showing that spontaneous 
fluctuations in ongoing alpha activity reflect changes in detection ability of near-
threshold stimuli, with lower alpha levels related to better perceptual performance 
(Ergenoglu et al., 2004; Linkenkaer-Hansen et al., 2004; Hanslmayr et al., 2007; 
Zhang and Ding, 2010; Hanslmayr et al., 2011).
Given the spatial resolution of the currently used methods it is hard to tell whether 
on top of this global alpha decrease there was still a modulation of ipsilateral alpha. 
Previous studies have suggested a ‘center-surround’ pattern of alpha modulation 
for directing focal attention (Pfurtscheller and Lopes da Silva, 1999; Suffczynski et 
al., 2001). We might be tapping into a similar mechanism here, and perhaps the 
MEG/beamformer approach is not spatially sensitive enough to detect such a focal 
effect. Alternatively, it could be that the alpha increase plateaus at a certain level and 
further increases do not lead to any additional benefits.
Alpha versus beta activity
Previous work on somatosensory attention has reported that - in addition to alpha 
- beta band activity predicts detection performance (Schubert et al., 2009) and is 
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modulated by expectation (Van Ede et al., 2010; Van Ede et al., 2011), suggesting 
that somatosensory alpha and beta activity reflect similar or related mechanisms 
(although there is an ongoing debate as to whether these rhythms originate from 
the same sources, see e.g. Hari and Salmelin, 1997; Cheyne et al., 2003; Van Ede 
et al., 2010). However, here we report a dissociation between alpha and beta 
band responses, as the ipsilateral alpha increase was accompanied by a beta band 
decrease (Fig. 2D). Further, beta band oscillations have been previously implicated 
in somatosensory working memory maintenance and decision making (Spitzer et 
al., 2010; Haegens et al., 2011b; Spitzer and Blankenburg, 2011). It seems that alpha 
is generally reflective of the state of the sensory system, whereas beta plays a more 
versatile role and is perhaps also involved in active processing.
Conclusion
Our findings demonstrate that alpha power is modulated depending on task demands: 
contralateral alpha activity decreases when the main requirement is stimulus 
detection, whereas ipsilateral alpha activity increases when active suppression of 
distracters is important. Both contralateral and ipsilateral alpha modulations are 
required for optimal task performance. This study further extends the notion that 
alpha band activity is involved in shaping the functional architecture of the working 
brain by determining the engagement and disengagement of specific regions. 
Our study prompts the following questions to be addressed in the future: 
Clearly the alpha activity in somatosensory and visual regions is under strong top-
down control; which regions and mechanisms control the alpha activity? The 
alpha activity is likely to exercise gain control by modulating the spikes encoding 
the sensory representations; what is the underlying mechanism by which alpha 
oscillations modulate the spike activity? Further research, including intracranial 
(spike) recordings, is required to address these issues.
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Chapter 7
General Discussion
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In the research described in this thesis we gained important new insights, especially 
on the role of the alpha rhythm and its modulating influence on spike activity and 
performance. We showed that the functional roles ascribed to oscillations hold 
up in the somatosensory system, speaking to general mechanisms. We confirmed 
that the alpha rhythm serves to actively disengage, whereas the gamma and (to a 
large extent) beta bands reflect engaged regions. Here, I will shortly summarize the 
findings, discuss them in light of other recent research, and end with suggestions 
for future research.
Summary of the findings
In chapter 2 we used MEG to explore oscillatory activity involved in a somatosensory 
discrimination task in humans. We found that during presentation of a tactile 
stimulus, alpha (and beta) power went down while gamma power went up in 
contralateral S1, confirming the idea that gamma activity reflects engagement 
of a region whereas alpha activity reflects disengagement. During WM retention, 
gamma power increased in bilateral S2. Importantly, we showed that an ipsilateral 
increase of alpha activity during WM retention was predictive of task performance, 
while no predictive contralateral modulation was observed. This is a crucial finding, 
as it shows (1) the relevance of alpha activity for behavioral performance, and (2) 
makes a case for alpha increase rather than decrease being important, which has 
only been shown in a few studies. This suggests that the active inhibition of task-
irrelevant regions is required for optimal performance. Furthermore, alpha activity 
was correlated over subjects with a frontal gamma source which might reflect a 
top-down control mechanism. 
In chapter 3, we analyzed LFPs recorded in a monkey performing the same 
somatosensory discrimination task. We found a decrease of alpha activity during 
decision making in sensorimotor regions, which was related to better task 
performance. This finding nicely compliments the results from chapter 2: in the 
human MEG study we found an alpha power increase in task-irrelevant regions, 
whereas in the monkey LFP study we showed an alpha power decrease in task-
relevant regions; both related to better performance. Together, these findings 
strongly support the alpha-inhibition hypothesis for the somatosensory system, 
and suggest that it can be extended to include regions other than sensory cortex.
Furthermore, we showed that alpha oscillations rhythmically modulated the spike 
activity, such that firing was highest at the trough of the alpha cycle. Importantly, this 
is one of the first studies demonstrating that firing rate goes down with an increase 
in alpha activity. These results strongly suggest that alpha oscillations provide a 
mechanism of pulsed inhibition that reduces neuronal spiking in a phasic manner.
In chapter 4 we reported on the role of the beta rhythm in somatosensory 
decision making, again studying LFP recordings from the monkey brain. We showed 
that beta synchronization in a distributed network was predictive of the monkey’s 
decision. 
Interestingly, these findings add to what we know from spikes studied in the 
same paradigm (Romo and Salinas, 2003). Whereas spikes in a distributed network 
were revealed to directly encode stimulus properties, maintain these in working 
memory, and reflect the decision process and outcome; additional insight is gained 
by looking at oscillations. First, as synchronized oscillations are a direct measure of 
network dynamics, it reveals the pattern of activity in a larger population. It doesn’t 
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reveal the subtleties and variety of responses as single unit spikes do; rather, it shows 
the dominant network activity, in our case reflecting the decision outcome. Second, 
oscillations reveal the state of a network, which may be a self-organizing or top-
down imposed dynamic that facilitates or suppresses processing depending on 
task demands. This state then has an important effect on neuronal processing (as 
reflected by spike activity) and subsequent behavior.
Next, building on the alpha band findings from chapters 2 & 3, in chapters 5 & 
6 we asked whether somatosensory alpha activity reflects the direction of tactile 
spatial attention. Alpha lateralization is a well known phenomenon for posterior 
alpha in visual spatial attention paradigms, and we predicted a similar modulation in 
the somatosensory system. We used a tactile spatial attention task where subjects 
were cued to attend to their right or left hand. Indeed, we found alpha lateralization 
which was localized to S1. Thus, anticipatory alpha oscillations reflected the 
direction of attention in the somatosensory system. The next step was to show that 
this alpha has behavioral relevance. In chapter 5 we showed that the level of alpha 
lateralization positively influences the subjects’ performance: both accuracy and 
speed of response improved with the degree of anticipatory alpha. Furthermore, we 
showed that alpha lateralization is under flexible top down control: subjects were 
able to use information about cue reliability and adapt their attention (as reflected 
by alpha levels) accordingly.
In chapter 6 we showed that not only decreases, but also increases of alpha 
activity are crucial for optimal performance. Here, we presented distracters to the 
non-attended hand, which led to an anticipatory increase of ipsilateral alpha power, 
in addition to a contralateral decrease. Not only the contralateral decrease, but 
also the increase of alpha activity in ipsilateral S1 and in posterior/visual regions 
was predictive of performance. Importantly, this further strengthens the inhibition 
hypothesis and challenges any views in which alpha plays a passive or idling role, as 
we show that active suppression of task-irrelevant regions improves behavior.
In sum, the research described in this thesis confirms that the hypotheses on 
the functional roles of oscillations are valid for the somatosensory system, both in 
humans and monkeys, thereby providing evidence for general mechanisms. Further, 
we have started to explore the relation between oscillatory alpha activity and spike 
firing rate. Importantly, we have provided several new insights, especially regarding 
alpha activity as a general mechanism for functional inhibition, and regarding the 
role of the beta rhythm in somatosensory decision making. As a general rule, we 
found beta and gamma band activity to be reflective of engaged regions, whereas 
alpha activity was reflective of functionally disengaged regions. Importantly, we 
showed that oscillations do not just correlate with function, but have a profound 
influence on actual neuronal processing and subsequent behavior.
The state of the brain
Whereas traditionally the focus has been on the brain’s response to stimuli, in recent 
years the study of (anticipatory) activity prior to sensory stimulation has gained much 
interest. This shift in paradigm from the brain as a stimulus-response device to the 
brain as a dynamical system has lead to an exciting transition in our understanding 
of neuronal processing. Recent work shows that brain activity reflecting the internal 
state prior to perception is highly relevant for subsequent processing of external 
information (Linkenkaer-Hansen et al., 2004; Thut et al., 2006; Van Dijk et al., 
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2008). Several studies, including the work reported in this thesis, strongly suggest 
that alpha oscillations shape the state of sensory brain regions in order to optimize 
performance: decreased alpha facilitates processing in task-relevant brain regions, 
whereas increased alpha functions to suppress distracting input in task-irrelevant 
regions. Further, it is suggested that alpha modulates neuronal processing in a 
phasic manner (Busch et al., 2009; Mathewson et al., 2009), with consequences for 
subsequent behavioral performance. Interestingly, recent work has demonstrated 
that children with attention-deficit/hyperactivity disorder (ADHD) do not show the 
anticipatory alpha response as is observed in typical control subjects (Mazaheri et 
al., 2010).
Not only the alpha rhythm, but also beta (Van Ede et al., 2010; Van Ede et al., 
2011) and gamma activity (Fries et al., 2008) are modulated in anticipation of sensory 
input. These anticipatory changes not only occur in terms of power, but also in 
terms of phase adjustments. Flexibly adapting oscillatory activity sets the state of the 
brain for optimal input processing.  It is proposed that oscillations sample or parse 
processing, providing temporal framing or segmentation via ‘nesting’ of different 
rhythms (Jensen, 2006; Nobre et al., 2007; Schroeder and Lakatos, 2009b). In this 
latter view, the slower oscillations control the neuronal processing carried out by 
spikes and the faster gamma rhythms (Lakatos et al., 2008; Schroeder and Lakatos, 
2009a; Canolty and Knight, 2010).
To conclude, oscillations reflect the state of the brain, and thereby offer 
additional information on top of spikes. Synchronization is useful for creating 
dynamic assemblies depending on task demands. In this view, oscillations serve the 
integration, segregation, and multiplexing of different processing streams; in other 
words, oscillations play an important role in routing information flow in the brain. 
This presumably has a profound effect on neuronal processing: it determines which 
neurons are more likely to spike and which spikes have stronger impact, which 
subsequently determines behavior.
Future outlook
Most studies so far have looked at each of these rhythms in isolation. A crucial next 
step would be to look into the interactions between rhythms, e.g. in terms of phase 
locking, phase-amplitude modulation, or power-to-power coupling. Looking into 
cross-frequency interactions will likely provide a more complete picture of the 
role of oscillations in shaping the functional architecture of the brain. Specifically, 
such an approach might further our understanding of the top-down mechanisms 
controlling (anticipatory) alpha band modulations in sensory regions. E.g., it would 
be interesting to further explore the interaction between frontal gamma activity and 
sensory alpha band modulations (see chapter 2). 
Furthermore, future research should look into the causal interactions between 
alpha oscillations and neuronal activity within specific layers of the cortex to shed 
light on the mechanistic role of alpha in attention. Combining the theoretical 
framework proposing that alpha oscillations reflect functional inhibition with laminar 
recordings, will likely provide fundamentally new insights into the physiological 
mechanism underlying attentional selection.
While most previous work on alpha oscillations has focused on functional aspects 
- correlating alpha oscillations with cognitive functions and performance - relatively 
little is known about the underlying physiological mechanisms. It remains an open 
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question how exactly these alpha oscillations alter the excitability of the system. 
Further research is required to directly study the hypothesis that alpha oscillations 
modulate neuronal processing in a phasic manner (illustrated in Fig. 1). To tap into 
the mechanistic role of alpha, one needs to investigate causal interactions between 
the alpha oscillation and neuronal activity on a much smaller scale. Key to unraveling 
this mechanism will be to disentangle activity from different cortical layers in order 
to understand layer-specific functionality (Douglas and Martin, 2004): laminar 
recordings are required to dissociate input from output and intrinsic processing.
While there is quite some anatomical knowledge on the compartmentalization of 
the cortex into layers, very little is known about the mechanistic role of oscillations 
in these different layers. Recent work suggests alpha activity to be more prominent 
in deeper layers, whereas gamma activity dominates the more superficial layers 
(Lakatos et al., 2005; Bollimunta et al., 2008; Maier et al., 2010; Mo et al., 2011). 
Studying these mechanisms will provide new principles for how information 
processing in the brain is organized, both in terms of timing and layer-specific 
computations. A key prediction is that alpha oscillations in deeper cortical layers 
modulate neuronal processing (reflected by spikes and gamma band oscillations) in 
more superficial layers in a phasic manner.
Figure 1. Phasic inhibition.
Alpha band oscillations fluctuate over time (upper panel; simulated data), thereby modulating neuronal 
processing as reflected by gamma band activity (middle panel) and spikes (lower panel). Neuronal 
processing is strong when alpha amplitude is low, and during a certain phase of the alpha cycle. The green 
time window reflects a period of strong attention and thus low alpha activity, whereas the yellow time 
window shows a non-attended period with strong alpha activity. 
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Conclusion
Oscillations reflect population dynamics and play a key role in setting the state of 
brain networks, thereby facilitating processing within and communication between 
regions, or actively inhibiting it. Specifically, alpha oscillations are likely to reflect 
a general mechanism for resource allocation in the brain required for optimal 
performance. My work on the functional role of oscillations in the somatosensory 
system has contributed to these insights. However, while there is now substantial 
correlational evidence for the alpha-inhibition hypothesis, the underlying mechanism 
remains ill-understood. Alpha oscillations seem to have a strong phasic influence, 
but how exactly does that coordinate processing in the specific cortical layers? How 
does alpha interact with other rhythms and with spike activity? Further research is 
required to answer these questions and thereby provide a new framework for the 
role of alpha activity in modulating neuronal processing. 
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Inleiding
Dit proefschrift onderzoekt de functionele rol van hersengolven (zogeheten 
oscillaties) in de context van somatosensorische discriminatie. Met behulp van zowel 
werkgeheugen- als aandachtstaken, heb ik de volgende vraag gesteld: Hoe dragen 
oscillaties bij aan het vormen van de functionele architectuur van de hersenen? Het 
doel was om beter te begrijpen hoe de informatiestroom door de hersenen wordt 
geleid, en hoe allocatie van middelen voor informatieverwerking plaatsvindt. Om 
deze vragen te beantwoorden is het belangrijk een netwerkperspectief te nemen, 
waarbij zowel voor de taak relevante als irrelevante hersengebieden worden 
betrokken. Daarom is voor het onderzoek zoals beschreven in dit proefschrift, 
zowel gebruik gemaakt van magnetoencefalografie (MEG) in mensen, als van multi-
elektrode metingen van ‘local field potentials’ in apen, wat het mogelijk maakte 
om gesynchroniseerde neuronenpopulaties (m.a.w., netwerken) op verschillende 
schalen te bestuderen. Bovendien werden de hersengolven bestudeerd in relatie 
tot zowel neuronale processen op celniveau als de uiteindelijke gedragsprestatie 
van de proefpersoon, daarbij het volledige traject van individuele cellen tot het 
systeemniveau omvattend.
Dit proefschrift heeft de volgende doelen: ten eerste, bevestigen dat de 
oscillatoire mechanismen die zijn vastgesteld in (voornamelijk) het visuele systeem, 
ook in het somatosensorische systeem van toepassing zijn, hierbij aantonend dat 
dit inderdaad algemene mechanismen zijn voor (sensorische) informatieverwerking 
in de hersenen. Ten tweede, deze ideeën verder uitwerken, door te laten zien dat 
oscillaties zowel spike-activiteit als gedragsprestaties beïnvloeden, en aantonen dat 
oscillaties flexibel kunnen worden ingezet afhankelijk van taakvereisten.
De focus ligt hier op de alpha frequentieband (8-14 Hz). Daarnaast komen in 
hoofdstukken 2 en 4 ook de beta en gamma frequentiebanden aan bod. Er wordt 
verondersteld dat alpha-oscillaties functionele inhibitie reflecteren (d.w.z., het 
actief remmen van informatieverwerking in een hersengebied), terwijl gamma-
activiteit actieve betrokkenheid van een (lokaal) netwerk in een proces weerspiegelt. 
De beta-band lijkt een wat veelzijdiger rol te bekleden, en lijkt qua functie soms 
meer op een alpha-ritme, en in andere gevallen meer op een lage gamma-band, 
daarbij interacties over langere afstanden faciliterend. In de vijf studies hieronder 
beschreven, werden deze hypothesen onderzocht.
Samenvatting van de bevindingen
Allereerst, in hoofdstuk 2, hebben we de rol van oscillaties onderzocht in een 
somatosensorische discriminatietaak, die eerder uitgebreid is bestudeerd met 
behulp van intracraniële metingen in apen. Hoewel de rol van spike-activiteit in 
de verschillende taakcomponenten (zoals het coderen, opslaan en vergelijken 
van stimuli) bekend was, wisten we nog weinig over de bijdrage van oscillaties aan 
deze processen. Hier hebben we met behulp van MEG hersenactiviteit gemeten in 
proefpersonen die een somatosensorische werkgeheugentaak uitvoerden, om de 
rol van alpha- en gamma-activiteit te bepalen. 
We vonden dat tijdens presentatie van een tactiele stimulus, alpha- (en beta) 
activiteit verminderde, terwijl gamma-activiteit toenam, in de contralaterale 
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primaire somatosensorische cortex (S1). Dit bevestigt het idee dat gamma 
actieve betrokkenheid van een hersengebied reflecteert, terwijl alpha-activiteit 
inhibitie reflecteert. Tijdens het onthouden van de stimulus in werkgeheugen 
nam gamma-activiteit toe in de bilaterale secundaire somatosensorische cortex 
(S2). Bovendien vonden we een ipsilaterale toename van alpha-activiteit welke de 
geheugenprestatie van de proefpersoon voorspelde, terwijl er geen voorspellende 
contralaterale modulatie was. Dit is een cruciale bevinding, aangezien het laat zien 
dat (1) alpha-activiteit relevant is voor de gedragsprestatie, en (2) een toename van 
alpha, i.p.v. een afname, van belang is, wat tot nu toe slechts door enkele studies 
is aangetoond. Dit suggereert dat de actieve inhibitie van taakirrelevante gebieden 
een voorwaarde is voor optimale prestatie. Verder was de alpha-activiteit over 
proefpersonen gecorreleerd met een frontale gamma-activiteit, wat een topdown 
controlemechanisme zou kunnen weerspiegelen.
Vervolgens, in hoofdstukken 3 en 4, hebben we gekeken op een niveau tussen 
MEG en spike-metingen in: de zogeheten local field potentials (LFPs), gemeten 
in apen die dezelfde somatosensorische discriminatietaak uitvoerden. Nu hadden 
we de mogelijkheid om specifieke gebieden (somatosensorische, premotor- en 
motorcortex) te bestuderen, evenals de interactie tussen oscillaties en spikes.
In hoofdstuk 3 lag de focus op de alpha-band. Hier vonden we een afname 
van alpha-activiteit in sensorimotorische gebieden tijdens het nemen van een 
beslissing, welk gerelateerd was aan betere prestatie op de taak. Deze bevinding 
complementeert de resultaten van hoofdstuk 2: in de (menselijke) MEG studie 
vonden we een toename van alpha-activiteit in taakirrelevante gebieden, terwijl we 
in de apenstudie een afname van alpha vonden in taakrelevante gebieden; beide 
waren gerelateerd aan betere prestaties. Tezamen ondersteunen deze bevindingen 
de alpha-inhibitie hypothese voor de somatosensorische cortex, en ze doen 
vermoeden dat de hypothese kan worden uitgebreid naar andere gebieden dan 
sensorische cortex.
Bovendien hebben we laten zien dat alpha-oscillaties de spike-activiteit ritmisch 
moduleren, zo dat spike-activiteit het hoogst is tijdens het dal van de alpha-cyclus. 
Dit is een van de eerste studies die laat zien dat spike-activiteit vermindert met 
toenemende alpha-activiteit. Deze resultaten suggereren sterk dat alpha-oscillaties 
een mechanisme van ‘pulsed inhbition’ verschaffen, dat neuronale activiteit op een 
fasische manier afremt.
In hoofdstuk 4 rapporteerden we over de rol van beta-oscillaties in 
somatosensorische beslissingen, wederom d.m.v. het bestuderen van LFP metingen 
in apen. Hier laten we zien dat beta-synchronisatie in een uitgebreid netwerk de 
beslissing van de aap voorspelt.
Deze bevindingen voegen toe aan wat we weten van onderzoek naar spikes, met 
hetzelfde paradigma. Terwijl deze eerdere studies aantoonden dat spikes in een 
uitgebreid netwerk stimuluseigenschappen coderen, vastleggen in werkgeheugen 
en de daaropvolgende besluitvorming reflecteren, verkrijgen we aanvullend inzicht 
door het bestuderen van oscillaties. Ten eerste, aangezien gesynchroniseerde 
oscillaties een directe maat zijn van netwerkdynamiek, laat het de patronen van 
activiteit in een populatie zien. Het geeft geen inzicht in het subtiele, gevarieerde 
scala aan reacties zoals single-unit spikes dat doen, maar geeft juist daardoor 
wel een kijk op de dominante netwerkactiviteit, in dit geval de uitkomst van het 
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beslissingsproces. Ten tweede, oscillaties laten de staat van een netwerk zien: een 
zelforganiserende of topdown opgelegde dynamiek, die informatieverwerking 
faciliteert of juist verhindert, afhankelijk van de taakvereisten op dat moment. 
Deze staat heeft vervolgens een belangrijk effect op neuronale processen (zoals 
gereflecteerd in de spike-activiteit) en het uiteindelijk resulterende gedrag.
Aangezien de in hoofdstukken 2 en 3 beschreven werkgeheugenstudies tot 
interessante inzichten in somatosensorische alpha-activiteit hadden geleid, 
veronderstelden we in hoofdstukken 5 en 6 dat somatosensorische alpha eenzelfde 
mechanisme reflecteert als visuele alpha. We beredeneerden dat, als dit inderdaad 
het geval is, somatosensorische alpha zich op eenzelfde manier zou moeten 
gedragen als visuele alpha in de context van ruimtelijke aandacht. Het is bekend 
dat tijdens het richten van visuele ruimtelijke aandacht, de visuele alpha-activiteit 
een gelateraliseerd patroon vertoont dat de richting van aandacht reflecteert: 
alpha-activiteit gaat omlaag contralateraal aan de kant waar de aandacht gericht 
is, en vaak wordt er tevens een ipsilaterale toename waargenomen. In hoofdstuk 5 
vroegen we of somatosensorische alpha-activiteit op eenzelfde manier de richting 
van tactiele ruimtelijke aandacht reflecteert, en in hoofdstuk 6 introduceerden we 
distracters (afleidende stimuli) in dit scenario. Bovendien vroegen we in welke mate 
dit alpha-mechanisme flexibel kan worden ingezet en topdown beïnvloed aan de 
hand van informatie over de geanticipeerde stimuli. Hiertoe manipuleerden we de 
betrouwbaarheid van de aanwijzingen (hoofdstuk 5), en de sterkte van de distracters 
(hoofdstuk 6).
We gebruikten een tactiele ruimtelijke aandachtstaak waarbij proefpersonen een 
aanwijzing kregen om hun aandacht op ofwel hun linker- of hun rechterhand te 
richten. Zoals verwacht, vonden we lateralisatie van alpha-activiteit in S1. Dus, alpha-
activiteit tijdens anticipatie van een stimulus reflecteerde de richting van aandacht 
in het somatosensorische systeem. De volgende stap was om te laten zien dat deze 
alpha-activiteit relevant was voor het gedrag van de proefpersoon. In hoofdstuk 5 
lieten we zien dat de mate van alpha-lateralisatie een positieve invloed had op de 
prestatie van de proefpersoon: sterkere alpha-lateralisatie leidde tot betere prestaties 
en reactiesnelheden. Bovendien lieten we zien dat alpha-lateralisatie flexibel en 
topdown beïnvloed kan worden: proefpersonen waren in staat om informatie over 
de betrouwbaarheid van de aanwijzingen te gebruiken en de mate van aandacht 
(zoals gereflecteerd door alpha) overeenkomstig aan te passen.
In hoofdstuk 6 lieten we zien dat niet alleen de afname, maar ook toename 
van alpha-activiteit cruciaal is voor een optimale prestatie. Hier presenteerden we 
afleidende stimuli aan de hand waar de aandacht niet op gericht was, wat leidde tot 
een toename in ipsilaterale alpha-activiteit tijdens anticipatie, in aanvulling op de al 
eerder gevonden contralaterale afname in alpha. Zowel de contralaterale afname 
als de ipsilaterale toename in alpha-activiteit in S1 en in visuele gebieden bleek de 
prestatie te voorspellen. Dus, actieve onderdrukking van taakirrelevante gebieden 
verbetert de prestatie. Dit is een belangrijke bevinding aangezien het de inhibitie-
hypothese verder bevestigt, en het andere interpretaties waarin alpha een passieve 
rol speelt, tegenspreekt.
Samenvattend, bevestigt het onderzoek beschreven in dit proefschrift dat de 
hypothesen met betrekking tot de functionele rol van oscillaties ook opgaan voor 
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het somatosensorische systeem, zowel in mensen als apen, en verschaft daarmee 
bewijs voor algemeen geldende mechanismen. Bovendien hebben we een begin 
gemaakt met het onderzoeken van de relatie tussen alpha-oscillaties en spike-
activiteit. Hierbij hebben we belangrijke nieuwe inzichten opgedaan, met name wat 
betreft alpha-activiteit als algemeen mechanisme voor functionele inhibitie, en de 
rol van beta-activiteit in somatosensorische besluitvorming. Generaliserend, vonden 
we dat beta- en gamma-activiteit actief betrokken hersengebieden reflecteren, 
terwijl alpha-activiteit zichtbaar is in gebieden die op dat moment geïnhibeerd zijn. 
Van belang is dat we hebben laten zien dat oscillaties niet slechts correleren met 
bepaalde functies, maar een sterke invloed hebben op neuronale processen en 
uiteindelijk resulterend gedrag.
De staat van het brein
Terwijl traditioneel gezien de focus in neurowetenschappelijk onderzoek lag op de 
reactie van de hersenen op een stimulus, heeft in de laatste jaren het onderzoek 
naar (anticiperende) activiteit voorafgaand aan stimuluspresentatie veel aandacht 
getrokken. Deze paradigmaverandering, van de hersenen gezien als stimulus-
response mechanisme naar de hersenen als een dynamisch systeem, heeft geleid 
tot boeiende nieuwe inzichten. Recent onderzoek laat zien dat hersenactiviteit 
die de interne staat reflecteert voorafgaand aan perceptie zeer relevant is voor 
daaropvolgende verwerking van externe informatie. Verscheidene studies, inclusief 
het werk dat in dit proefschrift is beschreven, suggereren sterk dat alpha-oscillaties 
de staat van sensorische hersengebieden moduleren om prestatie te optimaliseren: 
afname in alpha-activiteit faciliteert processen in taakrelevante gebieden, terwijl 
toename in alpha helpt in het onderdrukken van afleidende input in taakirrelevante 
hersengebieden. 
Niet alleen alpha, maar ook beta- en gamma-activiteit worden gemoduleerd in 
anticipatie van sensorische input. Deze modulatie betreft niet alleen veranderingen 
in amplitude van de oscillaties, maar ook in fase. Flexibele aanpassingen in 
oscillaties vormen de staat van het brein voor optimale verwerking van verwachte 
input. Volgens deze opvatting creëren oscillaties een temporeel kader waarbinnen 
informatieverwerking plaats kan vinden. Oscillaties reflecteren de staat van het 
brein, en het bestuderen hiervan biedt aanvullende informatie naast wat we al van 
spikes weten. Synchronisatie is nuttig voor het creëren van dynamische netwerken 
afhankelijk van taakvereisten. In deze opvatting zorgen oscillaties voor de integratie 
en segregatie van verschillende informatiestromen; met andere woorden, oscillaties 
vervullen een belangrijke rol in het sturen van de informatiestroom in de hersenen. 
Dit heeft naar alle waarschijnlijkheid een sterk effect op neuronale processen: 
het bepaalt welke neuronen een grotere kans hebben te vuren en beïnvloedt hun 
impact, met consequenties voor het uiteindelijke gedrag van het organisme.
Conclusie
Oscillaties reflecteren populatiedynamiek en spelen een hoofdrol in het bepalen 
van de staat van hersennetwerken, waarbij ze een faciliterende of juist inhiberende 
uitwerking hebben op informatieverwerking en communicatie tussen gebieden. 
Alpha-oscillaties in het bijzonder reflecteren een algemeen mechanisme voor 
resource-allocatie in de hersenen en zijn cruciaal voor optimale prestaties. 
Mijn onderzoek naar de functionele rol van oscillaties in het somatosensorische 
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systeem heeft bijgedragen aan deze inzichten. Echter, hoewel er nu substantieel 
correlationeel bewijs is voor de alpha-inhibitie hypothese, blijft het onderliggende 
mechanisme nog vrijwel onbekend. Hoe worden processen in de specifieke corticale 
lagen gecoördineerd? Hoe interacteert alpha met andere hersengolven en met 
spike-activiteit? Verder onderzoek is nodig om deze vragen te beantwoorden, en 
daarmee een nieuw kader te verschaffen voor de rol van oscillaties in het moduleren 
van neuronale processen.
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