Abstract: The method developed by the DFKI-IFS for extending the functionality of intelligent field devices
Introduction
The need for flexible, convertible factory systems is driven by international competition and dynamic markets, along with the simultaneously increasing demand for custom-tailored products. At the same time, producing companies, regardless of geographical location, require progressively shorter reaction times under changing circumstances, but must also continuously increase their degree of automation. However, current factory systems are largely shaped by hierarchical controlling architectures with a centrally controlled system development. Both paradigms are only partially suitable for tackling these complex challenges.
In any case, the adaptation of production facilities and processes also concerns integrated field device technologies. As a result, industrial field devices need to be reconfigured, or even functionally adjusted, to meet the new ancillary conditions. So far, no such manufacturer-independent solution exists that would also allow a way of flexibly adapting and extending field device functionality.
With the integration of embedded, intelligent information and communication technologies into the factory, which are connected to each other as well as the Internet, more and more intelligent field devices are emerging, which can in turn independently execute controlling tasks. These so-called CyberPhysical Systems, [1] form the basis for the realization of the Industry 4.0 vision. The dividing line for the separation of tasks between field and automation components will become increasingly indistinct with a rise in the amount of such decentral processing intelligences [2] . Equipped with their own processing power and storage capacities, it will be possible to directly run specific application software on the intelligent field devices themselves. Yet they will also be easy to replace or extend due to the prevalent modularity.
In order to allow facilities to rapidly adapt to the constantly changing demands in the future, it will be necessary to reconfigure these distributed systems as quickly and easily as possible.
This makes software tools that can map complete facility configurations, as well as allowing their adjustment and deployment to the physical facility, an absolute necessity.
Reference Architecture for Dynamic Feature Provision
The primary goal of the project "Apps in Production" [4] in the research department "Innovative Factory Systems"(IFS) of the DFKI GmbH is the conception and development of a manufacturerindependent reference architecture [5] for the dynamic feature provision and extension through the use of Apps on intelligent field devices. The reference architecture serves as an implementational foundation for the industrial App-concept for field devices (see Figure 1 ). In addition, it guarantees a high amount of reusability and scalability in its application.
Figure 1: Conceptual representation of the reference architecture
The reference architecture generally describes an organizational and technological method for the dynamic feature provision and extension through the use of Apps on intelligent field devices. In the system layer we can divide the reference architecture into the central system components Registry, App Store, CPS and Mobile User Interface.
Registry
The Registry is used for the internal management of all Cyber-Physical Systems(CPS) in a central index for a given factory. A CPS newly booted in the factory system automatically connects to the Registry and registers with specific data (e.g. serial number, technological parameters, etc.). CPSs can similarly be updated or, when leaving the system, deleted. With the help of mobile user interfaces, all CPSs listed in the Registry can be searched and selected. On the one hand, this allows the retrieval of detailed information about a given CPS, and on the other hand this provides a way to initiate the establishment of communication with the CPS. The connection establishment with the CPS represents the first step towards interaction (e.g. reloading an App). Not only the users, but also the CPS use Registry services, for example to gather information required for communication with other CPSs.
App Store
The industrial App Store serves as the central platform for manufacturer-independent and hardware-independent Apps and Drivers for intelligent field devices. On the one side, Apps and Drivers are provided by manufacturers and developers; on the other side they are used by the CPS and users. Each App possesses a list of necessary software interfaces that a CPS must be able to accommodate for their correct execution on the device. This ensures compatibility between Hardware and Software. Both Apps and device Drivers can be selected and installed directly on the CPS via the App Store mobile user interface. The interaction therefore occurs between the App Store and the CPS. Furthermore, Apps can be updated automatically or manually as soon as a new version becomes available. The App Store also provides an interface for all authorized developers to upload, update, or delete Apps. Next to the comfortable and efficient management of Apps throughout the entire software life-cycle, the industrial App Store makes completely new sales and business models (e.g. After-Sales-Services, Software as a Service, etc.) possible in the field device technology context.
Mobile User Interfaces
Tablets and Smartphones act as mobile, universal user interfaces, which allow users to interact with all system components. For example, this makes it possible to manage a CPS in the Registry, or to select an App from the App Store to be installed. By using mobile user interfaces, the mobility that is essential to commissioning, maintaining and repairing, as well as optimizing the system while on-site, can be guaranteed. As an alternative to selecting a CPS from the Registry, the connection establishment can also be initiated through so-called "touch & connect-Metaphors" [3] . To this end, the CPS is equipped with passive data storage capabilities (e.g. a QR-Code or NFC-Tag) that contain device-specific information (such as serial numbers). By means of an integrated camera or NFC-reader, the tag data can then be read and a connection to the CPS can be established.
Cyber-physical System
The CPS itself, as a central system component of the introduced reference architecture, provides the infrastructure for installing and running device-specific Apps and Drivers. Typical CPS duties include the automatic registration and management of the Registry, as well as independent interaction with the App Store for installing, updating or uninstalling Apps and Drivers.
Middleware
The CPS Middleware is composed of the App Manager, Driver Manager, and Messaging components.
The App Manager is responsible for the management of all CPS Apps throughout the entire software life-cycle. Directed by a user or an external system, it loads Apps from the App Store, installs them and starts them on the CPS. The user can then stop, re-start, update, or uninstall the Apps.
The Driver Manager manages, analogous to the App Manager, the Drivers throughout the entire life-cycle. Next to the installation and de-installation of Drivers, it also provides a list of the interfaces, that a CPS can support in the form of installed Drivers. External components like the App Store can make decisions on which Apps can or cannot be used by the CPS based on this list.
The Messaging component controls the communication between Apps and Drivers. They first register with the Messaging component and can then exchange messages. Depending on the target destination, the messages are forwarded by the MSG to a local component, meaning a local App or Driver, or they are passed through CPS-spanning communication from Middleware to Middleware to an external component.
Apps and User Interfaces
The Apps are self-contained, modular software applications that provide a functional extension or modification of field devices. This allows field devices to become equipped with new features and capabilities through these Apps. They are mostly independent of the field device hardware due to the fact that they communicate with the CPS over the Middleware interface and standardized Driver interfaces. This independence makes it possible to employ Apps on different field devices.
The system components' and Apps' graphical User Interfaces (UI) are run as HTML-pages, making them relatively independent from the physical hardware interfaces. Furthermore, with modern hardware resolution and flexibility regarding the development of the UIs, it is possible to implement graphically sophisticated interfaces with little effort.
Drivers
The Drivers encapsulate the properties of various hardware components (sensors, actors), and provide their functionalities through a single interface. Apps can use the Drivers via the interfaces without requiring knowledge of concrete, technical details. To this end, standardized interfaces for classes of components (e.g. light sensors, motors, etc) are defined, which the Apps and Drivers then implement.
Process Orchestration with a Configuration Tool
The App-based approach provides interaction opportunities during the initial installation of a facility, or later the re-configuration of an individual CPS, via a Web-Interface, which is accessible through Tablets, Smartphones, and PCs. During this process, the machine operator connects to each CPS to be configured and makes all necessary changes.
In the course of transitioning to configurable manufacturing, future facilities will need to be able to quickly switch from one configuration to another. Were one to use the Web-Interface, it would be necessary to always manually re-parameterize each CPS. Even if various configurations were saved on the CPS itself or in the Cloud, a configuration would still entail halting the entire facility, having the machine operator change each CPS configuration and then restarting the facility. Additionally, it would be possible for individual configurations that are incompatible to each other to be set, which would result in the faulty behavior of the entire facility. There are a few requirements that must be met in order to ensure the defect-free and automatic reconfiguration of such facilities.
Requirements for the Configuration Tool
To make the configuration of a facility easier to handle, multiple requirements must be met by the corresponding software tool: 1.
It should be possible to automatically deploy complete facility configurations in the facility.
2. In order to restore old configurations, it should be possible to automatically record and save the complete facility configuration.
3.
To keep shut-down times as short as possible, it should be possible to automatically compare a new configuration to the actual facility, to identify differences (false/missing hardware and software) that will prevent the correct operation of the newly configured facility.
Configuration Tool
To meet the requirements of 3.1, a configuration tool was developed by the DFKI-IFS, which runs as a classic desktop-application and allows the modification of entire facility configurations (see Figure 2 ).
Figure 2: The Configuration Editor
The tool's user interface shows four areas: 1.
A file-browser, which displays previously saved configurations. It is possible to additionally specify so-called 'views' that show the facility from various perspectives. The user can drag the installed CPS to the perspectively correct position and can therefore have an overview of the facility. One can import existing facility diagrams into a perspective's background.
2. The actual editing area. Here you can either see the abstract configuration view with CPS, installed Apps, and data flows, or the facility perspective with all installed CPSs (see 1).
3. The tool palette. Here CPS, Apps, Drivers, and data flows can be dragged onto the editing area.
4. The configuration area. This area allows the user to edit the parameters of a selected element.
The user interface also has the functionality to deploy a new configuration to the facility (Requirement 1), to read out an existing configuration (Requirement 2), and to perform a validation check of the new configuration(Requirement 3) at its disposal.
Exemplary Configuration Creation and Deployment
In this chapter, we will demonstrate the application of the configuration tool with an example scenario.
In the scenario, the SkalA-Demonstrator (see Figure 3 , left) for the creation of business card holders, located at the DFKI, is supposed to be extended by a quality control feature. SkalA stands for Scalable Automation ("Skalierbare Automatisierung"), and is used to research manufacturing options, from completely manual methods up to fully automated ones. The produced business card holders consist of a bottom piece, a metal clip to fixate the business cards, as well as a colored cap (see Figure 3 , right). The colored cap has one of four available colors, which is then determined by the customer. In the past, however, it happened every now and then that the manually manufactured holders had the wrong color. As a quality improvement method, the facility is to be extended by adding a color camera that can detect false or incorrect colors. This functional extension of the facility will occur in four steps, that are described in the following subchapters.
Current Configuration Readout Figure 5: Current configuration readout
Due to the fact that the facility is already fully operational, the worker tasked with reconfiguration can connect directly to the facility and generate a readout of the current configuration (see Figure 5 ). The configuration contains the current CPS, as well as the Apps and Drivers installed on that CPS, and the content of the App-Store (not shown here).
Configuration Adjustment
Figure 7: Adding the color-detection App The worker now introduces a new CPS. This CPS has a color camera that will be used to identify the cap color of the business card holder. The necessary camera drivers have already been installed on the CPS.
The communication flow between Apps is now altered by the worker to incorporate the color camera CPS after the insertion of the cap into the pressing station and before the actual pressing occurs. This performs a validation check between the target color and actual color, and then either informs the pressing station that the cap can be pressed on, or the worker, that manual intervention is required (this occurs via the Logging function of the Apps, which is not displayed here).
The identification of the correct color is performed by the color detection App, which is added to the color camera CPS and respectively configured (see Figure 7) .
Suitability Test
With the press of a button, the work can now compare the new configuration to the actual facility. This doesn't re-configure the facility, but rather checks to see if all CPS in the configuration are in the facility, and if the required Apps have already been installed or are in the App Store.
Figure 8: Error recognition by the tool
In this scenario, an error is displayed (see Figure 8) , because the color camera CPS hasn't yet been installed in the physical facility. After another worker installs this CPS, the configuration tool recognizes the new device with the "RGBCamera" capability and assigns it to the CPS specified in the configuration. A new configuration test displays no errors, meaning the new configuration can be deployed.
Deploying the New Configuration
To deploy the new configuration, the facility needs to be halted for a short time. The worker uses the configuration tool to generate a backup of the current configuration, so that production can be started with the old configuration, in case the new one doesn't work in practice.
After backing up the old configuration, the worker then deploys the new one to the facility. During this step, the configuration tool recognizes that most CPSs have been correctly configured.
