Abstract. We report some results on deterministic algorithms for efficient management of matrix groups over finite fields. Our results generalize Luks's work on solvable matrix groups to wider classes of matrix groups.
Introduction
In this article, we investigate methods of deterministic computation for efficient management of matrix groups over finite fields. Polynomial time is our measure of efficiency.
A critical foundation for group computation is the ability to perform testing membership of an element in a group. In matrix groups over a finite field , the membership-test problem formally means: Given generators for To separate such an obstacle, Luks introduced an additional timing parameter ´ µ: the largest prime dividing other than Ö . For solvable matrix groups Ä´Ò µ, Luks then devised deterministic algorithms to solve membership-testing and many important applications, all running in time polynomial in the input length of given generators for and ´ µ [13] .
Subsequently, randomization has emerged as an indispensable tool in membership-test algorithms for various classes of matrix groups (cf. [4] , [5] , and [6] ). For any Ä´Ò µ, the Beals-Babai algorithm of [6] performs membership-testing in Las Vegas time that depends polynomially on ´ µ and another parameter ´ µ: the smallest integer such that all the nonabelian composition factors of have faithful permutation representations of degree at most (see also [4] ). For abelian matrix groups, there are other deterministic methods (cf. [2] , [7] , and [10] ).
Of great importance among the applications considered in [13] are matrixgroup problems that generalize graph-isomorphism testing via the problem of finding set-stabilizers in permutation groups (see also [14, Ü10] ). These problems include finding the stabilizers of vectors and subspaces and finding centralizers and intersections of subgroups.
For an integer constant ¼, let denote the class of finite groups all of whose nonabelian composition factors lie in Ë (evidently, includes all solvable groups). An earlier result of Luks [12] asserts that, for permutation groups in , one can find set-stabilizers in polynomial time (see also the work of Babai, Cameron, and Pálfy [3] for important related results). In a future paper [16] , we will generalize the methods of [13] that solve these graphisomorphism-inspired matrix-group problems from solvable groups to (see also [17] ). The algorithms in [16] run deterministically in time polynomial in these three parameters: the input length of given generators for , the largest prime dividing , and Ö .
In this article, we focus on the deterministic membership-test machinery we have developed, primarily, to enable basic matrix-group manipulation in the class for [16] . In fact, with ´ µ in timing, we are able to achieve polynomial time in a broader class of matrix groups than those in . These algorithms are indeed direct generalizations of Luks's membership-test methods for solvable groups. In addition to the basic tools of [13], our methods also incorporate a variant of the distilling lemma of Beals and Babai [6, Lemma 2.1] in our deterministic setting. To handle nonsolvable groups, our approach is guided by the basic structure theory of normal series (cf. [6] ).
Let ´Õµ throughout denote a finite field of characteristic Ô. For an input/output Ä´Ò µ, we assume that is specified by a generating set of matrices Ë. We also assume some reasonable encoding of the field so that polynomial in the input length throughout means a polynomial in Ò ÐÓ Õ, and Ë , unless it is specified otherwise (here, ÐÓ denotes the logarithm to base ¾).
The principal result of this article is the following theorem. We establish important notational conventions at the outset. Our general reference is [22] .
For a finite group and a subset Ê , the normal closure of Ê in , denoted by Ê , is the smallest normal subgroup of containing Ê; we call Ê normal generators for Ê in . To formalize complexity analysis, we define three parameters on groups as follows.
Definition. For a finite group , define (i) ´ µ to be the maximum order of a nonabelian composition factor of , (ii) ´ µ to be the maximum order of a nonabelian chief factor of , and [19] and [21] ).
To establish Theorem 1.1, we claim that it suffices to prove for the case when is of prime order. Indeed, observe that, with some reasonable encoding of the field (e.g., an irreducible polynomial over the prime field ´Ôµ such that ´Ôµ ℄ ´ µ), it is elementary to convert our setting to matrix groups over ´Ôµ by blowing up by a factor of . Thus, in the sections to follow, we throughout assume that ´Ôµ.
Our approach to the problem of membership-testing follows a general paradigm of manageability introduced in [13] . In Ü2, we formalize such a paradigm. We then summarize basic polynomial-time tools in Ü3 and important facts on normal structure in Ü4. In Ü5, we first establish the manageability of matrix groups Ä´Ò µ such that ´ µ and ´ µ are polynomially bounded. In Ü6, we prove Theorem 1.1 by generalizing the methods of Ü5 to matrix groups Ä´Ò µ such that ´ µ and ´ µ are polynomially bounded.
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Membership-testing and manageable groups
In this section, we describe a general paradigm of manageability and the overall structure of a generic membership-test procedure we will adapt. This method was originally formalized for solvable matrix groups in [13, ÜÜ4.1-4.2].
We begin with a brief outline. Given Ä´Ò µ, the method constructs, in a top-down fashion, a -normal series AE ½ AE ¾ ¡ ¡ ¡ AE Ö ½ specified by generator-relator presentations of AE and -homomorphisms AE Å , where AE ·½ Ã Ö , and Å are finite groups equipped with certain basic polynomial-time machinery. With such a series, membershiptesting can be performed by a sifting process: map a candidate Ü for membership in AE by to Å ; find an ¾ AE such that ´ µ ´Üµ; then test membership of Ü ½ in AE ·½ (cf. [9] and [20] ). In order to formalize our method, we must first define algorithmic notions of presentations (cf. [13, Ü4.2]).
Let ´ µ denote the free group on a set . Then, for a group and a function , there is a natural extension of to a homomorphism ´ µ . Let be a group and AE a normal subgroup of . A constructive presentation of ÑÓ AE is ¥ ´ Êµ in which is a set, is a function, ´ µ is a homomorphism, and Ê is a subset of ´ µ, satisfying the following properties.
(1)
For computational purposes, we assume that ¥ ´ Êµ is specified by ´ µ, Ê, and a procedure for determining ´ µ for any given ¾ .
It is immediate from the definition that generators for and a construc- We now define our notion of manageability involving finite groups equipped with certain basic polynomial-time machinery.
A finite group Å specified by some input string is manageable if there is a polynomial-time algorithm for testing membership of a given element and finding a constructive presentation for all the subgroups of Å .
Theorem 2.1. The following finite groups are manageable. (i) Permutation groups
ËÝÑ´ªµ (Sims [20] ; Furst-Hopcroft-Luks [9] ).
(ii) Solvable matrix groups Ä´Ò µ such that ´ µ is bounded by a fixed polynomial in the input length of (Luks [13] Ë , where is specified by ´Ëµ, then obtain a constructive presentation of ´ µ and thus ÑÓ Ã Ö . Form normal generators for Ã Ö , and complete the normal closure to find generators for Ã Ö .
To prove Theorem 1.1 in the sections to follow, we will thus focus on the manageable representation problem.
Basic polynomial-time tools
In this section, we review basic polynomial-time tools developed earlier in [13] . We also derive a variant of the distilling lemma of Beals and Babai [ 
£
We now derive an important tool for locating a nonidentity element in a proper normal subgroup when it exists. The following result has appeared in another version involving randomization (cf. [1] , [4] , and [6] 
Normal structure
In this section, we summarize several basic facts about normal closures and normal series. Let be a finite group. Let Ä be a subnormal subgroup of . Then every composition factor of Ä is isomorphic to some composition factor of Ä (see, e.g., [ 
Small chief factors
We first prove that matrix groups Ä´Ò µ such that ´ µ and ´ µ are bounded by a fixed polynomial in the input length are manageable. Our main objective is to solve the manageable representation problem defined in Ü2 to establish the manageability of .
We begin with the following result, immediate from Proposition 3.4. 
end.
At any point in the above while loop, ½ so that acts nontrivially on AE ℄ by conjugation; that is, AE´ µ AE .
Suppose that is found to be abelian. Then ℄ ½ and thus ℄ ´AEµ. Therefore, is nilpotent of class at most two. Also, since ½ ℄ ´ µ AE´ µ, it follows that AE´ µ ½.
If is found to be a nonabelian minimal normal subgroup of , then return as defined by the conjugation action of on . Evidently, ´AEµ ½. £
Small composition factors
From now on, we relax the condition on the chief factors. That is, we assume that we are dealing with Ä´Ò µ such that ´ µ and ´ µ are polynomially bounded.
As in Ü5, our goal is to show the manageability of , and we will maintain the overall structure of the algorithm roughly the same. In this section, we focus on the main difficulty of finding a nonidentity element of a proper -normal subgroup of a nonabelian normal subgroup AE Ê , given by normal generators Ê, in case AE is not minimal normal in .
First, note that, if AE is a minimal normal subgroup of , then ´AE µ ´ µ. When ´AE µ ´ µ holds, Proposition 5.2 asserts that AE is manageable; in particular, membership-testing allows us to complete the normal closure and find generators for AE . The following procedure tests whether or not a nonabelian normal subgroup AE Ê , given by Ê, is a minimal normal subgroup of . The algorithm returns the correct answer since AE is a minimal normal subgroup of if and only if Ì AE (cf. Lemma 4.1). Suppose that AE is not a minimal normal subgroup of . Our main objective now is to locate a nonidentity element in a proper -normal subgroup of AE . To find such an element, we will exploit the following important structural properties of chief factors.
Consider a chief factor AE Ã of . If AE Ã happens to be abelian, then a nonidentity commutator of elements of AE lies in Ã. ¾ unless Ã Ã. Recall that, in our setting, normal subgroups are represented by normal generators, and we have relied on their linear spans to test commutativity (cf. Proposition 3.2). In the following subroutine PERM REP, we therefore consider the above procedure with respect to the linear spans of normal subgroups. The subroutine descends inside a chief factor AE Ã or constructs the conjugation action of on a set of the linear spans of normal subgroups of AE that commute one another. 
By Proposition 4.2 (ii)
, it is routine to verify the correctness of the procedure PERM REP.
To descend further in AE Ã when PERM REP outputs (C), we will make use of a point-stabilizer of under the permutation representation found in (C). To find such a point-stabilizer, our algorithm will rely on the following fundamental lemma (see, e.g., [8, Theorem 3 .6A]). Note that our method will only construct one point-stabilizer, whereas the well-known Schreier-Sims method [20] constructs a series of point-stabilizers recursively. Proof. Let denote the maximum length of a normal series in Ä´Ò µ; here, recall that is polynomially bounded (see Ü1). As usual, assume that Ë . We first outline our main algorithm and then formalize it in the procedure PROPER NORM presented below.
Lemma 6.1 (Schreier
Step 1. First, if AE is solvable, then it suffices to return a nontrivial commutator of two elements of AE (cf. the proof of Proposition 5.2).
Step 2. Suppose that AE is nonsolvable, containing a proper -normal subgroup, and there is a -chief factor AE Ã. In Step 2, we construct a sequence of AE -normal subgroups Finally, when the loop reaches Ä Ä , then we conclude that either Ä is a minimal normal subgroup of AE , or Ä Ã.
The following procedure PROPER NORM formalizes our method.
procedure PROPER NORM Input:
Ä´Ò µ and Ê
, where AE Ê is nonabelian.
Output: a nonidentity element in a proper -normal subgroup of AE , or "AE is a minimal normal subgroup of ".
begin
Step 
£
As a final note, we briefly comment on Corollary 1.2.
The method discussed in Ü2 evidently finds the kernel of a given homomorphism from Ä´Ò µ into a manageable group in the desired timing; thus, Corollary 1.2 (iv) holds. Now, observe that, for Ä´Ò µ and a normal subgroup AE of , the centralizer ´AEµ is the kernel of the conjugacy action of on the linear span AE ℄. Therefore, Corollary 1.2 (v) also holds.
