Abstract-Conformal prediction is a relatively new framework in which the predictive models output sets of predictions with a bound on the error rate, i.e., in a classification context, the probability of excluding the correct class label is lower than a predefined significance level. An investigation of the use of decision trees within the conformal prediction framework is presented, with the overall purpose to determine the effect of different algorithmic choices, including split criterion, pruning scheme and way to calculate the probability estimates. Since the error rate is bounded by the framework, the most important property of conformal predictors is efficiency, which concerns minimizing the number of elements in the output prediction sets. Results from one of the largest empirical investigations to date within the conformal prediction framework are presented, showing that in order to optimize efficiency, the decision trees should be induced using no pruning and with smoothed probability estimates. The choice of split criterion to use for the actual induction of the trees did not turn out to have any major impact on the efficiency. Finally, the experimentation also showed that when using decision trees, standard inductive conformal prediction was as efficient as the recently suggested method cross-conformal prediction. This is an encouraging results since cross-conformal prediction uses several decision trees, thus sacrificing the interpretability of a single decision tree.
I. INTRODUCTION.
One can often get a fairly good estimate of the general predictive performance of a model, e.g., by estimating the error rate on a validation set or through cross-validation. However, in many situations it is not sufficient to know how well a model performs in general, but an assessment of the (un)certainty of each individual prediction is required. For example, we may choose to rely only on some of the individual predictions, typically those that have an acceptable level of certainty. Many classification models do not only output a single, most likely, class, but instead output a probability distribution over the possible classes. As an example, standard decision trees [1] , [2] are referred to as probability estimation trees (PETs) [3] , when producing probabilities instead of just the class label. Obviously, probability distributions do indeed provide means to filter out unlikely or uncertain predictions, but often the output distributions are not well-calibrated, i.e., the predicted class probabilities do not reflect the true, underlying probabilities, see e.g., [4] . Although there have been several attempts to improve, or calibrate, predicted class probabilities [5] , the proposed methods do not provide any guarantees for their correctness or any bound on the corresponding errors.
Conformal prediction [6] is a relatively new framework that addresses the problem of assessing the (un)certainty of each individual prediction in a slightly different way than by calibrating predicted class probabilities. Instead of predicting a single class label, or a distribution over the labels, a conformal predictor outputs a set of labels, with a bounded error, i.e., the probability of excluding the correct class label is guaranteed to be smaller than a predetermined significance level. So, the price you pay for the bounded error rate is that not all predictions are singletons, i.e., they are less informative. The framework has been applied in conjunction with several popular learning algorithms, such as ANNs [7] , kNN [8] , [9] , [10] , SVMs [10] , [11] , and random forests [9] , [10] . Each learning algorithm requires a specific adaptation of the framework, and design choices as well as parameter settings that are well suited for the standard setting, i.e., when maximizing classification accuracy, may need to be reconsidered. In other words, lessons learned from applying an algorithm in the standard framework may, or may not, carry over to the conformal prediction framework.
Decision tree learning is one of the most widely used machine learning techniques, and its popularity can be explained by its relative efficiency, effectiveness and ability to produce interpretable models. In addition, sets of decision trees are often combined into ensembles, typically using bagging [12] or boosting [13] . In particular the random forest technique [14] , combining bagging with random subspacing [15] , is often referred to as a state-of-the-art ensemble technique. With this in mind, we argue that decision trees are still important to investigate, both as single models and as parts of ensembles.
For decision trees and PETs, which, as described above, generalize the former by returning class distributions instead of single class predictions, it has been observed that different algorithmic choices, such as split metric, probability estimate and whether or not to prune, may have a significant impact on the predictive performance, see e.g., [3] , [16] . However, no such corresponding results have been reported within the conformal prediction framework. Hence, it is not known what algorithmic choices should be preferred when learning decision trees (or PETs) in this novel framework. To counter this, we present an extensive empirical investigation on the effect of different algorithmic choices for decision tree learning within the conformal prediction framework. This is not only the first investigation of conformal prediction using decision trees, but also one of the most comprehensive empirical investigations of conformal prediction presented for any algorithm.
In the next section, we provide some background on the conformal prediction framework and decision trees, in particular on how the framework is adapted to decision tree learning, and the different algorithmic choices which must be considered. In section III we provide the details of the empirical study, before presenting and analyzing the results in section IV. In section V, we discuss the results in relation to previous findings. Finally, the key conclusions are presented in section VI.
II. BACKGROUND.
In this section, we first briefly describe the conformal prediction framework, and then discuss the algorithmic choices for decision tree learning that will be considered in the study.
A. Conformal prediction
The conformal prediction framework [6] was originally developed for numerical prediction (regression), but was later adapted to classification, which is what we focus on in this paper. The framework is general in that it can be used in conjunction with any learning algorithm. A central component of the framework is the (non-)conformity function, which gives a score to each instance and class label pair. When classifying a novel instance, scores are calculated for all possible class labels, and these scores are compared to scores obtained from instances with known labels. Labels that are found to not conform, i.e., when the corresponding conformity value is lower than some predetermined fraction of the calibration examples (here called significance level), are excluded. This means that for each instance to be classified the conformal prediction framework outputs a set of predictions, which may contain one, several, or even no class labels, i.e., the set may be empty. Under certain, but very general, assumptions, it can be guaranteed that the probability of excluding the true class label is bounded by the chosen significance level, independently of the chosen conformity function [6] . The original formulation of the framework assumes a transductive setting, i.e., the example to be classified has to be included in the calibration set, thus requiring recalculation of all (non-)conformity scores relative to each test example. The more efficient inductive setting, which is adopted here, instead assumes that conformity scores can be calculated for a calibration set without including the test example. The inductive setting requires the available examples to be split into a proper training set, used to train the model, and the calibration set, used to calculate the (non-)conformity scores. In this study, we assume that the conformity function C is defined relative to a trained predictive model M :
wherex is a vector of feature values (representing the example to be classified), c is a class label, M (x) returns the class probability distribution predicted by the model, and the function F returns a score calculated from the chosen class label and predicted class distribution. A possible choice for this function, which is adopted here, is to use the margin [17] , which gives the difference between the probability of the chosen class label and the probability of the most likely of the other labels, thus ranging from -1 to 1. 1 Using a conformity function, a p-value for an examplex and a class label c is calculated in the following way:
where S is a calibration set. The prediction for an examplex, where {c 1 , . . . , c n } are the possible class labels, is:
where σ is a chosen significance level, e.g., 0.05. Note that the resulting prediction hence is a (possibly empty) subset of the possible class labels.
B. Decision trees
As mentioned in the introduction, the popularity of techniques for learning decision trees can be explained by their ability to produce transparent yet fairly accurate models. Furthermore, they are relatively fast and require a minimum of parameter tuning. The two most famous decision tree algorithms are C4.5/C5.0 [1] and CART [2] .
The generation of a decision tree is done recursively by splitting the data set on the independent variables. Each possible split is evaluated by calculating the resulting purity gain if it was to be used to divide the data set D into the new subsets {D 1 , . . . , D n }. The purity gain Δ is the difference in impurity between the original data set and the subsets as defined in equation (4) below, where I(·) is an impurity measure of a given node and P (D i ) is the proportion of D that is placed in D i . Naturally, the split resulting in the highest purity gain is selected, and the procedure is then repeated recursively for each subset in this split.
Different decision tree algorithms apply different impurity measures. C4.5 uses entropy; see equation (5) while CART optimizes the Gini index see equation (6) . Here, C is the number of classes and p(c i |t) is the the fraction of instances belonging to class c i at the current node t.
Although the normal operation of a decision tree is to predict a class label based on an input vector, decision trees can also be used to produce class membership probabilities; in which case they are referred to as PETs [3] . For PETs, the easiest way to obtain a class probability is to use the relative frequency; i.e., the proportion of training instances corresponding to a specific class in the specific leaf where the test instance fall. In equation (7) below, the probability estimate p cj i , based on relative frequencies, is defined as
where g(i, j) gives the number of instances belonging to class j that falls in the same leaf as instance i, and C is the number of classes.
Often, however, some kind of smoothing technique is applied. The most common is called the Laplace estimate or the Laplace correction. The main reason for using a smoothing technique is that the basic relative frequency estimate does not consider the number of training instances reaching a specific leaf. Intuitively, a leaf containing many training instances is a better estimator of class membership probabilities. With this in mind, the Laplace estimator calculates the estimated probability as:
It should be noted that the Laplace estimator in fact introduces a prior uniform probability for each class; i.e., before any instances have reached the leaf, the probability for each class is 1/C. Yet another smoothing operation is the mestimate
where m is a parameter, and p cj is a prior probability for the class c j . p cj is either assumed to be uniform, i.e., p = 1/c or estimated from the training distribution. In the uniform case, the Laplace correction is a special case of the m-estimate with m = c.
In order to obtain what they call well-behaved PETs, Provost and Domingos [3] changed the C4.5 algorithm by turning off both pruning and the collapsing mechanism, which obviously led to substantially larger trees. This, together with the use of Laplace estimates, however, turned out to produce much better PETs; for details see the original paper.
C. Related work.
Conformal prediction is very much a framework under development. Vovk keeps a large number of older working papers regarding the transductive confidence machine (TCM) at www.vovk.net, while continuously updated versions of the more recent working papers are found at www.alrw.net.
Inductive conformal prediction is introduced in the book [6] , and is further developed and analyzed in [18] . A new working paper [19] introduces the method of cross-conformal prediction, which is a hybrid of inductive conformal prediction and cross-validation. It must be noted, however, that all of these papers are highly mathematical and often abstract away from specific machine learning techniques. Even when using a specific machine learning technique, the purpose is to demonstrate a specific property of the framework. One example is [7] where inductive conformal prediction using neural networks is described in detail.
Having said that, there are a number of other papers on conformal prediction, typically either using it for a specific application, or investigating the effect of varying some property, most often the conformity function.
Nguyen et al. use conformal prediction in [8] for indoor localization, i.e., to identify and observe a moving human or object inside a building. Another example is Lambrou et al. who use conformal prediction on rule sets evolved by a genetic algorithm [20] . The method is applied on two realworld datasets for medical diagnosis. Yang et al. use the outlier measure of a random forest to design a nonconformity measure, and the resulting predictor is tested on some medical diagnosis problems [21] . Papadopoulos et al. use neural networks as inductive conformal predictors to obtain predictions which have well-calibrated and practically useful confidence measures for the problem of acute abdominal pain diagnosis in [22] . They compare the accuracy of their neural networks with the accuracy achieved using CART, but never use the decision trees as conformal predictors.
In [10] , Devetyarov and Nouretdinov use random forests as on-line and off-line conformal predictors, with the overall purpose to compare the efficiency of three different nonconformity measures. Bhattacharyya also investigates different nonconformity functions for random forests, but in an inductive setting [9] . Both these interesting studies, however, use a very limited number of data sets, so they serve mainly as proofs-of-concept. Finally, we have in a recent study [23] , evaluated conformal predictors based on decision trees which were evolved using genetic programing.
III. METHOD.
As described above, most of the work on efficiency has targeted the conformity functions, but the efficiency is also heavily dependent on the underlying model, including factors like training parameters and how probability estimates are calculated internally. In addition, there is no fully accepted measure to use for comparing the efficiency of the conformal predictions. With this in mind, there is an apparent need for studies explicitly evaluating techniques for producing efficient conformal predictors utilizing a specific kind of predictive model. Such studies should preferably use a sufficiently large number of data sets to allow for statistical inference, thus making it possible to establish best practices. As mentioned in the introduction, to the best of our knowledge, no such comparative studies have been performed in the field of classification using standard decision trees as the underlying algorithm for conformal prediction.
The overall purpose of this study is to evaluate different algorithmic choices for decision trees used as conformal predictors. We first, however, demonstrate the conformal prediction framework using decision trees that are all trained with identical settings. After that, in the main experiment, a number of different settings are evaluated. More specifically, the split criterion, pruning method and the method for calculating the probability estimates are all varied, leading to, in total 12 different setups. Finally, we include another experiment, where standard ICP is compared to cross-conformal prediction (CCP) as suggested in [19] . Simply put, CCP is very similar to standard (internal) cross-validation. First, the available training data is divided into a number of folds, typically five or ten. In this study, we use five folds, since some of the data sets are fairly small. Then, a model (here a decision tree) is built from all but one of the folds, which is instead used as the calibration set. This procedure is repeated so all folds are used as the calibration set once. So, the result is five conformal predictors, each having a separate calibration set. When using CCP on a novel test instance, all five conformal predictors are applied to that test instance, and the resulting p-value is found by averaging the five individual p-values. Naturally, the idea is that this simple ensemble approach should lead to more efficient conformal predictors. This is also verified in the original study where, using MART classifiers, CCP is found to be slightly more efficient than standard ICP, see [19] . Unfortunately only two data sets, both fairly large and easy, were used in the analysis. It must be noted that when using CCP, there are in fact five models, so even if each model (here tree) is interpretable, the conformal predictor becomes an opaque ensemble, i.e., one of the main reasons for using decision trees in the first place is no longer true. Naturally, the entire procedure is also more time consuming since five models have to be trained and five conformal predictors have to be applied to each instance. With this in mind, it becomes important to know how general the results from the original study are, i.e., should CCPs be expected to be more efficient than ICPs, and if so, how much efficiency has to be sacrificed to achieve the interpretability offered by using a single tree.
All experimentation was performed in MatLab, using the decision trees as implemented in the statistics toolbox. The two split criteria evaluated are in MatLab called gdi and deviance. The gdi measure is identical to the Gini index, while deviance is the same as entropy. When pruning is applied, this is done using the internal pruning procedure in MatLab, which optimizes the pruning based on internal cross-validation. Finally, the three different ways of calculating the probability estimates are the unadjusted relative frequency, the Laplace estimate and the m-estimate, as defined in (7) to (9) . For the m-estimate, m was set to 2, and the prior probabilities were estimated from the training data.
Since the error rate is bounded, a natural point of comparison between different conformal predictors is their efficiency, i.e., to what extent the predictors manage to exclude (incorrect) labels. When evaluating the efficiency, two different metrics were used. Since high efficiency roughly corresponds to a large number of singleton predictions, OneC, i.e., the proportion of predictions that include just one singe class, is a natural choice. Similarly, MultiC and ZeroC are the proportions of predictions consisting of more than one class label, and no class labels at all, respectively. One way of aggregating these numbers is AvgC, which is the average number of class labels in the predictions.
As mentioned in the Background, we use a conformity function based on the well-known concept of margin. For an instance i with the true class Y , the higher the probability estimate for class Y the more conforming the instance, and the higher the other estimates the less conforming the instance. Specifically, the most important of the other class probability estimates is the one with the maximum value max j=1,...,C:j =Y p cj i , which might be close to, or even higher than p Y i . From this, we define the following conformity measure for a calibration instance z i :
For a specific test instance z i , we use the equation below to calculate the corresponding conformity score for each possible class label c k .
For the evaluation, 4-fold cross-validation 2 was used, so all results reported are averaged over the four folds. The training data was split 2:1; i.e., 50% of the available instances were used for training and 25% were used as the calibration set. The 36 two-class data sets used are all publicly available from either the UCI repository [24] or the PROMISE Software Engineering Repository [25] .
IV. RESULTS.
In the first part of the results section, we demonstrate the behavior of conformal predictors. The decision trees used for this demonstration were induced using the Gini split criterion and no pruning. The probability estimates were calculated using m-estimates. Looking first at the error, which in the conformal prediction framework is the proportion of predictions which does not contain the correct class, it is obvious that this conformal predictor is valid and well-calibrated. For every point in the graph, the actual error is very close to the corresponding significance level. Analyzing the efficiency, the number of singleton predictions (OneC) starts at approximately 40% for = 0.01, and then rises quickly to over 90% at ∈ [0.05, 0.15]. The number of multiple predictions (MultiC), i.e., predictions containing both classes, of course, has the exact opposite behavior. For higher significance levels, OneC starts to decline since, for this rather easy data set, the number of empty predictions (ZeroC), quickly increases. OneAcc, which shows the accuracy of the singleton predictions, is fairly stable and always higher than the accuracy of the underlying tree model, i.e., the singleton predictions should be trusted more than predictions in general by the original model. Figure 2 presents the same analysis, but now for the Diabetes data set, which is much harder, with an accuracy of the underlying model just over 70%. Here, OneC, consequently, is much smaller for low significance levels. As a matter of fact, for = 0.01, less than 5% of the predictions are singletons, while the rest contain both classes. As the significance level increases, so does OneC, while MultiC decreases. For the significance levels plotted, there are no empty predictions. OneAcc, consequently decreases for higher significance levels, but is still always higher than the accuracy of the underlying model. Table I below shows similar results for five data sets, arranged in decreasing order of the accuracy of the underlying model, i.e., when used without the conformal prediction framework. For all data sets and significance levels, the error rate is very close to the significance level, indicating valid and well-calibrated conformal predictors. We can also observe the typical behavior of a conformal predictor, where MultiC decreases and OneC increases as the significance level increases. Once there are no multiple predictions, the number of empty predictions starts to rise. Naturally, the more accurate the underlying model is to start with, the higher OneAcc, and consequently ZeroC, tend to be. Before looking at the efficiency results, Table II , on the next page, shows accuracies and sizes of the underlying models. It must be noted that due to space limitations, only accuracies from using relative frequencies are given in the table. When the trees are pruned, there is rarely anything to gain from using one of the smoothing techniques. For the unpruned trees, on the other hand, some minor improvement in accuracies were observed, especially on the unbalanced data sets, and when using the m-estimate. These differences are, however, much smaller than the differences between using pruned and unpruned models, and even between the two split criteria.
The most important result in Table II is that pruned models in general are more accurate than the unpruned. This is quite reassuring for the pruning technique applied, since the overall purpose of pruning of course is to produce trees that generalize better. To determine if there are any statistically significant differences, we use the statistical tests recommended by Demšar [26] for comparing several classifiers over a number of data sets; i.e., a Friedman test [27] , followed by a Nemenyi post-hoc test [28] . With four setups and 36 data sets, the critical distance (for α = 0.05) is 0.78, so based on these tests using pruning and the Gini split criterion did actually result in significantly higher accuracy, compared to both setups using unpruned trees. In addition, the setup using no pruning and the entropy split criterion produced significantly higher accuracy than unpruned trees induced using Gini. Comparing model sizes, presented as total number of nodes, the unpruned trees were, of course, significantly larger. Turning to the efficiency results, Table III, on the next page, shows the efficiency for trees induced using Gini. The efficiency is measured as AvgC, i.e., the average number of elements (class labels) in a prediction. When the significance level is = 0.01, most predictions of course contain both class labels. Comparing the different setups, we see that using unpruned trees with smoothing is the best option. With six setups, the critical distance for another Friedman test, followed by a Nemenyi post-hoc test, is (for α = 0.05) as high as 1.26. So, the only statistical significant difference is that using unpruned trees with smoothing is more efficient than unpruned trees using relative frequencies. When = 0.05, unpruned trees with smoothing are again clearly the most efficient. Now, these setups are significantly better than both setups using relative frequencies. In addition, both setups using smoothed pruned trees were significantly more efficient than unpruned trees using relative frequencies. For = 0.1, the differences in mean ranks are generally smaller. Unpruned trees using mestimates were, however, still significantly more efficient than both setups utilizing relative frequencies. Summarizing these results, the best choice is obviously to use unpruned trees, with either Laplace or m-estimate corrections. The second best group is pruned trees using smoothing.
Table IV also shows efficiency results for trees induced using Gini, but now the efficiency is measured using OneC; i.e., the proportion of singleton predictions. The overall impression is that these OneC results are very similar to the AvgC results. Again, we can see four different groups; the best option is unpruned and smoothed trees, followed by pruned smoothed trees. Using relative frequencies is generally the worst option, with unpruned and unsmoothed trees being the least efficient choice overall. There are relatively few statistically significant differences, even though the results seem to be fairly consistent over all data sets. Actually, the only difference that is statistically significant when = 0.01 is that unpruned trees using Laplace correction are significantly more efficient than unpruned trees using no smoothing. When = 0.05, both setups using unpruned trees with smoothing obtained a significantly higher OneC than both setups using no smoothing. For = 0.1, finally, the only difference from when = 0.05 is that unpruned trees using the Laplace estimate is no longer significantly more efficient than unpruned and unsmoothed trees. The first impression is probably that these results are very similar to the ones presented above for Gini, and indeed, the same four distinct groups can be identified. Here too, the best choice is unpruned trees using any type of smoothing, while the second best is pruned trees, also using smoothing. So, again, trees using no smoothing is the least efficient choice. A deeper analysis, however, shows that when using entropy as the split criterion, the advantage of using unpruned and smoothed trees is even larger. Specifically, for = 0.05, the two setups utilizing unpruned and smoothed trees actually obtained significantly lower AvgC than all other setups. Table VI on the next page, shows a direct pairwise comparison between the best setup identified, i.e., unpruned trees that were smoothed using the m-estimate, and all other setups. The numbers tabulated are wins for the setup using no pruning and m-estimate smoothing. With 36 data sets, a standard one-sided sign test requires 24 wins for significance with α = 0.05 3 . Numbers representing statistically significant differences are underlined and bold. When comparing the setups head-to-head, the use of unpruned trees and m-estimate smoothing is actually almost always significantly more efficient than all other setups, with the exception of unpruned trees smoothed by Laplace correction.
Yet another important measure is the precision, i.e., in 3 Since ties are divided equally between the two setups in the table, 23.5 wins is actually sufficient this setting, the proportion of removed labels that are actually incorrect. A perfect conformal predictor should remove only incorrect labels, which would correspond to a precision of 1.0. Figure 3 below, shows the precision for all six different setups using Gini on the PC3 data set. Interestingly enough, we see that the most efficient setups, i.e., unpruned and smoothed trees, also have the highest precision. Table VII, shows the precision for all setups and significance levels. Since precision is undefined when every prediction include all labels, only the data sets where all setups have at least some removed labels are included. The number of data sets used for the comparison is given after each significance level in the table. As we can see when considering all data sets, the graph shown for the PC3 data set above is actually quite representative. The setups using pruning and some kind of smoothing do indeed exhibit the highest precision. In particular for the significance levels = 0.01 and = 0.05, the differences in both precision values and the mean ranks are substantial.
So, one of the main findings of the empirical investigation presented above is that in order to maximize efficiency, i.e., minimize the number of elements in the predicted label sets, when using decision trees for conformal prediction, one should avoid pruning but employ smoothing, using either Laplace correction or the m-estimate. In addition, the investigation shows that the most efficient methods also have a higher precision when excluding elements, i.e., a lower risk of incorrectly excluding the correct class label. These two results together make a very strong case for using trees with smoothing but no pruning in conformal prediction. It must be noted that just results for the Gini split criterion and only the best ICP from the previous experiment are included here, i.e., using no pruning and the m-estimate. Interestingly enough, the ICP is actually the most efficient, at least for small -values, which of course are the most important. Looking at the values, the key result is that ICP is at least as efficient as the different CCP variants, which is in contrast to the results reported in [19] . As a matter of fact, comparing both average results and the mean ranks, ICP is often the most efficient setup, outperforming all CCP-variants. Also for CCP, using no pruning and smoothing is the best option. So, from this experiment, it is obvious that there is no need to sacrifice the interpretability of a single tree in order to produce more efficient conformal predictors through CCP.
V. DISCUSSION.
An immediate question is what the reasons for the observed effects are, i.e., why do the use of smoothing and the avoidance of pruning result in more efficient predictions? This can partly be explained by the fact that pruning leads to fewer nodes, which in turn leads to that the ranking produced by the conformity function will be less fine-grained, since all calibration examples that fall into the same node and have the same class label will obtain the same score. With more nodes, there will be more opportunities for the scoring function to place the example to be classified "in between" two calibration examples, i.e., the number of theoretically possible p-values increases with the number of nodes. Furthermore, when not using smoothing, all nodes for which the relative frequencies coincide will result in the same p-value. For example, it will make no difference if the example to be classified falls into a node with only one training example (of some class) or into a node with ten examples of the same class; the probability of that class will be 1.0 in both cases. If instead smoothing is employed, the class probability will in the former case be pushed closer to the a priori probability compared to what happens in the latter case. The corresponding p-value for the example to be classified will no longer be independent of which of the two nodes it falls within; the p-value for the particular class will obviously be higher in the latter case. This example does not only show why smoothing makes the conformity function more fine-grained, but also that extreme scores that simply are due to very few observations in a node can be avoided. Pruning should in principle also have a similar positive effect, since it increases the number of observations in each node. However, the experimental results indicate that the negative effect that comes from making the model less fine-grained is apparently stronger than this potential positive effect.
VI. CONCLUSION.
We have in this paper presented an empirical investigation of decision trees as conformal predictors. This is one of the first comprehensive studies where the effect of different algorithmic choices on conformal predictors is evaluated. The overall purpose was to analyze the effect of split criterion, pruning scheme and probability estimates, in order to produce a recommendation for how decision tress should be trained for conformal prediction. In the analysis, we focused on how to maximize the efficiency, but predictive performance, measured as OneAcc and Precision, was also investigated. In the experiments, it is shown that the best choice is to use no pruning but smoothed probability estimates, preferably the mestimate. As a matter of fact, trees induced using these settings were not only the most efficient, but also obtained the highest precision.
Finally, the experimentation also shows that when using decision trees, CCP did not produce more efficient conformal predictors than ICP. This result is particularly interesting in this context, since the implication is that there is no need to trade interpretability for efficiency. As a matter of fact, the conformal predictor built using just one interpretable decision tree was generally as efficient as all CCP variants evaluated.
