University of Tennessee, Knoxville

TRACE: Tennessee Research and Creative
Exchange
Masters Theses

Graduate School

5-2022

Assessing Global Meat Trade & Local Infrastructure Upgrades
Mary Lynn Marks
University of Tennessee, Knoxville, mmarks7@vols.utk.edu

Follow this and additional works at: https://trace.tennessee.edu/utk_gradthes
Part of the Agricultural Economics Commons

Recommended Citation
Marks, Mary Lynn, "Assessing Global Meat Trade & Local Infrastructure Upgrades. " Master's Thesis,
University of Tennessee, 2022.
https://trace.tennessee.edu/utk_gradthes/6392

This Thesis is brought to you for free and open access by the Graduate School at TRACE: Tennessee Research and
Creative Exchange. It has been accepted for inclusion in Masters Theses by an authorized administrator of TRACE:
Tennessee Research and Creative Exchange. For more information, please contact trace@utk.edu.

To the Graduate Council:
I am submitting herewith a thesis written by Mary Lynn Marks entitled "Assessing Global Meat
Trade & Local Infrastructure Upgrades." I have examined the final electronic copy of this thesis
for form and content and recommend that it be accepted in partial fulfillment of the
requirements for the degree of Master of Science, with a major in Agricultural and Resource
Economics.
Sreedhar Upendram, Jada Thompson, Major Professor
We have read this thesis and recommend its acceptance:
Sreedhar Upendram, Jada Thompson, Edward Yu
Accepted for the Council:
Dixie L. Thompson
Vice Provost and Dean of the Graduate School
(Original signatures are on file with official student records.)

Assessing Global Meat Trade & Local Infrastructure Upgrades

A Thesis Presented for the
Master of Science
Degree
The University of Tennessee, Knoxville

Mary Lynn Marks
May 2022

ABSTRACT
This thesis is a combination of two distinct chapters. Chapter 1 focuses on human pandemics
impacts on global meat trade. An increase in future mass global pandemics is expected as
zoonotic diseases, globalization, and trade escalate. These pandemics affect nearly every
industrial sector, with animal protein no exception. The COVID-19 pandemic continues to be the
largest, most expansive, and unprecedented pandemic in a century. Labor shortages and supply
chain defragmentation are only a portion the production process affected. Studies have analyzed
species specific disease events’ effects on animal trade, such as those caused by the African
Swine Fever amongst Chinese herds. Few studies have identified and analyzed the effects on the
animal protein trade in relation to global human pandemics, however. This study uses public
trade data and recent pandemics (i.e. MERS-Cov, COVID-19, Ebola, and Zika virus) to estimate
the effects to global animal protein trade. The study results will improve preparedness and
recognize implications to a potential future pandemic on the meat industry. Chapter 2 focuses on
water infrastructure investment methodologies in communities in distress. Many communities in
Tennessee face water infrastructure needs. By 2040, these needs are estimated near $15.6 billion.
The Tennessee Department of Environment & Conservation (TDEC) Clean Water State
Revolving Fund (CWSRF) seeks to ease the burden of these costs on distressed communities
through low-interest loans and subsidies. Traditionally, this assistance has been distributed by a
single economic metric (e.g., median household income). This study seeks to determine water
infrastructure affordability through Ability-to-Pay indices composed of several socioeconomic
and financial factors. The ATP indices will more accurately determine community affordability
and will be a method able to be replicated for future fund distribution.
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INTRODUCTION
Human health is affected by various sectors at the local and global levels. A large human health
event (such as a pandemic) may impact how trade partners, producers, and consumers participate
in the market and may potentially cause a breadth of supply chain disruptions in addition to the
impacts on human health. Two vital sectors involved in human health are meat trade and water
infrastructure, both substantial and wide-reaching with critical roles in basic human needs. The
substantial international meat trade may be affected by large scale and wide-ranging human
health events. Local water infrastructure may not be adequate due to community distress and
lack of affordability which limit investments for needed improvements. Potential impacts from
these human health events as well as solutions to human health needs are important to study and
analyze to assist policy makers, governments, and market participants in decision-making.
This study is a multiple-part analysis designed to explore these varied topics. The first
chapter will estimate the effects of recent pandemics on global export trade values, assessing the
impact on the value of global protein movements related to disease disruptions. The second
chapter will form several ability-to-pay indexes for water infrastructure subsidies and use
IMPLAN input-output software to estimate the economic effects of the distressed subsidies to
Tennessee counties, providing an evaluation of current and proposed methodologies. The study
implications will identify how human health events may impact existing industry and potential
implications from future events, as well as analyzes and proposes a new way to identify distress
to distribute needed funds more accurately to communities seeking to prioritize human health
through clean water.
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CHAPTER 1: HUMAN HEALTH EVENT EFFECTS ON GLOBAL MEAT TRADE
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ABSTRACT CHAPTER 1
An increase in future mass global pandemics is expected as zoonotic diseases, globalization, and
trade escalate. These pandemics affect nearly every industrial sector, with animal protein no
exception. The COVID-19 pandemic continues to be the largest, most expansive, and
unprecedented pandemic in a century. Labor shortages and supply chain defragmentation are
only a portion the production process affected. Studies have analyzed species specific disease
events’ effects on animal trade, such as those caused by the African Swine Fever amongst
Chinese herds. Few studies have identified and analyzed the effects on the animal protein trade
in relation to global human pandemics, however. This study uses public trade data and recent
pandemics (i.e., MERS-Cov, COVID-19, Ebola, and Zika virus) to estimate the effects to global
animal protein trade. The study results will improve preparedness and recognize implications to a
potential future pandemic on the meat industry.
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1.1 Introduction
Pathogenic disease outbreaks and infection rates have been increasing internationally for the past
fifty years (Christiansen, 2018). Global disease outbreaks can have devastating effects on human
mortality and morbidity, global economies, and trade. The impact of zoonotic disease disruptions
on animal protein industries, such as the African Swine Fever (ASF) outbreak in 2019 that
severely affected European and Asian swine herds have been studied (USDA APHIS, 2019).
However, it is an emerging body of research concerning human health event effects on the
animal protein trade which relates to the willingness to move products between countries in the
face of disease risk. In 2020, COVID-19 became the most substantial and widespread pandemic
in a century, causing high infection and death rates, affecting industry supply and demand, and
creating the need for critical safety regulations. Global COVID-19 cases reached an estimated
211.7 million cases and 4.4 million deaths by the last week of August 2021 (WHO 2021a).
Similar human health events have occurred in the past twenty years, such as the 2009 H1N1
(“Swine Flu”) pandemic which had an estimated 575,000 fatalities (CNN, 2021). However, with
the emergence of COVID-19, there is an amplified need to understand the implications of human
health events of varying magnitude on trade and markets to better prepare for future emerging
diseases.
Global meat trade is a crucial segment of the agricultural industry. Increased
globalization, zoonotic diseases affecting specific regions, and diversity in protein demand have
created expansive and competitive global meat commerce. The value of total world protein
exports in 2019 were approximately $134 billion, led by the United States, Brazil, and Australia
(United Nations, 2021). Beef, pork, and poultry represented the majority of protein traded with a
combined $111 billion value (United Nations, 2021). This trade is expected to increase over the
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next decade, potentially incurring substantial effects when considering trade disruptions (Ahmed
et al., 2018). Human health events may relate to changes in willingness to accept products that
may spread a disease, whether in truth or perception. While trade is an integral part of food
acquisition worldwide, countries may be willing to accept the risks and uncertainties of
international trade, which may be too high during a global pandemic. While COVID is the most
recent, the rise and increase in global health events and their effects on protein markets can be
understood. To estimate these effects, this study uses UN Comtrade data (United Nations, 2021),
a publicly available international trade repository, coupled with Google Trend search engine and
news data on recent (2000-2021) major human health events with global effects—COVID-19,
Ebola, Middle Eastern Respiratory Syndrome (MERS-Cov), and Zika—to analyze human
disease disruptions on the value of global protein trade. The study hypothesis is that there will be
decreased trade value estimates during pandemic periods compared to non-pandemic periods
across protein and type of product. The results will help animal protein and allied industries
better understand the economic implications of a potential human health event on trade so that
they can prepare business continuity plans for future emerging disease events.
1.2 Literature Review
1.2.1 Animal Diseases
There are studies in the literature analyzing the effects of animal disease outbreaks and their
effects on domestic and international meat trade (Henson & Mazzocchi, 2002; Peterson & Chen,
2005; Thompson, 2018). While many emerging animal diseases are non-zoonotic—without
threat to human infection—and only spread through livestock herds, the effects to livestock
populations, prices, and production remain substantial. These diseases may occur in a single
species (e.g., bovine, swine, or poultry), industry (such as African Swine Fever or Bovine Viral
5

Diarrhea), or affect multiple species simultaneously (e.g., Leptospirosis). Foreign trade partners
may suspend trade until the country is disease-free using the World Organization for Animal
Health (OIE) standards, which have lasting effects on exporters dependent on those transactions.
A U.S. outbreak of highly pathogenic avian influenza (HPAI) from 2014 to 2015 decimated 48
million American birds and caused 45 foreign partners to levy import restrictions (Thompson et
al., 2020). Foot-and-Mouth Disease (FMD), a virus infecting cloven-hoofed livestock (e.g.,
bovine and swine), caused similar effects to Brazil’s meat market in 2005. Costa et al. (2015)
determined Brazilian meat protein import bans by Russia in response to the FMD outbreak
caused increased Brazilian domestic supply and depressed prices on meat products. The study
concluded Brazil’s export beef prices did not fully recover until a year after the ban’s removal,
with chicken and pork export prices not recovering as of 2015.
Animal disease implications are also compounded when the disease is zoonotic and
transboundary. In 1996, the U.K. Government reported a link between the degenerative cattle
disease Bovine Spongiform Encephalopathy (BSE) and a new variant of the related human
equivalent Creutzfeldt-Jacob disease (Henson & Mazzocchi, 2002). The announcement affected
national beef, dairy, animal feed, and pet food processor demand and alarmed other countries of
potential transmission. Even perception of transmission is impactful. The same year American
TV-personality Oprah Winfrey broadcast the news with promises to stop eating burgers; cattle
future prices immediately dropped (Schlenker & Villas-Boas, 2009). A 2001 confirmed BSE
case in Japan generated similar beef industry impacts, with a reduction in wagyu and dairy
domestic beef production as well as imported beef from the U.S. and Australia (Peterson &
Chen, 2005). When the U.S. reported the first single BSE-confirmed case in 2003, 53 countries
retroactively banned American cattle and beef exports (Pendell et al., 2010). The estimated loss
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from BSE in the US was over $3 billion. BSE’s severity effects identify the risk averse policies
countries adopt to preserve herd quality and consumer food safety.
1.2.2 Human Health Diseases
As widespread and impactful as animal health events are, major communicable human health
events can also cause changes in risk perception and quick response to reduce global spread.
Human health events are considered pandemics when spread over the globe and defined by high
human morbidity and mortality rates over large geographical areas (Madhav et al., 2017). This
study will not include endemic diseases—those already present, common, and re-occurring in the
area—as these are essentially contained and no longer affecting world trade. Most emerging
diseases with the potential for widespread contagion have and are expected to originate from
domestic or wild animals, aligning the ideals of health safety with livestock international trade
(Madhav et al., 2017). The current SARS-CoV2 (COVID-19) pandemic, occurring three years
after the Madhav et al. (2017) book was published, supports this hypothesis. The World Health
Organization (WHO) states the COVID-19 virus likely originated in wild bats and transferred
into a zoonotic disease through an intermediate domesticated animal (2020). Therefore, the threat
to food safety will likely cause a similar reaction in international meat trade as those noninfectious and directly related to the herd population.
While several studies have analyzed animal disease effects on protein trade and mass
human health events respectively, few have analyzed human health events’ impacts on
international meat exports. Those that have focused predominantly on the meat industry and
trade in relation to the current COVID-19 global pandemic due to its size and sprawling effects
on near total societal sectors. Some of these studies focused on COVID-19’s supply disruption
(Maples et al., 2021; Weersink et al., 2021) while others analyzed trade issues (Mallory, 2021;
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Zhang, 2020). This study seeks to expand this existing knowledge to other global human health
events potentially trade disruptive.
Hayes et al. (2021) analyzed the COVID-19 outbreak’s effects on the U.S. pork, turkey,
and egg markets and determined both supply and demand were highly impacted in each
agribusiness industry. While prices associated with restaurant and school consumption (e.g.
turkey and breaker eggs) dropped, products associated with at-home use price surged (e.g. pork
and shell eggs) (Hayes et al., 2021). Processing, often undercut by labor, storage, and
transportation issues, only compounded these effects. The current study focuses on the domestic
meat industry, but such an impact will likely reflect in trade exports as well. McEwan et al.
(2020) notes this in a similar analysis of the Canadian pork trade’s relationship with the COVID19 pandemic. Volatile post-initial outbreak demand made hog prices surge, but were expected to
fall after stabilization and demand issues were solved (McEwan et al., 2020). The Canadian hog
industry heavily relies on exports, and COVID-19’s impacts on the market (especially in foreign
border policies addressing transmission prevention) were expected to be sizable. This study will
attempt to analyze these impacts and compare other major health events’ impacts.
1.3 Methodology
1.3.1 Conceptual Framework
International trade extends from basic economic principles with the utility maximization concept.
Utility is incurred by consumers interacting in the market as benefit from the product consumed
(Greenlaw & Shapiro, 2017). Consumers have limited resources and must allocate their
consumption to those goods that provide the most benefit. Countries participating in trade
incorporate this concept into decisions on whether to generate goods domestically or import
them, potentially at a lower price. These lower prices may arise from comparative advantage. In
8

comparative advantage, countries trade goods they are able to produce at a lower opportunity
cost while receiving goods they are not relatively better at producing than their trading partners
(thus, the exporting country has the comparative advantage in the traded good to the imported
country) (Greenlaw & Shapiro, 2017). In this scenario, both countries benefit from the trade and
therefore have incentive to participate. Trade does not occur, however, if a country is in a state of
autarky. Autarky occurs when a country chooses not to participate in trade and incorporate a selfreliant economy (Krugman & Wells, 2012). This may occur for various reasons, including
national security and political motives.
In addition to relative comparative production efficiencies, international trade is also
dependent on trust related to outcomes of the transactions as well as acknowledging potential
trade disruptions. These trade disruptions may not be captured fully by price and may include
supply chain issues, geopolitical impacts, and risk perceptions. Risk exists on the importer and
exporter side of international trade, whether in political, financial, or unforeseen risk (Bhogal &
Trivedi, 2008). This risk is especially present in agricultural products when considering disease
spread possibilities. Threats exist at both the importer and exporter level, with countries
considered to be disease-free due to biosecurity practices and standards affecting international
trade levels (Shanafelt & Perrings, 2017). This concept includes the threat and perception of
spread as well as the event. To conceptualize the incorporation of perceived trade disruptions
(including risk) in trade, a formal definition of trade can be described by Equation 1:
𝑈𝑡𝑅 (𝑃, 𝑋𝑖 , 𝑍𝑗 , 𝑑) > 𝑈𝑡𝐴 (𝑃, 𝑋𝑖 , 𝑍𝑗 , 𝑑)

(1)

where trade will only occur when the utility of trade (R) in time t, dependent on price (P),
importer characteristics (Xi), exporter characteristic (Zj), and any market disruptions (𝑑) are
greater than the utility derived from autarky (A). In this analysis, the disruptions captured would
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be associated with potential disease spread during a global pandemic and their supply chain
impacts.
1.3.2 Modelling Framework
To determine the effect of a human health event on the value exported, a multiple regression on
the naturally logged value of trade will be modelled using Equation 2:
𝑘
𝑙𝑛𝑇𝑟𝑎𝑑𝑒𝑖,𝑡
= 𝛽1 + 𝛽𝑛|𝑛≠1 (𝐷𝑖𝑠𝑒𝑎𝑠𝑒𝑖,𝑡 × 𝑇𝑦𝑝𝑒𝑖,𝑡 ) + 𝜆𝑙𝑛𝑆ℎ𝑎𝑟𝑒𝑘,𝑖,𝑡−1 + 𝜃𝑅𝑒𝑝𝑜𝑟𝑡𝑒𝑟𝑖,𝑡 +

𝛿𝑇𝑦𝑝𝑒𝑖,𝑡 + 𝜓𝑀𝑜𝑛𝑡ℎ𝑠𝑡 + 𝛾𝑌𝑒𝑎𝑟𝑡 + 𝜀𝑖,𝑡

(2)

Where the transformed value of trade exported from exporter i in time t for commodity k is a
function of the individual human health events (Disease) and meat product state (Type), the
natural logarithm of exporters’ share of the total commodity trade of protein k (Share) in year t1, the meat exporting nation (Reporter), and time fixed effects for month and year of trade. 𝜀𝑖,𝑡
represents the error term, 𝛽 , 𝜆, 𝜃, 𝛾, 𝜓, and 𝛿 represent estimated coefficients. Share represents
the market power of the exporting Reporter for a given protein k which may impact the volume
and value of products traded in a given period. Share is lagged in the model to prevent
endogeneity in the same time period. The Type variable characterizes the commodity’s export
state (Fresh, Frozen, Other1). The disease and time variables are binary and equal one if true and
zero, otherwise. The regression will be estimated for each k protein– Beef, Poultry, Swine,
Other2. These models will generate the estimate of each human health event’s respective impact
on global meat product export sales. The models will be estimated with robust standard errors to
account and correct for any heterogeneity issues that may be present.

1

The type Other indicates the six-digit HS code not specifying between Fresh or Frozen. This occurs in only one
commodity product in the data (020450-Meat; of goats, fresh, chilled or frozen) and is characterized as Other Other
2 The protein commodity Other represents the meat proteins analyzed not including beef, swine, or poultry. In this
study, this is sheep and goat meat products.
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The data used in the study is time series panel data and will be estimated using Stata
software (StataCorp, 2019) time series panel regression estimator. This time series estimator
accounts for serial correlation as well as effects over time. In comparison, standard pooled data
in regression analysis (Ordinary Least Squares regression) would not account for these effects,
requiring panel data analysis (Allison, 1994).
1.4 Data
Monthly value of trade was collected from the UN Comtrade database from 2010 to 2020 and
used to build a time series panel dataset to estimate a multiple regression model analyzing the
effect on various modern human health events on global meat exports. The data include monthly
countries’ export values (in US dollars) of six-digit United Nations Harmonized System (HS)
commodity codes (United Nations, 2017). The included commodities cover various products of
fresh or chilled beef, frozen beef, swine, sheep and goats, and poultry meat. In total forty-nine
codes are analyzed, detailed in Table 1.1. The six digit is used to provide the most granular data,
while remaining consistent across trading partners.
While there are many countries that export given excess supply or high international
demand, this analysis focuses on consistent meat exporting countries. To limit this study to
countries that consistently export meat products, the exporters were limited to those that
accounted for more than 1% of global protein trade at the two-digit HS level from 2000-2020 (all
products at the general meat level). There are 23 exporters included in the analysis based on the
trading criteria set. The data period for the analysis covers 2010 to 2020 dependent on available
trade data. Table 1.2 displays the selected exporters and their meat protein export shares from
2000-2019.
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The criteria for the diseases studied were related to their geographical spread, WHO
classification, and timeframe. Non-endemic diseases were selected based on criteria which
included the event covering multiple months with cases on at least two continents (Table 1.3).
These were considered global pandemics and occurred in the study period. The selected human
events are the Ebola, MERS-Cov, Zika, and COVID-19 pandemics. A summary of the analyzed
pandemics’ infection rates and continents affected are listed in Table 1.3. As the infection rates
temporal effects on the analysis are not known, these are provided for context. While the H1N1
event was an important global disease, data from the pandemic period are not available for the
selected exporters. Expanded data would solve this omission and improve future studies. The
official dates for these diseases can span years depending on disease and control measures.
Rather than use the blanket event dates as reported by WHO or Center for Disease Control
(CDC), the dates these diseases may have impacted trade were recorded based on a measure of
the global importance of the disease. The human health event periods were estimated using
Google Trend data to account for news and searches for the disease name. Google Trend data
indexes the importance of a search or news item over a specified time. This allows a refinement
of the recorded affected months where the disease had its highest relevance in the general
population globally. Using WHO and CDC dates as general guidelines to set date parameters,
diseases were recorded as a binary variable if the Google Trend index was higher than 40, which
indicates the global importance of the disease in that period (Equation 2).
1 𝑖𝑓 𝐺𝑇𝑟𝑒𝑛𝑑𝑡 > 40
𝐷𝑖𝑠𝑒𝑎𝑠𝑒𝑗,𝑡 = {
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(2)

To maintain contiguous disease periods where appropriate, an exception to this rule was created
where a low index rate occurring between months that meet the criteria was recorded as a one. In
other words, index rates below 40 but between event-level months were considered a low
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segment of a disease event and therefore recorded as a disease period. For example, the index for
MERS-Cov was 65 in July 2013, 29 in August, 19 in September, and 42 in October. All months
were recorded as a MERS-Cov disease period in the data (and part of the same event). A timeline
of the data and disease is presented in Figure 1.1.
To account for heterogeneity between meat proteins, individual binary variables were
created for the four overarching protein commodity categories. These allow for trade impacts to
be protein specific. To account for an exporter’s contribution to the global market in a specified
period, indicators for exporters share of the market is calculated for each commodity annually at
the 4-digit HS level (e.g., Share 201). This can be expressed in Equation 3 as:
𝑇𝑟𝑎𝑑𝑒 𝑃

𝑖,𝑦𝑒𝑎𝑟
𝑙𝑛𝑆ℎ𝑎𝑟𝑒𝑃𝑖,𝑦𝑒𝑎𝑟 = 𝑙𝑛(∑𝑛 𝑇𝑟𝑎𝑑𝑒
)
𝑃
𝑖

(3)

𝑖,𝑦𝑒𝑎𝑟

where P represents the 4-digit commodity codes (i.e., 0201 for beef products, 0202 and 0203 for
swine products, 0204 for other meat products, and 0207 for poultry products) and other variables
as previously defined. These shares represent the exporters importance in that protein market and
may capture some effects related to trade persistence based on habit formation that may
influence trade restriction decisions. Variables accounting for general seasonal effects and time
(month and year) are included in the model.
1.5 Results
Results for all four models are presented in Table 1.4. The four-commodity model estimates
cover Disease and Type, Reporter, Share, Type, Months, and Year. The coefficients are included
with respective standard deviation and significance. As this is an overall global trade analysis,
substitutionary effects are present as some exporters’ reduction in trade is compensated by
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others’ increased trade. These regression estimates analyzed the overall effect of global trade
(whether increasing, decreasing, or not statically significantly different).
1.5.1 Human Health Event Impact Estimates
As the COVID-19 pandemic emerged at an unprecedented level, commodity protein trade was
impacted distinctly compared to other disease outbreaks driven by their infection rate in
comparison to the other analyzed events as well as disruption on supply chains unparalleled in
recent history. Every commodity product and type (excluding Frozen Beef, Fresh Swine, and
some Other products) displayed a significant estimated change in trade percentage during the
COVID-19 period compared to non-disease event trade. Most of these impacts were reductions
in trade as expected (i.e., a 28.82% decrease in Fresh Beef, 26.66% decrease in Fresh Poultry,
38.12% decrease in Frozen Poultry, and 14.79% decrease in Frozen Other) while Frozen Swine
trade alone increased trade during the period (by an estimated 44.77%). Frozen products feature
longer shelf lives and perceived safer long distance trade abilities than fresh products, and
therefore may explain the increase in this particular good during the pandemic. The exporting
countries that increased trade may not have been affected or perceived as affected by the
respective importers, and therefore may have been thought of as safer to import, thus increasing
trade. Additionally, the current African Swine Fever disease event in several importing countries
can relate to increased demand despite COVID-19. It may also reflect the changing global price
for the products, such that an exporter able to move product would have done so at a premium
price. These factors can be further analyzed in a more granular bilateral trade analysis, but it is
beyond the scope of the current analysis.
The Zika virus pandemic identified statistical differences in Fresh Beef, Fresh Poultry,
and Frozen Other products from non-disease trade. The significant estimated Zika effects were
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all decreased trade, with Fresh Beef decreasing by 5.82%, Fresh Poultry 12.19%, and Frozen
Other 20.55% comparatively. These trade disruptions are more specific than COVID-19’s
impacts, with the disease outbreak affecting Brazil and the US, two large bovine, sheep, and goat
exporters (Waggoner and Pinsky 2016; United Nations 2021). The outbreak may have disrupted
supply chain as in the COVID-19 pandemic or it may have affected trade market perceptions as
the products came from perceivably “infected” origins. The heterogeneity across the products
show that Zika didn’t have the same impact across proteins.
Both the MERS-Cov and Ebola outbreaks had minimal impact on trade values compared
to the other events. The Ebola pandemic’s Frozen Poultry and Frozen Other products were
impacted, with significantly increased trade compared to non-disease trade (13.88% and 23.37%,
respectively) while MERS-Cov showed no significant differences in disease to non-disease trade
periods. Both of these pandemic results are contrary to the a priori expectations that trade values
would decrease across all proteins, and therefore we must reject the overall analysis hypothesis,
but conclude that there were diseases where it held. These events may have had the least impact
on notable meat exporting countries, and therefore potentially affected the value of trade by
adjusting for quantity of trade losses to those impacted with compensating higher value
quantities trading.
1.5.2 Various Factor Impact Estimates
While there were significant effects indicating human health events do have a relationship with
animal protein trade, there were also factors contributing to trade values that varied across the
panel. Poultry trade showed the most heterogeneity between Reporters. All significant reporters
(the vast majority of those analyzed) showed a lower level of trade values in comparison to the
baseline Argentina, ceteris paribus. For example, Brazil’s poultry trade value decreased 99.32%.
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This may indicate Poultry is more variable across reporters in trade values. Swine and Other
traded products presented less significant differences from Argentina across Reporters, with
Other products displaying estimated increased trade in Australia and New Zealand
comparatively. Beef was the only commodity with no significantly different impacts across top
meat exporters in non-health event trade. These results identify a concentration in the Poultry
market amongst certain countries, while Beef is more equal in trade across exporters.
The exporter trade Share variable is significant in the product assigned per meat category
(i.e., 0201 and 0202 for Beef products, 0203 for Swine products, 0204 for Other products, and
0207 for Poultry products). Each product’s estimated global market share was impacted by
additional shares of respective global trade, with Swine and Other products affecting other
product shares as well. Poultry products had the largest estimated impact of the four
commodities, with an 109% increase in Poultry trade per additional Poultry global share. This
may be reflective of how little these shares change between exporters or the value of their
market. Beef trade showed an estimated increase of 65% per additional Beef global share. While
countries don’t often change shares of the global market, this does speak to the value of trade
related to a share of the global export market. Additionally, there were some cross market effects
such as the relationship between Swine and Other. While Swine trade was estimated to increase
by 67% with an additional share of the Swine market, it was expected to decrease by 7% with an
additional share of the Other share. This may indicate that Other (sheep and goats) are
substitutes for Swine in production so that as a country intensifies swine or sheep production,
they reduce their production and trade of the substitute. Inversely, Other trade value was
positively affected (31%) by Poultry trade shares in the exporting country. The cross-market
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effects are explained by between-country variation in the panel data, showing the substitution
and complementarity in production and trade between the animal protein products.
The type of product (i.e., Fresh/Frozen/Other) is significant in all but the Swine model.
Most notably, Frozen Poultry trade was estimated to be 820.73% higher trade value than the
Fresh Poultry baseline. Frozen perishable products have longer shelf lives than fresh
alternatives, making trade more affordable and accessible, especially considering the
transportation distance between the larger poultry exporters (e.g., USA and Brazil) and the larger
markets for poultry (e.g., China and Japan). However, some products in the model showed a
deference to Fresh goods. For example, Frozen Beef trade was estimated to be 80.99% lower
valued than Fresh Beef in the model. These results may also reflect country proximity (as closer
countries may prefer to trade Fresh Beef) or importer demand preferences. In addition to
proximity there are also preferential trade agreements such as within the European Union which
would allow for more flows of fresh products.
The Monthly variables were significant across all four models showing seasonal effects in
protein trade. Both the Poultry and Other estimations show significantly higher trade flows in
every month compared to January trade and varies across months, suggesting a seasonal trade
demand.
Trade in Beef and Swine products had an estimated increase in trade from January in all
months excluding February, with Swine also having significant increases in all but March and
December. These products present more seasonality behavior than Poultry and Other, identifying
decreased demand in the winter months. The Year trend variable is significant in the Beef and
Other products but not the Swine and Poultry models. This suggests Beef and Other may be
annually increasing steadily while Swine and Poultry remain relatively stagnant.

17

1.6 Conclusion
Future pandemics and other large-scale human health events are inevitable. The technology and
resources that have encouraged global trade growth have enabled quick disease transmission.
Preparing for these events through safety precautions and traceability may help but will not fully
eliminate disease emergence and spread. Therefore, analyses like the current study are valuable
in understanding the impacts these events may produce. However, as demonstrated by the
results, these impacts may not be heterogeneous across large-scale human health events. The
literature on agricultural impacts pandemics has focused on COVID-19 (Hayes et al., 2021;
Maples et al., 2021; Weersink et al., 2021), but are consistent with the supply chain outcomes
from this study. Overall, trade is impacted from pandemics, with some emphasis on larger scale
events.
While particular meat product trade was affected by the pandemics analyzed, the results
are not unilaterally decreasing as hypothesized. In fact, some products show no significant
difference from human health events and non-event trade, and one pandemic displayed no
significant difference in trade whatsoever. This indicates that while pandemics may impact
international meat trade, additional disease and trade factors should be analyzed. A protein trade
impact analysis related to human health events aligns entirely with modern events and will
continue to be applicable to the future. Understanding these effects is essential in keeping trade
degenerative effects to a minimum, especially amongst substantial foreign export markets.
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CHAPTER 2: FACTORS DETERMINING AFFORDABILITY OF WATER
INFRASTRUCTURE UPGRADES IN TENNESSEE
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ABSTRACT CHAPTER 2
Many communities in Tennessee face water infrastructure needs. By 2040, these needs are
estimated near $15.6 billion. The Tennessee Department of Environment & Conservation
(TDEC) Clean Water State Revolving Fund (CWSRF) seeks to ease the burden of these costs on
distressed communities through low-interest loans and subsidies. Traditionally, this assistance
has been distributed by a single economic metric (e.g., median household income). This study
seeks to determine water infrastructure affordability through Ability-to-Pay indices composed of
several socioeconomic and financial factors. The ATP indices will more accurately determine
community affordability and will be a method able to be replicated for future fund distribution.
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2.1 Introduction
Water infrastructure upgrades to comply with federal and state regulations pose an economic
burden directly on local governments and indirectly on communities. Regardless of a
community’s overall wellbeing, these upgrades are often critical, expensive, and may cause
environmental degradation and poor health outcomes if neglected. At the federal level,
infrastructure improvements have been recognized as a national priority. The Biden
administration has introduced several infrastructure plans to improve road, electric, and water
infrastructure systems in need of repair (The White House, 2021). While a sizable investment,
these upgrades have been prioritized to improve communities while providing jobs.
Tennessee infrastructural needs are estimated to be $61.9 billion for the 2020-2025
period (TACIR 2022). Up to $5 billion of these funds are needed for water and wastewater
improvements. Unfortunately, an estimated $3.31 billion in funds are to be directed toward water
infrastructure in this period (TACIR 2022). To help communities in economically distressed
areas in need of water and wastewater upgrades, the Tennessee Department of Environment and
Conservation (TDEC) distributes low-interest loans and subsidies through the Clean Water State
Revolving Fund (CWSRF) to encourage infrastructure upgrades (TDEC 2021).
Because of limited funds and substantial community investment demand, decision
makers must evaluate community financial situations to prioritize and determine where to
allocate subsidized funds. A standard practice for this is to create an ability-to-pay index (ATPI)
using median household income (MHI), a basic socioeconomic factor to estimate affordability
(US EPA 2014). An ATPI threshold is then established, with communities scoring at or below
receiving aid for water infrastructure investments. However, the MHI ATPI does not fully
capture trends in socio-economic conditions and community distress. Using publicly available
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community data, this study calculates and analyzes two alternative ATPI calculations accounting
for socioeconomic and financial variables to better estimate economic viability and community
ability-to-pay (ATP) in determining individual community water infrastructure affordability at
the county level. These alternative ATPIs (Simple Average and Negative Scaled Average
methods) will be compared to the traditional MHI ATPI to evaluate the differences in
community distress as well as comparing the previously established distressed counties for
accuracy. An Input-Output (I-O) model will then be used to quantify the economic impact of
investing in water and wastewater systems at the regional level based on the ATPI and compare
the ATPI methods.
This study’s objective is to compare the ATPI methods between each other and already
determined distressed counties to determine which is the most appropriate and sustainable in
identifying and prioritizing distressed communities regarding water infrastructure funds. The
varying fund allocations per ATPI method will also be analyzed using the I-O analysis. The
Negative Scaled Average method is expected to improve the MHI method by including more
factors and continuing to identify distressed communities and capture the socio-economic trends
among the three methods. These results will provide decision makers with alternative metrics for
measuring community ATP to ensure an equitable distribution across low-income and
disadvantaged communities while protecting public health, improving water quality, and meeting
environmental standards benefitting Tennessee residents.
2.2 Literature Review
2.2.1 Water Infrastructure
Water infrastructure is foundational to American communities. An estimated 99% of the US
population are provided piped water to their homes, a system reliant on shared community
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infrastructure (VanDerslice, 2011). This infrastructure implementation and maintenance is
regulated at the federal level by the Environmental Protection Agency (EPA) under the Clean
Water Act while supplementing state-level funds with the CWSRF. Created in 1987, the CWSRF
assists various qualifying water projects including water treatment systems construction and
maintenance, stormwater, watershed, energy, and conservation (US EPA 2015). The program’s
$145 billion dollar support (and counting) impacts thousands of American communities
struggling with water infrastructure inadequacies. These funds are distributed by state agencies
(e.g., TDEC in Tennessee) following EPA guidelines at their respective discretion. Without a
standard practice in place, many states default to ranking community affordability by MHI or
other inconsistent factors (US EPA 2014). Forming a reliable, standard, and replicable
affordability indexing method would benefit community ranking at a regional level that
indirectly benefits TDEC in allocating resources to communities in need.
2.2.2 Indices
To most effectively estimate community water infrastructure affordability, the ATPI factors and
formation must be as accurate as possible in analysis. While few studies in the literature focus on
community water infrastructure directly, many incorporate indices for similar affordability
purposes.
An index's factor selection must be considered first and foremost. A 2003 study
comprehensively examined multiple methods used in various well-being indices and emphasized
the importance of choosing factors both relevant and high in correlation with the desired index
measure (both increasing or decreasing simultaneously when one is affected) (Salzman, 2003).
In this study, the factors chosen were to identify socio-economic and financial extent in each
community. This intent is comparable to a 2012 study analyzing various methodologies to create
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an Index of Economic Well-Being (IEWB) amongst fourteen countries (Sharpe et al., 2012). The
national factors chosen represented four wellness measures: consumption, wealth, economic
equality, and economic security. While many factors specifically reflect national measures and
therefore do not apply to this study (e.g. GDP growth and greenhouse gas (GHG) emissions),
some were applicable, similarly used, and could be applied to the ATPI methodology (Sharpe et
al., 2012). The Sharpe and Andrews (2012) study use of poverty, unemployment, and
expenditures in its analysis is replicated in the ATPI method discussed in this paper. While the
various weighing methods in this study will not be analyzed (but could potentially be in future
studies), the variety of wellness factors supports the ATPI implementation regardless of average
method.
After factor selection, the averaging for each method must be considered. The Simple
Average method aggregates the factor scores (in relation to Tennessee, as outlined in the
methodology) and averages the total. While non-robust, this method is straightforward and will
serve as comparison to improve the Negative Scaled method. Salzman emphasizes the
importance of standardizing an index, especially if the factor scores are not consistent (e.g. not in
ratios or percentages) (2003). Utilizing a normalization method will represent each factor equally
in the final aggregation, as preventing bias toward any one affordability measure. The Linear
Scaling Technique (LST) as mentioned by Salzman, has been used in various indices to estimate
each factor’s value in relation to the data range and create unilateral ranges easy to compare
between (2003). LST will also be utilized in the analysis’s Negative Scaled Average method.
2.2.3 Input-Output Models
Each ATPI method’s fund allocation impact is estimated using Input-Output (I-O) analysis. I-O
predicts economic impacts of specified monetary shocks (inputs) to certain industry sectors and
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the subsequent effects (outputs) at a regional level (Miller & Blair, 2009). These effects are
estimated using interindustry flow data to assemble a transactions table and calculate the specific
outputs of the economic impact relative to the specific industry targeted, interacting industries,
governments, and households (Leontief & Strout, 1963). I-O analysis is foremost a decision tool
used to form quantitative estimations but is also useful when comparing various monetary
impacts to diverse sectors.
The I-O analysis impact can be isolated by effect type as well as sectors. Each economic
shock will create Direct, Indirect, and Induced Effects (aggregated as Total Effects) in the
selected region. These effects and their relationships are detailed in Figure 2.1. Direct Effects
occur in the same sector the economic shock is imposed: in this analysis, the water and
wastewater sector. Indirect Effects stem from those sectors providing raw materials, goods, and
services to the targeted sector. Induced Effects then result from household expenditures from
those employed by the direct and indirect sectors, spreading the impact throughout the county
(Miller & Blair, 2009). To estimate each (and the aggregated total impacts), the Leontief inverse
matrix estimates the final demand resulting from the inter-sector relationships and computes a
region’s Direct, Indirect, and Induced Effect multipliers for various economic activity (W.
Miernyk, 2020). The multipliers provide simple estimates for an economic shock. For example:
if an indirect multiplier is 0.50, $0.50 of a $1 direct economic shock goes to indirect sectors.
These multipliers can be easily misinterpreted, however. Multipliers are dependent on the I-O’s
analyzed region and time period and therefore change when the data’s region expands or
contracts (e.g., shifting from city to county impacts). Therefore, it’s essential to fully
comprehend the economic impact’s targeted areas when forming the I-O analysis.
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2.2.4 IMPLAN Software
Three I-O model applications are utilized to conduct economic impact analyses: IMPLAN,
REMI, and RIMS II. This study will use IMPLAN software to estimate the economic impacts of
the various ATPI method allocations on Tennessee communities. The software uses publicly
available data to estimate economic impacts across multiple regions and industrial sectors
(IMPLAN, 2019a). The database consists of 546 industry sectors defined by the North American
Industry Classification System (NAICS) codes (IMPLAN, 2019a). National, federal, state, and
county data from multiple sources is updated annually in the software (IMPLAN, 2019a).
IMPLAN has been used to estimate economic impact to industrial sectors in several
studies in the literature. The University of Arkansas Extension implemented IMPLAN
application in a 2002 study estimating the economic impact of the state’s agricultural industries
(Goodwin et al., 2002). Hodges et al. estimated the economic impact of Florida’s 1999-2000
citrus industry; Steinback analyzed the recreational fisheries industry’s impact in Maine (2001;
1999). An impacted sector is isolated and the economic impacts are analyzed by effect in each of
these studies, as the sector 49 (“Water, sewage, and other industries”) will be in this analysis.
2.3 Methodology
2.3.1 Conceptual Framework
Evaluating and ranking community affordability regarding water infrastructure subsidies is
necessary due to scarcity. Scarcity occurs as a set and limited amount of resources must be
distributed amongst a higher volume demand. In this case, a state agency (TDEC) must decide
the community allocation of federal funds (EPA CWSRF funds) based on the most accurate
affordability evaluation. Three ATPI methods are formed and compared to determine this ideal
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allocation using socio-economic and financial factors. Each method’s fund distribution will be
compared, as well as how each aligns with communities already determined distressed by the
state. The method found to be the most suitable in identifying economic distress will be used as
an objective, replicable, and robust decision-making tool in comparison to a widely used
subjective approach to funds distribution.
Community socio-economic and financial factors for each Tennessee county will be used
to form the three respective ATPIs for water infrastructure upgrades. Each index will then
identify those communities’ abilities to afford water infrastructure improvements based on a
specified threshold. This affordability scoring is conducted using the following three methods,
each developing from the former.
2.3.2 Method 1: Median Household Income
First, the median household income (MHI) of the studied counties are identified and sorted in
ascending order. This order creates the scoring and affordability rankings for the 95 counties in
Tennessee. This method demonstrates the current default method of community affordability
(MHI, as reported by the EPA), and will be used as a comparison for Method 2 and 3 (US EPA
2014).
2.3.3 Method 2: Simple Average
In the second method, additional community factors are incorporated into the affordability
scoring: Population Change, Unemployment Rate, Food Stamp Rate, Poverty Rate, Assets, Debt,
Revenue, and Expenditures. The community factors are calculated in comparison to the state
average, as displayed by Equation 1:
𝐹𝑎𝑐𝑡𝑜𝑟 𝑆𝑐𝑜𝑟𝑒𝑓 =
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𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦 𝑅𝑎𝑡𝑒 𝑓
𝑆𝑡𝑎𝑡𝑒 𝑅𝑎𝑡𝑒𝑓

(1)

where f is the factor score being calculated. The Population Change community and state rates
are calculated using Equation 2, estimating the change from 2010 to 2019.
𝑃𝑜𝑝 𝐶ℎ𝑎𝑛𝑔𝑒 =

𝐶𝑢𝑟𝑟𝑒𝑛𝑡 𝑌𝑒𝑎𝑟 𝑃𝑜𝑝−𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑌𝑒𝑎𝑟 𝑃𝑜𝑝

(2)

𝑃𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑌𝑒𝑎𝑟 𝑃𝑜𝑝

The community factor scores for each county are then averaged for an ultimate affordability
score. These additional factors represent other aspects of community affordability.
2.3.4 Method 3: Negative Scaling
In the third and final method, the factor scoring becomes more complex to demonstrate the
varying factors more accurately while accounting for the direction of their relationship. The
factors considered detrimental to a society are negatively scaled (i.e., Unemployment Rate, Food
Stamp Rate, Poverty Rate, Debt, and Expenditures), before all the factors undergo normalization.
Negative scaling accounts for the detriment certain socio-economic and financial factors present
to community affordability (Salzman, 2003). Normalization sets each factor score range as 0-1 to
make the index accessible and comparable (Salzman, 2003). These factors’ scores (calculated in
Equation 1) are multiplied by -1 to represent the negative effect of these factors on affordability
for the specific factors identified in the community.
After the negative scaling, the scores are normalized using Equation 3:
𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 =

𝐹𝑎𝑐𝑡𝑜𝑟 𝑉𝑎𝑙𝑢𝑒−𝑀𝑖𝑛𝑖𝑚𝑢𝑚
𝑀𝑎𝑥𝑖𝑚𝑢𝑚−𝑀𝑖𝑛𝑖𝑚𝑢𝑚

(3)

for the variables Population Change, MHI, Unemployment Rate, Food Stamps Rate, Poverty
Rate, and the Financial Indicator. Scaling normalization furthers the state comparison already
calculated, as the community’s score is also affected based on its rank amongst the other
communities. In addition, the normalized factors considered to be Financial Indicators (i.e.,
Assets, Debt, Revenue, and Expenditures) are simply averaged together to form a new unique
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factor: the Financial Indicator. These factors will have less overall weight in the model while still
being present, with the negatively scaled Debt and Expenditures factors also in effect.
2.3.5 Ranking Community Scores
The calculated community affordability scores are indexed using the Jenks Natural Breaks
method, an algorithm designed to sort data into classes set by minimizing the total sum of
squared deviations (Campbell & Shin, 2011). The three factor scoring methods will utilize this
algorithm to sort the affordability scores into 11 ATPI bins (i.e., 0, 10, 20, 30, 40, 50, 60, 70, 80,
90, 100). The 0-100 scores are then comparable across ATPI methods, will identify how the
community rankings shift in each, and allow threshold to be set determining which communities
receive assistance. For this analysis, the threshold will be 50. Counties in the 50 ATPI bin and
below will be considered distressed and will qualify for subsidies such as principal forgiveness,
low interest loans, and technical assistance.
2.3.6 IMPLAN Application
IMPLAN software is used to estimate the economic impact of the various method’s ranking of
distressed counties and resulting fund distributions (IMPLAN, 2019b). This study will use
IMPLAN to analyze the effects of three ATPI scenarios on water infrastructure investments
across Tennessee (one for each method). The investments in water infrastructure will be
attributed to the “Water, sewage, and other systems” sector, sector 49 in IMPLAN. Supporting
sectors will be impacted by indirect and induced effects for the total impact to the analysis
region.
IMPLAN estimates I-O analysis multipliers for a region’s Direct, Indirect, and Induced
Effects after a modelled economic shock to a specific sector. These allocations are made by
TDEC at the water system level. However, IMPLAN software models county economic impacts.
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In addition, because IMPLAN lacks water and sewage industry data for every county in
Tennessee (many water infrastructure systems span multiple counties), this study will perform
IMPLAN analyses on the regional level. Nine Tennessee regions (determined by the Tennessee
Department of Economic and Community Development) will be used as the next smallest
economic analysis area to fully include the water sector data in the analysis. These regions are:
Northwest, Northern Middle, Upper Cumberland, East, Northeast, Southeast, Southern Middle,
Southwest, and Greater Memphis and are displayed in Figure 2.2 (TDECD 2018). In total,
twenty-seven economic impacts will be analyzed in IMPLAN. These impacts will be compared
at the regional level and aggregated for method allocation comparison. Not analyzing the
economic impacts at the water system level may be addressed in similar future studies with
additional data, but the consistent analysis methodology is sufficient for this analysis’s purpose.
2.4 Data
The data used in this study were collected from several publicly available databases. Data from
2019 5-year American Community Survey estimates from the U.S. Census Bureau were used to
obtain population, median household income, food stamp, and poverty rates (US Census 2020).
Community assets, debt, revenue, and expenditure information as reported in audit reports was
collected from the Tennessee Comptroller of Treasury (2020). Unemployment rates were
retrieved from the Tennessee Labor Market Report (TDLWD 2020). The data for each of the
above factors were collected for the 95 Tennessee counties and at the state level when available,
or otherwise averaged for state-county comparisons. As mentioned above, the population
averages for 2010 were also used to estimate the population change from 2019.
IMPLAN software contains the regional economic data for I-O analysis. This data comes
from national government databases and agencies including the U.S. Bureau of Economic
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Analysis, U.S. Department of Agriculture, U.S. Bureau of Labor Statistics, and the U.S. Census
Bureau (IMPLAN, 2019a).
2.5 Results
2.5.1 ATPI Method Results
The ATPI results for each method are reported in Table 2.1. As expected, each method produced
a unique frequency of distressed counties. The Simple Average method calculated the most
distressed communities at 65, followed by Negative Scaled at 57, and MHI at 52. While the
ATPI calculated some counties as distressed or not distressed across methods (e.g., in Carroll,
Davidson, and Henry counties), the Simple Average method often over or underestimated county
distress compared to the others (e.g., in Bledsoe, Fayette, and Hancock counties). This identifies
the Simple Average method as potentially misleading despite including the factors used in the
other ATPI calculation methods.
The ATPI method distributions also vary, as displayed by Figures 2.3-2.5. The MHI
method frequency of ATPI bin scores greatly increases from 0 to 10 (from 2 to 12 counties),
slowly decreases to the 60 ATPI bin level, and greatly increases again to 70 at peak 17 counties.
The frequency follows close at 14 counties for the 80 ATPI bin, followed by only 4 total counties
in the 90 and 100 ATPI. The Simple Average frequency looks similar to MHI at first, sharply
inclining after the first bin (2 counties at 0 ATPI) to a frequency of 15 counties at 10 and 16
counties at 20 ATPI. The Simple Average, however, gradually declines instead of sharply
increasing in the higher ATPI bins: the county frequency is skewed toward the lower ATPI. The
Negative Scaled method is less skewed than the others, with the ATPI bin levels increasing to a
peak of 60 before decreasing to the end of the range. The county frequency increases sharply
from the 10 to 20 bin, stays at 10 counties or above to the 60 bin level, and gradually declines to
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the end of the distribution. This shows the Simple Average method overestimates county distress
level while MHI slightly underestimates it, supported by the methods calculating the most and
least distressed counties, respectively. The frequency and distribution identify the Negative
Scaled method as the most moderate and balanced of the three ATPI methods.
Figures 2.6-2.8 display the analyzed Tennessee counties and their respective ATPI level
for each method. The MHI method calculates the most counties of any method as above the
distress threshold (those colored yellow into green), encompassing the majority of the Memphis,
central, and eastern areas of the state. Simple Average calculates more counties as distressed,
with many counties being much lower in ATPI bin level. The Negative Scaling Average method
is similar to the MHI but does not characterize counties as affluently.
The distressed counties in each method can also be compared to those already considered
distressed by the state. Each year the state of Tennessee analyzes socio-economic factors to
determine distressed counties using the Appalachian Regional Commission Index (Transparent
Tennessee, 2022). Fifteen Tennessee counties were considered distressed by Tennessee in 2019,
as presented in Table 2.2. All of the Governor’s distressed counties were also calculated as
distressed by the MHI and Negative Scaled Average Methods. However, the Simple Average
method evaluated seven of the distressed counties as non-distressed, often by a score
substantially higher than those the other methods found. The Governor’s distressed counties
provide an existing conception of Tennessee distressed counties, demonstrating the Simple
Average method the least accurate and reliable of the three methods for determining county
affordability.
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2.5.2 IMPLAN Impact Results
The IMPLAN-generated Direct, Indirect, Induced, and Total multipliers varied across regions as
expected. These are displayed in Table 2.3 for Employment, Labor Income, Value Added, and
Output. The Employment impact represents the amount of jobs supported in the region
(IMPLAN, 2004). Labor Income is the amount of salaries and wages paid to employees working
in a sector (IMPLAN 2004). Value Added is employee compensation (e.g., benefits), varying
forms of community income (e.g., interest and rents on properties), and indirect business taxes
(IMPLAN, 2004). Output is a region’s industrial value generated (IMPLAN, 2004). These
interpretations are simple estimates, and the results will predominantly be used as comparisons
between the models.
Each multiplier represents the impact from an additional $1 (or 1 job for Employment) of
investment in a particular sector. The multipliers for each region and method allocation are
presented in Table 2.3. The Employment, Labor Income, Value Added, and Output Impacts are
also generated by region and aggregated to the state level for method comparison purposes.
These impacts are presented in Tables 2.4-2.7, respectively. The Simple Average method leads
these impacts in all but Employment (led by MHI), logical as the method allocates the funds to
the most counties. The Negative Scale method, however, provides the second-most impact in
every economic category. As the Simple Average has already been deemed unreliable based on
the ATPI method results, the impacts support the Negative Scale method as the overall best
ATPI method to use for allocation as well as distribution. This is supported by both MHI and
Negative Scaled ATPI methods indexing the Governor’s Distressed counties as distressed while
the Simple Average method does not. Figures 2.9-2.12 further compares the aggregated impacts
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by method. The aggregated impacts do not account for the regional economies interacting, but
simply used for comparison purposes between methods in this study.
The investment impacts are also analyzed at the regional level in Figures 2.13-2.24. The
concentration effects shift between the method of calculation. In terms of Employment (Figures
2.13-2.15), due to investment in water infrastructure, Eastern and Upper Cumberland regions
supported the most jobs (greater than 1,500) while Norther Middle and Greater Memphis regions
supported the least jobs (less than 350). Using negative scaled ATPI drives a higher impact in the
Southeast in comparison to the MHI ATPI.
In terms of Labor Income (Figures 2.16-2.18), Eastern, Southeast, and Northwest regions
paid the highest wages (greater than $75 million) to workers while rest of the regions paid
salaries below $50 million. The spatial differences are consistent across the state between MHI
and Negative Scaled Average ATPI, with the exception of the Southeast, which is not as
impacted when not accounting for the expanded set of financial and socioeconomic indicators of
distress. In comparison, value-added impacts (Figures 2.19-2.21), the spatial effect varied. In
absolute terms, the Eastern region, Southeast, Upper Cumberland, Northwest and Northeast
regions contributed the most (greater than $150 million) but Greater Memphis and Northern
Middle regions contributed less than $50 million. Spatially, the was more emphasis on regions
with more economic distressing signals. While the absolute values may not indicate the
differences, the spatial effects indicate that the impacts of the different methods can be
substantial on distressed communities and how we measure that distress.
For Output (Figures 2.22-2.4), Eastern, Upper Cumberland and Northwest regions
contributed the most (greater than $230 million) to the regional economy whereas Northern
Middle and Greater Memphis regions contributed the least (less than $100 million).
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Regional level impacts identify how the three allocation amounts (derived from method)
affect the state differently. The Simple Average method nearly consistently provides more
impact by region than the MHI and Negative Scaled Average method, as assumed with the
highest allocation, but also allocates to areas that are known to be in less distress. The MHI and
Negative Scaled Average method are similar in impact, with some regions generating slightly
higher or lower regional impact between the methods. The MHI method visually exceeds
Negative Scaled Average in Employment and Labor Income but see fewer Value-Added
impacts. In Output, higher outputs depend on region: Northwest, Northern Middle, Upper
Cumberland, East, and Southern Middle in the MHI method, and Greater Memphis, Southeast,
Northeast, and Southwest in the Negative Scaled Average Method. The spatial effects show there
are differences in how these impacts are allocated, with Negative Scaled Average Method
driving a more diverse impact across the state.
To understand where in the community fund allocations reach, the top fifteen impacted
industries by total effects are listed for each method in Table 2.8. Sector 49 receives the most
impact by default as the sector directly receiving the economic shock. Resources and services
used for the infrastructure projects and maintenance, government-services, and healthcare
operations are also ranked highly. As these effects stem from the sector impacted, the differences
between the models are negligible.
2.6 Conclusion
Establishing a standard community ATPI calculation method would serve as an objective and
replicable decision-making tool for fund-allocating agencies at a regional level. Including a wide
range of affordability factors in addition to MHI may create a more accurate analysis of
community distress but should not be done so without adequately offsetting the factor scales or
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beneficence (or lack thereof). The Negative Scaling method includes the factors while correctly
evaluating how each translates into community affordability the way the Simple Average does
not.
The MHI method is not a perfect indicator of poverty, does not capture income disparity
among diverse populations, and does not consider the socio-economic and demographic changes
occurring across communities over time. Since the Negative Scaling Average method includes
several socio-economic factors, it is relatively a better method that captures economic distress
when compared to the MHI method. Further, the Negative Scaling Average method captures the
financial burden on rural communities to comply with regulations.
While this study considers several factors, it does contain limitations. TDEC and other
state agencies distributing CWSRF funds by water infrastructure system rather than county.
While this analysis used county data for simplicity, water system analysis would be more
accurate. In addition, the study incorporates I-O analysis using IMPLAN software as comparison
between methods. IMPLAN is adequate for no more than estimates for a specific time period,
region, and targeted sector. I-O analysis does not consider industry changes and can only be used
for short term forecasting, requiring data analyzed to be frequently updated (W. H. Miernyk,
1966). Therefore, the IMPLAN results from this study cannot be applied to other regions and
require the IMPLAN analysis to be re-estimated.
This study and similar studies provide valuable information on creating an adaptable and
replicable tool for regional agencies like TDEC and would allow communities to estimate their
own affordability rankings. Implications could also extend into other rural development support
in similar loan and subsidy programs.
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CONCLUSION
Human health concerns are varied and complex. While the estimated impacts of many pandemics
result in reduced estimated overall global trade in protein as expected, some have no, or even
positive effects compared to non-event periods. This could be driven by relative size and scope
of the event, but limitations in data did not allow for this to be estimated. These effects vary
across protein and exporter, making the impacts even more susceptible to the given pandemic.
Therefore, these large-scale human health events will impact global protein trade dependent on
the period, product, and region rather than strict comparison to non-pandemic periods.
Additional data and analyses would be useful to further understand the effects pandemic have on
global protein trade.
In terms of water infrastructure, additional socioeconomic and financial factors should be
used in determining community ability-to-pay index calculations to provide replicable, objective,
and comprehensive distress determination method to ensure human health remains a priority at
the local level with positive spatial outcomes compared to current methods. Anticipating and
understanding potential implications from human health events at the global scale is vital but
attending to local demands for basic needs must also be a prerogative. Without the consideration
of both, the human health concern cannot be fully addressed.
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Table 1.1: Harmonized System Product Codes and Description Used in the Analysis
HS Code
Description
Short Name
020110 Meat; of bovine animals, carcasses and halfBeef Fresh/Chilled Carcasses
carcasses, fresh or chilled
020120 Meat; of bovine animals, cuts with bone in
Beef Fresh/Chilled Bone-In Cuts
(excluding carcasses and half-carcasses), fresh or
chilled
020130 Meat; of bovine animals, boneless cuts, fresh or
Beef Fresh/Chilled Boneless Cuts
chilled
020210 Meat; of bovine animals, carcasses and halfBeef Frozen Carcasses
carcasses, frozen
020220 Meat; of bovine animals, cuts with bone in
Beef Frozen Bone-In Cuts
(excluding carcasses and half-carcasses), frozen
020230 Meat; of bovine animals, boneless cuts, frozen
Beef Frozen Boneless Cuts
020311 Meat; of swine, carcasses and half-carcasses,
Swine Fresh/Chilled Carcasses
fresh or chilled
020312 Meat; of swine, hams, shoulders and cuts thereof, Swine Fresh/Chilled Bone-In Cuts
with bone in, fresh or chilled
020319 Meat; of swine, n.e.s. in item no. 0203.1, fresh or Swine Fresh/Chilled Meat
chilled
020321 Meat; of swine, carcasses and half-carcasses,
Swine Frozen Carcasses
frozen
020322 Meat; of swine, hams, shoulders and cuts thereof, Swine Frozen Bone-In Cuts
with bone in, frozen
020329 Meat; of swine, n.e.s. in item no. 0203.2, frozen
Swine Frozen Meat
020410 Meat; of sheep, lamb carcasses and halfSheep Fresh/Chilled Lamb
carcasses, fresh or chilled
Carcasses
020421 Meat; of sheep, carcasses and half-carcasses
Sheep Fresh/Chilled Carcasses
(excluding carcasses and half-carcasses of lamb),
fresh or chilled
020422 Meat; of sheep (including lamb), cuts with bone
Sheep Fresh/Chilled Bone-In Cuts
in (excluding carcasses and half-carcasses), fresh
or chilled
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Fresh/Frozen
Fresh

Meat Type
Beef

Fresh

Beef

Fresh

Beef

Frozen

Beef

Frozen

Beef

Frozen
Fresh

Beef
Swine

Fresh

Swine

Fresh

Swine

Frozen

Swine

Frozen

Swine

Frozen
Fresh

Swine
Other

Fresh

Other

Fresh

Other

Table 1.1: Continued
020423 Meat; of sheep (including lamb), boneless cuts,
fresh or chilled
020430 Meat; of sheep, lamb carcasses and halfcarcasses, frozen
020441 Meat; of sheep, carcasses and half-carcasses
(excluding carcasses and half-carcasses of lamb),
frozen
020442 Meat; of sheep (including lamb), cuts with bone
in (excluding carcasses and half-carcasses),
frozen
020443 Meat; of sheep (including lamb), boneless cuts,
frozen
020450 Meat; of goats, fresh, chilled or frozen
020710 Meat and edible offal; poultry, not cut in pieces,
fresh or chilled
020711 Meat and edible offal; of the poultry of heading
no. 0105, of fowls of the species gallus
domesticus, (not cut in pieces), fresh or chilled
020712 Meat and edible offal; of the poultry of heading
no. 0105, of fowls of the species gallus
domesticus, (not cut in pieces), frozen
020713 Meat and edible offal; of the poultry of heading
no. 0105, of fowls of the species gallus
domesticus, cuts and offal, fresh or chilled
020714 Meat and edible offal; of the poultry of heading
no. 0105, of fowls of the species gallus
domesticus, cuts and offal, frozen
020723 Meat and edible offal; of the poultry of heading
no. 0105, of ducks, geese or guinea fowls, (not
cut in pieces), frozen

Sheep Fresh/Chilled Boneless Cuts

Fresh

Other

Sheep Frozen Lamb Carcasses

Frozen

Other

Sheep Frozen Carcasses

Frozen

Other

Sheep Frozen Bone-In Cuts

Frozen

Other

Sheep Frozen Boneless Cuts

Frozen

Other

Goats Fresh/Chilled Frozen Meat
Poultry Fresh/Chilled Meat

Other
Fresh

Other
Poultry

Poultry Fresh/Chilled Broiler

Fresh

Poultry

Poultry Frozen Broilers

Frozen

Poultry

Poultry Fresh/Chilled Broiler Cuts

Fresh

Poultry

Poultry Frozen Broiler Cuts

Frozen

Poultry

Poultry Frozen Other

Frozen

Poultry
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Table 1.1: Continued
020724 Meat and edible offal; of the poultry of heading
no. 0105, of turkeys, (not cut in pieces), fresh or
chilled
020725 Meat and edible offal; of the poultry of heading
no. 0105, of turkeys, (not cut in pieces), frozen
020727 Meat and edible offal; of the poultry of heading
no. 0105, of turkeys, cuts and offal, frozen
020732 Meat and edible offal; of the poultry of heading
no. 0105, of ducks, geese or guinea fowls, (not
cut in pieces), fresh or chilled
020733 Meat and edible offal; of the poultry of heading
no. 0105, of ducks, geese or guinea fowls, (not
cut in pieces), frozen
020734 Meat and edible offal; of the poultry of heading
no. 0105, of ducks, geese or guinea fowls, fatty
livers, fresh or chilled (foie gras from ducks or
geese only)
020735 Meat and edible offal; of the poultry of heading
no. 0105, of ducks, geese or guinea fowls, fresh
or chilled, poultry cuts or offal (excluding fatty
livers)
020736 Meat and edible offal; of the poultry of heading
no. 0105, of ducks, geese or guinea fowls, frozen
020739 Meat and edible offal; poultry cuts and offal
(including livers but excluding the fatty livers of
geese or ducks), fresh or chilled
020741 Meat and edible offal; of ducks, not cut in pieces,
fresh or chilled
020742 Meat and edible offal; of ducks, not cut in pieces,
frozen
020743 Meat and edible offal; of ducks, fatty livers (foie
gras), fresh or chilled

Poultry Fresh/Chilled Turkeys

Fresh

Poultry

Poultry Frozen Turkeys

Frozen

Poultry

Poultry Frozen Turkey Cuts

Frozen

Poultry

Poultry Fresh/Chilled Other

Fresh

Poultry

Poultry Frozen Other

Frozen

Poultry

Poultry Fresh/Chilled Other Fatty
Livers

Fresh

Poultry

Poultry Fresh/Chilled Other Cuts

Fresh

Poultry

Poultry Frozen Other Cuts

Frozen

Poultry

Poultry Fresh/Chilled Other Cuts

Fresh

Poultry

Poultry Fresh/Chilled Other

Fresh

Poultry

Poultry Frozen Other

Frozen

Poultry

Poultry Fresh/Chilled Other Fatty
Livers

Fresh

Poultry
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Table 1.1: Continued
020744 Meat and edible offal; of ducks, cuts and offal,
excluding fatty livers, fresh or chilled
020745 Meat and edible offal; of ducks, cuts and offal,
excluding fatty livers, frozen
020751 Meat and edible offal; of geese, not cut in pieces,
fresh or chilled
020752 Meat and edible offal; of geese, not cut in pieces,
frozen
020753 Meat and edible offal; of geese, fatty livers (foie
gras), fresh or chilled
020754 Meat and edible offal; of geese, cuts and offal,
excluding fatty livers, fresh or chilled
020755 Meat and edible offal; of geese, cuts and offal,
excluding fatty livers, frozen
020760 Meat and edible offal; of guinea fowls, fresh,
chilled or frozen
Source: (UN Comtrade 2021)

Poultry Fresh/Chilled Other Cuts

Fresh

Poultry

Poultry Frozen Other Cuts

Frozen

Poultry

Poultry Fresh/Chilled Other

Fresh

Poultry

Poultry Frozen Other

Frozen

Poultry

Poultry Fresh/Chilled Other Fatty
Livers
Poultry Fresh/Chilled Other Cuts

Fresh

Poultry

Fresh

Poultry

Poultry Frozen Other Cuts

Frozen

Poultry

Poultry Fresh/Chilled Frozen Other

Fresh

Poultry

50

Table 1.2: Top Mean Global Meat Exporters from 2000-2019
Country
Total Trade Value (US $)
USA
$231,913,177,113
Brazil
$200,208,608,857
Netherlands
$149,058,295,926
Germany
$140,325,552,043
Australia
$132,367,722,962
Denmark
$82,362,079,322
Canada
$81,564,368,024
Spain
$79,526,910,644
France
$74,160,817,259
New Zealand
$74,041,685,052
Belgium
$68,314,870,874
Poland
$56,286,544,108
Ireland
$52,220,003,080
India
$43,313,138,310
Italy
$38,196,052,609
United Kingdom
$32,530,448,511
Argentina
$31,510,773,054
Uruguay
$23,424,429,775
Austria
$20,948,711,089
Hungary
$19,033,579,887
Mexico
$17,595,666,547
China
$17,199,552,600
Source: (UN Comtrade 2021)

% of World Trade
14.60%
12.60%
9.38%
8.83%
8.33%
5.19%
5.14%
5.01%
4.67%
4.66%
4.30%
3.54%
3.29%
2.73%
2.40%
2.05%
1.98%
1.47%
1.32%
1.20%
1.11%
1.08%

Table 1.3: Analyzed Pandemic Details
Pandemic
Continents Affected
Estimated Infection Rates
COVID-19
Asia, Africa, North America, South America,
460,280,168 (as of March 2022)
Europe, Australia
Ebola
Africa, North America, Europe
28,652
MERS-Cov
Asia, Africa, North America, Europe
2,519
Zika
North America, South America
707,133
Source: (CDC 2020; V. G. da Costa et al., 2020; Ikejezie, 2017; WHO 2021b)
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Table 1.4: Estimated and Transformed Elasticities for the Effects of Human Health
Events on Meat Trade by Protein, 2010-2020
Beef
COVID-19
Fresh
-28.82***(0.07)
Frozen
-2.96 (0.13)
Other
MERS-Cov
Fresh
0.00 (0.03)
Frozen
4.08 (0.07)
Other
Ebola
Fresh
2.02 (0.06)
Frozen
7.25 (0.11)
Other
Zika
Fresh
-5.82*(0.03)
Frozen
-6.76 (0.10)
Other
Reporter
Australia
-18.94 (2.40)
Austria
-47.27(2.21)
Belgium
-100.00 (2.22)
Brazil
-98.33 (3.01)
Canada
-4.88 (2.15)
China
-87.00 (2.19)
Denmark
-59.34 (2.20)
France
-47.80 (2.14)
Germany
-71.92 (2.50)
Hungary
-78.55 (2.21)
India
-92.72 (3.21)
Ireland
-18.94 (2.14)
Italy
10.52 (2.07)
Mexico
206.49 (2.11)
Netherlands
-64.30 (2.42)
New Zealand
122.55 (2.36)
Poland
43.33 (2.07)
Spain
-10.42 (2.06)
USA
-36.24 (2.36)
United Kingdom
-8.61 (2.04)
Uruguay
661.41 (2.31)
Meat Commodity Shares
201-202 Share
58.00***(0.18)
203 Share
13.00 (0.07)
204 Share
3.00 (0.04)
207 Share
12.00 (0.09)
Fresh/Frozen
Frozen
-83.80***(0.51)
Other

Swine

Poultry

Other

-5.82 (0.09)
44.77**(0.15)

-26.66***(0.08)
-38.12***(0.07)

-12.19 (0.12)
-22.12*(0.13)
-14.79 (0.32)

2.02 (0.06)
-10.42 (0.08)

-4.88 (0.06)
3.05 (0.06)

4.08 (0.08)
1.01 (0.09)
-25.17 (0.27)

2.02 (0.06)
-1.00 (0.08)

-3.92 (0.07)
13.88*(0.07)

5.13 (0.10)
23.37**(0.10)
11.63 (0.20)

1.01 (0.07)
-2.96 (0.08)

-12.19* (0.07)
-6.76 (0.05)

-10.42(0.10)
-20.55***(0.08)
-11.31(0.12)

-86.67**(0.80)
-84.28 (1.16)
-73.02 (1.28)
-98.56***(1.59)
-88.81 (1.46)
-84.12 (1.28)
-81.18 (1.74)
-59.75 (0.99)
-36.24 (1.12)
-72.47 (1.26)
-99.18***(1.28)
-76.07 (0.91)
-73.02 (0.77)
-95.45*(1.86)
-53.23 (1.09)
-98.36**(0.85)
-66.04 (0.86)
-28.11 (1.13)
-63.58 (1.19)
-72.20 (1.02)

-91.63*(1.36)
-97.89***(1.33)
-93.48*(1.43)
-99.32***(1.60)
-82.45 (1.32)
-91.87*(1.45)
-97.74***(1.38)
-62.09 (1.34)
-94.55**(1.37)
-70.18(1.33)
-54.62 (1.46)
-92.19*(1.34)
-98.59***(1.39)
-61.71 (1.69)
-98.11**(1.55)
-96.83**(1.36)
-91.95*(1.32)
-94.61**(1.43)
-97.45**(1.46)
-92.79**(1.31)
93.48 (1.63)

2164.64***(.99)
-89.87***(0.75)
-62.47 (1.09)
-97.07***(1.11)
-84.89***(0.67)
263.28 (1.28)
-75.59*(0.74)
-29.53 (0.93)
-63.35 (1.10)
-95.58***(0.90)
-53.70 (1.10)
206.49 (0.95)
-79.20**(0.75)
87.76 (1.64)
-32.97 (1.08)
661.41*(1.12)
-94.33***(0.96)
101.38(0.89)
-76.07 (0.92)
76.83 (1.12)
278.10 (0.95)

18.00 (0.15)
58.00***(0.11)
-7.00(0.04)
-4.00 (0.09)

-4.00 (.08)
4.00 (.08)
-2.00 (.03)
77.00***(0.16)

6.00 (0.11)
0.00 (0.05)
37.00***(0.13)
32.00*(0.18)

-53.70*(0.40)

716.62***(0.40)

8.33 (0.32)
-58.52**(0.40)
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Table 1.4: Continued
Month
February
2.02 (0.03)
-1.98 (0.03)
6.18**(0.03)
March
13.88***(0.04)
6.18*(0.03)
22.14***(0.03)
April
11.63***(0.03)
7.25**(0.03)
6.18*(0.03)
May
16.18***(0.03)
7.25***(0.03)
9.42***(0.03)
June
16.18***(0.03)
10.52***(0.04)
8.33**(0.04)
July
16.18***(0.03)
8.33**(0.03)
8.33**(0.03)
August
15.03***(0.05)
12.75***(0.03)
22.14***(0.04)
September
23.37***(0.05)
16.18***(0.03)
55.20***(0.04)
October
24.61***(0.04)
18.53***(0.04)
85.89***(0.06)
November
18.53***(0.04)
17.35***(0.04)
95.42***(0.06)
December
15.03***(0.03)
8.33**(0.03)
103.40***(0.07)
Year
3.05***(0.01)
-1.00 (0.01)
0.00 (0.01)
Observations
13,453
13,236
30,563
Notes: Standard errors in parentheses; * p<0.1; ** p<0.05; *** p<0.01

10.52**(0.04)
44.77***(0.06)
41.91***(0.06)
34.99***(0.06)
27.12***(0.06)
22.14***(0.06)
12.75**(0.06)
13.88**(0.06)
11.63**(0.05)
18.53***(0.04)
33.64***(0.05)
2.02(0.01)
17,016

Table 2.1: 2019 County Affordability Scores and Bins for MHI, Simple Average, and
Negative Scaled Average Methods
County
Anderson
Bedford
Benton
Bledsoe
Blount
Bradley
Campbell
Cannon
Carroll
Carter
Cheatham
Chester
Claiborne
Clay
Cocke
Coffee
Crockett
Cumberland
Davidson
Decatur
DeKalb
Dickson
Dyer

MHI

Bin

52,368
52,392
38,983
45,852
58,889
53,344
41,364
57,500
44,309
39,586
64,341
53,983
38,279
33,428
38,156
52,325
46,470
47,760
62,756
43,679
47,296
55,157
45,918

70
70
10
50
80
70
20
80
40
10
80
70
10
0
10
70
50
60
80
30
60
70
50

Simple Avg
Score
0.7
0.94
0.91
1.16
0.8
0.81
0.86
0.8
0.69
0.66
0.69
0.69
0.77
0.88
0.79
0.78
0.75
0.83
1.99
0.97
0.87
0.96
0.71
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Bin
10
70
60
80
30
30
50
30
10
10
10
10
20
50
30
20
20
40
100
70
50
70
10

Neg Scaled Avg
Score
45.2
49.2
39.1
33.1
56.1
48.7
35.1
50.9
40.9
37.1
59
52.2
36.7
32.8
34
50.2
43.8
44.4
62.4
36.8
41.7
54.9
40.9

Bin
50
60
30
20
80
60
20
70
40
30
80
70
30
20
20
60
50
50
90
30
40
70
40

Table 2.1: Continued
Fayette
Fentress
Franklin
Gibson
Giles
Grainger
Greene
Grundy
Hamblen
Hamilton
Hancock
Hardeman
Hardin
Hawkins
Haywood
Henderson
Henry
Hickman
Houston
Humphreys
Jackson
Jefferson
Johnson
Knox
Lake
Lauderdale
Lawrence
Lewis
Lincoln
Loudon
Macon
Madison
Marion
Marshall
Maury
McMinn
McNairy
Meigs
Monroe
Montgomery
Moore
Morgan
Obion

63,092
37,952
53,608
44,864
51,559
45,792
44,265
42,105
45,329
57,229
31,318
41,884
42,277
43,568
39,391
45,003
42,090
45,305
44,386
47,458
36,588
51,066
37,416
59,723
36,571
41,460
45,324
38,739
51,425
60,342
38,898
50,049
51,370
55,283
59,412
44,982
40,697
51,095
44,093
59,797
59,971
42,954
41,168

80
10
70
40
70
50
40
20
50
80
0
20
20
30
10
40
20
50
40
60
10
70
10
80
10
20
50
10
70
80
10
60
70
70
80
40
20
70
40
80
80
30
20

0.81
0.94
0.84
0.67
0.75
0.8
0.69
0.82
0.71
0.82
1.19
0.65
0.85
0.75
0.9
0.76
0.75
0.78
0.76
0.58
0.88
0.87
0.77
0.86
1.09
0.77
0.91
0.77
0.9
0.83
0.71
0.83
0.76
0.87
1.13
0.82
0.81
0.83
0.95
1.14
1.11
0.82
0.63
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30
70
40
10
20
30
10
40
10
40
80
10
50
20
60
20
20
20
20
0
50
50
20
50
80
20
60
20
60
40
10
40
20
50
80
40
30
40
70
80
80
40
10

52.8
35.6
51.8
42.9
49.1
40.6
41.7
31.8
46
54.1
23.2
36.6
37.7
39.7
32.8
40.6
38.3
46.9
43.9
50.4
37.8
49.5
35.1
56.1
10.6
29
44.3
38.6
48.4
57.5
44.2
42.7
46.8
53.9
58.2
42.8
34.3
42.2
45.3
53.1
60.4
34.6
36.8

70
20
70
50
60
40
40
20
50
70
10
30
30
40
20
40
30
60
50
60
30
60
20
80
0
10
50
30
60
80
50
50
60
70
80
50
20
40
50
70
80
20
30

Table 2.1: Continued
Overton
Perry
Pickett
Polk
Putnam
Rhea
Roane
Robertson
Rutherford
Scott
Sequatchie
Sevier
Shelby
Smith
Stewart
Sullivan
Sumner
Tipton
Trousdale
Unicoi
Union
Van Buren
Warren
Washington
Wayne
Weakley
White
Williamson
Wilson
Total Distressed
Counties

38,656
42,643
41,105
45,004
45,994
43,861
55,460
65,789
70,073
40,388
51,306
51,555
53,683
49,953
47,605
48,515
69,839
63,694
58,529
43,533
46,423
44,399
42,738
50,229
43,051
41,503
43,645
117,391
78,971

10
30
20
40
50
30
70
80
90
20
70
70
70
60
60
60
90
80
80
30
50
40
30
60
30
20
30
100
90
52

0.75
1.16
1.13
0.77
0.92
0.84
0.51
0.91
1.05
0.91
0.89
0.93
0.99
0.93
0.88
0.7
0.88
0.7
2.82
0.81
0.85
1.22
0.86
0.75
0.86
0.67
0.79
1.37
1.24

20
80
80
20
60
40
0
60
80
60
60
60
70
60
50
10
50
10
100
30
50
90
50
20
50
10
30
90
90
65

Table 2.2: 2019 Tennessee Governor’s Distressed Counties
Distressed County
MHI
Simple Avg
Bledsoe
Clay
Cocke
Fentress
Grundy
Hancock
Hardeman

50
0
10
10
20
0
20

80
50
30
70
40
80
10
55

47.7
34.1
35.8
44.9
49.8
37.6
47.4
57.5
64.7
28.1
40.1
53.1
38.5
50.1
47.4
44.1
63
49
62.5
35.5
36.5
43.9
38.4
49.6
37.5
42.4
46.3
82.9
67.6

Neg Scale Avg
20
20
20
20
20
10
30

60
20
20
50
60
30
60
80
90
10
40
70
30
60
60
50
90
60
90
20
30
50
30
60
30
40
50
100
90
57

Table 2.2: Continued
Jackson
Lake
Lauderdale
McNairy
Morgan
Perry
Scott
Van Buren

10
10
20
20
30
30
20
40

50
80
20
30
40
80
60
90

Table 2.3: 2019 Tennessee Regional Multipliers
Region
Direct
Indirect
Employment
Northwest
1.00
0.73
Northern Middle
1.00
0.89
Upper Cumberland
1.00
0.75
East
1.00
0.82
Northeast
1.00
0.76
Southeast
1.00
0.81
Southern Middle
1.00
0.64
Southwest
1.00
0.70
Greater Memphis
1.00
0.85
Labor Income
Northwest
1.00
0.47
Northern Middle
1.00
0.79
Upper Cumberland
1.00
4.22
East
1.00
0.97
Northeast
1.00
0.68
Southeast
1.00
0.45
Southern Middle
1.00
0.46
Southwest
1.00
1.03
Greater Memphis
1.00
0.28
Value Added
Northwest
1.00
0.27
Northern Middle
1.00
0.44
Upper Cumberland
1.00
0.75
East
1.00
0.50
Northeast
1.00
0.35
Southeast
1.00
0.25
Southern Middle
1.00
0.26
Southwest
1.00
0.51
Greater Memphis
1.00
0.28
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30
0
10
20
20
20
10
50

Induced

Total

0.35
0.67
0.17
0.58
0.50
0.67
0.36
0.25
1.18

2.08
2.56
1.92
2.40
2.26
2.47
2.00
1.95
3.03

0.19
0.53
0.80
0.52
0.35
0.29
0.20
0.30
0.33

1.66
2.33
6.02
2.50
2.03
1.74
1.66
2.33
1.61

0.13
0.33
0.18
0.32
0.22
0.20
0.14
0.18
0.37

1.40
1.77
1.93
1.81
1.57
1.45
1.40
1.69
1.65

Table 2.3: Continued
Output
Northwest
Northern Middle
Upper Cumberland
East
Northeast
Southeast
Southern Middle
Southwest
Greater Memphis

1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00

0.33
0.47
0.52
0.48
0.40
0.32
0.30
0.45
0.36

0.14
0.32
0.10
0.28
0.21
0.22
0.15
0.13
0.42

1.47
1.78
1.62
1.77
1.60
1.54
1.44
1.58
1.77

Table 2.4: 2019 Tennessee Employment Impacts by ATPI Method Allocation (in Jobs)
Regions
Direct
Indirect
Induced
Total
MHI
Northwest
510.12
374.19
177.70
1,062.00
Northern Middle
52.99
46.99
35.49
135.47
Upper Cumberland
885.28
665.73
150.12
1,701.13
East
572.26
467.89
331.90
1,372.05
Northeast
364.35
276.63
181.23
822.20
Southeast
225.87
182.07
150.40
558.34
Southern Middle
283.87
181.00
102.47
567.34
Southwest
457.81
320.65
115.54
894.00
Greater Memphis
44.90
38.30
53.02
136.21
Aggregate
3,397.45
2,553.45
1,297.87
7,248.74
Simple Avg
Northwest
317.41
232.83
110.57
660.8
Northern Middle
211.97
187.95
141.97
541.89
Upper Cumberland
637.4
479.33
108.09
1,224.81
East
661.28
540.67
383.53
1,585.48
Northeast
340.06
258.19
169.15
767.39
Southeast
289.12
233.05
192.51
714.68
Southern Middle
317.94
202.72
114.76
635.42
Southwest
366.25
256.52
92.44
715.2
Greater Memphis
107.76
91.91
127.24
326.92
Aggregate
3,249.19
2,483.17
1,440.26
7,172.59
Neg Scaled Avg
Northwest
465.37
341.36
162.11
968.84
Northern Middle
48.34
42.87
32.38
123.59
Upper Cumberland
807.62
607.33
136.95
1,551.91
East
580.07
474.28
336.43
1,390.78
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Table 2.4: Continued
Northeast
Southeast
Southern Middle
Southwest
Greater Memphis
Aggregate

387.79
288.48
207.18
487.26
81.92
3,354.03

294.42
232.54
132.1
341.27
69.87
2,536.04

192.89
192.09
74.78
122.98
96.74
1,347.35

875.09
713.11
414.06
951.51
248.53
7,237.42

Table 2.5: 2019 Tennessee Labor Income Impacts by ATPI Method Allocation (in Dollars)
Regions
Direct
Indirect
Induced
Total
MHI
Northwest
34,750,658
16,454,417
6,633,933
57,839,008
Northern Middle
4,206,419
3,339,969
2,242,728
9,789,116
Upper Cumberland
7,091,213
29,927,583
5,668,756
42,687,552
East
30,033,635
29,212,927
15,755,088
75,001,650
Northeast
21,489,193
14,542,227
7,586,348
43,617,768
Southeast
24,186,402
10,884,641
7,026,645
42,097,688
Southern Middle
19,853,177
9,205,770
3,932,135
32,991,082
Southwest
15,070,164
15,586,114
4,455,545
35,111,823
Greater Memphis
8,256,195
2,329,193
2,696,934
13,282,322
Aggregate
164,937,055 131,482,841 55,998,111 352,418,007
Simple Avg
Northwest
21,622,632
10,238,304
4,127,780
35,988,716
Northern Middle
16,825,677
13,359,878
8,970,911
39,156,465
Upper Cumberland
5,105,673
21,547,860
4,081,504
30,735,037
East
34,705,534
33,757,160
18,205,879
86,668,573
Northeast
20,056,580
13,572,745
7,080,591
40,709,917
Southeast
30,958,594
13,932,341
8,994,106
53,885,040
Southern Middle
22,235,558
10,310,462
4,403,991
36,950,012
Southwest
12,056,131
12,468,891
3,564,436
28,089,458
Greater Memphis
19,814,867
5,590,062
6,472,643
31,877,572
Aggregate
183,381,246 134,777,704 65,901,841 384,060,791
Neg Scaled Avg
Northwest
31,702,355
15,011,047
6,052,009
52,765,411
Northern Middle
3,837,435
3,046,990
2,045,997
8,930,422
Upper Cumberland
6,469,177
27,302,356
5,171,497
38,943,030
East
30,443,450
29,611,544
15,970,070
76,025,064
Northeast
22,871,539
15,477,692
8,074,359
46,423,590
Southeast
30,890,702
13,901,787
8,974,382
53,766,872
Southern Middle
14,489,336
6,718,597
2,869,769
24,077,702
Southwest
16,039,590
16,588,730
4,742,159
37,370,478
58

Table 2.5: Continued
Greater Memphis
Aggregate

15,063,934
171,807,518

4,249,755
131,908,498

4,920,722
58,820,963

24,234,411
362,536,979

Table 2.6: 2019 Tennessee Value Added Impacts by ATPI Method Allocation (in Dollars)
Regions
Direct
Indirect
Induced
Total
MHI
Northwest
96,523,523
25,683,819
12,928,402 135,135,744
Northern Middle
11,278,110
4,938,634
3,702,478
19,919,223
Upper Cumberland
59,454,431
44,775,601
10,733,308 114,963,340
East
87,198,607
43,165,602
27,575,942 157,940,151
Northeast
60,707,174
21,505,169
13,117,269
95,329,613
Southeast
62,257,448
15,690,132
12,339,221
90,286,801
Southern Middle
53,553,432
13,714,919
7,689,529
74,957,880
Southwest
46,680,787
23,580,839
8,457,439
78,719,064
Greater Memphis
12,492,672
3,515,704
4,625,356
20,633,732
Aggregate
490,146,184 196,570,419 101,168,944 787,885,547
Simple Avg
Northwest
60,059,081
15,981,043
8,044,339
84,084,463
Northern Middle
45,112,443
19,754,537
14,809,912
79,676,892
Upper Cumberland
42,807,190
32,238,432
7,727,982
82,773,604
East
100,762,835 49,880,251
31,865,532 182,508,619
Northeast
56,660,030
20,071,491
12,242,785
88,974,306
Southeast
79,689,534
20,083,369
15,794,203 115,567,105
Southern Middle
59,979,844
15,360,710
8,612,273
83,952,826
Southwest
37,344,629
18,864,671
6,765,951
62,975,251
Greater Memphis
29,982,413
8,437,690
11,100,854
49,520,957
Aggregate
512,397,998 200,672,195 116,963,831 830,034,024
Neg Scaled Avg
Northwest
175,438,596 23,430,852
11,794,332 123,281,732
Northern Middle
90,692,454
4,505,421
3,377,699
18,171,923
Upper Cumberland
18,252,440
40,847,916
9,791,790
104,878,836
East
284,383,490 43,754,606
27,952,221 160,095,279
Northeast
64,612,315
22,888,542
13,961,071 101,461,928
Southeast
79,514,776
20,039,326
15,759,567 115,313,669
Southern Middle
39,084,610
10,009,485
5,612,007
54,706,102
Southwest
49,683,644
25,097,735
9,001,484
83,782,864
Greater Memphis
22,793,647
6,414,618
8,439,245
37,647,511
Aggregate
824,455,973 196,988,503 105,689,417 799,339,845
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Table 2.7: 2019 Tennessee Output Impacts by ATPI Method Allocation (in Dollars)
Regions
Direct
Indirect
Induced
Total
MHI
Northwest
173,076,923
57,118,060
23,804,408
253,999,392
Northern Middle
19,230,769
8,948,951
6,074,399
34,254,119
Upper Cumberland
192,307,692
99,412,883
20,007,482
311,728,057
East
173,076,923
83,866,533
48,741,286
305,684,742
Northeast
115,384,615
45,647,086
24,022,761
185,054,462
Southeast
96,153,846
30,393,422
21,473,550
148,020,818
Southern Middle
96,153,846
28,447,918
13,959,372
138,561,135
Southwest
115,384,615
51,954,587
15,310,868
182,650,070
Greater Memphis
19,230,769
6,829,345
7,991,507
34,051,622
Aggregate
1,000,000,000
412,618,785
181,385,633
1,594,004,416
Simple Avg
Northwest
107,692,308
35,540,127
14,811,632
158,044,067
Northern Middle
76,923,077
35,795,805
24,297,597
137,016,480
Upper Cumberland
138,461,538
71,577,275
14,405,387
224,444,201
East
200,000,000
96,912,438
56,323,264
353,235,702
Northeast
107,692,308
42,603,947
22,421,244
172,717,499
Southeast
123,076,923
38,903,580
27,486,144
189,466,647
Southern Middle
107,692,308
31,861,668
15,634,496
155,188,472
Southwest
92,307,692
41,563,670
12,248,694
146,120,056
Greater Memphis
46,153,846
16,390,429
19,179,618
81,723,892
Aggregate
1,000,000,000
411,148,939
206,808,076
1,617,957,014
Neg Scaled Avg
Northwest
157,894,737
52,107,704
21,716,302
231,718,744
Northern Middle
17,543,860
8,163,956
5,541,557
31,249,373
Upper Cumberland
175,438,596
90,692,454
18,252,440
284,383,490
East
175,438,596
85,010,910
49,406,372
309,855,878
Northeast
122,807,018
48,583,448
25,568,085
196,958,551
Southeast
122,807,018
38,818,265
27,425,867
189,051,150
Southern Middle
70,175,439
20,761,989
10,187,892
101,125,321
Southwest
122,807,018
55,296,696
16,295,777
194,399,491
Greater Memphis
35,087,719
12,460,560
14,580,996
62,129,275
Aggregate
1,000,000,001
411,895,983
188,975,289
1,600,871,273
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Table 2.8: 2019 Top Industry Impacts by ATPI Methods (in Dollars)
Industry
MHI
49 - Water, sewage and other systems
1,001,231,404
417 - Truck transportation
40,306,045
449 - Owner-occupied dwellings
25,589,092
447 - Other real estate
23,287,439
422 - Warehousing and storage
27,388,981
441 - Monetary authorities and depository credit intermediation
35,760,380
457 - Architectural, engineering, and related services
25,803,328
534 - Other local government enterprises
31,250,087
456 - Accounting, tax preparation, bookkeeping, and payroll services
15,780,174
490 - Hospitals
7,986,233
445 - Insurance agencies, brokerages, and related activities
19,741,121
472 - Employment services
16,188,565
60 - Maintenance and repair construction of nonresidential structures
17,487,406
395 - Wholesale - Machinery, equipment, and supplies
14,800,668
444 - Insurance carriers, except direct life
2,932,124
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Simple Avg
1,001,220,941
39,180,936
27,503,662
25,556,815
27,269,859
34,011,285
27,473,767
29,884,096
15,666,230
10,937,173
18,783,614
16,342,769
16,658,905
14,692,232
4,955,851

Neg Scale Avg
1,001,272,954
40,120,966
26,184,725
23,839,255
27,573,201
35,486,446
26,164,472
30,566,116
15,559,325
9,019,994
19,386,509
16,207,932
17,062,441
15,163,107
3,370,476

2010

2014

2020

Jan: Data Starts

Aug-Oct: Ebola

Mar-Dec: COVID-19
Dec: Data Ends

Jun-Oct: MERS

Feb-Sep: Zika

2013

2016

Figure 1.1: Data and Disease Timeline

Figure 2.1: Economic Impact and Multiplier Effect Relationships
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Source: Tennessee Department of Economic and Community Development. (2018)
Figure 2.2: Tennessee Economic and Community Development Regions, 2018
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Figure 2.3: 2019 MHI Frequency of Affordability Bin Score
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Figure 2.4: 2019 Simple Average Frequency of Affordability Bin Score
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Figure 2.5: 2019 Negative Scaled Average Frequency of Affordability Bin Score
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Legend
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Figure 2.6: Tennessee County ATPI Indices based on MHI Method
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Figure 2.7: Tennessee County ATPI Indices based on Simple Average Method

Figure 2.8: Tennessee County ATPI Indices based on Negative Scaled Average Method
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Figure 2.9: 2019 Tennessee Aggregated Employment Effects by ATPI Method
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Figure 2.10: 2019 Tennessee Aggregated Labor Income Effects by ATPI Method
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Figure 2.11: 2019 Tennessee Aggregated Value-Added Effects by ATPI Method
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Figure 2.12: 2019 Tennessee Aggregated Output Effects by ATPI Method
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Total

Figure 2.13: 2019 Tennessee Employment Effects by Region from the MHI ATPI

Figure 2.14: 2019 Tennessee Employment Effects by Region from the Simple Average
ATPI

Figure 2.15: 2019 Tennessee Employment Effects by Region from the Negative Scaled
Average ATPI
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Figure 2.16: 2019 Tennessee Labor Income Effects by Region from the MHI ATPI

Figure 2.17: 2019 Tennessee Labor Income Effects by Region from the Simple Average
ATPI

Figure 2.18: 2019 Tennessee Labor Income Effects by Region from the Negative Scaled
Average ATPI
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Figure 2.19: 2019 Tennessee Value Added Effects by Region from the MHI ATPI

Figure 2.20: 2019 Tennessee Value Added Effects by Region from the Simple Average
ATPI

Figure 2.21: 2019 Tennessee Value Added Effects by Region from the Negative Scaled
Average ATPI
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Figure 2.22: 2019 Tennessee Output Effects by Region from the MHI ATPI

Figure 2.23: 2019 Tennessee Output Effects by Region from the Simple Average ATPI

Figure 2.24: 2019 Tennessee Output Effects by Region from the Negative Scaled Average
ATPI
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