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Modified Quasilinearization Method 
for Solving Nonlinear Equations l 
by 
233 A. MIELE, S. NAQVI , and A. V. LEVY 
Abstract. This paper presents a general method for solving nonlinear equations of the 
fonn ~x) = 0, where x and cp are n -vectors. The method is based on the consideration 
of the perfonnance index p. the cumulative error in the equations. 
, 
A modified quasilinearization algorithm is generated by requiring the first variation 
of the perfonnance index 5P to ~ negative. This algorithm differs from the ordinary 
quasilinearization algorithm because of the inclusion of the scaling factor or step size a 
AAR-78 
in the system of variations. The main property ofthe modified cpasilinearization algorithm 
is the descent property: if the stepsize Cl is sufficiently small, the reduction in P is 
guaranteed. Convergence to the desired solution is achieved when the inequality P ~ € 
is met, where € is a small, preselected number. 
The variations per unit stepsize /},x/a = A are governed by a system of n linear ecpations, 
which is solved by Gaussian elimination. Several numerical examples are presented. 
They illustrate (i) the Simplicity as well as the rapidity of convergence of the modifeu 
quasilinearization algorithm and (ii) the importance of stepsize control. 
1 This work was supponed by the National Science Foundation, Grant No. GP-l8522. 
2professor of Astronautics and Director of the Aero-Astronautics Group, Depanment 
of Mechanical and Aerospace Engineering and Materials Science, Rice University, 
Houston, Texas. 
3 Graduate Student in Aero-Astronautics, Department of Mechanical and Aerospace 
Engineering and Materials Science, Rice University, Houston, Texas. 
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1. Introduction 
In recent years, considerable attentior. has been devoted to the solution of nonllnear 
, . 
equations, algebraic or transcendental (see, for ~xarnple, Refs. 1-10). The must direct 
way to solve these equations is to er.lploy quasilinearization, that is, to replace the non-
linea r system by one that is linear in the perturbations about a nominal point. The 
resulting algorithm is called ordinary quasilinearization algorithm. 
· .. f 
The main advantage of the ordinary quasilinearization algorithm is simplicity and 
rapidity of convergence if the nominal point is in the neighborhood of the so; ution pOint. 
There are cases, however, where ordinary quasllinearization diverges due to exc~ssive 
magnitude of the variations. This is why it is convenient to Imbed t!Ie linearized system 
. ·1 
into a more general system by means of the scaling factor a., 0 ~ ex ~ 1, applied to each 
forCing term. The rf.-suIting algor~thm is called modified quasilinearization algorithm. 
oj 
j At first glance, the above imhedding procedure may seem arbitrary (see, for 
example, Refs. 7 and 10). However, a rigorous c(lnceptual justification can be given 
through the considerati.)n of the performance index P: this is the cumulative error in the 
etpations. By computing the first variation of P and requiring ()P to be negative, one 
generates the modified quasilinearization algorithm. The main property of this algorithm 
is the descent property: if the stepsize a. is suffiCiently small, the reduction in P is 
, " 
',' 
~~, guaranteed. In addition, the performance index P can also be employed as a convergence 
,.j 
::;j 
>{, 
c rit arion: the algorithm is terminated when P becomes smaller than some preselected 
value. 
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2. Modified Quasilinearization 
Consider a system described by the equation 
~x) = 0 (1) 
where x and cp are n -vectors. Assume that the first derivative of the function cp 
with respect to the vector x exists and is continuous. Also. assume that a solution to 
(1) exists. The problem is to find the vector x which solves Eq. (1). 
2. 1. Performance Index. In general, the system (1) is nonlinear, so that approXi-
mate methods must lY: employed. In this connection, let the performance index P be 
4 defined as 
T P = cp (x)q(x) 
The scalar function P measures the error in the constraint; therefore. P = 0 for any x 
satisfying Eq. (1) and P > 0 otherwise. When approximate methods are employed. they 
must ultimately lead to a state x such that 
where the quantity € is a small. preselected number. 
2.2. Modified Quasilinearization. Here, we present a modification of the quasi-
(2) 
(3) 
linearization algorithm which has a descent property in the performance index P. Consider 
a nominal point x and a varied pOint x such that 
(4) 
4 The superscript T denotes the transpose of a matrix. 
4 AAR -7 8 
The passage from the nominal point to the varied point causes the performance index F 
to change. To first  order,  we see that 
where the symbol 6 ( .  . . ) denotes the f i rs t  variation. 
Next, consider the system of variations defined by 
Wx) = 
I where a i s  a scaling factor (o r  stepsize) in the range 
I and,in the light of the definition (2), is equivalent to 
Note that, for any nominal doint x not satisfying Eq. (I), 
P > O  
Therefore, for a positive, one has 
, 
5 AAR-78 
This is the basic descent property of the algorithm defined by Eq. (6): it guarantees that, 
if a. is sufficiently small, 
p< P 
2.3. System of Variations. To first order, the change of the function q:(x) is 
5 
related to the change of the state t.x as follows: 
T 6q:(x) = t'4) (x)t.x 
x 
where the matrix t'4) is n x n. Consequently, Eq. (6) can be rewritten as 
x 
T 
t'4) (x)6x + a.q(x) = 0 
x 
( 12) 
(13) 
(14) 
For a given value of a., Eq. (14) is equivalent to n scalar equations which are linear in the 
n components of the vector me. The associated algorithm is called modified quasi-
linearization 
For a. = 1, Eq. (14) becomes identical with that of ordinary quasilinearizaiion, 
that is, the equation obtained by linearizing Eq. (1) about a nominal pOint x. While modified 
quasilinearization exhibits the descent property (11) -( 12), this is not necessarily the case 
with ordinary ~asilinearization. This means that, if Eq. (14) is employed with 0.= 1, the 
perfonnance index P may actually increase when passing from the nominal point x to the 
varied pOint x. 
2. 4. Coordinate Transformation. To simplify the problem, we introduce the auxiliary 
variable 
5 
A = t.x/o. (15) 
The matrix Ii' (x) is defined so that its ith column is the gradient of the ith scalar component 
x 
of q:(x) with respect to the vector x. I 
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and rewrite Eq. (14) in the form 
T 
Q) (x)A+ ~x) = 0 
x 
This vector equation is equivalent to n scalar equations which are linear in the n com-
ponents of the vector A. With A known and the stepsize ex specified (see the following 
( 16) 
section), the correction 6x is obtained from E~. (15), and the varied point x is computed 
from Eq. (4). 
2.5. Determination of the Stepsize. Mer combining Eqs. (4) and (15), we obtain 
the relation 
x=x+aA (17) 
Since x is given: and A is known from Eq. (16), Eq. (17) yields a one-parameter family of 
solUtions, the parameter being the stepsize ex. For this one-parameter family, the 
performance index P becomes a function of the form 
P = P(ex) 
At ex = I), the slope of this function is negative and is given by 
P (0) = -2P(0) 
a: 
(18) 
(19) 
The function (18) exhibits a relative minimum With respect to a., that is, a point where 
P (a.) = 0 
a. (20) 
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This point can be determined by means of a one-dimensional search (for example, using 
quadratic interpolation, cubic interpolation, or quasilinearization). Ideally, this procedure 
should be used iteratively until the modulus of the slope satisfies the following inequality: 
IP (Cl) I ~ e 
a. 
where e is a small, preselected number. 
(21) 
Since the rigorous determination of Cl takes time on a computer, one might renounce 
solving Eq. (20) With a particular degree of precision and determine the stepsize in a 
noniterative fashion. To this effect, we first assign the value 
Cl= 1 (22) 
to the stepsize; this corresponds to full quasiUnearization of Eq. (1) and is the value which 
would solve Eq. (20) exactly, should the function (1) be linear. Of course, the stepsize (22) 
is acceptable only if 
P(a) < P(O) (23) 
e OtherwIse, the previous value of Cl must be replaced by some smaller value in the range 
D 
n 
[l 
(7) (for example, using a bisection process) until Ineq. (23) is met. This is guaranteed 
by the descent property (11)-(12). 
2.6. Summary of the Algorithm. In the light of the previous diSCUSSion, we 
summarize the modified quasilinearization algorithm as follows: 
(a) Assume a nominal point x. At this point, determine the vector ~x) and the 
matrix cp (x). 
x 
" 
l 
. 
" 
, 
I· 
f 
.. 
" , 
1 
8 
(b) Determine the vector A by solving Eq. (16). 
(c) Consider the one-parameter family of solutions (17) and perform a one-
dimensional search on the function (18); specifically, perfonn a bisection process on 
a (starting from a = 1), and continue the process until Ineq. (23) is satisfied. 
(d) With the stepsize a known, compute the varied point x from (17). 
(e) With x known, the iteration is completed. The varied point x becomes the 
nominal point x for the next iteration. That is, return to (a) and iterate the algorithm. 
(f) The algorithm is tenninated when the stopping condition (3) is satisfied. 
, 
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6 Numerical Examples 
9 
In order to illustrate the theory, several numerical examples were developed 
, 
using a Burroughs 8-5500 computer and double-precision arithmetic. The algorithm was 
programmed in FORTRAN IV. 
Convergence was defined as follows: 
AAR-78 
(24) 
and the number of iterations at convergence N. was recorded. Conversely, nonconvergence 
was defined by means of the ine~allties 
(a) 
or 
(b) 
or 
(c) 
N ~ 100 
69 
M ~ 0.4 x 10 
(25) 
(26) 
(27) 
n Here. N is the iteration number, NS is the number of bisections of the stepsize a (starting 
from a= 1) re(Jlired to satisfy Ineq. (23), and M is the mowius of any of the quantities 
employed in the algorithm. Satisfaction of Ineq. (25) indicates divergence or extreme 
slowness of convergence; in turn, satisfaction of Ineq. (26) indicates extreme smallness 
of the displacement Ax; finally, satisfaction of Ineq. (27) indicates exponential overflow 
for the Burroughs 8-5500 computer: the com~ter program is automatically stopped. 
6 For simplicity, the symbols employed in thu section denote scalar quantities. 
1 • , 
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1 
Example 3. 1:.:. Consider the nonlinear system j 
2 
x -y-8=0 4 2 x - y = 0 
-1 
(28) 
- , 
which has solutions 
x = 2 y = -4 (29) 
and 
x = -2 y = -4 (30) 
Assume the following nominal coordinates: 
x = y = 1/2 (31) ] 
which do not satis;y the system (28). Starting with these nominal coordinates, we employed 
the algorithm of Section 2. Convergence to the solution (29) was achieved in N. = 8 
i ' 
: ~j iterations (see Table 1). The converged coordinates are 
" '." 
. '. i 
) 
.J 
x = 2. 0000 , Y = -4.0000 (32) 
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Table 1. Results pertaining to Example 3. 1. 
N C1 P 
0 0.6 x 10 2 
1 1/16 0.6 x 10 2 
2 1/4 0.4 x 10 2 
3 1/4 0.1 x 10 2 
4 1/2 0.2 x 10 1 
5 1 0.5 x 10 
-1 
6 1 -5 0.3 x 10 
7 1 0.7 x 10-15 
8 1 0.5 x 10-34 
.. ,1 
" 
" , 
.... r 
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'~l ". 
12 
Example 3.2: Consider the nonlinear system 
a known solution of which is 
235 3 
x -xyz+z -1==0 
. 1 Y sm (- TTX) - 1 == 0 2 
2 3 
2xy z + y exp (I-x) - 3 == 0 
x=y==z==1 
Assume the following nominal coordinates: 
x == y == z = 1/4 
which do not satisfy the system (33). Starting with these nominal coordinates, we 
employed the algorithm of Section 2. Convergence to the solution (34) was achieved in 
N* == 7 iterations (see Table 2). The converged coordinates are 
x == 1.0000 , Y == 1. 0000 , z == 1.0000 
, 
AAR-78 
(33) 
(34) 
(35) 
(36) 
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, Table 2. Results pertaining to Example 3.2. 
~, I 
~ 
il N a. p 
, 
, 
~I , 
, 
1 0 0.7 x 10 
1 1 1/2 0.5 x 10 
~I 2 1 0.1 x 10 0 
:1 -2 3 1 0.1 x 10 
-6 4 1 0.1 x 10 
I 5 1 0.9 x 10-11 
D 0.4x1O-19 6 1 
7 1 0.9 x 10-36 
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Example 3.3. Consider the nonlinear system 
2 2 2 (x - u) + (y - w) + (x + y + u + w) - 16 = 0 
.11 
X sm (2' Tnl) + y cos (2'TTW) - 1 = 0 
2 3 4 
x+y +u +w -4=0 
(37) 
x + 2y + 3u + 4w - 10 = 0 
a known solution of which is 
x=y=u=w=1 (38) 
Assume the following nominal coordinates: 
x=y=u=w=3 (39) 
which do not satisfy the system (37). Starting with these nominal coordinates, we employed 
the algorithm of Section 2. Convergence to the solution (38) was achieved in N* = 25 
iterations (see Table 3). The converged coordinates are 
x = 0.9999, y = 1.0000, z = 1.0000, u = 0.9999 (40) 
-_. ------------------------------------
, 
-. 
_ J 
•. I 
- 1 
I 
, J 
. ]. 
] 
] 
t 11; 
!J 
i I ,; I 
.. -i.~ 
-. I 15 AAR-78 r 
; 
I ::: i Table 3. Results pertaining to Example 3.3. t, 
! 
,( 
N a: P N 0. r 
'I 5 13 -6 0 0.3 x 10 1 0.2 x 10 
n 1/4 5 14 1 -7 1 0.2 x 10 0.1 x 10 
1 5 15 1 -9 n 2 0.1 x 10 0.9 x 10 
3 1 4 16 1 0.6 x 10-10 0.2 x 10 
I 4 1/2 4 0.1 x 10 17 1 0.3 x 10-11 
5 1/4 3 18 1 0.2 x 10 -12 I 0.8 x 10 
6 3 19 0.1 x 10 -13 1 0.1 x 10 1 
D 7 1 0.4 x 10 1 20 1 0.9 x 10-15 
8 1 0 21 1 0.5 x 10-16 U 0.1 x 10 
-2 0.3 x 10-17 9 1 0.8 x 10 22 1 
I 10 1 0.1 x 10 -2 23 1 0.2 x 10 -18 
-4 24 0.1 x 10-19 U 11 1 0.6 x 10 1 
-5 0.9xlO-21 12 1 0.4 x 10 25 1 
I 
U 
I 
I • 
n 
n 
8 
" 
• 
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Example 3.4. Consider the nonlinear system 
222 (x - y) + (y - z) + (2z - u - w) = 0 
,.,: 
2 2 2 2 2 
x +y +z +u +w -5=0 
. ~ ; 
" . 
I 
224 (x - 1) + (y - 2) + w - 2 = 0 (41) 
2 3 4 5 
x + 2y + 3z + 4u + 5w - 15 = 0 
2 3 
x + xyz - u ..: 1 = 0 
a known solution of which is 
x=y=z=u=w=1 (42) 
',j Assume the following nominal coordinates: 
',I 
'~:j 
x=y=z=2 • u=w=3 (43) 
"""!-' which do not satisfy the system (41). Starting with these nominal coordinates, we employed 
the algorithm of Section 2. Convergence to the solution (42) was achieved in N* = 25 
iterations (see Table 4). The converged coordinates are 
x = 1.0000 • Y = 1.0000 , z = 0.9999 • u = 1.0000 , w = 1.0000 (44) 
- , 
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Table 4. Results pertaining to Example 3.4. 
N 0 P N a. P 
I 0 0.2 x 10 7 13 1 0.2 x 10 -6 
J ' ' ~1 I 1 ~, ,: 1/16 7 14 -7 0.2 x 10 1 0.1 x 10 
J 2 . 
U 3 
6 15 -8 1 0.3 x 10 1 0.1 x 10 
5 16 0.7 x 10-10 1 0.8 x 10 1 
',:' ~ I 4 1 o 1,,5 17 1 0.4 x 10-11 .! x LV 
,-
,,' 5 
',,'. n 6 
4 18 0.2xlO-12 1 0.1 x 10 1 
1 2 19 0.1 x 10- 13 0.8 x 10 1 
J H 7 1 1 20 0.1 x 10-14 0.4 x 10 1 
U 8 9 
1 0 21 0.6xlO-16 0.2 x 10 1 
1 -1 22 1 0.4x10- 17 0.1 x 10 
-,- I 10 " , .. , -2 23 -18 1 0.1 x 10 1 0.2 x 10 
:':', 
U 11 -,-
12 
-4 24 0.lxlO-19 1 0.7 x 10 1 
1 -5 25 0.lx10-2O 0.4 x 10 1 
n 
0 
c-
0;, I 
;J' 
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4. Remarks 
The following remarks are pertinent to the previous theoretical development. 
Remark 4.1. If the stepsize is set at the constant value a. = 1, the modified 
quasilinearization algorithm of Section 2 reduces to the ordinary quasilinearization 
algorithm. While modified quasilinearization exhibits the descent property (11) -( 12), 
this is not necessarily the case with ordinary quasilinearization. Therefore, in ordinary 
quasilinearization, the performance index P may actually increase when passing from 
the nominal pOint x to the varied point x. 
With reference to the examples of Section 3, computer runs were made employing 
both modified quasilinearization and ordinary quasilinearization: in Table 5, the number 
of iterations at convergence N* is indicated and, as the table shows, the experimental 
evidence is in favor of modified quasilinearizat:on. It is emphasized that the above 
conclusion was obtained through particular examples and that, consequently, the subject 
requires further investigation. 
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; E 
~. . 
t Table 5. Number of iterations at convergence. 
in 
·t 
I 
I (l ~ 1 a = 1 
.0 
Example 3. 1 8 12 
I Example 3. 2 7 11 
I Example 3.3 25 66 
n 
Example 3.4 25 Nonconvergence(a) 
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Remark 4. 2. The fundamental property of the modified quasilinearization algorithm 
is the descent property (11)-( 12). This local property guarantees the decrease of the 
perfonnance index P when passing from the nominal point x to the varied point x. 
However, it does not guarantee convergence; that is, it does not guarantee that P .... 0 
as N .... 00. This is due to the fact that convergence depends on the analytical nature of the 
function ~x) and on the nominal point x chosen in order to stan the algorithm. 
The above point can be illustrated with reference to Example 3. 4 and the following 
nominal coordinates: 
x=l, y=2 , z=3 , u=4 , w=5 (45) 
Ordinary quasilinearization fails to converge because of exponential overflow [non-
convergence (c) J. Modified quasilinearization fails to converge because of excessive 
number of stepsize bisections [non convergence (b) J. 
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5. Discussion and Conclusions 
In this paper, a general method for solving nonlinear equations of the form 
cp(x) = 0 is presented, where x and cp are n-vectors. The method is based on the 
consideration of the perfonnance index P, the cumulative error in the equations. 
A modified quasilinearization algorithm is generated by requiring the first variation 
of the performance index 6P to be negative. The algorithm has the form i= x + a.A. 
Here, a., 0 :!O a. So 1, is the stepsize and A is obtained by solving a system of n linear 
equations by Gaussian elimination. 
The main property of the modified CJlasilinearization algorithm is the descent 
property: if the stepsize a. is sufficiently small, the reduction in P is guaranteed. Not 
only is P employed as a guide during progression of the algorithm, but also as a 
convergence criterion: the algorithm is terminated when the performance index P 
becomes smaller than some preselected value. 
Several numerical examples are presented. They illustrate (i) the simplicity as 
well as the rapidity of convergence of the algorithm and (it) the importance of stepsize 
control. 
, 
\ . 
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