This paper presents a novel system E 3 for extracting keyphrases from news content for the purpose of offering the news audience a broad overview of news events, with especially high content volume. Given an input query, E 3 extracts keyphrases and enrich them by tagging, ranking and finding role for frequently associated keyphrases. Also, E 3 finds the novelty and activeness of keyphrases using news publication date, to identify the most interesting and informative keyphrases.
INTRODUCTION
News media are publishing ideas, events and opinions in an increasingly wide range of data formats such as news articles, headlines, videos, tweets, hashtags and others. The explosion of Big news data has sparked the text and data mining research communities to focus on developing systems for news data exploration and analysis. Broadly, two types of news data exploration systems are developed till date: Event centric (GDELT [1] , EventRegistry [2] ) and Content centric (STICS [3] , EMM [4] ). In Event centric system, input query maps to real world events, whereas, the content centric system outputs related news articles of a given query.
Although, both types of systems provide up-to-date news information in real time, but they overload the user with the large amounts of results. For instance, given input query "2014 FIFA World Cup", event centric EventRegistry suggested 11,504 news events, and the content centric STICS suggested 1,286,369 news articles having multiple organizations, people and places mentioned. Clearly, there is a need of a system that enables readers to get a broad overview of the news data generated in response of user query.
In this paper, we propose a keyphrase based news exploration engine E 3 to summarize high volume news data. In our context, keyphrase is a short and meaningful chunk of text that describes an important news concepts, news entities, etc. For instance, "Bihar election", "Bihar bjp" are examples of keyphrases. Our proposed work is keyphrase centric as recent literature has shown that Keyphrase minPermission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s).
HT '16 July 10-13, 2016, Halifax, NS, Canada ing is able to generate a wide range of informational and important phrases from large documents (KEA [5] , Microngram [6] , ToPMine [7] , and SegPhrase [8] ). As shown in Figure 1 , engine E 3 works in two phases: keyphrase extraction followed by keyphrase enrichment. Keyphrase extracation is performed on multi-form news (like article, keywords, and others). As existing keyphrase mining approaches performs poorly on news data, we propose a novel keyphrase extraction technique that leverages linguistic-syntactic feature, and performs very well on short texts like news headlines and video captions. The keyphrase enrichment phase finds important and interesting information related to the keyphrase, such as connected entities, novel (emerging), and active news concepts, and the role played by most frequent entities present in set of keyphrases.
In summary, given an input query q, engine E 3 generates a keyphrase template, as shown in Figure 2 Figure 1 gives an overview of E 3 architecture. 
SYSTEM OVERVIEW

Data Collection
For input query q, our data collection module prepares related news data published by news media. The module can either use news search engines like Google News, Yahoo News or online news structured repositories like GDELT [1] , EMM [4] , iMM [9] . We use our in-house iMM system which periodically extracts news headlines (video title) along with their URL, publication date and meta-keywords. To prepare 
Keyphrase Extraction
Next, we extract keyphrases from all the records of news data R. As meta-keywords are small group of meaningful words, a naive solution is to output the meta-keywords as keyphrases. However, not all records in R contain metakeyword. As a result, meta-keywords are not sufficient enough to describe the news data completely. For example, around 20% news headlines, obtained for "Bihar Election", do not have a meta-keyword. Hence, we require an efficient selection of the relevant phrases.
We observed that news headlines are short in length and contains special tokens such as colon, apostrophe, quotes, hash, dash to emphasize important information. On the other hand, meta-descriptions and news articles are long passage texts and are governed by grammatical rules. Thus, we propose two different keyphrase extractors to handle both kinds of writing styles.
• Syntactic Extractor utilises special characters such as colon (:), apostrophe ( ), quotes (", ), hash (#), dash (-) for keyphrase extraction. In case of colon (dash), the news headline is tokenized into two parts using colon (dash) and both parts are declared as keyphrases. In case of quotes (hash) the part of text enclosed inside the quotes and hashtag containing the hash is declared as keyphrase respectively.
• Linguistic Extractor applies language specific part of speech (POS) tagging on meta-description and article and then annotate collocated nouns, adjectives, noun apostrophe ( ) connector and numbers present in the input text. These annotated tokens are further used as keyphrases.
At the end, when all the news records in R are processed, we obtain a set of keyphrases R k , along with the number of times they are generated. For "Bihar Election" query, we obtained around 6000 keyphrases for further processing.
Keyphrase Enrichment
The size of generated keyphrases R k may be large and noisy. To resolve this problem, our Keyphrase Enrichment module helps in extracting valuable and actionable information by filtering and ranking the extracted keyphrases. The keyphrases are filtered using news media specific stopwords such as update, video, photo, pti and others. Next, we apply case normalization and remove duplicate keyphrases. At this point noisy keyphrases are removed. The remaining keyphrases are passed through the Type discovery, Keyphrase ranking and InfoBox mining modules.
• In Type Discovery module, NER tagger is used to classify keyphrase into three types: P erson, Location and Organization. As existing NER taggers do not perform well on Indian named entities, we use a separate list 1 for Indian named entities, prepared through in-house research work. A keyphrase without any above NER type, are termed as a N ews Concept. For "Bihar Election" query, a sample keyphrases for each type is shown in Figure 2 .
• Using Keyphrase Ranking module, keyphrases are organized according to the value of frequency, novelty and activeness. The frequency of the keyphrase is already computed during keyphrase extraction process. To compute the value of novelty and activeness, we first extracts the time intervals qt of an input query q, during which the q was highly popular in news headlines. Next, a keyphrase is novel (denoted by # in Figure 2 ) if its frequency is very high in news headlines only during qt. Similarly, a keyphrase is active (denoted by + in Figure 2 ) if its frequency is very high around qt. For instance, "Grand Alliance" and "NDA" are discovered as novel and active keyphrases respectively for "Bihar Election" query.
• InfoBox Miner discovers personalized information for selected keyphrase. The InfoBox displays role of keyphrase k that it played with respect to query q. The type-wise top most connections k have, determined with help of co-occurrence value of the keyphrases in R k . A phrase frequently located near k in the collected news corpus is labeled as the k's role. Generally, keyphrases with type person and organization are preferred for InfoBox mining. Figure 2 shows InfoBox for entity "Narendra Modi" for query "Bihar Election".
SUMMARY
The engine is tested for varying the input query ranging from general topics (e.g., Election, ISIS) to specific topics (e.g., Paris Attack, Gravitational Wave) and compared the results 2 with KEA, ToPMine and Micro-ngram. We found that our system outperforms existing approaches in terms of quality and quantity of keyphrases generated. As our engine is online, we can demonstrate the working to the conference participants.
