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Abstract 
Semiclassical path integral expression for a quantum system coupled to a harmonic bath is derived based 
on the stationary phase condition. It is discovered that the system path is non-Markovian. Most strikingly, 
the system path not only couples to its past (as in the Langevin equation), but also to its future, i.e. the 
equation of motion for the system is an integro-differential equation that involves all times. Numerical tests 
are performed to confirm that the future-involved term is indeed necessary. Because of the future-non-
Markovian nature of the equation, the numerical solution cannot be obtained by iterative methods. Instead, 
root search algorithms must be employed.  
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I. Introduction 
The dynamics of a quantum system interacting with its environment plays a central role in many 
areas of research, from addressing fundamental questions such as quantum decoherence and quantum 
measurement1-6, to many practical applications in vibrational energy relaxation in molecules7-11, electron 
transport in condensed phase12-15, excitonic energy transport in photosynthesis16-19, spin-lattice relaxation20, 
21 and entanglement in quantum computing22-24. Due to the enormous degrees of freedom involved, a 
common strategy is to divide the entire system into a quantum system (a few degrees of freedom) and the 
environment or bath25. For example, for electron transfer in proteins, the electron is considered to be the 
quantum system, and the proteins and the solvent are the bath. The most successful model of the bath is a 
large number of harmonic oscillators26, which represent the bath in the weak coupling regime (Gaussian 
fluctuation), and also have very tractable analytical expressions27.  
 Most physics students are familiar with Brownian motion28, a particle interacting with its 
environment. Both in classical and quantum mechanics, the environment or bath provides fluctuation and 
dissipation to the system, thus altering the dynamics and behaviors of the system. In the same spirit as the 
classical generalized Langevin equation29, 30, the equation describing the time evolution of a quantum 
system interacting with a bath will show non-Markovian behavior as well. One additional complication of 
the quantum system compared to its classical counterpart is that the wavefunction is delocalized, and no 
single definite trajectory can describe a quantum system. In addition, because of the decoherence effect of 
the bath26, the wavefunction is not a good representation of the system state. Instead, the quantum system 
is described by the density matrix31, 32, i.e. the probability instead of the probability amplitude, because the 
phase will be washed out by the bath so called dephasing or decoherence. Path integral method has proved 
to be a very useful scheme in describing the time evolution of the density matrix26, 33. The  nonlocality 
nature of the quantum system is manifested in the path integral formulation as the infinite number of paths 
involved (the classical path is just one of the infinite ensembles, and the rest do not obey Newton’s equation 
of motion). To demonstrate explicitly the distinct feature of system dynamics coupled to a harmonic bath 
and also to avoid the infinite path problem for simplicity, I derive a semiclassical expression that restrict 
the system trajectories to classical trajectories while still retain quantum effects to the leading order. The 
following content is arranged as follows: In section II, I briefly introduce the path integra formulation. In 
section III, I concisely present semiclassical mechanics. In section IV, I derive the semiclassical path 
integral formulation of a system coupled to a harmonic bath, along with discussions of its properties. In 
section V, I present the numerical calculations. In section VI, I make conclusion remarks.  
 
II. Path integral  
Consider the Hamiltonian 
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where s  represents position and p  represents momentum. Here the Hamiltonian is one dimensional for 
simplicity. The generalization to many degrees of freedom is straightforward.  
Breaking up the time propagator into short time segments, 
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and inserting the complete set of position states, 
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the time propagator in this position representation becomes,  
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where 0s  represents the initial position at time 0, and fs the position at time t . 
Now employing the Trotter splitting34: the symmetric splitting of the potential energy term, 
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the time propagator becomes, 
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The kinetic energy part can be evaluated analytically, 
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As N → ∞  , 
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where s represents the velocity, ( ),L s s is the Lagrangian and [ ]tsϕ is the action integral. ts∫  means 
summing (i.e. integrating over) all possible paths, hence the name path integral.  
This brings to the celebrated form in which the classical action enters in the phase of the exponential. 
Different paths will give different values of action, thus different phase factors, and when adding them up, 
allowing interference that is characteristic of quantum mechanics. The stationary phase condition, 
[ ] 0tsδϕ = , gives Euler-Lagrange equations of motion, 
L d L
s dt s
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, which is the classical equation of 
motion. The beauty of the Feynman’s path integral formulation is that it provides a natural connection 
between quantum and classical mechanics. It should be interesting and important to point out that the 
classical trajectory in the action integral for the harmonic oscillator gives the exact quantum result, with no 
approximations. 
III. Semiclassical propagator 
Semiclassical mechanics35 offers a unique advantage in treating quantum systems in that the infinite 
sum of  trajectories in the path integral is reduced to a single classical trajectory. Even better than that, it 
preserves some degree of quantum effect. In other words, it puts quantum flesh on classical bones.  
The essence of semiclassical theory is the stationary phase condition, i.e. expanding the action 
around classical trajectories in power series, and then truncating up to second order. Consider the path  
 0( ) ( ) ( )s t s t s tδ= +  (3.1) 
   
where 0 ( )s t  corresponds to a classical trajectory. The action ϕ  can be expanded in orders of ( )s tδ  with 
fixed endpoints ( )', '; ,s t s t  
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where 0s and 0s are position and velocity following classical trajectories.  
Since 0 0δϕ = , the semiclassical time evolution operator can be written as 
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The second variation in the exponential is a Gaussian integral in position and can be integrated out, which 
brings to the form  
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The pre-factor will be stated more explicitly in the following sesions.  
 
IV. Semiclassical path integral for a system coupled to a harmonic bath 
 The Hamiltonian for a system coupled to a harmonic bath can be written as 
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The letter s represents the system coordinate and ix  represents the bath coordinate for each oscillator. ic  
is the coupling strength. The last term is the counter term added to counterbalance the distortion of the 
system potential by the interaction.   
The bath degree of freedom behaves like a forced oscillator with the equation of motion 
 ( )2mx m x cf sω+ =  (4.2) 
The solution of ( )x t  can be obtained by the standard Green’s function technique, 
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This is the classical result. However, just including the classical (forced) harmonic oscillator expression in 
the path integral expression (instead of sum of infinite trajectories) gives exact quantum result. This is the 
beauty of the harmonic oscillator.  
The time evolution of the entire system is described by the density matrix, 
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where 0 0 0 0 0 0( , ) , (0) ,s x s x s xρ ρ
± ± + + − −≡   is the initial state of the system-bath composite system, and the 
particular expression is at our choice and will be specified in the numerical simulation session V.  
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Hamiltonian, and the positions with the superscript + notation. The ˆ /0 0, ,
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the backward propagation, indicated by the positive sign in front of the Hamiltonian, and the negative 
superscript on the positions. The total phase, i.e. the combined action integral of the forward-backward 
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The stationary phase conditions are given by setting the derivative of Φ  with respect to system 
coordinates to zero, while keeping the endpoints ,s s+ − fixed. The resulting equations are the equations of 
motion (The detailed derivation is given in Appendix A).  
The forward trajectory ( )s t+ ′  is given by, 
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where 'f  means taking the first derivative of f , and s  means the second derivative with respect to time. 
t′  is the current time.  
The backward propagation ( )s t− ′  will have the same expression as in (4.6) except s+ replaced by s− . 
Note that the forward trajectory depends on the backward trajectory (i.e. the equation of motion for ( )s t+ ′  
involves ( )s t− ′′  ) and vice versa. In addition, these equations of motion not only couple the present time to 
the past (i.e. the integral 
0
t
dt
′
′′∫ ) , but also to the future time (i.e. the integral 
t
t
dt
′
′′∫ ). It is a surprising result 
at first glance that seems to violate causality. Careful inspection reveals that the stationary phase condition 
applies to all the intermediate system positions,  but with the endpoints fixed. Therefore, the problem is 
formulated as a boundary value problem, such that the intermediate positions are predetermined by the 
endpoints. To solve these integro-differential equations, the iterative numerical methods for differential 
equations cannot be used. Instead, the root search algorithms must be employed. 
 The second variation of Φ leads to a Gaussian integral that produces a pre-factor. This pre-factor 
is cumbersome to write out but easy to implement into computer code in the discretized version. The final 
expression for the semiclassical density matrix propagator SCQ   (replacing Q is (4.4)) is          
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backward coordinate in the discrete manner. (See appendix B for detailed expressions) 
 
V. Numerical result: harmonic oscillator coupled to harmonic bath 
 We employ a simple case to test the necessity and correctness of the future-involved term in the 
equation of motion. We use a harmonic system linearly coupled to a harmonic bath. The Hamiltonian is  
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We calculate the expectation value of the position operator sˆ  of the system initially prepared to have the 
ground state wave function of the harmonic oscillator, displaced away from the equilibrium position  
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The system starts with the density matrix 
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The bath is initially at thermal equilibrium assuming Boltzmann distribution and the spectral density 
 ( )
2
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which mimics Debye solids that have a cut-off frequency.  
Since the problem at hand is a harmonic oscillator bilinearly coupled to a harmonic bath, the exact result 
can be achieved through normal mode transformation of the system and bath coordinate combined, then 
propagating the free oscillators, and in the end transforming them back.     
 Below is the result with system frequency Ω 1= , mass 1M = , displacement 1a = , and bah 
parameters 6,  2,  1cω ξ β= = = . The black curve is the accurate calculation and the dots are from the non-
local differential equation using a root search algorithm. The matching of the two confirms that the 
stationary-phase differential equation does involve a future term.  
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VI. Conclusion 
 The semiclassical path integral expression for a quantum system coupled to a harmonic bath is 
derived to demonstrate the non-Markovian dynamics of the system. The classical equation of motion for 
the system has a future-involved term that originates from the boundary value problem and cannot be 
eliminated. Therefore, the root searching algorithms become essential for finding system trajectories. On a 
computational side, the semiclassical scheme guarantees that the system paths no longer grow exponentially 
with time. For a specific boundary condition, there is only one or a few classical paths (if multiple solutions 
are allowed). This is a great computational saving, especially for long-time dynamics.   
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Appendix A 
The variation of ϕ  with respect to the system coordinate s  involves structure like this 
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The second term can be manipulated into the variation of ( )s tδ ′  instead of ( )s tδ ′′  by switching the 
integration order of 'dt  and dt′′  
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Switch the label of  t′  and t′′ , the above equation becomes 
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So, equation (A.2) becomes,  
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Therefore, the variation of the action can be written as (omitting the summation sign for simplicity), 
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By setting the (A.6) to zero, we can immediately get the equations of motion (4.6).  
 
Appendix B 
To derive the second variation and integrate out the Gaussian integral, it is much easier to discretize the 
continuous system trajectories into smaller segments. Here we discretize the trajectory in the spirit of 
Trotter splitting, where we designate 0s be the position from time 0 to 
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The second derivatives of Φ  are given by the following 
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There will be exactly another 8 terms with ks
+  and  ks
−  interchanged. Because they have exactly the same 
structure, I will not list them.  
Each term of the above goes into the determinant symbolically written as 
2
det
m ns s
δ
δ δ± ±
 
 
Φ
 
. The determinant 
of this 2 2N −  dimensional Jacobian can be evaluated numerically on a computer, e.g. through LU 
decomposition. This operation is ( )3O N .  This Jacobian matrix is symmetric and can be divided into four 
equal-size square blocks. The upper left block is positive definite, and the lower right block is negative 
definite. They represent the coupling in forward-forward and backward-backward trajectories. The upper 
right and the bottom left blocks represent the couplings between the forward and backward trajectories. 
These couplings between positions (non-zero in the off-diagonal matrix elements) are manifestations of the 
non-Markovian dynamics involving both the past and future.  
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