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We investigate the minimization of the positive principal eigenvalue of the problem
−pu = λm|u|p−2u in Ω , ∂u/∂ν = 0 on ∂Ω , over a class of sign-changing weights m
with
∫
Ω
m < 0. It is proved that minimizers exist and satisfy a bang–bang type property.
In dimension one, we obtain a complete description of the minimizers. This problem is
motivated by applications from population dynamics.
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1. Introduction
This paper is concerned with the eigenvalue problem
(E)m
{−pu = λm|u|p−2u in Ω,
∂u/∂ν = 0 on ∂Ω.
Here Ω ⊂ RN is a smooth bounded domain, m ∈ L∞(Ω), and ∂/∂ν denotes the normal derivative on ∂Ω; the weight
function m may change sign. Recall that p is the p-Laplace operator, deﬁned for 1< p < ∞ by pu := div(|∇u|p−2∇u). We
study the principal eigenvalues of (E)m , that is, eigenvalues with positive associated eigenfunctions. Under the assumptions
that
∫
Ω
mdx < 0 and that m changes sign, it is well known that (E)m has a unique positive principal eigenvalue λ1(m).
The question we are interested in is how to minimize λ1(m) over a certain class of weights.
This question is in fact motivated by a problem arising in population dynamics:
(P )
{−pu = λ|u|p−2u(m− |u|q) in Ω,
∂u/∂ν = 0 on ∂Ω,
where q > 0 is a ﬁxed number and λ > 0 is a real parameter. Biologically, (P ) models a species of density u  0 at some
ﬁxed moment t . The term −pu represents the diffusion of the population, while its growth is given by λ|u|p−2u(m−|u|q).
The weight m gives some information on the favorable and unfavorable regions for the species survival; indeed, the growth
is negative where m  0 and it is positive where m  0 provided the density u is not too high. Among other things, we
prove the following necessary and suﬃcient condition:
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∫
Ω
mdx < 0 and m changes sign then (P ) admits a nonnegative nontrivial solution u if and only if λ > λ1(m). When
it exists, this solution is the unique nonnegative nontrivial solution.
The principal eigenvalue λ1(m) thus appears as the minimum value of λ for which the species may survive. In this paper,
we study the weights m that make λ1(m) as small as possible, that is, weights m that offer the best chance of survival for
the population. More precisely, given constants a1,a2,a3 > 0, we investigate the existence and the shape of minimizers m
for λ1(m) among all functions m ∈ L∞(Ω) such that
−a1 m a2 a.e. in Ω,
∫
Ω
m(x)dx−a3, andm changes sign.
For p = 2, this question was studied in [16] where the authors used some ideas from [4]. In the present paper, we extend
the results stated in [16] to the more general p-Laplace operator: we show that there exists an optimal weight m (see
Theorem 3.2) and that this function satisﬁes a “bang–bang” type property (see Theorem 3.5).
For the existence of a minimizer, we follow a different line from [16] by ﬁrst deriving a lower bound on λ1 from a
Poincaré type inequality (see Lemma 3.1). To prove the “bang–bang” property, we use some ideas from [5]. We general-
ize the bathtub principle from [13] to the case where the inﬁmum (or supremum) is taken over a set of sign-changing
functions. Also our proof involves the level sets of eigenfunctions ϕ1 of (E)m . Using the fact that −pϕ1 = 0 a.e. in
{x ∈ Ω: ∇ϕ1(x) = 0} (see [15]), we show that eigenfunctions corresponding to optimal weights have all level sets of zero
measure. When restricted to p = 2, our proofs complete and simplify some arguments in [16].
The question of optimizing λ1 in the Dirichlet case was addressed in [5,17], among others. In these papers, the authors
are motivated by the composite membrane problem and consider only positive weights. Neumann boundary conditions are
very common in biology because they indicate that the population does not migrate through the boundary of the habitat.
Moreover, if m has a sign, we will see that λ1 = 0 is the only principal eigenvalue of (E)m and that (P ) has a nonnegative
solution (no nonnegative solution, respectively) for all values of λ > 0 when 0 ≡m 0 (resp. m 0). This explains why we
minimize λ1(m) only for indeﬁnite weights. Some other differences between the Dirichlet and the Neumann case will be
discussed in Section 4 (see Theorem 4.3).
This paper is organized as follows. In Section 2, we collect some preliminary results on problems (P ) and (E)m . We also
establish a necessary and suﬃcient condition for the existence of nonnegative nontrivial solutions of (P ) (see Theorems 1.1
and 2.7). This will be done for any weight m ∈ L∞(Ω). In Section 3, we concentrate on sign-changing weights m such
that
∫
Ω
m < 0 and look how to minimize the principal eigenvalue λ1 > 0 over some family M of weights. The bang–bang
property is proved here. Finally, Section 4 is concerned with the case N = 1, for which we obtain a complete characterization
of the minimizers.
2. Preliminaries and motivation
Let Ω be a smooth bounded domain of RN , q > 0, 1 < p < ∞, λ > 0 (unless otherwise stated) and m ∈ L∞(Ω). We
start by recalling some well-known results such as regularity, positivity and uniqueness of solutions of (P ). Note that all
equations are to be understood in the weak sense: solutions of (P ) are functions u ∈ W 1,p(Ω) ∩ Lp+q(Ω) satisfying∫
Ω
|∇u|p−2∇u · ∇ψ = λ
∫
Ω
|u|p−2u(m − |u|q)ψ, ∀ψ ∈ W 1,p(Ω). (1)
Theorem 2.1. If u ∈ W 1,p(Ω) ∩ Lp+q(Ω) is a solution of (P ), then u ∈ C1,α(Ω) for some α ∈ (0,1) and ‖u‖C1,α(Ω)  C, where C
and α are independent of u. Moreover, if u  0 in Ω and u ≡ 0, then u > 0 in Ω .
Proof. The boundedness of u follows by adapting [2] to Neumann boundary conditions. But one can also show that
|u| ‖m‖1/q∞ a.e. by a direct computation. Indeed, taking ψ = max{u − ‖m‖1/q∞ ,0} as test function in (1) yields∫
u>‖m‖1/q∞
|∇u|p = λ
∫
u>‖m‖1/q∞
|u|p−2u(m− |u|q)(u − ‖m‖1/q∞ ) 0,
where the last inequality is strict if the measure of the set {u > ‖m‖1/q∞ } is nonzero. Hence, u  ‖m‖1/q∞ a.e. in Ω . In the
same way, choosing ψ = min{u + ‖m‖1/q∞ ,0} provides u −‖m‖1/q∞ a.e. in Ω . The rest of the statement is a consequence of
regularity results in [14] and the strong maximum principle in [19]. 
Theorem 2.2. Problem (P ) has at most one nontrivial nonnegative solution u.
A. Derlet et al. / J. Math. Anal. Appl. 371 (2010) 69–79 71Proof. Assume, by contradiction, that u and v are two distinct nontrivial nonnegative solutions of (P ). By the previous
theorem, we have u, v ∈ C1(Ω) and u, v > 0 in Ω , so that up/vp−1 and vp/up−1 are admissible test functions in the weak
formulation of (P ). Thus, by Picone’s identity (see [1]), we get
0
∫
Ω
(
|∇u|p − |∇v|p−2∇v · ∇
(
up
vp−1
)
+ |∇v|p − |∇u|p−2∇u · ∇
(
vp
up−1
))
= λ
∫
Ω
(|v|q − |u|q)(|u|p − |v|p).
If u ≡ v , the last integral is negative and we obtain a contradiction. 
Another preliminary result concerns the eigenvalue problem (E)m . Integration over Ω , combined with the divergence
theorem, yields λ
∫
m|u|p−2u = 0. This shows that if m has a sign, there are no nonzero principal eigenvalues. For sign-
changing weight functions m, the study of (E)m was ﬁrst investigated in [11] and later carried on in [9]. In particular, the
following result holds (cf. [9]):
Theorem 2.3. Suppose m changes sign in Ω . Deﬁne
λ∗(m) := inf
{ ∫
Ω
|∇u|p: u ∈ W 1,p(Ω) and
∫
Ω
m|u|p = 1
}
. (2)
(i) If
∫
mdx < 0 then λ∗(m) > 0 and λ∗(m) is the unique nonzero principal eigenvalue of (E)m.
(ii) If
∫
mdx 0 then λ∗(m) = 0, and if ∫ mdx = 0 then λ = 0 is the unique principal eigenvalue of (E)m.
This theorem applies also to the weight −m, and so λ = −λ∗(−m) is the unique nonzero principal eigenvalue of (E)m
when
∫
mdx > 0 and m changes sign. Let us further recall that the principal eigenvalues of (E)m are simple and that
ϕ ∈ C1,a(Ω) for every associated eigenfunction ϕ . Moreover, one has ϕ > 0 (or ϕ < 0) in Ω .
The next proposition is again proved in [9] and will be an important key in the study of the existence of positive
solutions of problem (P ).
Proposition 2.4. Let h ∈ L∞(Ω) be such that 0 ≡ h 0 a.e. in Ω and let λ ∈R. Suppose m changes sign in Ω and ∫ m 0. Consider{−pu = λm|u|p−2u + h(x) in Ω,
∂u/∂ν = 0 on ∂Ω. (3)
(i) If 0< λ < λ∗(m) then (3) has a unique solution u. This solution satisﬁes u > 0 in Ω .
(ii) If λ /∈ [0, λ∗(m)] then (3) has no nontrivial solution u  0, and no solution at all if λ = 0 or λ = λ∗(m).
A similar conclusion holds for the interval [−λ∗(−m),0] when m changes sign and ∫ m 0.
Remark 2.5. In the simpler case when m ≡ 0 does not change sign, 0 is the only principal eigenvalue of (E)m and Proposi-
tion 2.4 remains valid provided λ∗(m) is replaced by +∞ if m 0 and −λ∗(−m) by −∞ if m 0.
Now we introduce the one-parameter eigenvalue problem{−pu − λm|u|p−2u = μ|u|p−2u in Ω,
∂u/∂ν = 0 on ∂Ω. (4)
It is well known that, for any ﬁxed λ ∈R, (4) has a unique principal eigenvalue μ = μ(λ) given by the variational formula
μ(λ) = inf
0 ≡u∈W 1,p(Ω)
∫ |∇u|p − λ ∫ m|u|p∫ |u|p . (5)
The principal eigenfunctions φ of (4) are exactly those functions for which the inﬁmum is achieved. Moreover, φ ∈ C1(Ω)
and we can take φ > 0 in Ω (see [3]).
One has the following necessary and suﬃcient condition for the existence of solutions of (P ):
Proposition 2.6. Problem (P ) with λ > 0 admits a nontrivial solution u  0 if and only if μ(λ) < 0.
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h = λ|u|p+q−2u. Since h ∈ L∞(Ω) (see Theorem 2.1) and 0 ≡ h  0, Proposition 2.4 implies that λ /∈ [0, λ∗(m)] and −λ /∈
[0, λ∗(−m)] when m changes sign. In contrast, if m ≡ 0 does not change sign, Remark 2.5 provides λ = 0. Using formulas
(2) and (5), one can show that these conditions are equivalent to μ(λ) < 0. Conversely, suppose that μ < 0. Let φ > 0 be
the principal eigenfunction of (4) normalized by ‖φ‖∞ = 1. If ε > 0 is a real number such that ε  (−μ/λ)1/q , then εφ
is a lower solution of (P ): −p(εφ) − λm(εφ)p−1 = μ(εφ)p−1  −λ(εφ)p+q−1 in Ω . As every constant β > (‖m‖∞)1/q is
an upper solution of (P ) and εφ  β for ε > 0 small enough, we deduce from [7] that there exists a solution u ∈ C1(Ω),
satisfying 0 < εφ  u  β in Ω . 
Finally, our study of the logistic problem (P ) can be summarized as follows:
Theorem 2.7. Let Ω ⊂RN be a bounded smooth domain, λ > 0, 1 < p < ∞, q > 0, and m ∈ L∞(Ω).
(i) If
∫
Ω
m 0 and m ≡ 0, there exists a nontrivial nonnegative solution of (P ) for every λ > 0.
(ii) If
∫
Ω
m < 0, one distinguishes between two cases. If m  0 a.e. in Ω then (P ) has no nontrivial nonnegative solution for any
λ > 0. If m changes sign then (P ) admits a nontrivial solution u  0 if and only if λ > λ∗(m).
In either case, if it exists, the solution u is unique, positive in Ω , and u ∈ C1,α(Ω) for some α ∈ (0,1).
Proof. (i) and (ii) follow from Proposition 2.6 and the equivalence μ(λ) < 0⇔ λ > λ∗(m) or λ < −λ∗(−m), where λ∗(−m)
0 λ. 
3. Minimization of the principal eigenvalue
From now on, we consider sign-changing weights m satisfying
∫
Ω
mdx < 0. We denote by λ1(m) the unique nonzero
principal eigenvalue of (Em) given by (2). Let a1,a2,a3 > 0 be three ﬁxed constants, and deﬁne
M :=
{
m ∈ L∞(Ω): −a1 m(x) a2 for almost all x ∈ Ω,
∫
Ω
m(x)dx−a3, andm changes sign
}
.
Of course, we assume a3 < a1|Ω| for M to be nonempty. In this section, we are interested in the smallest value of λ1 when
m varies in the family M, that is,
λinf := inf
m∈M λ1(m). (6)
In biological terms and in view of Theorem 2.7(ii), the study of (6) will provide information on how the favorable and
unfavorable parts of the habitat should be arranged in order to optimize the species survival. First, we prove that the
inﬁmum in (6) is achieved in M, and then we study some properties of the minimizers.
3.1. Existence of a minimizer
For p = 2, the authors in [16] used a positive lower bound on λ1(m) (from [18]) to establish the existence of a minimizer
of λ1. For arbitrary p, we follow a different approach, based on the following lemma. Note that the present argument also
simpliﬁes the proof in the case p = 2.
Lemma 3.1 (Poincaré type inequality). There exists a constant c > 0 such that, for all m ∈ M and for all u ∈ W 1,p(Ω) with∫
Ω
m|u|p > 0, we have ∫
Ω
|∇u|p  c ∫
Ω
|u|p .
Proof. Suppose, by contradiction, that the inequality is false. Then, for every k = 1,2, . . . , there exist mk ∈ M and uk ∈ W 1,p
such that
∫
mk|uk|p > 0 and∫
Ω
|uk|p  k
∫
Ω
|∇uk|p . (7)
Without loss of generality, we may assume that
∫ |uk|p = 1. From inequality (7), it follows that ∫ |∇uk|p is bounded. So,
there exists u ∈ W 1,p(Ω) such that uk ⇀ u in W 1,p(Ω) and uk → u in Lp(Ω), up to a subsequence. Moreover, by (7),
we have
∫ |∇u|p  lim infk→∞ ∫ |∇uk|p → 0, so that ∇u = 0 a.e. in Ω and u is constant a.e. in Ω . Since the sequence
(mk) is bounded in L∞(Ω), we also know that mk
∗
⇀m in L∞(Ω) for some function m ∈ L∞ satisfying ∫ m −a3 < 0. As
A. Derlet et al. / J. Math. Anal. Appl. 371 (2010) 69–79 73|uk|p → |u|p in L1(Ω), it follows that∫
Ω
mk|uk|p →
∫
Ω
m|u|p = |u|p
∫
Ω
m < 0.
This contradicts the initial assumption
∫
mk|uk|p > 0. 
Lemma 3.1 in fact implies λinf > 0: for any m ∈ M, λ1(m) =
∫
Ω
|∇ϕ1|p  c
∫
Ω
|ϕ1|p  c‖m‖−1∞  cmax{a1,a2}−1, where
ϕ1 > 0 is the ﬁrst eigenfunction of (E)m , normalized by
∫
m|ϕ1|p = 1.
From the above Poincaré type inequality, we also deduce:
Theorem 3.2.
(i) The function λ1 : M → R is weakly∗ continuous, that is, if m,mk ∈ M (k = 1,2, . . .) are such that mk ∗⇀ m in L∞(Ω) then
λ1(mk) → λ1(m) as k → ∞.
(ii) The inﬁmum λinf = infm∈M λ1(m) is achieved for some m ∈ M.
Proof. (i) Let ϕ be the eigenfunction associated to λ1(m) normalized by ϕ > 0 and
∫
mϕp = 1. Since ∫ mkϕp → ∫ mϕp , one
has
∫
mkϕp > 0 for k suﬃciently large, and hence
λ1(mk) = inf
{ ∫ |∇u|p∫
mk|u|p :
∫
Ω
mk|u|p > 0
}

∫ |∇ϕ|p∫
mkϕp
,
for k large. As a result,
limsup
k→∞
λ1(mk) limsup
k→∞
∫ |∇ϕ|p∫
mkϕp
= λ1(m).
In order to prove that λ∗ := lim infk→∞ λ1(mk) λ1(m), we choose a subsequence mk such that λ1(mk) → λ∗ . (Notice that
λ∗  λ1(m) < ∞.) Let ϕk be the eigenfunction associated to λ1(mk) with ϕk > 0 and
∫
mkϕ
p
k = 1. In view of Lemma 3.1, the
sequence (ϕk) is bounded in W 1,p(Ω). Thus (ϕk) has a subsequence such that ϕk ⇀ ϕ∗ in W 1,p(Ω) and hence ϕk → ϕ∗
in Lp(Ω) for some ϕ∗ ∈ W 1,p(Ω). As mk ∗⇀m in L∞(Ω), one has
∫
m|ϕ∗|p = 1, and therefore λ1(m)
∫ |∇ϕ∗|p . By weak
lower semicontinuity, we conclude that
λ1(m)
∫
Ω
∣∣∇ϕ∗∣∣p  lim inf
k→∞
∫
Ω
|∇ϕk|p = λ∗.
(ii) This proof is based on similar arguments as in (i). For a minimizing sequence (mk), we have mk
∗
⇀ m in L∞(Ω),
ϕk ⇀ ϕ in W 1,p(Ω), and ϕk → ϕ in Lp(Ω). It follows that −a1 m  a2 a.e. in Ω ,
∫
m−a3, and 1 =
∫
mkϕ
p
k →
∫
mϕp .
Especially,
∫
mϕp = 1 forces m to change sign. Hence m ∈ M. 
3.2. Bang–bang property of minimizers
In the present subsection, we prove that all minimizers of λ1(m) over M are of “bang–bang” type: m takes either its
minimum value −a1 or its maximum value a2, and we have
∫
Ω
mdx = −a3. As already mentioned, we use some ideas from
[5,17,16].
Here and in the sequel, we write { f > s} := {x ∈ Ω: f (x) > s} and denote by χA the characteristic function of the set A.
We will in fact reduce the minimization of λ1 to a problem from measure theory. The following lemma generalizes the
bathtub principle from [13] to our class M of sign-changing weights:
Lemma 3.3 (Bathtub principle). Let f ∈ L1(Ω) and let M be deﬁned as above. Then the maximization problem
I = sup
m∈M
∫
Ω
f (x)m(x)dx (8)
is solved by m = a2χD − a1χDc for some subset D ⊆ Ω satisfying
|D| = a1|Ω| − a3
a1 + a2 and { f > t} ⊆ D ⊆
{
f (x) t
}
,
with t := inf{s ∈R: a2|{ f > s}| − a1|{ f  s}|−a3}.
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∫
Ω
f mdx, a function m ∈ M should weight as much as possible the high values of f where m  0,
and prefer the low values of f where m 0. This suggests to consider weights of the form m = a2χ{ f>t} − a1χ{ ft} , and to
choose for t the smallest value for which the constraint
∫
Ω
m−a3 holds, that is,
t := inf{s ∈R: a2∣∣{ f > s}∣∣− a1∣∣{ f  s}∣∣−a3}.
In addition, if
∫
Ω
m < −a3, we try to increase m by distributing the difference −a3 − (a2|{ f > t}| − a1|{ f  t}|) on the level
set { f = t}. More precisely, we deﬁne
m∗ := a2χ{ f>t} − a1χ{ ft} + (a1 + a2)χA,
where t is taken as above and A is a subset of { f = t} such that
(a1 + a2)|A| = −a3 −
(
a2
∣∣{ f > t}∣∣− a1∣∣{ f  t}∣∣). (9)
Letting D := { f > t} ∪ A, we get a2χ{ f>t} − a1χ{ ft} + (a1 + a2)χA = a2χD − a1χDc , and m∗ is thus a function of bang–bang
type.
First, let us observe that there exist sets A ⊆ { f = t} satisfying (9). Indeed, on one hand, we have a2|{ f > t}|−a1|{ f t}|
−a3 by right-continuity of the distribution function s → a2|{ f > s}|−a1|{ f  s}|. On the other hand, the deﬁnition of t yields
−a3 < a2
∣∣{ f > t − δ}∣∣− a1∣∣{ f (x) t − δ}∣∣, ∀δ > 0,
or equivalently,
−a3 −
(
a2
∣∣{ f (x) > t}∣∣− a1∣∣{ f (x) t}∣∣)< (a1 + a2)(∣∣{ f (x) > t − δ}∣∣− ∣∣{ f (x) > t}∣∣), ∀δ > 0;
passing to the limit δ → 0, we obtain
0−a3 −
(
a2
∣∣{ f > t}∣∣− a1∣∣{ f  t}∣∣) (a1 + a2)∣∣{ f = t}∣∣,
and we conclude that m∗ is well deﬁned. Note that our choice of putting the difference −a3 − (a2|{ f > t}| − a1|{ f  t}|) on
the level set { f = t} is important in the above computation.
Now we prove that m∗ solves the maximization problem (8). We start by verifying that
∫
Ω
m∗ = −a3 and that m∗ ∈ M.
If |{ f = t}| = 0 then the equality ∫
Ω
m∗ = −a3 is obvious. If |{ f = t}| = 0, one can show that the distribution function
s → a2|{ f > s}| − a1|{ f  s}| is continuous at t . Consequently, a2|{ f > t}| − a1|{ f  t}| < −a3 would imply a2|{ f > t − δ}| −
a1|{ f  t − δ}| < −a3 for δ > 0 suﬃciently small, a contradiction to the deﬁnition of t . Thus
∫
Ω
m∗ = −a3 also in the case
|{ f = t}| = 0. With D deﬁned as above, ∫
Ω
m∗ = −a3 is in fact equivalent to |D| = (a1|Ω| − a3)/(a1 + a2).
Since clearly −a1 m∗  a2 a.e. in Ω , it remains to prove that m∗ changes sign to have m∗ ∈ M. As
∫
Ω
m∗ = −a3, m∗ is
negative on a set of positive measure. Hence, if |{ f > t}| = 0, m∗ changes sign. If |{ f > t}| = 0 then |A| = 0 by the following
(a1 + a2)|A| = −a3 −
(
a2
∣∣{ f > t}∣∣− a1∣∣{ f  t}∣∣)= −a3 − a1|Ω| = 0, (10)
and so m∗ changes sign. This establishes that m∗ ∈ M.
Let us ﬁnally show that
∫
Ω
f m∗ dx is the maximum value in (8). To this end, it is convenient to express
∫
Ω
f mdx in
terms of the distribution function of f :
∫
Ω
f (x)m(x)dx =
∞∫
0
( ∫
Ω
χ{ f>s}(x)m(x)dx
)
ds
(see [13, Theorem 1.13]). We will in fact prove that∫
Ω
χ{ f>s}(x)m∗(x)dx
∫
Ω
χ{ f>s}(x)m(x)dx
for all m ∈ M and almost all s 0. Indeed, if s > t then∫
Ω
χ{ f>s}m∗ =
∫
Ω
χ{ f>s}a2 
∫
Ω
χ{ f>s}m
for all m ∈ M. Similarly, if s < t , one has ∫
Ω
χ{ fs}m∗ 
∫
Ω
χ{ fs}m for all m ∈ M. Since
∫
Ω
m∗ = −a3, it follows that∫
Ω
χ{ f>s}m∗ 
∫
Ω
χ{ f>s}m for all m ∈ M. In conclusion, m∗ realizes the supremum in (8), and the proof is ﬁnished. 
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inf
m∈C
∫
f (x)m(x)dx, (11)
over a class C of positive functions m taking values between 0 and 1 and satisfying ∫ mdx = γ for some ﬁxed γ > 0. In
this context, m can be viewed as the density of a ﬂuid of total mass γ and the graph of f as a bathtub. Thus problem (11)
is like ﬁlling a bathtub with a ﬂuid that minimizes the potential energy
∫
Ω
f (x)m(x)dx due to a constant gravitational
ﬁeld.
The next lemma comes from [15] and will be useful in the study of level sets of ﬁrst eigenfunctions (see [6] for similar
results):
Lemma 3.4 (H. Lou). Let 1< p < ∞, u ∈ W 1,ploc (Ω) and f ∈ Lq(Ω) with q 2, q > N/p be such that∫
Ω
|∇u|p−2∇u · ∇ψ =
∫
Ω
fψ, ∀ψ ∈ C∞c (Ω).
Then f (x) = 0 a.e. in {x ∈ Ω: ∇u(x) = 0}.
As a corollary, if f = 0 a.e. in Ω , then the Lebesgue measure of the set {∇u = 0} is zero. This is a fact of great importance
because it is precisely in this set that the p-Laplace operator is singular for 1 < p < 2, and degenerate for p > 2.
Here is our main result:
Theorem 3.5. Let 1 < p < ∞. If m ∈ M is such that λ1(m) = λinf , then
m(x) = a2χD(x) − a1χDc (x) a.e. in Ω, (12)
for some measurable set D ⊂ Ω , with |D| = a1|Ω|−a3a1+a2 . Moreover, if ϕ1 = ϕ1(m) > 0 is a principal eigenfunction associated to λ1(m)
then the set D is a superlevel set of ϕ1 (up to a set of zero measure):
D = {x ∈ Ω: ϕ1(x) > t} for some t > 0,
and every level set of ϕ1(m) has zero measure.
Functions satisfying (12) are called “bang–bang” solutions. The term “bang–bang” comes from control theory and refers
to sudden shifts from the smallest possible to the largest possible value of m.
Proof. Let ϕ1 = ϕ1(m) > 0 be a principal eigenfunction of problem (E)m . Using the variational formula (2) together with
Lemma 3.3 provides
λ1(m) =
∫ |∇ϕ1|p∫
mϕp1

∫ |∇ϕ1|p
supm¯∈M
∫
m¯ϕp1
=
∫ |∇ϕ1|p∫
(a2χD − a1χDc )ϕp1
 λ1(a2χD − a1χD),
where D ⊂ Ω is such that {ϕ1 > t} ⊆ D ⊆ {ϕ1  t} for some t > 0 and |D| = a1|Ω|−a3a1+a2 . Since λ1(m) = λinf and a2χD −a1χD ∈M, we deduce that
λ1(m) =
∫ |∇ϕ1|p∫
(a2χD − a1χDc )ϕp1
= λ1(a2χD − a1χDc ).
In other words, ϕ1 is a principal eigenfunction associated to λ1(a2χD − a1χDc ) = λ1(m). Hence, λ1(m)mϕp−11 = −pϕ1 =
λ1(m)(a2χD − a1χDc )ϕp−11 in the weak sense and m = a2χD − a1χDc a.e. in Ω . This proves the ﬁrst part of Theo-
rem 3.5.
Next, we show that all levels sets of ϕ1 have zero measure. This will imply that D = {ϕ1 > t} up to a set of zero measure.
One has
−pϕ1 = λ1(a2χD − a1χDc )ϕp−11 in Ω.
It results from Lemma 3.4 that λ1(a2χD − a1χDc )ϕp−11 = 0 a.e. in {∇ϕ1 = 0}, and thus, a.e. in {ϕ1 = s} for any s > 0 (see
[8, Chapter 7]). Since clearly λ1(a2χD − a1χDc )ϕp−1 = 0 everywhere in Ω , the conclusion follows. 1
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D ⊆ Ω such that
|D| = a1|Ω| − a3
a1 + a2 and λ1(a2χD − a1χD
c ) = λinf.
The information that D is a superlevel set of ϕ1 does not determine D completely since ϕ1 itself depends on D . In fact,
even in the case p = 2, the complete structure of D is far from being well understood (see [5,12] for numerical results for
both Dirichlet and Neumann problems).
Remark 3.6. In Theorem 3.5, the fact that all level sets of ϕ1 have zero measure is a rather delicate property. This is not true
for general principal eigenfunctions. Even in the simple situation p = 2, N = 1, and m ∈ C∞(Ω), it is possible to construct
principal eigenfunctions with level sets of nonzero measure. Let u ∈ C(R) be given by
u(x) :=
⎧⎪⎪⎨
⎪⎪⎩
1
3 if x <
1
3 ,
x if 13  x
2
3 ,
2
3 if x >
2
3
and deﬁne ϕ1 := (u ∗ ψδ)|[0,1] for some δ > 0 small. As usual, ∗ denotes the convolution product and (ψδ) ⊆ C∞c is a
regularizing sequence of even functions. If δ is chosen suﬃciently small, then ϕ1 has clearly a level set of nonzero measure.
Moreover, there exists a sign-changing function m ∈ L∞(Ω) with ∫ m < 0, such that ϕ1 solves (E)m . On one hand, ϕ1
satisﬁes the Neumann boundary condition and ϕ1 ∈ C∞([0,1]). On the other hand, consider
m(x) := −ϕ
′′
1 (x)
ϕ1(x)
, ∀x ∈ (0,1).
Notice that m is zero everywhere, except in a small neighborhood of x = 1/3 and x = 2/3. Besides, one has ϕ′′1 > 0 near
1/3 and ϕ′′1 < 0 near 2/3: u(x) = 1− u(1− x), ∀x ∈R implies ϕ1(x) = 1−ϕ1(1− x), ∀x ∈ [0,1], and so, ϕ′′1 (x) = −ϕ′′1 (1− x),∀x ∈ [0,1]. Therefore, we conclude that m changes sign and
1∫
0
m(x)dx =
1∫
0
−ϕ′′1ϕ−11 =
1
3+ε∫
1
3−ε
−ϕ′′1ϕ−11 +
2
3+ε∫
2
3−ε
−ϕ′′1ϕ−11
 9
4
1
3+ε∫
1
3−ε
(−ϕ′′1 )+ 95
2
3+ε∫
2
3−ε
(−ϕ′′1 )=
(
9
4
− 9
5
) 13+ε∫
1
3−ε
(−ϕ′′1 )< 0.
4. The one-dimensional case
This section deals with the special case N = 1. We assume without loss of generality that Ω = (0,1). As be-
fore, we set M := {m ∈ L∞(Ω): −a1  m  a2 a.e.,
∫
Ω
m(x)dx  −a3, and m changes sign} and study minimizers for
λinf := infm∈M λ1(m). By Theorem 3.5, we may restrict ourselves to weights m of the type m(x) = a2χD(x) − a1χDc (x),
where D ⊂ (0,1) is a sublevel set of the eigenfunction ϕ1 = ϕ1(a2χD − a1χDc ) and |D| = a := (a1 − a3)/(a1 + a2).
Here we establish that there are exactly two minimizers of λ1 in M: we have m = a2χD − a1χΩ\D a.e. where D = (0,a)
or D = (1 − a,1). The proof follows some ideas from [16] and is divided in two parts. We ﬁrst consider the case when D
consists of a ﬁnite number of intervals, that is, the case when D ∈ Sk with
Sk :=
{
D ⊆ (0,1): D consists of k disjoint open intervals, |D| = a}, k 1.
The general case D ⊂ (0,1) is treated by approximation and by using the continuity of λ1 with respect to m ∈ M. We set
mD := a2χD − a1χDc and denote by λ1,D the principal eigenvalue of{
−(∣∣u′∣∣p−2u′)′ = λmD |u|p−2u in (0,1),
u′(0) = u′(1) = 0,
and by ϕ1,D a corresponding positive eigenfunction.
We start with the crucial observation that the gradient of an eigenfunction associated to λinf does not vanish in Ω . More
precisely:
A. Derlet et al. / J. Math. Anal. Appl. 371 (2010) 69–79 77Lemma 4.1. Let D ⊂ (0,1) be measurable. Suppose ϕ′1,D(z) = 0 for some z ∈ (0,1). Then there exists a measurable set D0 ⊂ (0,1)
with |D0| = a such that
λ1,D0 max
{
zp−1, (1− z)p−1}λ1,D .
Proof. The idea is to stretch one of the sets (0, z) and (z,1) to (0,1) and consider the corresponding expansion of ϕ1,D . It
will be proved that this dilation is an eigenfunction associated to a lower eigenvalue.
Since |D| = a, we have either |D ∩ (0, z)|/z  a or |D ∩ (z,1)|/(1 − z) a. Suppose the ﬁrst inequality occurs, the other
case being similar. Then the set
z−1D := {x ∈ (0,1): zx ∈ D}
satisﬁes |z−1D|  a. Consider the function ψ ∈ C1,α(Ω) given by ψ(x) := ϕ1,D(zx), ∀x ∈ [0,1]. Due to the assumption
ϕ′1,D(z) = 0, ψ is a weak solution of{
−(∣∣ψ ′∣∣p−2ψ ′)′ = zp−1λ1,Dmz−1D |ψ |p−2ψ in (0,1),
ψ ′(0) = ψ ′(1) = 0.
So zp−1λ1,D = λ1,z−1D by simplicity of the ﬁrst eigenvalue. Finally, for every set D0 ⊂ (0,1) containing z−1D and such that
|D0| = a, we have λ1,D0  λ1,z−1D = zp−1λ1,D . 
In the following proposition, we show that (0,a) and (1− a,1) are optimal among all sets that are the union of a ﬁnite
number of intervals and establish a lower bound on λ1,D − λinf.
Proposition 4.2. Let β1, β2 ∈ (0,a) be ﬁxed. There exists λ = λ(β1, β2) > 0 such that
λ1,D  λ > λinf, (13)
for all D ∈⋃∞k=1 Sk with |D∩(0,a)| = β1 and |D∩(1−a,1)| = β2 . In particular, if D ∈⋃∞k=1 Sk and λ1,D = λinf , then |D∩(0,a)| = a
or |D ∩ (1− a,1)| = a.
Proof. We will suppose that a 1/2, but our argument can be adapted if a > 1/2 by interchanging a and 1−a. Let us write
D = D1 ∪ D2 ∪ D3, with
D1 =
l⋃
i=1
(xi, yi) ⊆ (0,a),
D2 =
m⋃
i=l+1
(xi, yi) ⊆ (a,1− a),
D3 =
n⋃
i=m+1
(xi, yi) ⊆ (1− a,1),
and 0 x1 < y1 < · · · < yl  xl+1 < · · · < ym  xm+1 < · · · < xn < yn  1.
Step 1: We may restrict ourselves to the case when Di (i = 1,2,3) is a superlevel set of ϕ1,D . Indeed, if D1 is not a
superlevel set of ϕ1,D , there exist two measurable sets E ⊆ D1 and F ⊆ (0,a) \ D1 with |E| = |F | > 0 and ϕ1,D(x) ϕ1,D(y)
for x ∈ E and y ∈ F . Then the set D∗1 := (D1 \ E) ∪ F ⊆ (0,a) is such that |D∗1| = β1 and D∗ := D∗1 ∪ D2 ∪ D3 satisﬁes|D∗1 ∩ (0,a)| = β1 and∫
Ω
mD∗ϕ
p
1,D −
∫
Ω
mDϕ
p
1,D = (a1 + a2)
( ∫
F
ϕ
p
1,D −
∫
E
ϕ
p
1,D
)
> 0.
As a result,
λ1,D =
∫ |∇ϕ1,D |p∫
mDϕ
p
1,D
>
∫ |∇ϕ1,D |p∫
mD∗ϕ
p
1,D
 λ1,D∗ .
Therefore, it suﬃces to verify (13) when D1 = {x ∈ Ω: ϕ1,D(x) > t1} for some t1 > 0. The same arguments apply to D2
and D3.
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that l  2. If yl < a, then ϕ′1,D(z) = 0 for some z ∈ (xl, yl). The derivative ϕ′1,D is indeed decreasing on [xl, yl]: for any
x ∈ [xl, yl],
−∣∣ϕ′1,D(x)∣∣p−2ϕ′1,D(x) = λ1,D
xl∫
0
mDϕ
p−1
1,D + λ1,Da2
x∫
xl
ϕ
p−1
1,D . (14)
Thus ϕ1,D is a strictly concave function on [xl, yl]. By Step 1, we have ϕ1,D(xl) = ϕ1,D(yl) so that ϕ1,D attains its maximum
at z ∈ (xl, yl). In addition, since mD is constant on (xl, yl) and ϕ1,D is simple, the eigenfunction ϕ1,D is symmetric with
respect to 12 (xl + yl) in (xl, yl). By strict concavity of ϕ1,D in (xl, yl), it follows that z = 12 (xl + yl). Lemma 4.1 provides
λ1,D min{z1−p, (1− z)1−p}λ1,D0 for some set D0 ∈
⋃∞
k=1 Sk . As λ1,D0  λinf, yl < a, and a 1/2, one concludes that
λ1,D 
(
1− β1
2
)1−p
λinf > λinf.
If yl = a, we can show in the same way that ϕ′1,D( yl−1+xl2 ) = 0 and obtain
λ1,D 
(
1− a − β1
2
)1−p
λinf > λinf.
Similar lower bounds hold when D2 or D3 have at least two intervals.
Step 3: It remains to estimate λ1,D when l 1, m l + 1 and nm + 1. Suppose D ∈ Sk (k 3) is such that λ1,D = λinf.
We claim that D is connected. If not, then ϕ′1,D(z) = 0 for some z ∈ (0,1) by arguing as in (14). Therefore, Lemma 4.1
contradicts the minimality of λ1,D . Let us write D = [x, y] with 0 x < y  1. Now we show that D hits the boundary of
the domain. If x = 0 and y = 1, (14) and the fact that mD = a2 a.e. in D again imply ϕ′1,D(z) = 0 for some z ∈ (x, y). Thus,
in view of Lemma 4.1, one has D = [0,a] or D = [1− a,1] when λ1,D = λinf. In particular, we have established that
λ1,D > λinf (15)
for all D ∈ ⋃k3 Sk satisfying |D ∩ (0,a)| = β1 and |D ∩ (1 − a,1)| = β2. As the set {mD : D ∈ ⋃k3 Sk, |D ∩ (0,a)| =
β1 and |D ∩ (1−a,1)| = β2} is compact for the weak∗ convergence in L∞(Ω) and λ1,D continuous (see Theorem 3.2(i)), the
inﬁmum
λ0 := inf
{
λ1,D : D ∈
⋃
k3
Sk,
∣∣D ∩ (0,a)∣∣= β1 and ∣∣D ∩ (1− a,1)∣∣= β2
}
is achieved. Hence, (15) yields λ1,D  λ0 > λinf for all D ∈⋃k3 Sk such that |D ∩ (0,a)| = β1 and |D ∩ (1− a,1)| = β2.
At last, the existence of λ follows by taking the minimum of the lower bounds on λ1,D obtained in Steps 2 and 3. 
We are now in position to prove the main theorem of this section:
Theorem 4.3. Let N = 1, Ω = (0,1) and a = (a1 − a3)/(a1 + a2). Suppose m ∈ M is such that λ1(m) = λinf . Then m = mD
(= a2χD − a1χDc ) a.e. in Ω where
either D = (0,a) or D = (1− a,1).
Moreover, this result is optimal in the sense that mD with both D = (0,a) and D = (1− a,1) minimizes λ1 .
Proof. The fact that m is of bang–bang type was proved in Section 3. Let us ﬁx a minimizing weight mD with D ⊂ (0,1)
measurable, and suppose, by contradiction, that β1 := |D ∩ (0,a)| < a and β2 := |D ∩ (1 − a,1)| < a. It is standard that for
every δ > 0 there exist kδ  1 and Dδ ∈ Skδ such that∣∣(D ∪ Dδ) \ (D ∩ Dδ)∣∣< δ, ∣∣Dδ ∩ (0,a)∣∣= β1 and ∣∣Dδ ∩ (1− a,1)∣∣= β2. (16)
By Proposition 4.2, we know that λ1,Dδ  λ > λinf for all δ > 0. Thanks to the continuity of λ1, one has |λ1,D − λ1,Dδ | 
1
2 (λ − λinf) if δ is taken suﬃciently small. Therefore,
λ1,D  λ1,Dδ −
λ − λinf
2
 λ − λ − λinf
2
= λinf + λ − λinf2
which is impossible. Hence |D ∩ (0,a)| = a or |D ∩ (1− a,1)| = a.
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the function ψ(x) := ϕ1,(0,a)(1− x) satisﬁes
1∫
0
∣∣ψ ′(x)∣∣p dx =
1∫
0
∣∣ϕ′1,(0,a)(y)∣∣p dy,
1∫
0
m(1−a,1)(x)
∣∣ψ(x)∣∣p dx =
1∫
0
m(0,a)(y)
∣∣ϕ1,(0,a)(y)∣∣p dy.
Recalling the variational formula of λ1, this implies λ1,(1−a,1)  λ1,(0,a) . The proof of the other inequality is similar. 
Remark 4.4. In biological terms, Theorem 4.3 says that fragmentation does not occur in the favorable region D , nor does
it in the unfavorable region Dc . Mathematically, this is explained by the fact that the number of jumps of m should be as
small as possible in order to minimize
∫ |∇ϕ1,D |p .
Theorem 4.3 also displays some important differences between the Neumann and the Dirichlet cases. It is easy to check
that minimizers for the Dirichlet eigenvalue problem also satisfy a bang–bang type property and that the same interpretation
of D as a superlevel set of an eigenfunction holds. Therefore, D is located away from the boundary, which is not surprising
because the population has to vanish at the boundary in the Dirichlet case.
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