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We consider the long-time behavior and optimal decay rates of
global strong solutions for the isentropic compressible Euler equa-
tions with damping in R3 in the present paper. When the regular
initial data belong to some Sobolev space Hl(R3) ∩ B˙−s1,∞(R3) with
l 4 and s ∈ [0,1], we show that the density of the system con-
verges to its equilibrium state at the rates (1 + t)− 34 − s2 in the
L2-norm or (1+ t)− 32 − s2 in the L∞-norm respectively; the momen-
tum of the system decays at the rates (1+ t)− 54 − s2 in the L2-norm
or (1 + t)−2− s2 in the L∞-norm respectively, which are shown to
be optimal for the compressible Euler equations with damping.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The compressible Euler equations with damping are used to model and simulate the compressible
ﬂow through a porous medium. In the present paper, we consider the long-time behavior of global
strong solutions of the compressible Euler equations with damping in R3. To begin with, we study
the initial value problem (IVP) for the compressible Euler equations with damping:
⎧⎪⎪⎨⎪⎪⎩
∂tρ + ∇ ·m = 0,
∂tm + ∇ ·
(
m⊗m
ρ
)
+ ∇ P (ρ) = −am,
(ρ,m)|t=0 = (ρ0,m0)
(1.1)
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Z. Tan, G. Wu / J. Differential Equations 252 (2012) 1546–1561 1547for (t, x) ∈ [0,+∞) ×R3. Here ρ and m = (m1,m2,m3)T (T represents transpose) denote the density
and momentum. Furthermore, the pressure P is suitably smooth function of ρ . The constant a > 0
models friction.
For one dimension, the system (1.1) is hyperbolic with two characteristic speeds λ =m ±√P ′(ρ).
As a vacuum appears, it fails to be strict hyperbolic. Thus, the system involves three mechanisms: non-
linear convection, lower-order dissipation of damping and the resonance due to vacuum. The global
existence of a smooth solution with small data are obtained in whole space ﬁrst by Nishida [20,21].
Many contributions have been made on the behavior of the smooth solution, refer to [1,2,4–6,8–13,
16,18,19,25,26] and references therein. In multi-dimension space, Wang and Yang [24] considered the
time-asymptotic behavior of solutions in multi-dimensions, the global existence and pointwise esti-
mates of the solutions were obtained. Sideris, Thomases and Wang [23] proved that damping prevents
the development of singularities in small amplitude classical solutions in three-dimensional space, us-
ing an equivalent reformulation of the Cauchy problem to obtain effective energy estimates. Fang and
Xu [3] studied the existence and asymptotic behavior of C1 solutions to the multi-dimensional space
on the framework of Besov space. Jang and Masmoudi [14] studied well-posedness of compressible
Euler equations in a physical vacuum. For initial–boundary value problem, refer for instance to [7,8,
22] and references therein.
Before we state the main results, let us ﬁrst recall the deﬁnition of B˙−s1,∞ .
Let ψ :R3 → [0,1] be a radial smooth cut-off function valued in [0,1] such that
ψ(ξ) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1, |ξ | 3
4
,
smooth,
3
4
< |ξ | < 4
3
,
0, |ξ | 4
3
.
Let ϕ(ξ) be the function
ϕ(ξ) := ψ
(
ξ
2
)
−ψ(ξ).
Thus, ψ is supported in the ball {ξ ∈ R3: |ξ | 43 }, and ϕ is also a smooth cut-off function valued in
[0,1] and supported in the annulus {ξ ∈R3: 34  |ξ | 83 }. By construction, we have∑
k∈Z
ϕ
(
2−kξ
)= 1, ∀ξ = 0.
Deﬁnition 1.1. We denote by B˙−s1,∞ the space of distributions, which is the completion of S(R3) by
the following norm:
‖ f ‖B˙−s1,∞ = supk∈Z 2
−sk‖k f ‖L1
where k f =F (ϕ(2−k|ξ |) fˆ ), F ( f ) or fˆ denotes the Fourier transform of the function f .
For the global existence and large time behavior of classical solutions, we have the following:
Theorem 1.1. Let P ′(ρ) > 0 for ρ > 0. Assume that (ρ0 − ρ¯,m0) ∈ Hl(R3)∩ B˙−s1,∞(R3), l 4 and s ∈ [0,1],
with δ := ‖(ρ0 − ρ¯,m0)‖Hl(R3)∩B˙−s1,∞(R3) small. Then, there is a unique global classical solution (ρ,m) of the
IVP (1.1) satisfying
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m ∈ C0(R+, Hl(R3))∩ C1(R+, Hl−1(R3))
and
∥∥∂kx (ρ − ρ¯)(t)∥∥L2(R3)  Cδ(1+ t)− 34− s2− |k|2 ,∥∥∂kxm(t)∥∥L2(RN )  Cδ(1+ t)− 54− s2− |k|2
for |k| = 0,1, where C > 0 is a positive constant independent of time.
It should be noted that the time-decay rates above are optimal. Indeed, we shall establish the
lower bound decay rate for the global solution.
Theorem 1.2. Besides the assumption of Theorem 1.1, denote n0 = ρ0 − ρ¯ and assume that Fourier transform
(nˆ0,mˆ0) = (F (n0),F (m0)) satisﬁes |nˆ0(ξ)| > c0|ξ |s and mˆ0(ξ) = 0 for 0  |ξ |  1 with a positive con-
stant c0 . Then, the global solution (ρ,m) given by Theorem 1.1 satisﬁes for t  t0 with t0 > 0 a suﬃciently
large time that
c1(1+ t)− 34− s2 
∥∥(ρ − ρ¯)(t)∥∥L2(R3)  C(1+ t)− 34− s2 ,
c1(1+ t)− 54− s2 
∥∥m(t)∥∥L2(R3)  C(1+ t)− 54− s2
where c1,C > 0 are positive constants independent of time.
With additional regularity given for the initial data, we can also prove the optimal LP -time-decay
rate for the global classical solution.
Theorem 1.3. Let P ′(ρ) > 0 for ρ > 0. Assume that (ρ0 − ρ¯,m0) ∈ Hl(R3)∩ B˙−s1,∞(R3), l 5 and s ∈ [0,1],
with δ := ‖(ρ0 − ρ¯,m0)‖Hl(R3)∩B˙−s1,∞(R3) small. Then, there is a unique global classical solution (ρ,m) to IVP
(1.1) satisfying
∥∥(ρ − ρ¯)(t)∥∥Lp(R3)  Cδ(1+ t)− 32 (1− 1p )− s2 ,∥∥m(t)∥∥Lp(R3)  Cδ(1+ t)− 32 (1− 1p )− 12− s2
for p ∈ [2,+∞].
Notations. In the following part of the paper, C > 0 and ci > 0 with i  1 an integer denote the
generic positive constants independent of time.
The paper is organized as follows. Section 2 is devoted to establish the L2-time-decay rate of the
global solution for the linearized system. We prove Theorems 1.1 and 1.2 in Section 3. In Section 4,
we show the LP -time-decay rate.
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Let us consider the initial value problem for the linearized system:{
∂tn+ ∇ ·m = 0,
∂tm+ c2∇ · n + am = 0,
(n,m)|t=0 := (ρ0 − ρ¯,m0), x ∈R3,
(2.1)
where c2 = P ′(ρ¯). Introducing the Leray projector P := Id + ∇(−)−1 div on divergence-free vector-
ﬁelds, and P⊥ := Id−P , the ﬁrst two equations of system (2.1) translate into⎧⎨⎩ ∂tn + ∇ ·P
⊥m = 0,
∂tP⊥m+ c2∇n + aP⊥m = 0,
∂tPm + aPm = 0.
(2.2)
Note that the equation for Pm reduces to an ordinary equation, independent from the others. More-
over, if we denote by Λs the pseudo differential operator deﬁned by Λsu =F−1(|ξ |suˆ(ξ)), it is
equivalent to study P⊥m or u := Λ−1 divm and Pm or ω := Λ−1 curlm (with (curl z) ji = ∂ j zi − ∂i z j).
So we are led to consider: {
∂tn+Λu = 0,
∂tu + au − c2Λn = 0,
∂tω + aω = 0.
(2.3)
Indeed, as the deﬁnition of u and ω, and relation
m = −Λ−1∇u −Λ−1 divω (2.4)
involve pseudo-differential operators of degree zero, the estimates in space Hl(R3) for the original
function m will be the same as for (u,ω).
This section is devoted to the proof of the following results.
Proposition 2.1. Let U0 = (n0,m0) ∈ Hl(R3) ∩ B˙−s1,∞(R3), l  4, s ∈ [0,1], and U = (n,m) satisfy sys-
tem (2.1). Let u := Λ−1 divm and ω := Λ−1 curlm. Then there exists a constant C such that for 0 |k| l,∥∥∂kxω(t)∥∥L2(R3)  Ce−at∥∥∂kx U0∥∥L2(R3), (2.5)∥∥∂kxn(t)∥∥L2(R3)  C(1+ t)− 34− s2− |k|2 (‖U0‖B˙−s1,∞(R3) + ∥∥∂kx U0∥∥L2(R3)), (2.6)∥∥∂kx u(t)∥∥L2(R3) + ∥∥∂kxm(t)∥∥L2(R3)
 C(1+ t)− 54− s2− |k|2 (‖U0‖B˙−s1,∞(R3) + ∥∥∂kx U0∥∥L2(R3)). (2.7)
Remark 2.2. In fact, we obtain the vorticity of the ﬂuid momentum decays to zero exponentially fast
in time.
Proof of Proposition 2.1. The estimate for ω is obvious, so let us focus on the ﬁrst two equations
of (2.3). Taking the Fourier transform with respect to the space variable yields
d
dt
(
nˆ
uˆ
)
= A(ξ)
(
nˆ
uˆ
)
with A(ξ) :=
(
0 −|ξ |
c2|ξ | −a
)
.
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σ(ξ) := a2 − 4c2|ξ |2.
We easily see that σ(ξ) > 0 if and only if |ξ | < a2c , which naturally establishes the separation between
low and high frequencies.
The lower frequency regime |ξ | < a2c . As in this case σ(ξ) > 0, the characteristic polynomial possesses
two distinct real roots:
λ±(ξ) = −a
2
(
1± R(ξ)) with R(ξ) :=
√
1− 4c
2|ξ |2
a2
.
The matrix A(ξ) is diagonalizable and, after computing the associated eigenspaces, we ﬁnd that
nˆ = etλ−(ξ)
[
1
2
(
1+ 1
R(ξ)
)
nˆ0 − c|ξ |
aR(ξ)
uˆ0
]
+ etλ+(ξ)
[
1
2
(
1− 1
R(ξ)
)
nˆ0 + c|ξ |
aR(ξ)
uˆ0
]
, (2.8)
uˆ = etλ−(ξ)
[
c|ξ |
aR(ξ)
nˆ0 + 1
2
(
1− 1
R(ξ)
)
uˆ0
]
+ etλ+(ξ)
[
− c|ξ |
aR(ξ)
nˆ0 + 1
2
(
1+ 1
R(ξ)
)
uˆ0
]
. (2.9)
Remark that R(ξ) ∼ 1, 1− 1R(ξ) ∼ − 2c
2|ξ |2
a2
, λ+(ξ) ∼ −a and that λ−(ξ) ∼ − c2|ξ |2a2 when |ξ |  1.
The high frequency regime |ξ | > a2c . As σ(ξ) < 0, the characteristic polynomial possesses two distinct
complex conjugated roots with negative real parts:
λ±(ξ) = −a
2
(
1± i S(ξ)) with S(ξ) :=
√
4c2|ξ |2
a2
− 1.
The matrix A(ξ) is diagonalizable and after computing the associated eigenspaces, we get
nˆ(t, ξ) = etλ−(ξ)
[
1
2
(
1− i
S(ξ)
)
nˆ0(ξ) + ic|ξ |
aS(ξ)
uˆ0(ξ)
]
+ etλ+(ξ)
[
1
2
(
1+ i
S(ξ)
)
nˆ0(ξ) − ic|ξ |
aS(ξ)
uˆ0(ξ)
]
, (2.10)
uˆ(t, ξ) = etλ−(ξ)
[
− ic|ξ |
aS(ξ)
nˆ0(ξ) + 1
2
(
1+ i
S(ξ)
)
uˆ0(ξ)
]
+ etλ+(ξ)
[
ic|ξ |
aS(ξ)
nˆ0 + 1
2
(
1− i
S(ξ)
)
uˆ0(ξ)
]
. (2.11)
As |etλ±(ξ)| = e− a2 t and S(ξ) ∼ 2c|ξ |a when |ξ |  1 we expect the high frequencies of n and u to have
an exponential behavior.
Let us now tackle the proof of (2.6) and (2.7). The proof relies on the use of explicit expression
for nˆ, uˆ. We have the L2-decay rate for (n,u) as
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|ξ | a2c
∣∣nˆ(ξ, t)∣∣2 dξ + ∫
|ξ | a2c
∣∣nˆ(ξ, t)∣∣2 dξ
 C
∫
|ξ | a2c
e−
2c2 |ξ |2
a t
(|nˆ0|2 + |uˆ0|2)dξ + Ce−at ∫
|ξ | a2c
(|nˆ0|2 + |uˆ0|2)dξ
 C
∥∥(n0,u0)∥∥2B˙−s1,∞(R3)
∫
|ξ | a2c
e−
2c2 |ξ |2
a t |ξ |2s dξ + Ce−at∥∥(n0,u0)∥∥2L2(R3)
 C(1+ t)− 32−s∥∥(n0,u0)∥∥2L2(R3)∩B˙−s1,∞(R3)
 C(1+ t)− 32−s‖U0‖L2(R3)∩B˙−s1,∞(R3) (2.12)
and
∥∥uˆ(t)∥∥2L2(R3) = ∫
|ξ | a2c
∣∣uˆ(ξ, t)∣∣2 dξ + ∫
|ξ | a2c
∣∣uˆ(ξ, t)∣∣2 dξ
 C
∫
|ξ | a2c
e−
2c2 |ξ |2
a t |ξ |2(|nˆ0|2 + |uˆ0|2)dξ + Ce−at ∫
|ξ | a2c
(|nˆ0|2 + |uˆ0|2)dξ
 C(1+ t)− 52−s‖U0‖L2(R3)∩B˙−s1,∞(R3) (2.13)
and the L2-decay rate on the derivatives of (n,u) as
∥∥∂̂kxn(t)∥∥2L2(R3) = ∫
|ξ | a2c
|ξ |2k∣∣nˆ(ξ, t)∣∣2 dξ + ∫
|ξ | a2c
|ξ |2k∣∣nˆ(ξ, t)∣∣2 dξ
 C
∫
|ξ | a2c
|ξ |2ke− 2c
2 |ξ |2
a t
(|nˆ0|2 + |uˆ0|2)dξ + Ce−at ∫
|ξ | a2c
|ξ |2k(|nˆ0|2 + |uˆ0|2)dξ
 C(1+ t)− 32−s−k‖U0‖2Hk(R3)∩B˙−s1,∞(R3) (2.14)
and
∥∥∂̂kx u(t)∥∥2L2(R3) = ∫
|ξ | a2c
|ξ |2k∣∣uˆ(ξ, t)∣∣2 dξ + ∫
|ξ | a2c
|ξ |2k∣∣uˆ(ξ, t)∣∣2 dξ
 C
∫
|ξ | a2c
|ξ |2ke− 2c
2 |ξ |2
a t |ξ |2(|nˆ0|2 + |uˆ0|2)dξ + Ce−at ∫
|ξ | a2c
|ξ |2k(|nˆ0|2 + |uˆ0|2)dξ
 C(1+ t)− 52−s−k‖U0‖2Hk(R3)∩B˙−s (R3) (2.15)1,∞
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∥∥∂kxm(t)∥∥2L2(R3)  C(1+ t)− 52−s−k‖U0‖Hk(R3)∩B˙−s1,∞(R3). (2.16)
The proof of Proposition 2.1 is completed. 
It should be noted that the L2-decay rates derived above are optimal. Indeed, we have:
Proposition 2.3. Assume that (n0,m0) ∈ Hl(R3) ∩ B˙−s1,∞(R3), s ∈ [0,1], the Fourier transform (nˆ0,mˆ0) =
(F (n0),F (m0)) satisﬁes |nˆ0(ξ)| > c0|ξ |s and |mˆ0(ξ)| = 0 for 0 |ξ |  1with c0 a positive constant. Then,
the solution (n,m) to the IVP (2.1) given by Proposition 2.1 satisﬁes for t  t0 with t0 > 0 a suﬃciently large
time that
c1(1+ t)− 34− s2 
∥∥n(t)∥∥L2(R3)  C(1+ t)− 34− s2 ,
c1(1+ t)− 54− s2 
∥∥m(t)∥∥L2(R3)  C(1+ t)− 54− s2 .
Proof. We only deal with the estimate of ‖m(t)‖L2(R3) for simplicity. From (2.9) and (2.11) we obtain
uˆ(ξ, t) ∼
⎧⎨⎩ ( c|ξ |a · e−
c2 |ξ |2
a t − c|ξ |a e−at)nˆ0(ξ) ≡ T1, |ξ |  1,
O(1)e− a2 t(|nˆ0(ξ)| + |uˆ0(ξ)|) ≡ T2, |ξ |  1.
From the Parseval equality, we have
∥∥u(t)∥∥2L2 = ∥∥uˆ(t)∥∥2L2 = ∫
|ξ | a2c
∣∣uˆ(ξ, t)∣∣2 dξ + ∫
|ξ | a2c
∣∣uˆ(ξ, t)∣∣2 dξ
 c2
∫
|ξ | a2c
|T1|2 dξ − Ce−at
 c3
∫
|ξ | a2c
e−
2c2 |ξ |2
a t |ξ |2|ξ |2s dξ − Ce−at
 c4(1+ t)− 52−s (2.17)
for t large enough. By (2.4) and the pseudo-differential operators of degree zero, we obtain
∥∥m(t)∥∥L2  c5(∥∥u(t)∥∥L2 − ∥∥ω(t)∥∥L2)
 c5(1+ t)− 52−s − Ce−at
 c1(1+ t)− 52−s
for t large enough. The time-decay rate of n can be shown in a similar fashion. The proof is com-
pleted. 
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Let us reformulate nonlinear system (1.1) for (ρ,m) near the equilibrium state (ρ¯,0) = (1,0).
Denote
n = ρ − ρ¯, m =m.
The IVP for (n,m) is⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂tn+ ∇ ·m = 0,
∂tm+ c2∇n + am = −∇
(
P (ρ¯ + n) − P (ρ¯)− c2n)− ∇ ·(m⊗m
1+ n
)
,
(n,n)|t=0 = (n0,m0) =
(
ρ0(x) − ρ¯,m0
)
, x ∈R3,
(3.1)
where c =√P ′(ρ¯) is the sound speed. As in Section 2, let u := Λ−1 divm and ω := Λ−1 curlm, then
we have ⎧⎪⎨⎪⎩
∂tn +Λu = 0,
∂tu + au − c2Λn = −F ,
∂tω + aω = −G,
n(x,0) = n0(x), u(x,0) = Λ−1 divm0, ω(x,0) = Λ−1 curlm0, x ∈R3,
(3.2)
where
F = Λ−1 div
(
∇ ·
(
m⊗m
1+ n
))
−Λ−1 div∇(P (ρ¯ + n)− P (ρ¯)− c2n),
G = Λ−1 curl
(
∇ ·
(
m ⊗m
1+ n
))
.
If we denote
Bˆ1(ξ, t) =
(
1
2
(
1+ 1
R(ξ)
)
etλ−(ξ) + 1
2
(
1− 1
R(ξ)
)
etλ+(ξ),− c|ξ |
aR(ξ)
etλ−(ξ) + c|ξ |
aR(ξ)
etλ+(ξ)
)
,
Bˆ2(ξ, t) =
(
c|ξ |
aR(ξ)
etλ−(ξ) − c|ξ |
aR(ξ)
etλ+(ξ),
1
2
(
1− 1
R(ξ)
)
etλ−(ξ) + 1
2
(
1+ 1
R(ξ)
)
etλ+(ξ)
)
if |ξ | < a2c and
Bˆ1(ξ, t) =
(
1
2
(
1− i
S(ξ)
)
etλ−(ξ) + 1
2
(
1+ i
S(ξ)
)
etλ+(ξ),
ic|ξ |
aS(ξ)
etλ−(ξ) − ic|ξ |
aS(ξ)
etλ+(ξ)
)
,
Bˆ2(ξ, t) =
(
− ic|ξ |
aS(ξ)
etλ−(ξ) + ic|ξ |
aS(ξ)
etλ+(ξ),
1
2
(
1+ i
S(ξ)
)
etλ−(ξ) + 1
2
(
1− i
S(ξ)
)
etλ+(ξ)
)
if |ξ | > a2c , then as in Section 2, we can represent the solution of system (3.2)
ω(x, t) = e−at ·ω0(x) −
t∫
e−a(t−τ )G(U )(τ )dτ , (3.3)0
1554 Z. Tan, G. Wu / J. Differential Equations 252 (2012) 1546–1561n(x, t) = B1(t) ∗ V0(x)+
t∫
0
B1(t − τ ) ∗ Q (U )(τ )dτ , (3.4)
u(x, t) = B2(t) ∗ V0(x)+
t∫
0
B2(t − τ ) ∗ Q (U )(τ )dτ (3.5)
with V0 = (n0,u0) and Q (U ) = (0,−F ).
It is easy to verify that
n(x, t) = B1(t) ∗ V0 +
t∫
0
B1(t − τ ) ∗ Q (U )(τ )dτ , (3.6)
m(x, t) = −Λ−1∇u −Λ−1 divω
= −Λ−1∇
{
B2(t) ∗ V0(x)+
t∫
0
B2(t − τ ) ∗ Q (U )(τ )dτ
}
−Λ−1 div
{
e−at ·ω0 −
t∫
0
e−a(t−τ )G(U )(τ )dτ
}
(3.7)
is the solution of IVP (3.1).
By Proposition 2.1, we have the following time-decay rate for linear part
∥∥∂αx B1 ∗ V0(t)∥∥L2(R3)  C(1+ t)− 34− s2− |α|2 (‖V0‖B˙−s1,∞(R3) + ∥∥∂αx V0∥∥L2(R3)), (3.8)∥∥∂αx B2 ∗ V0(t)∥∥L2(R3)  C(1+ t)− 54− s2− |α|2 (‖V0‖B˙−s1,∞(R3) + ∥∥∂αx V0∥∥L2(R3)) (3.9)
for |α| 0. Applying the similar arguments as in the proof of Proposition 2.1, we can obtain that
∥∥∂αx B1 ∗ Q (U )(t)∥∥L2(R3)
 C(1+ t)− 32 ( 1q − 12 )− 12− |α|2 (∥∥ Fˆ (U )∥∥Lq′ (R3) + ∥∥∂αx F (U )∥∥L2(R3)), (3.10)
∥∥∂αx B2 ∗ Q (U )(t)∥∥L2(R3)
 C(1+ t)− 32 ( 1q − 12 )−1− |α|2 (∥∥ Fˆ (U )∥∥Lq′ (R3) + ∥∥∂αx F (U )∥∥L2(R3)), (3.11)
∥∥∂βx B1 ∗ Q (U )(t)∥∥L2(R3)
 C(1+ t)− 32 ( 1q − 12 )− 12− |α|2 (∥∥ Fˆ (U )∥∥Lq′ (R3) + ∥∥∂ |β|−1x F (U )∥∥L2(R3)), (3.12)
for |α| 0, |β| 1, q = 1,2 and 1q + 1q′ = 1.
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the local existence and uniqueness of Hl(R3) solution can be established by following the methods
in Kato [15] or Majda [17]. To prove global existence of a smooth solution with small initial data, we
establish global a priori estimates of the solution.
Lemma 3.1. Under the assumption of Theorem 1.1, the solution (n,m) to the IVP (3.1) satisﬁes for l = 4 that
∥∥Dkxn(t)∥∥L2(R3)  C(1+ t)− 34− s2− k2 , k = 0,1, ∥∥∂2x n(t)∥∥L2(R3)  C(1+ t)− 54− s2 ,∥∥Dkxm(t)∥∥L2(R3)  C(1+ t)− 54− s2− k2 , k = 0,1, ∥∥∂2xm(t)∥∥L2(R3)  C(1+ t)− 54− s2 .
Proof. Assume that (n,m) ∈ Hl(R3)× (Hl(R3))3 correspond to the strong solution to the IVP (3.1) for
t ∈ [0, T ]. Assume that the classical solution of the IVP (3.1) exists for t ∈ [0, T ] and denote
Ω(t) := sup
0τt,k=0,1
{
(1+ τ ) 34+ s2+ k2 ∥∥Dkxn(τ )∥∥L2(R3)
+ (1+ τ ) 54+ s2+ k2 ∥∥Dkxm(τ )∥∥L2(R3) + (1+ τ ) 54+ s2 ∥∥Dkx(n,m)(τ )∥∥L2(R3)
+ ∥∥(D3xn, D4xn, D3xm, D4xm)(τ )∥∥}. (3.13)
We claim that it holds for any t ∈ [0, T ] that
Ω(t) Cδ (3.14)
with δ deﬁned in Theorem 1.1. The proof of the claim (3.14) consists of the following three steps.
Step 1: The basic energy estimates. From (3.4), (3.8), (3.10) and the a priori assumption (3.14), we
have after a complicated but straightforward computation that
∥∥(n(t)− B1 ∗ V0(t))∥∥L2(R3) 
t∫
0
∥∥B1(t − τ ) ∗ Q (U )(τ )∥∥L2(R3) dτ
 C
t∫
0
(1+ t − τ )− 34− 12 (∥∥ Fˆ (u)∥∥L∞(R3) + ∥∥F (u)∥∥L2(R3) dτ )
 C
t∫
0
(1+ t − τ )− 54 (Ω(t))2(1+ τ )−2−s dτ
 C(1+ t)− 54 (Ω(t))2 (3.15)
where we have made use of (3.14) and the Gagliardo–Nirenberg inequality
‖ f ‖L∞(R3)  C‖Df ‖
1
2
L2(R3)
∥∥D2 f ∥∥ 12
L2(R3)
,
‖ f ‖L4(R3)  C‖ f ‖
1
4
L2(R3)
‖Df ‖
3
4
L2(R3)
to estimate the right-hand side term as
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)
(t)
∥∥∥∥
L1(R3)
+ ∥∥∇ · n2(t)∥∥L1(R3)}
 C
{∥∥Dm(t)∥∥L2(R3)∥∥m(t)∥∥L2(R3) + ∥∥Dn(t)∥∥L2(R3)
· ∥∥m(t)∥∥2L4(R3) + ∥∥Dn(t)∥∥L2(R3)∥∥n(t)∥∥L2(R3)}
 C(1+ t)−2−s(Ω(t))2, (3.16)
∥∥F (u)(t)∥∥L2(R3)  C{∥∥∥∥∇ ·(m⊗m1+ n
)
(t)
∥∥∥∥
L2(R3)
+ ∥∥∇ · n2(t)∥∥L2(R3)}
 C
{∥∥Dm(t)∥∥L2(R3)∥∥m(t)∥∥L∞(R3) + ∥∥Dn(t)∥∥L2(R3)
· ∥∥m(t)∥∥2L∞(R3) + ∥∥Dn(t)∥∥L2(R3)∥∥n(t)∥∥L∞(R3)}
 C(1+ t)− 52−s(Ω(t))2. (3.17)
Thus, we have ∥∥n(t)∥∥L2(R3)  ∥∥B1 ∗ V0(t)∥∥L2(R3) + C(1+ t)− 54 (Ω(t))2
 C(1+ t)− 34− s2 [δ + (Ω(t))2]. (3.18)
Similarly, we have
∥∥DF (u)(t)∥∥L2(R3)  C{∥∥∥∥D2(m⊗m1+ n
)
(t)
∥∥∥∥
L2(R3)
+ ∥∥D2n2(t)∥∥L2(R3)}
 C
{∥∥D2m(t)∥∥L2(R3)∥∥m(t)∥∥L∞(R3) + ∥∥Dm(t)∥∥2L4(R3)
+ ∥∥D2n(t)∥∥L2(R3)∥∥m(t)∥∥L∞(R3)
+ ∥∥Dm(t)∥∥L4(R3)∥∥Dn(t)∥∥L4(R3)∥∥m(t)∥∥L∞(R3)
+ ∥∥Dn(t)∥∥2L4(R3) + ∥∥D2n(t)∥∥L2(R3)∥∥n(t)∥∥L∞(R3)}
 C(1+ t)− 52−s(Ω(t))2 (3.19)
and
∥∥Dn(t)∥∥L2(R3)  ∥∥D(B1 ∗ V0)(t)∥∥L2(R3) +
t∫
0
∥∥D(B1 ∗ Q (U )(τ ))∥∥L2(R3) dτ
 Cδ(1+ t)− 34− s2− 12 + C
t∫
0
(1+ t − τ )− 34−1
· (∥∥ Fˆ (u)(τ )∥∥ ∞ 3 + ∥∥DF (U )(τ )∥∥ 2 3 )dτL (R ) L (R )
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(
δ(1+ t)− 54− s2 +
t∫
0
(1+ t − τ )− 74 (1+ τ )−2−sΩ2(t)dτ
)
 C(1+ t)− 52− s2 [δ + (Ω(t))2]. (3.20)
As for D2n, it is easy to verify form the right-hand side of (3.4) that the nonlinear dominating
terms consist of D3( m
2
1+n ) and D
3n2 and can be estimated due to the following facts:
∥∥∥∥D3( m21+ n
)
(t)
∥∥∥∥
L2(R3)
 C(1+ t)− 54− s2 (Ω(t))2,
∥∥D3n2(t)∥∥L2(R3)  C(1+ t)− 54− s2 (Ω(t))2.
Thus, we can obtain after a straightforward computation that
∥∥D2F (u)(t)∥∥L2(R3)  C(1+ t)− 54− s2 (Ω(t))2 (3.21)
and
∥∥D2n(t)∥∥L2(R3)  ∥∥D2(B1 ∗ V0)(t)∥∥L2(R3) +
t∫
0
∥∥D2(B1(t − τ ) ∗ Q (U )(τ ))∥∥L2(R3) dτ
 Cδ(1+ t)− 74− s2 + C
t∫
0
(1+ t − τ )− 94 (∥∥ Fˆ (U )(τ )∥∥L∞(R3) + ∥∥D2F (U )(τ )∥∥L2(R3))dτ
 Cδ(1+ t)− 74− s2 + C(1+ t)− 54− s2 (Ω(t))2
 C(1+ t)− 54− s2 [δ + (Ω(t))2]. (3.22)
The same as F , we can obtain the estimates of G:
∥∥G(U )(t)∥∥L2(R3)  C(1+ t)− 52−s(Ω(t))2, (3.23)∥∥DG(U )(t)∥∥L2(R3)  C(1+ t)− 52−s(Ω(t))2, (3.24)∥∥D2G(U )(t)∥∥L2(R3)  C(1+ t)− 54− s2 . (3.25)
Now, from s ∈ [0,1], (2.4), (3.3), (3.5), (3.9), (3.11), (3.16), (3.17), (3.19), (3.21), (3.23)–(3.25), and
the a priori assumption (3.14), and the Gagliardo–Nirenberg inequality, we can establish the time-
decay rates for m and its derivatives as follows:
∥∥m(t)∥∥L2(R3)  C(∥∥u(t)∥∥L2(R3) + ∥∥ω(t)∥∥L2(R3))
 C
(∥∥B2 ∗ V0(t)∥∥L2(R3) +
t∫ ∥∥B2(t − τ ) ∗ Q (U )(τ )∥∥L2(R3) dτ0
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t∫
0
e−a(t−τ )
∥∥G(U )(τ )∥∥L2(R3) dτ
)
 C(1+ t)− 54− s2 δ + C
t∫
0
(1+ t − τ )− 74 (1+ τ )− 54−s(Ω(t))2
+ e−a(t−τ )(1+ τ )− 52−s(Ω(t))2 dτ
 C(1+ t)− 54− s2 [δ + (Ω(t))2], (3.26)
∥∥Dm(t)∥∥L2(R3)  C(∥∥Du(t)∥∥L2(R3) + ∥∥Dω(t)∥∥L2(R3))
 C
(∥∥D(B2 ∗ V0)(t)∥∥L2(R3) +
t∫
0
∥∥DB2(t − τ ) ∗ Q (U )(τ )∥∥L2(R3) dτ
+ e−at‖Dω0‖L2(R3) +
t∫
0
e−a(t−τ )
∥∥DG(U )(τ )∥∥L2(R3) dτ
)
 C(1+ t)− 74− s2 δ +
t∫
0
(1+ t − τ )− 94 (1+ τ )−2−s(Ω(t))2 dτ
+ e−atδ +
t∫
0
e−a(t−τ )(1+ τ )− 52−s(Ω(t))2 dτ
 C(1+ t)− 74− s2 [δ + (Ω(t))2], (3.27)
∥∥D2m(t)∥∥L2(R3)  C(∥∥D2u(t)∥∥L2(R3) + ∥∥D2ω(t)∥∥L2(R3))
 C
(∥∥D2(B2 ∗ V0)(t)∥∥L2(R3) + e−at∥∥D2ω0∥∥L2(R3)
+
t∫
0
∥∥D2(B2(t − τ ) ∗ Q (U )(τ ))∥∥L2(R3) dτ
+
t∫
0
e−a(t−τ )
∥∥D2G(U )(τ )∥∥L2(R3) dτ
)
 C
(
(1+ t)− 94− s2 δ +
t∫
(1+ t − τ )− 114 (1+ τ )− 54− s2 dτ0
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t∫
0
e−a(t−τ )(1+ τ )− 54− s2 dτ
)
 C(1+ t)− 54− s2 [δ + (Ω(t))2]. (3.28)
Step 2: The higher-order estimates. To enclose the a priori estimates and prove the claim (3.14), we
need to derive the time-decay rates of (n,m) with respect to the higher-order derivatives as in [19].
Indeed, using the energy method, we can easily obtain
∥∥nt(t)∥∥2Hl−1(R3) + ∥∥(n,m)∥∥2Hl(R3) +
t∫
0
(∥∥nt(τ )∥∥2Hl−1(R3) + ‖∇n‖2Hl−1(R3) + ‖m‖2Hl−1(R3))dτ
 Cδ2. (3.29)
Step 3: Closure of the estimate (3.14). From (3.18), (3.20), (3.22) and (3.26)–(3.29), we have
Ω(t) Cδ + C(Ω(t))2, t ∈ [0, T ],
which together with the smallness of δ > 0 leads to the estimate (3.14). 
Similarly, we can obtain the following lemma, and omit the details.
Lemma 3.2. Under the assumption of Theorem 1.1, the solution (n,m) to the IVP (3.1) satisﬁes for l = 5 that
∥∥Dkxn(t)∥∥L2(R3)  C(1+ t)− 34− s+k2 δ, k = 0,1,2, ∥∥D3xn(t)∥∥L2(R3)  C(1+ t)− 54− s2 δ,∥∥Dkxm(t)∥∥L2(R3)  C(1+ t)− 54− s+k2 δ, k = 0,1,2, ∥∥D3xm(t)∥∥L2(R3)  C(1+ t)− 54− s2 δ
where C is a positive constant independent of time.
Proof of Theorems 1.1 and 1.2. The global existence of smooth solutions of the IVP for the system
(1.1) follows from the short-time existence of classical solution, the uniformly a priori estimates, and
the continuity argument. The time-decay rate in Theorem 1.1 follows from Lemma 3.1. The optimal
time-decay rate of ρ in Theorem 1.2 follows from the combination of Proposition 2.3 and the uniform
estimates (3.15). We also need to establish the lower bound decay rate for m. From (3.7) we have
∥∥m(t)∥∥L2(R3)  c2∥∥B2 ∗ V0(t)∥∥L2(R3) − C
( t∫
0
∥∥B2(t − τ ) ∗ Q (U )(τ )∥∥L2(R3) dτ
− e−at‖ω0‖L2(R3) −
t∫
0
e−a(t−τ )
∥∥G(U )(τ )∥∥L2(R3) dτ
)
 c3(1+ t)− 54− s2 − C
( t∫
(1+ t − τ )− 74 (1+ τ )− 52−s dτ
0
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t∫
0
e−a(t−τ )(1+ τ )− 52−s dτ
)
 c1(1+ t)− 54− s2 .
The proof is completed. 
4. LP -time-decay rate
In this section, we investigate the LP -time-decay rate for the solution of system (3.1), with
p ∈ [2,+∞]. Making use of Lemma 3.2 and the Gagliardo–Nirenberg inequality, we can prove Theo-
rem 1.3.
Proof of Theorem 1.3. By Lemma 3.2 and the Gagliardo–Nirenberg inequality, we have
∥∥n(t)∥∥L∞(R3)  C∥∥Dn(t)∥∥ 12L2(R3)∥∥D2n(t)∥∥ 12L2(R3)
 C(1+ t) 12 (− 34− s+12 )+ 12 (− 34− s+22 )δ
 C(1+ t)− 32− s2 δ
and
∥∥m(t)∥∥L∞(R3)  C∥∥Dm(t)∥∥ 12L2(R3)∥∥D2m(t)∥∥ 12L2(R3)
 C(1+ t) 12 (− 54− s+12 )+ 12 (− 54− s+22 )δ
 C(1+ t)−2− s2 δ
where C > 0 is a constant independent of time. From Theorem 1.1 and the interpolation, we can ﬁnish
the proof of Theorem 1.3. 
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