In this paper, we establish the existence of anti-periodic mild solutions for a class of functional integro-differential equations with unbounded delay. An example is given to illustrate the feasibility of the abstract results.
Introduction
The anti-periodic problems have a very strong application background, it was motivated by physical problems. Compared with the periodic problems, the anti-periodic problems are more realistic to reflect many physical phenomena in nature. For this reason, the anti-periodic problems has been extensively investigated by many authors (see e.g. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] and the references therein). Especially in [12] , the author study the existence of anti-periodic mild solutions for a class of semilinear evolution equations of the form u (t) = Ax(t) + F (t, x(t)), t ∈ R, x(t + T ) = −x(t), and extend some related results in this direction.
Functional integro-differential equations is an important model to model some evolution phenomena arising in physics, biology, engineering and scientific disciplines etc. Compared with the semilinear evolution equations, functional integro-differential equations are more realistic to reflect many physical phenomena in nature and are important from the viewpoint of applications, since they incorporate time delay of variable into the mathematical description of the phenomena, and therefore provide a more accurate description of it. Typical examples of functional integro-differential equation model can be found in the research of population models, biochemical reactions and materials with thermal memory, etc. (see e.g. [13] [14] [15] [16] [17] [18] [19] and the references therein).
However, to the best of our knowledge, the existence of anti-periodic solutions to functional integro-differential equations is an untreated topic. Motivated by the above-mentioned paper [12] , the main purpose of this paper is concerned with the existence of anti-periodic mild solutions for the functional integro-differential equations with unbounded delay of the form
(1.1)
where A is an operator on a Banach space X and F : R × C × X → X, G : R × R × C → X are two appropriate functions. Our purpose in this paper is to present some criteria ensuring the existence of anti-periodic mild solutions for equations (1.1)-(1.2) by using the semigroup theory. Note that, since the functional integro-differential equations considered in this paper include the time delay factor, it is more difficult to handle than the semilinear evolution equations which studied in [12] . Moreover the methods of this paper can also be applied to prove the existence of periodic and other bounded mild solutions for equation (1.1). The rest of this paper is organized as follows. In Section 2 some concepts, the related notations and some useful lemmas are introduced and established. In Section 3, we present some criteria ensuring the existence of anti-periodic mild solutions. In the last section we give an example to illustrate the feasibility of the abstract results.
Preliminaries
From now on, let (X, · ) be a Banach space, A : D(A) : X → X is the infinitesimal generator of a C 0 -semigroup of linear operators S(t) defined on X. σ(A) and ρ(A) denote the spectrum and resolvent set respectively of A. L(X) is the Banach space of all bounded linear operators on X. BC(R, X) stands for the Banach space of all bounded, continuous functions from R to X with the norm 
Denote by C the space of all continuous functions From (−∞, 0] to X endowed with the norm
Denote by P T A (R, X) the set of all T -anti-periodic functions, and P T A (R, X) is invariant under the action of translations. It is a closed subspace of BC(R, X). Now, we introduce the hyperbolic C 0 -semigroup {T (t)} t≥0 .
Definition 2.1.
[20] A C 0 -semigroup {T (t)} t≥0 is said to be hyperbolic if there exists a projection P on S and constants M, δ > 0 such that each T (t) commutes with P , T (t)N (P ) = N (P ), T (t) : Im(Q) → Im(Q) is invertible and for x ∈ X,
where N (P ) is the kernel of P , Q = I − P , and for t ≤ 0, T (t) = (T (t)) −1 .
We would like to mention that {T (t)} t≥0 is hyperbolic if and only if σ(T (t))∩ {λ ∈ C; |λ| = 1}, for all t > 0. Especially, if P = I, then {T (t)} t≥0 is said to be uniformly exponentially stable, that is to say, T (t) ≤ M e −δt for t > 0.
For more information on spectral characterizations of hyperbolicity, we refer to the monograph of Engel and Nagel [20] .
Then, we give the definition of mild solutions for equations (1.1)-(1.2).
Finally, we give a lemma which plays an important role in the proof of our main result. Lemma 2.1. Suppose that the semigroup S(t) is hyperbolic, and the function
satisfies the following conditions:
Proof. Assume that x(t) is T -anti-periodic and satisfies condition (i), then one can obtain that
. Then, from the conditions (i), (ii) and (2.1), it follows that
Similarly, one can obtain the following estimate
which implies that Φ is well defined and ΦF is bounded.
On the other hand, for any t, h ∈ R, one can also obtain the following estimate
which proof that ΦF is continuous.
Finally, from the condition (i), it follows that for each t ∈ R,
which implies that ΦF is T -anti-periodic.
Existence and uniqueness of T -anti-periodic mild solution
In this section, we study the existence and uniqueness of T -anti-periodic mild solution of (1.1)-(1.2) assuming that the function F is Lipschitz continuous with the second and the third variables, In order to prove our main result, we need the following hypotheses. (H 1 ) The semigroup S = {S(t)} t≥0 is hyperbolic with (2.1) and (2.2) are true. (H 2 ) The functions F : R × C × X → X and G : R × R × C → X satisfy the following conditions:
(i) For all t, s ∈ R, x ∈ C, y ∈ X, F (t + T, −x, −y) = −F (t, x, y), G(t + T, s, y) = −G(t, s, y), or F (t + T, −x, y) = −F (t, x, y), G(t + T, s, y) = G(t, s, y),
(ii) For each x ∈ C, y ∈ X, F (·, x, y) and G(·, s, y) are measurable, furthermore, there exist two functions α ∈ L([0, T ], R + ), β ∈ L(R, R + ) and a nondecreasing function Ω :
There exists a constant L > 0 and a function h(s) which is integral on [0, ∞) such that
Now, we prove the theorem about the existence and uniqueness of T -antiperiodic mild solution of (1.1)-(1.2). Proof. Define a mapping Γ on P T A (R, X) by
From the assumption (H 2 ) and Lemma 2.1, it follows that the mapping Γ is well defined and maps P T A (R, X) into itself. Moreover one can see that if x = Γx, then x is a mild solution of (1.1)-(1.2).
On the other hand, if x ∈ P T A (R, X) is a mild solution of (1.1)-(1.2), then for all t > s, one has
together with (2.1) and (2.2), and letting s → −∞ in (3.1) and s → +∞ in (3.2), one obtains that
Therefore, x(t) = [Γx](t) (∀t ∈ R), i.e., x is a fixed point of Γ.
In conclusion, one has x ∈ P T A (R, X) is a mild solution of (1.1)-(1.2) if and only if x is a fixed point of Γ.
In the following, we proof that Γ has a unique fixed point in P T A (R, X). For two given functions x, y ∈ P T A (R, X), from (2.1), (2.2) and (H 2 )(iii), it follows that Γx(t) − Γy(t)
This, together with the condition (H 3 ), one can see that Γ is a strict contraction. With the Banach contraction mapping principle, Γ is a unique fixed point x ∈ P T A (R, X), which is the unique T -anti-periodic mild solution of equations (1.1)-(1.2).
Applications
In this section, an example is given to illustrate the practical usefulness of the theoretical result established in the preceding section.
Consider the partial functional integro-differential equation
where where a ∈ (p 2 , (p + 1) 2 ) (for some p ∈ N + ) is a constant, µ and ν are two constants.
, which is specified by
where e n (x) = 2 π sin(nx) for n = 1, 2, · · ·. Then define the operator A by
It is clear that ρ(A) = C/a − n 2 , n ∈ N + and A generates a C 0 -semigroup
Also, note that T (t) is a nuclear operator for each t > 0, which gives the compactness of T (t) for each t > 0. Moreover, it is clear that
where Q is the projection onto the subspace spanned by {y 1 , · · ·, y p } and P = I − Q, which implies that {T (t)} t≥0 is hyperbolic with M = 1 and δ = min{a − p 2 , (p + 1) 2 − a}.
Let F (t, x(ξ), x t (ξ)) := µ sin(πt) cos x(ξ) + ν ∞ 0 e −s cos(πt) cos(x t (ξ))ds, G(t, s, x t (ξ)) := νe −s cos(πt) sin(x t (ξ)).
Then the functions F and G satisfy the Carathéodory condition and Moreover F (t, x 1 , y 1 ) − F (t, x 2 , y 2 ) ≤ max{µ, ν} x 1 − y 1 C + x 2 − y 2 , G(t, s, x) − F (t, s, y) ≤ νe −s x − y C , for ∀x, y, x 1 , x 2 ∈ C, y 1 , y 2 ∈ X, t ∈ [0, T ], s ∈ [0, ∞).
In view of the above, it is clear that Eq.(4.1) can be rewritten in the abstract form (1.1). Therefore, we arrive at the following result. The system (4.1) admits at least one anti-periodic mild solution whenever max{µ, ν}(1 + ν) < min{a − p 2 , (p + 1) 2 − a}.
