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保護データマイニング（PPDM: Privacy Preserving Data Mining）について考える[1]．PPDM の


























FHE を頻出パターンマイニングに応用した研究例として，Liu ら[16]の Privacy Preserving 
Protocol for Counting Candidate（P3CC）がある． P3CC においてサーバは，暗号化されたデ
ータベースに対してサポート値（あるパターンがトランザクション中に出現する頻度）を計算し，



























本稿の構成は，次に示す通りである．まず第 2 章で関連研究を述べ，第 3 章で FHE によ
る頻出パターンマイニングプロトコルの詳細を説明し，第 4 章でプロトコルの計算量効率化手
法を提案する．第 5 章では，提案手法の有用性を示すため，様々なデータセットを用いて実






本章では，暗号化システムの中でも完全準同型暗号（FHE: Fully Homomorphic Encryption）
を頻出パターンマイニングに適用した関連研究[8]-[16]を紹介する．暗号化システムによるア
プローチは，マルチパーティ・コンピューテーション(MPC: Multi-Party Computation)と準同型








FHE は任意回数の演算を可能にするため，データマイニングへの適用範囲が広い．表 1 に各
アプローチの違いをまとめる． 
本研究では，サーバへのデータと計算委託を前提としているため，HE によるアプローチに
ついて関連研究を述べる．2.1 節では，HE による頻出パターンマイニングについて，2.2 節で
は，本研究に最も関連する FHE による頻出パターンマイニングプロトコルについて，Liu らの








を行に，アイテム ID を列に並べたバイナリ表現のデータベース（図 1(b)）を用いている．これ
は, 暗号化された数値同士の演算を可能にするためである. 





え上げを秘匿することを目的として，加算に対して準同型性をもつ2 楕円 ElGamal3[21] 暗号
を HE として適用した．加法 HE の性質により，サーバ側で秘匿された複数入力の合計値計算
を完結できるため，MPC のように複数回の通信を必要とせず，通信回数を一回のみに抑える
ことができる．1GHz のプロセッサ，512MB のメモリを搭載した PC において，10,000 個の数値
を合計するのに 146 ミリ秒の実行時間がかかっている．また，同様の計算を相関ルールマイニ
ングに応用できることを示した． 
Goethals ら[9]は，トランザクションを共有するようにアイテム ID で分割された（垂直分割）デ
ータベースを前提とし，頻出パターンマイニングのアルゴリズムの一つである Apriori に対して
HE を適用することで，サポート値及び各パーティの持つデータを秘匿するプロトコルを提案し
た．また，Yi ら[10]は，分割しないデータベースを前提とし，同様に HE を Apriori に適用した．
これらの HE は加法に対して準同型をもつ Paillier[22]スキームを基にしているため，暗号化デ
ータ同士の加算しか行えない．そのため，プロトコル中で必要になる数値比較や乗算は，信頼




[9]の頻出パターンマイニングプロトコルで用いられていた Paillier[22]による HE から乗法に対
して準同型をもつ ElGamal[21]による HE4にスキームを変更し，その上で同様のプロトコルを構
築した．この研究においても，実装報告はなされていない． 








                                                
2 ある集合 A の要素同士について演算 B（加算・乗算など）を施したとき，その演算結果も A
の要素の一つとなる場合，「B に対して準同型性をもつ」という． 
3 楕円曲線上の点同士を加算すると，その結果も楕円曲線上の点となる．この性質を利用するこ
とで，加法に対して準同型性を持つ楕円 ElGamal 暗号が構築される． 
4 乗法に対する準同型性をもつ ElGamal 暗号上での計算は，Paillier 暗号上での計算と比較し
て 8 倍程高速とされる[11]. 
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されたデータベースに対するマイニングを前提としており，Bloom filter5と Paillier[22]による HE
を適用することで実現した．本手法の適用により，正確性が約 1%低下する一方で，約 7 倍の
高速化を達成した．一方で，3 つ以上のベクトル間での計算はできない． 
Kerschbaum[14]は，2 つの集合間での積集合計算（ベクトル要素毎の乗算）について，
Boolean filter と HE を適用することで，それぞれ集合サイズと集合要素を秘匿する手法を提案
した．この HE は，Goldwasser と Micali による暗号[23]であり，２つの暗号化された数値同士の
乗算は，平文上でそれらを加算した結果と一致する．平文の法空間は 2 で設定されているた




2.2 FHE による頻出パターンマイニングプロトコル 





した PC において，FHE による 32bit 分の数値比較に 7 秒程度の実行時間がかかっている． 
FHE を頻出パターンマイニングに適用した研究として，Liu ら[16] による頻出パターンマイニ
ングプロトコル（P3CC: Privacy Preserving Protocol for Counting Candidates）が挙げられる．
P3CC[16]では，暗号文上での数値計算を可能にするため，各トランザクションがアイテム集合
をもつ従来のデータベース（図 1(a)）を，行方向に各アイテム ID，列方向に各トランザクション





図 1 アイテム・トランザクションデータベース ©IPSJ2017 [32] 
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ID を並べたバイナリ行列（図 1(b)）に変換している．Liu らが適用した FHE は，整数で暗号文
を表現する Dijk ら[24] の方式であり，その性質により，上記バイナリ行列の各要素を暗号化









データセットにはトランザクション数 5,000，アイテム総数 50 を持つ T10I6N50D5kL1k（データ
生成器，他パラメータの詳細は 5 章参照），実行環境には Ubuntu12.04 を備えたラップトップ
（HP Pavilion dm4）を用いたとき，10,000 秒程度の実行時間がかかっている[16]．  
2.3 関連研究のまとめ 













さらに，P3CC の課題として，2.2 節で述べたように 1) サーバ側のサポート値計算において
時間・空間計算量を消費する点，2) サポート値計算終了までの待機時間や暗号化データ一
斉送信による通信時間が長い点が挙げられる．プロトコルを省メモリ化・高速化するためには，
この 2 点に要する計算量もしくは計算時間を削減する必要がある． 
 










表 2  HE／FHE を用いた頻出パターンマイニングプロトコル 
 


















































































第3章	 FHE による頻出パターンマイニングプロトコル7 
本章では，FHE を用いた頻出パターンマイニングプロトコルについて説明する．3.1 節では
プロトコルの概要，3.2 節では，頻出パターンマイニングプロトコルを構築するための要素技術






グ手法として一般的に使われる，Agrawal と Srikant[27]による Apriori アルゴリズムを用いる．
この Apriori を暗号文上で実現するためには，加算・乗算の両方が必要となる．これらの要件
から，本プロトコルの構築に FHE を用いる．FHE を用いた安全委託型マイニングの大まかな手






















に必要な 3 つの要素技術として，1) Apriori アルゴリズム，2) 多項式 CRT パッキング，3) CRT
表現暗号文のスロット合計値計算，を説明する． 
3.2.1 Apriori アルゴリズム 




の定義[29]，及び Apriori の手続きを示す[27]． 
                                                
8 情報処理学会論文誌データベース（TOD）にて掲載される論文[32]に基づき記述している． 
 






アイテム（「パターンの大きさ 1」の頻出パターン）として抽出し，頻出アイテムの集合 L1 を得る
（アルゴリズム 1 の行 1-4）．続いて，L1 から「パターンの大きさ 2」の頻出パターン候補の集合
C2 を生成する（行 7）．例えば，L1 = {{𝑖'},{𝑖(},{𝑖)}}としたとき，C2 = {{𝑖', 𝑖(}, {𝑖(, 𝑖)}, {𝑖', 𝑖)}}が生成される．その後，C2 の各頻出パターン候補について，その要素となるアイテムが同
時に出現するトランザクション数をカウントすることで各頻出パターン候補のサポート値を計算
し（行 8-10），サポート値が𝑚𝑖𝑛𝑆𝑢𝑝以上となるものを抽出して，頻出パターン集合 L2 を得る（行
11）．例えば，パターン{𝑖', 𝑖)}のサポート値のみが𝑚𝑖𝑛𝑆𝑢𝑝より小さい場合，L2={{𝑖', 𝑖(}, {𝑖(, 𝑖)}}となる．L2 は総頻出パターン集合 FPS に保存しておく（行 12）．パターンの大きさをインク
リメントしながら，新しい頻出パターン候補の集合が生成されなくなるまで，上記手続きを繰り
返す（行 6-13）．最終的に，パターンの大きさ毎に頻出パターン集合を得る．  
アルゴリズム 1 中の countSupport 関数は，各頻出パターン候補𝑐	 ∈ 	 𝐶./'について，バイナ
リ行列のアイテム列間で要素毎の AND 演算を実行したのち，全ての要素を足し合わせること
により，𝑐のサポート値を計算する関数である．ここで，図 1(b) 中のアイテム𝑖0, 𝑖2に相当する各
列を配列として，𝒗′.5 = 0,1,1,1,0,0 , 𝒗′.9 = 0,1,1,0,1,1 と表したとき（3.2.3 項の配列𝒗と区別
する），頻出パターン候補 c={𝑖0, 𝑖2}のサポート値を計算することを考える．具体的には， 𝒗′.5
と𝒗′.9を要素毎に AND をとり 0,1,1,0,0,0 を生成した後，全要素を足し合わせることで，サポー
ト値 2 を得る（図 3）． 
 
 𝑠個の重複しないアイテム集合を𝐼 = {𝑖', 𝑖(, … , 𝑖>}，トランザクション集合を𝑇とする．
各トランザクション𝑡	 ∈ 𝑇は，𝐼の中の元からなるアイテム集合をもつ．つまり，𝑡は，𝑖Bを





定義 1. 頻出パターン[27] 
 





3.2.2 多項式 CRT パッキング 







ここで生成される平文多項式𝑓 𝑋 の次数は FHE パラメータである整数𝑚から生成される𝑚
次円分多項式𝛷I(𝑋)を法としたときの最大次数と一致する．この𝛷I(𝑋)の次数を𝑛としたとき9，𝛷I(𝑋)  は 𝑙個の𝑑	次多項式 	𝐹'(𝑋), … 𝐹O(𝑋)に因数分解できるように設定される(𝛷I 𝑋 =	𝐹' 𝑋 , … 𝐹O 𝑋 ,ただし𝑛 = 𝑑𝑙)．ここで CRT により，連立合同方程式𝑓 𝑋 	𝑚𝑜𝑑	𝐹. 𝑋 =𝛼. 1 ≤ 𝑖 ≤ 𝑙，𝛼.は𝑖番目につめ込む平文 を 同 時 に 満 た す 𝑓(𝑋)が 𝐹' 𝑋 𝐹( 𝑋 ･･･𝐹O 𝑋 (=𝛷I 𝑋 )を法として一意に求まる．この𝑓(𝑋)は，最大次数を𝑛S(ただし𝑛S 	< 𝑛)，その係数（整数
値）を𝑎VSとしたとき，(𝑎W, 𝑎', … , 𝑎VSX', 𝑎VS) （ただし𝑎Wは定数項）という配列表現となる．各法
空間𝐹. 𝑋 は，平文をつめ込める空間という概念からスロットと呼ばれ，𝑙は𝑓(𝑋)がもつスロット
                                                
9 𝑚を正整数とし，オイラー関数φ 𝑚 を「１から𝑚までの整数で𝑚と互いに素となるもの個数」




文を CRT によって各スロットにもたせた平文多項式を暗号化したものを CRT 表現暗号文とい
い，多倍長整数型の係数を次数の低い順から並べた配列となる．CRT 表現暗号文同士の演
算は，平文を要素にもつ配列同士の要素間の演算として並列化される．  
3.2.3 CRT 表現暗号文のスロット合計値計算 
Halevi と Shoup[30]は，CRT 表現暗号文が持つ全スロット合計値を算出するためのアルゴリ
ズムとして，TotalSums アルゴリズムを提案した．入力として受け取る CRT 表現された暗号文は，	𝑙個のスロットを要素とする配列𝒗 = 	 (𝑣', 𝑣(, … , 𝑣O)（1 ≤ 𝑖 ≤ 𝑙, スロット𝑣.には𝑖番目の平文が
含まれる．3.2.2 項参照）とみなすことがでる．TotalSums では，この全スロットに格納されている
値の合計値を求め，その合計値を全スロットに格納した配列 	𝒖 = 	 𝑢, 𝑢	 … , 𝑢 （ただし，𝑢 =	 𝑣.O.\' ）を出力する．手続きをアルゴリズム 2 に示す．ここで， 1)平文からなる配列の各要素
を𝑒巡回シフトする操作，及び 2) CRT 表現暗号文𝒖の多項式𝑓𝒖(X)にX	_を代入後，𝑚次円分
多項式𝛷I(𝑋)で法をとる操作（𝑓𝒖 X	_ 	𝑚𝑜𝑑	𝛷I(𝑋)），によって得られる結果は同等となる．つ
まり，CRT 表現暗号文中の各スロットを平文配列上の各要素とみなした上で，巡回シフト等の






Liu ら[16] は，FHE を用いた安全委託型頻出パターンマイニングプロトコルとして，P3CC を
提案した．P3CC が暗号方式として採用した DGHV 方式では，多倍長整数値𝑞より小さい整数
値で暗号文を表現する[24]．この𝑞は FHE のパラメータとして事前に設定される暗号文空間で
ある．また，P3CC は，図 4 のように行列の要素単位で暗号化を行うため，各要素の 0 もしくは
1 が𝑞 より小さい整数値になる．暗号化の範囲は行列要素のみであり，トランザクションやアイ













②	クライアントは，パターンの大きさが 1 の頻出パターン候補の集合としてアイテム集合 I
（平文）をサーバに送る．ただし，I はトランザクションデータベース TDB に出現する全て










③	サーバは，各パターン𝑐（今，パターンの大きさは 1 であるため，各パターンは 1 つのアイ




「パターンの大きさ 1」の頻出パターン集合 L1 を得る（行 4）．その後，L1 を総頻出パター
ン集合 FPS に保存する（行 5）． 
⑤	クライアントは，L1 から generateFrequentCandidatePatterns（行 7）により，「パターンの大き
さ 2」の頻出パターン候補の集合 C2 を生成し，それを平文のままサーバに送る（行 7）． 
⑥	サーバは，各頻出パターン候補𝑐 ∈ 𝐶( について対応するバイナリ行列（図 4）の列（要
素は全て暗号文）を読み込み， countSupport（行 9）により暗号文上で各サポート値𝑐. 𝑠𝑢𝑝𝑝𝑜𝑟𝑡を計算し，各サポート値（暗号文，多倍長整数値）をクライアントに返す（行 8-
10）． 
⑦	クライアントは，復号された各サポート値𝑐. 𝑠𝑢𝑝𝑝𝑜𝑟𝑡と𝑚𝑖𝑛𝑆𝑢𝑝とを比較し，頻出パターン




























ように，行と列がそれぞれトランザクション ID とアイテム ID を示すバイナリ行列を用意する．こ




れ，また，𝑝Bを「パターンの大きさ𝑘」の頻出パターン候補数，𝑁defV>BX' を𝑁defV>の 𝑘 − 1 乗，𝑡を
頻出パターン候補となるパターンの最大の大きさとしたとき，全パターンのサポート値を計算す




FHE 上での Apriori 実行にかかる時間・空間計算量を削減するために，多項式 CRT による
パッキング手法[25][26]を適用する．まず FHE の方式を，整数ベースの DGHV 方式[24]から，
多項式ベースの BGV 方式[31]に変換する．これにより，FHE に 3.2.2 項の多項式 CRT パッキ
ングが適用でき，複数の平文を一つの CRT 表現暗号文につめ込むことができるようになる． 
これを Apriori に適用する際には，サポート値計算時に必要な乗算回数を減らすため， 図
6 のようにバイナリ行列を列単位（アイテム単位）でパッキングする．１つの暗号文につめ込める
のは𝑙個の要素であるため，あるアイテム ID の全トランザクションをつめこむのに必要な暗号文
                                                
11情報処理学会論文誌データベース（TOD）にて掲載される論文[32]に基づき記述している（た
だし，4.1.3 項，4.2 項を除く）． 
17 
 
数は， 𝑁defV> 𝑙 個となる．ここで，𝑁defV>が 𝑙で割り切れない場合は，余りの𝑟個の要素につい
ては，ダミーとして𝑙 − 𝑟個の０と共に 1 つの暗号文につめこむことで実現できる（図 7）． 
 
 
多項式 CRT パッキング手法を適用することにより，2 つの利点がある．1 点目に，データベー
スの全要素を暗号化するために必要な暗号文数が，𝑁defV>×	𝑁.d_I>から 𝑁defV> 𝑙 ×	𝑁.d_I>
に削減され，それに伴い，メモリ使用量も同量削減される．2 点目に，全てのパターンについて
サポート値計算に必要な乗算総数が， 𝑝BdB\' 𝑁defV>BX' から 𝑝BdB\' 𝑁defV> 𝑙 BX'（𝑝B，𝑁defV>BX' ，𝑡は上述の通り）に削減されるため，実行時間を短縮できる．図 8 に，パターン例 𝑖', 𝑖(, 𝑖) のサ
ポート値計算時の乗算について，多項式 CRT パッキング手法の適用前（図 8(a)）と適用後（図
8(b)）の様子を示す． 
 
図 6  バイナリ行列の列単位暗号化 ©IPSJ2017 [32] 
 
図 7 アイテム列要素の暗号文パッキング  ©IPSJ2017 [32] 
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具体的に，「パターンの大きさ𝑘」の頻出パターン候補𝑐	 = 	 𝑖j ' , 𝑖j ( , … , 𝑖j B (ただし , 𝑓 𝑗 	 1 ≤ 𝑗 ≤ 𝑘 	は 1	 ≤ 𝑓 𝑗 ≤ 	𝑁.d_I>を満たすアイテム ID)のサポート値を FHE 上で計算す
る場合を考える．いま，図 6 の行列においてアイテム𝑖j n が参照する列（トランザクション集合）
を配列として𝒗′𝑖o(p)と表し 3.2.3 項の配列𝒗と区別する ，「∘」を配列要素毎の乗算とすると，∘n\'B 𝒗S.o p を行うことで，各要素に乗算された結果を保持した暗号文配列が生成される．c のサ
ポート値は，この配列の全要素を足し合わせることで得られる（3.2.3 項参照）．例えば「パター
ンの大きさ 4」の頻出パターン候補 𝑖', 𝑖(, 𝑖), 𝑖t	 のサポート値は，𝑿 = 	𝒗S.v ∘ 𝒗S.w ∘ 𝒗S.x ∘ 𝒗S.yを
計算し，配列 X の全要素を合計して得る．ここで，「パターンの大きさ 4」のサポート値計算の
 
図 8 暗号文パッキング適用による乗算数の比較 
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前に，「パターンの大きさ 3」についても同様の計算を行っているので，	𝒗S.v ∘ 𝒗S.w ∘ 𝒗S.x，𝒗S.v ∘𝒗S.w ∘ 𝒗S.y，𝒗S.v ∘ 𝒗S.x ∘ 𝒗S.y，𝒗S.w ∘ 𝒗S.x ∘ 𝒗S.yの 4 つの計算結果を得ていたことになる． 
 上記のような Apriori のサポート値計算順序を利用し，パターンと計算結果のペアをキャッシ
ングし，再利用することで，冗長な演算を省き，演算回数削減と実行時間の短縮を実現できる．
例えば，キャッシュ無しの場合は，𝑿 = 𝒗′.v ∘ 𝒗′.w ∘ 𝒗′.x ∘ 𝒗′.yと 3 回の演算∘を用いて X を得て
いたところを（図 9(a)），𝒀 = 		 𝒗′.v ∘ 𝒗′.w ∘ 𝒗′.xをキャッシュしておくことで，𝑿 = 	𝒀 ∘ 𝒗′.yの 1 回の
演算∘で X を得ることができるようになる（図 9(b)）． 
 この暗号文キャッシング手法により，各パターンのサポート値計算にかかる演算∘を 1 回に抑
えることができる． Apriori で生成される全頻出パターン候補に対するサポート値計算では，キ
ャッシュ無しでは	 𝑝BdB\' 𝑁defV> 𝑙 BX'回の演算∘が必要であったが，キャッシング手法を用
いることで， 𝑝BdB\' 𝑁defV> 𝑙 回に削減できる．アルゴリズム 3 に，キャッシングを用いた FHE
によるサポート値計算のためのアルゴリズムを示す．なお，このアルゴリズム中で，3.2.3 項で説
明した TotalSums を用いている． 
 
 















行時間は延長されない．図 10 に「パターンの大きさ 3」の時の具体例とともに，暗号文プル
ーニング手法を取り込んだプロトコルを示す．  
 












図 11 に，3.3 節のプロトコル手続きにおいて，サーバが頻出パターン候補集合を受信してか
ら，全サポート値（暗号文）を送信し，クライアントがそれらを復号するまでのプロセスを具体化












ても，図 11 中のそれと対応している．また，以下に疑似コードも示す． 
 
 
















本章では，FHE を用いた Apriori 実装に対して，4 章で述べた各種手法をそれぞれ適用し，
実験により有用性を評価する．5.1 節では実験準備について説明し，5.2 節では 4.1 節で述べ
たサポート値計算量効率化手法の適用結果，5.3 節では 4.2 節で述べたストリーム処理の適用
結果を述べる．さらに，5.2 節において，1) データセットのトランザクション数を変化させた場合，





実験準備として，5.1.1 項ではデータセット，5.1.2 項では実験環境，5.1.3 項では実装に用い
たライブラリ等について述べる． 
5.1.1 データセット 
本実験評価には２種類のデータセットを用いた．1 つ目に，IBM Quest Synthetic Data 
Generator14によって人工的に生成されたデータセットである．パラメータ{T, I, N, D, L}を変化
させることで，様々なデータセットを作成できる．ただし，T は 1 つのトランザクションがもつ平均
アイテム長，I は最大のパターンの大きさ，N はトランザクション中の異なるアイテム ID 数，D は
トランザクション ID 数，L は生成されうる頻出パターン数である．また，2 つ目に，Frequent 
Itemset Mining Dataset Repository2 (FIMI) に公開されている chess データセット（3,196 トラン
ザクション，75 アイテム）を用いた． この公開データセットを用いた実験評価は，5.2.6 項及び
5.3 節で行う． 
5.1.2 実験環境 
実験環境は，同一ネットワーク内のクライアントとサーバの 2 つのマシンから構成され，10Gb 
Ethernet で接続されている．クライアントの CPU は Intel Xeon CPU E5-2643 v3（3.4GHz），メモ
リは 512GB であり，サーバの CPU は Intel Xeon CPU E7-8880 v3（2.3GHz），メモリは 1TB で
ある．OS は，CentOS6.6 である．（図 13）． 
                                                
13 情報処理学会論文誌データベース（TOD）にて掲載される論文[32]に基づき記述している（た






 本実験は BGV 方式[31]をサポートした公開 FHE ライブラリである HElib15，多倍長整数演算
を行うためのライブラリである GMP16，整数多項式を扱うためのライブラリである NTL17を用いて




設定している．{p, r, k, l, c, w} = {2, 14, 80, 10, 3, 64}と設定している（chess データセットの場合
は l =20 もしくは l =30）．平文空間2'tは D の最大設定値まで扱うための値，レベル 10 は複数
回乗算を扱うための値，𝑘, 𝑐, 𝑤はデフォルト値としている． 
本実験では，GMP 多倍長整数演算ライブラリにより，十分な桁数の整数演算を扱えるように
なる．これにより，暗号化した状態での演算結果の精度を保証する． また，マイニング結果の
正確性を確認するため，1) 行列要素単位暗号化，2) 列単位暗号化，3) 平文のまま（暗号化
無し）の 3 つの場合において， クライアント側で得られる各頻出パターン候補のサポート値比
較を行う． 
                                                
15 http://shaih.github.io/HElib/index.html  
16 https://gmplib.org/  






図 13 サーバ・クライアントのマシン環境 
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5.2 サポート値計算量効率化手法の実験評価  
本節では，サポート値計算量を効率化する手法として 4.1 節で述べた，暗号文パッキング，











示す．図 14 (a)はシングルスレッド実装，図 14 (b)はマルチスレッド実装を示す．マルチスレッド
に関して，クライアントではファイル読み書きと暗号化を 12 スレッド，サーバではファイル読み
書きとパターンサポート値計算を 24 スレッドで実行している． 
要素単位暗号化方式と比較して，列単位暗号化方式は，ミニマムサポート 10%において，シ
ングルスレッド実行で 13.4 倍，マルチスレッド実行で 14.9 倍の高速化を達成した．また，メモリ



















おいて，シングルスレッド実行で 1.62 倍，マルチスレッド実行で 1.42 倍の高速化を達成した．
また，メモリ使用量については，キャッシングの影響により，シングルスレッドで 12.2%増加









の増加は見られないことが確認できる．N が 200 のとき最大のメモリ削減（6.09%）を記録した． 
 
図 15 暗号文キャッシング適用・非適用方式比較 ©IPSJ2017 [32] 
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とデータセット総アイテム ID 数をそれぞれ変化させる． 
まず，データセットのトランザクション数を変化させた場合について，要素単位暗号化方式と
列単位暗号化方式の各々にキャッシング手法を適用し，それぞれの実行時間を比較する．ま
ず，データセットは T10I6N50D1kL1k とし，パラメータ D を 1k から 10k まで 1k ずつ増やしな
がら変化させていく．ミニマムサポートは 20%，サーバ側を 48 スレッドに設定し，各データセッ
トについて実行時間を測定した結果を図 16(a)に示す．D=10k のとき，列単位暗号化方式（実
線）は要素単位暗号方式（点線）と比較して 430 倍高速であり，94.7%のメモリが削減された
（536GB から 34.5GB）． 
 続いて，データセットの総アイテム ID 数を変化させた場合について，要素単位暗号化方式
と列単位暗号化方式の各々にキャッシング手法を適用し，それぞれの実行時間を比較する．
まず，データセットは T5I6N25D100L1k とし，パラメータ T を 5 から 50 まで 5 ずつ，N を 25 か
ら 250 まで 25 ずつ同時に増やしながら変化させていく．ミニマムサポートは 30%，サーバ側を
48 スレッドに設定し，各データセットについて実行時間を測定した結果を，図 16(b)に示す．
N=250 のとき，列単位暗号化方式（実線）は要素単位暗号化方式（点線）と比較して，7.42 倍
高速で，92.3%のメモリが削減された（473GB から 36.5GB）． 













ニマムサポートは 20%，サーバ側を 48 スレッドに設定する．パラメータ𝛼X'を 1（ダミーセット無
し）から 6 に 1 ずつ増やしながら， 実行時間を測定した結果を，図 17 に示す．𝛼X' = 6のと
き，列単位暗号化方式（実線）は要素単位暗号化方式（点線）と比較して，63.3 倍の高速化，
80.9%のメモリ削減（177GB から 33.8GB）を記録した．  






図 16 データサイズについての計算量変化 ©IPSJ2017 [32] 
 







囲（1TB 以下に収まる範囲）で実験するため，後半 1,596 トランザクションをデータセットとして
用いた19．このとき，HElib パラメータは，{p, r, k, l, c, w} = {2, 11, 80, 20, 3, 64}と設定した． 
図 18(a)に要素単位暗号化方式（パッキング非適用，点線）と列単位暗号化方式（パッキン







 次に，図 18(b)に列単位暗号化方式（キャッシング非適用，点線，図 18(a)実線と一致）と列単
位暗号化・キャッシング方式（キャッシング適用，実線）のそれぞれについて，各ミニマムサポ
ート（91, 93, 95, 97, 99%）について実行時間の推移を示す．なお，並列化は 72 スレッドで行っ
ている．列単位暗号化方式と比較して，列単位暗号化・キャッシング方式は，ミニマムサポート
91%において，1.56 倍の高速化を達成した．また，メモリ使用量については，キャッシングによ
り 0.03%増加した（28.64GB から 28.65GB）．なお，キャッシング機能はマイニング結果の精度
に影響与えないため，正確性は保証されたままである．ここでさらに暗号文プルーニングを適
用することにより，キャッシングにより増加したメモリ使用量が削減（28.65GB→28.64GB）された





















図 18 パッキング・キャッシング手法適用 ©IPSJ2017 [32] 






時間 A，B の 2 つを測定する． 本実験のデータセットには，Frequent Itemset Mining Dataset 
Repository2 (FIMI) に公開されている chess データセット（3,196 トランザクション，75 アイテム）
を用い，ミニマムサポートはトランザクション数の 90%と設定した．HElib パラメータは，{p, r, k, l, 








表 5 にストリーム処理適用による実行時間 A，B の変化を示す．実行時間 A について，スト












本研究では，FHE による頻出パターンマイニングが 1) 膨大な時間・空間計算量を消費す







たところ，P3CC の 430 倍の高速化と 94.7%のメモリ使用量削減を達成した．さらにストリーム
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