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Bursts in human and natural activities are highly clustered in time,
suggesting that these activities are influenced by previous events
within the social or natural system. Bursty behavior in the real world
conveys information of underlying diffusion processes, which have
been the focus of diverse scientific communities from online social
media to criminology and epidemiology. However, universal compo-
nents of real-world diffusion dynamics that cut across disciplines
remain unexplored. Here, we introduce a wide range of diffusion
processes across disciplines and propose universal components
of diffusion frameworks. We apply these components to diffusion-
based studies of human disease spread, through a case study of the
vector-borne disease dengue. The proposed universality of diffusion
can motivate transdisciplinary research and provide a fundamental
framework for diffusion models.
diffusion dynamics | universal components | diffusion framework | bursty
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1. Introduction
Diffusion processes have received increasing interest from re-
searchers due to their ability to characterize a broad range
of real-world situations, from the spread of information in
physical (1–3) and online (4–6) networks, to the spread of
electronic viruses in computer networks (7–9), to the transfer
of stress in earthquakes (10–12), and the spread of pathogens
across a population (13–15). This real-world diffusion is often
presented as a rise and fall of a number of cascading events
over time, which is led by behavioral changes of individuals
influencing each other. Examples include the resharing of in-
formation exposed to online contacts (4–6, 16), the purchase
of a new consumer product recommended by friends (17, 18),
the contagion of an infectious disease via direct (19) or indi-
rect (20, 21) contacts with infected people or animals, frequent
crimes along hotspots (22, 23), or aftershock sequences in
neighboring regions of the seismic center (10, 11, 24).
A common approach to quantitatively understanding such
collective behavior is to characterize their temporal features.
More specifically, researchers often approximate the inter-
activity or inter-event times of human (e.g., communication)
or natural (e.g., earthquake aftershock) behavioral sequences
by a non-Poisson distribution which captures bursts of inten-
sive activity (bursty behavior) separated by long-term inactiv-
ity (25–27), not allowed in a uniform distribution. This implies
that the decision processes of individual human activities or
the emergent events in cascades are closely related and thus
highly clustered (23, 28). That is, the timing of these dis-
crete events conveys information of the underlying processes
driving diffusion through a network. Accordingly, uncovering
the mechanisms of clustered inter-event times has attracted
significant interest among diverse research areas in order to
better understand the dynamics of collective bursts, to predict
future diffusion trends, and to establish efficient strategies that
promote or limit the diffusion process.
As a mathematical tool, the concept of a point process
has been widely used as the fundamental framework of a
diffusion model, since it realizes any generic bursty behav-
ior with a series of point events on the real line either in
time or space (29–32). The broad applicability of point pro-
cesses enables the characterization of a wide range of diffusion
scenarios in real world networks. In addition, a point pro-
cess regards events as continuous arrival processes, which is
beyond deterministic approaches based on expensive extrac-
tion of exhaustive features as inputs to a simple classifier, or
time series classes of functions (20, 33–35). Finally, a point
process is a model-driven approach estimating non-linear dy-
namics with parametric assumptions on underlying diffusion
processes. Alternative model-free approaches that are indepen-
dent of any assumptions have been advantageous to directly
infer the causal relationships between discrete events by using
information-theoretic measures (36–38), yet these approaches
rarely provide a rich context on underlying diffusion mecha-
nisms, in contrast to interpretable model-driven approaches.
As a result of these benefits, modeling the diffusion dy-
namics of individual items has been widely attempted using
point process approaches. Examples include predicting final
retweet counts of individual tweets in Twitter (39, 40), the
repeated uses of textual phrases across social media (41), cita-
tion volumes of either a single publication (42, 43), a research
topic (44), or a field (45) in science, and the occurrences of
earthquakes (10, 46). Despite the diversity in application do-
mains for diffusion studies, we argue that there are major
factors of the underlying processes that are universal and
application-agnostic, which have not been sufficiently studied
by discipline-focused research communities.
In this paper, we aim to: (1) disclose these common major
factors of diffusion processes across different disciplines and
propose a taxonomy of universal effects on real-world diffu-
sion dynamics, (2) compare diffusion models based on point
processes, in accordance with the disclosed universal effects,
and (3) propose a high-level sketch of universal components
for a disease diffusion framework as a case study. We expect
that the universal effects of diffusion are interdisciplinary and
applicable to a broad range of real-world scenarios, moving
towards a more general framework that can incorporate unique
scenario-specific contexts.
In the rest of this paper, we first introduce diverse collective
bursts in the real world, based on which we then uncover the
common factors of underlying diffusion processes across differ-
ent research areas and propose a taxonomy of the universal
effects on real-world diffusion. We then explain the background
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of point processes and compare diffusion models with point
process approaches in terms of the proposed taxonomy. Subse-
quently, we identify human disease diffusion based on point
processes as an under-explored area and introduce a case study
of applying universal diffusion components to a disease diffu-
sion framework. This is followed by a discussion of the key
design considerations of a diffusion framework, and the future
challenges.
2. Bursty Behaviors in the Real World
With the help of recent advancements in social sensing (47),
diverse human activity records can now be collected at un-
precedented scale and resolution. The large scale and diversity
of human lifelogs via social sensors (e.g., activity records via
tracing applications on mobile devices such as smart phones)
provide a wide spectrum of bursty behavior sequences in time
and space enabling the capture and analysis of underlying
diffusion processes in the real world (44). In this section, we
introduce various bursty events observed in different research
areas in more detail, and we highlight the common factors
that have brought the collective bursts in the next section.
Bursts of Collective Behavior. Diffusion patterns are often pre-
sented with a rise and fall of the number of relevant events over
time. In social media, these event bursts appear as recurrent
citation curves of web posts (6, 48), a sudden increase in new
connections due to the cascading reshares of a post (49, 50),
or simultaneous propagation of breaking news across differ-
ent types of social media (51). Such bursty behavior goes
beyond online social media and can be observed as abrupt
sales growth of consumer durables (52), rapid increase in the
number of protesters against political movements (53), or re-
current citation curves of journal articles in science (42, 43).
Disease spread in humans and animals also shares similar
patterns, such as the spread of air- or vector-borne viruses in
populated areas (14, 54), foot and mouth disease among farm
livestock (55–57), and avian influenza in poultry (58).
Because these events are not independent of each other, a
common feature that cuts across specific applications is that
the time intervals between continuous events are not uniformly
distributed but clustered in a non-Poisson fashion (25–27).
That is, diffusion processes are influenced by previous events,
collectively leading to bursts of intensive activity separated by
long term inactivity, i.e., clustered inter-event times (23, 28).
Attention Economy. Individual diffusion items compete for
costly attention across a social system, leading to highly skewed
diffusion sizes of different scales. Such competing processes
for attracting collective attention are known as the attention
economy (59).
In information diffusion contexts in online spaces, the com-
petition for attention has been boosted by record levels of
user-generated content (51). For instance, a growing list of
online networking services (e.g., Twitter, Facebook, Youtube)
and social media aggregators of news feeds or social networks
(e.g., Flipboard, Google Reader, TweetDeck) have enabled
users to create and share an unlimited amount of content in
different formats, such as microblogs (6, 16, 48), images (60–
62), videos (4, 63, 64), hyperlinks (53, 65), social events (5, 66),
and even short text phrases (memes) (41). Similarly, bursts of
disease outbreaks have become more common with globalisa-
tion and the increased regional and inter-country movement
of people, goods and animals (67, 68).
Accordingly, diverse information items propagate by the
sharing behaviors of online users (6) across a single social
site (16, 39, 40, 65), across multiple sites (69), and across
different types of social media (e.g., mainstream news, social
networking sites, blogosphere) (53, 70). When it comes to
scholarly publications, scientific innovation emerges via citing
behaviors across a research field (71) and across disciplines in
science (45, 72). In epidemics, disease outbreaks span local,
inter-state, and inter-country transmissions, which is affected
by nationwide human mobility (73), virus importation via
international travelers (20, 35), and introduction of non-native
infectious species via cargo transportation from endemic re-
gions (54, 74).
Cascade sizes have been characterized with a heavy-tailed
distribution (5, 17, 75). The varied scales of cascade sizes
imply that individual items experience competing processes
for collective attention, leading to popularity disparity in a
social media (39, 40, 76–79) or attention inequality in schol-
arly publications (42, 43). For epidemics, contagious diseases
go through spatial expansion processes via movement of in-
fectious humans or animals, leading to risk variation across
a population (20, 35, 55–57). That is, some diffusion items
become widely popular or infectious, while others are quickly
forgotten or attenuated.
Exogenous vs Endogenous Bursts. The lack of prior knowl-
edge about the origin of a burst has motivated researchers to
understand the interplay between external shock and inter-
nal dynamics (self-organization) in complex systems (80) and
how they drive bursts. The branching structure of exogenous
(external) and endogenous (internal) likelihood of the burst
origin has been considered in early social science such as “in-
novators” (via external influences), “early adopters”, “early
majority”, “late majority”, and ”laggards” (detailed segmen-
tation of adopting behavior via internal influences) (81) and
in marketing such as “innovation” and “imitation” for each
likelihood (82).
More recently, large scale social media data has enabled
researchers to investigate the effects of these two categories
on diffusion patterns. Bursty attention initiated by stronger
exogenous than endogenous effects drives asymmetric diffusion
curves, while endogenous bursts lead to symmetric ones (63).
For example, an unexpected disastrous event (exogenous) such
as a tsunami brings about abrupt public attention (asym-
metric diffusion), while an expected film release (endogenous)
such as the release of a Harry Potter movie is paid precursory
mass appeal (symmetric diffusion). In terms of news category,
synchronous (simultaneous) or asynchronous (nonparallel) dif-
fusion patterns have been discovered across different types of
social media (51). For instance, controversial political topics
such as political protests in the Middle East and multicul-
turalism failure exhibit sharply growing diffusion patterns
concurrently across mainstream news sites, blogs, and social
networking sites, while entertainment topics such as celebrity
news show different diffusion patterns across the media. Similar
dynamics are evident for disease spread. Seasonal infections,
such as flu-like illnesses, tend to exhibit symmetric diffusion
curves with gradual buildup of infections in colder months and
a gradual decrease as the weather gets warmers (83). Imported
epidemics, such as the outbreak of Zika in South America,
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Fig. 1. A taxonomy of universal factors in real-world diffusion dynamics
exhibit a sharp rise in infections followed by gradual reduc-
tions as the medical community responds with vaccines and
prevention measures (84).
All in all, bursty behaviors convey information of diffu-
sion dynamics, triggered by exogenous and/or endogenous
influences over a network, exhibiting distinct diffusion pat-
terns. In the next section, we discuss common major effects
on real-world diffusion in more detail.
3. Universal Effects on Real-world Diffusion Dynamics
Real-world diffusion processes have been mathematically mod-
eled in order to understand underlying mechanisms governing
emergent collective behavior. This has been accomplished by
incorporating different diffusion factors as major parameters
into diffusion models. Before discussing the frameworks of prior
diffusion models in the next section, we first examine common
major factors of collective bursty behaviors across different
research areas such as computer science, social science, statis-
tical physics, seismology, criminology, marketing, finance, and
epidemics. Based on the common factors across disciplines, we
propose a taxonomy of universal effects on real-world diffusion
dynamics, as shown in Figure 1.
We categorize a broad range of diffusion factors into four
major elements: (1) exogenous effects that characterise influ-
ences from outside the (social) network under consideration;
(2) endogenous effects that describe the internal dynamics of
the target (social) system; (3) diffusion items that specify what
is spreading and what are its features; and (4) the diffusion
space that defines the boundary of diffusion dynamics.
Exogenous Effects. Out-of-network effects on diffusion are
called exogenous effects or external influences, and can be
characterized by external exposure, environmental hetero-
geneity, and/or temporal variation. In the point process ap-
proaches (50, 63, 85, 86), this exogenous effect is often called
“background intensity” or “baseline intensity” representing the
rate of events occurring without considering the influence of
preceding events.
External Exposure.Collective behavioral changes can be trig-
gered by external sources outside of a (social) network. More
specifically, accessibility or exposure rate to out-of-network
sources can influence diffusion patterns, such as the purchase
of a consumer product influenced by advertisements on tradi-
tional mass media (e.g., TV, newspaper) in marketing (52, 87),
the adoption of new information via news feeds or other ex-
ternal sources (e.g., mainstream news sites, blogs, social net-
working sites) in online social media (41, 53, 65), and the
introduction of an exotic virus by international travelers from
endemic regions (14, 20, 88).
Often, external influences have either been ignored (42, 43,
89), or simply approximated as a constant value for all different
diffusion items (86). However, in online social media, a large
proportion (30%) of Twitter users are exposed to a trending
topic, influenced by external information sources such as main-
stream news, blogs, or personal homepages rather than by
internal contacts (followees) (65). For disease spread, new out-
breaks can be initiated by travellers importing the disease from
regions in which the disease is endemic into other regions where
the disease is not normally present (14, 20, 35, 54). As human
mobility increases, the fluxes of travellers from disease-endemic
into non-endemic regions are likely to increase. Analysis that
focuses only on the latter regions without considering imported
cases is therefore incomplete.
Such a large or increasing proportion of external expo-
sures are clearly not negligible, as often diffusion sources are
not limited to local contacts (65) and there is a likelihood
of direct connectivity between distant social networks (53),
such as Facebook and Twitter in an online media context, or
two geographically neighboring countries in a disease spread
context.
Environmental Heterogeneity.There are intrinsic environmental
effects on diffusion, which may show little change over time,
but are spatially heterogeneous. For example, we more of-
ten observe earthquakes along fault lines (46, 90), disease
outbreaks in specific regions satisfying environmental con-
ditions (e.g., temperature, humidity, precipitation) of virus
transmission (20, 21), or crimes along hotspots (22, 23). Such
environmental heterogeneity has been incorporated to diffusion
models for understanding clustered events in both space and
time (23, 46), but this spatial heterogeneity can be applicable
to meta-spaces at an abstract level, such as different social
networks in online social media (51) and hierarchical regional
subpopulations in a country (91) as meta-populations.
Temporal Variation. Exogenous effects can change over time, and
the range of fluctuations is situational. For instance, vector-
borne diseases such as dengue (92) are affected by seasonal
changes, since breeding conditions (e.g., precipitation, temper-
ature) of mosquito vectors vary by seasons, and external expo-
sures to international travelers from the virus endemic regions
likely increase during the peak vacation season. Meanwhile,
social and cultural changes also bring time-variant exogenous
effects. For example, breakthroughs in web technologies make
diverse information sources highly accessible, leading to in-
creasing external influences on online social networks, while
time-evolving economic situations or city planning bring about
changes of crime hotspots. The background intensity therefore
becomes a function of time.
Endogenous Effects. Contrary to the out-of-network effects,
the endogenous effects describe the internal dynamics in a
network starting from a group of initial spreaders, such as in-
novators or early infected individuals (81, 82), to the broader
network. Accordingly, the endogenous effect is also called
“internal influence”, in contrast to external influence, or “en-
dogenous intensity”, as opposed to background intensity. This
endogenous effect can be characterized by three major sub-
effects such as (1) internal exposure, (2) cumulative prevalence,
and (3) time decay.
Internal Exposure.We often observe topological heterogeneity of
individuals in a social network, such as heavy-tailed or power-
law degree distributions (93–95), which leads to unequal peer
influences on diffusion. For instance, previous adopters or al-
ready infected individuals with higher degrees (the number
of connections in the network) contribute more to spreading
information or pathogens to their unadopted or susceptible
neighbors, compared to adopted or infected nodes with lower
degrees. That is, the effects of network structure on diffu-
sion (95–97), such as cluster density and reachability (2, 98),
and degree distributions (53, 99), are significant.
However, traditional diffusion models (82, 100) assume
homogeneous mixing of a target population, where each in-
dividual meets every other individual completely at random,
i.e., fully mixed (95). These models provide macroscopic views
of the overall adopting/infected population patterns by us-
ing differential equations, but they disregard the effects of
structural network properties on diffusion. In contrast to such
unrealistic assumptions, there have been extensive studies on
diffusion models by considering heterogeneous mixing (101)
among individuals (40, 50, 86, 99), meta-populations (91, 102),
or both (53, 71).
Meanwhile, there have been attempts to separate the peer
similarity (i.e., homophily) effect from peer influence in order
to obtain more accurate and detailed interpretations of the
network effect (103, 104). That is, individuals’ behavioral
changes (e.g., information sharing, product purchase) are not
only due to exposures to previous adopters in their contacts,
but also attributed to similar bonds or common personal
properties, such as preference, age, gender, and religion (105).
Cumulative Prevalence.The quantitative status of an individ-
ual diffusion item up to the current time, i.e., cumulative
prevalence, affects the item’s future prevalence or popularity,
which captures the “rich-get-richer” mechanism (106, 107).
That is, diffusion items with higher prevalence are more likely
to spread to unadopted individuals in a (social) system, rep-
resenting the preferential attachment mechanism (108). For
instance, a scholarly article is likely to receive new citations
proportionately to its total citation volume (42, 43). When it
comes to social media, the subsequent resharing of a single
microblog is also likely influenced by its cumulative reshared
frequency (39, 40). Similarly, in disease spread, outbreaks of
pathogens that have so far been highly infective are more likely
to grow faster (100).
Time Decay.During the entire diffusion process, an individual
item is aging over time. For instance, as time elapses, a mi-
croblog loses its popularity in a social media platform (39, 40),
a scholarly publication experiences its fading novelty in sci-
ence (42, 43), and a pathogen loses its infectiousness over time
in epidemics (109).
Due to the different aging processes of individual items, the
time decay effects are formulated with different time relaxation
functions such as exponential decay (21, 23, 76, 86, 110, 111),
power-law decay (39, 40, 46, 63, 111), lognormal decay (42, 43),
or gamma decay (85) across different application domains. Ad-
ditionally, even within the same scholarly publication domain,
novelty decay of journal articles has been approximated with
different functions between disciplines. For instance, for the
majority of publications in the STEM fields, the life-cycle of
citations are better explained with exponential rather than
power-law decays (111). On the other hand, in the physics
area, a single paper’s citation decay has been defined with a
lognormal function (42, 43). These all imply that time decay
patterns are not only dependent on application domains but
also influenced by internal dynamics of different subgroups in
the same social system.
Diffusion Items. Some prior work on diffusion has only focused
on finding influential nodes in the (social) networks (112, 113),
by quantifying the structural positions of the nodes in order to
incorporate topological effects on diffusion. Their fundamental
assumption is that a node’s influence is determined by its
topological position only, and the strength of influence is
constant for arbitrary diffusion items. However, the nature
of diffusion items cannot be ignored, since it does not only
provide the context of diffusion but also affect their spreading
pathways over the social networks (51, 89). In this respect,
we examine the nature of diffusion items in terms of the type,
characteristics, and collection of the items.
Item Type.Diffusion items can be categorized into different
types such as information, user-generated content, digital con-
tent, pathogens, and natural or man-made disasters, as shown
in Figure 1. Different types of items can also be categorized
into hierarchical sub-types. For example, information consists
of knowledge (e.g., scientific publications (42, 43, 71, 111)),
social events (5, 38, 114), and consumer durables (52, 87) while
disasters include natural and man-made disasters. Diseases
can be infectious and/or transmissible, and even infectious dis-
ease can further classed into more granular categories, such as
air- and vector-borne diseases. Note that the types presented
in Figure 1 are intended to be indicative of the breadth of
diffusion process rather than exhaustive of all possible types
of diffusion items.
Item Characteristics.Diffusion patterns vary with the specific
features of the diffusion item, such as the topics of individual in-
formation items (89). For instance, political topics are largely
triggered by external influence, while entertainment topics
are driven more by internal influence such as interpersonal
buzz (65, 66). More specifically, diverse news topics can be cat-
egorized into general news categories such as politics, economy,
education, culture, disasters, celebrity, sports, and technol-
ogy (5, 89). Public events can be grouped into expected (e.g.,
film releases) or unexpected events (e.g., natural disasters),
driving precursory growth and symmetric decay of individual
responses to the events, or abrupt growth and asymmetric
decay of responses, respectively (63). That is, the topic of
information itself has different levels of intrinsic attractiveness
forming inconstant information pathways over social networks.
In addition, the way to transfer items also affects the un-
derlying processes. For instance, infectious diseases are trans-
mitted from infected to susceptible individuals via physical
contacts such as HIV/AIDS (19) or indirect contacts such as
airborne (e.g., influenza) (21, 115) and vector-borne diseases
(e.g., dengue, chikungunya) (20, 116).
Collection of Items.As discussed earlier in this section, some
prior work attempted to quantify topological effects of indi-
vidual nodes in the social networks on propagating arbitrary
diffusion items (112, 113). However, diffusion items exhibit
varied scales of cascade sizes, approximated by a power-law
distribution (5, 71), leading to popularity disparity between
individual items (59) as discussed in the attention economy
section.
Accordingly, an individual item has been the focus for
modelling its popularity dynamics, such as a hyperlink (65),
a single tweet (39, 40), memes (short textual phrases) (41),
and an individual article in science (42, 43). In addition, a
collection of items have been also considered to predict the
popularity of relevant items as a super set (53, 70, 71, 89). For
instance, multiple hyperlinks are assigned a single topic by
recognizing named entities (e.g., person, organization, place) in
the main content of the reference pages, resolving entities with
data matching techniques (117), and classifying documents
into relevant topics (5). Also, a collection of topics are grouped
into upper categories in order to obtain higher-level insight on
diffusion trends (53, 65, 70, 89).
Diffusion Space. Diffusion space is a fundamental constraint
of diffusion processes, since it determines the heterogeneity
of populations in terms of diversity of subgroups or social
systems, and inter- and intra-interactions between and within
subgroups or systems. In other words, diffusion space defines
the boundary of the diffusion process.
Population Coverage.As external exposures are far-reaching
across distant (social) systems, the boundary of diffusion space
is not clear and needs to be constrained for more accurate
models of underlying processes. As discussed in the section on
exogenous effect, a large proportion of Twitter users are ex-
posed to external sources (65), which suggests the extension of
a diffusion boundary beyond a single social platform in order to
obtain extended diffusion dynamics across multiple populations
in social media such as blogosphere (118, 119), blogosphere-
to-news (41, 79), blogosphere-to-YouTube (4), or blogosphere-
news-SNS (38, 114). Similarly, knowledge transfers over re-
search communities within a single discipline (71, 120, 121),
which collectively leads to interdisciplinary scientific innova-
tions (45, 111, 122–124).
Multidimensional event clustering in both space and time
demands the consideration of diffusion space including meta-
populations whose interactions are covered by human mobil-
ity (73) or information sharing (48, 69, 79) in the geographi-
cal (91, 102) or online space (41, 51), respectively. That is, a
meta-population scheme (101) covers single/local population
or multiple/global populations according to the boundary of
diffusion space.
4. Diffusion Frameworks with Point Processes
As discussed in the introduction, collective bursty behaviors
in the real world can be characterized by point processes.
In this section, we begin with a brief introduction to point
processes. We then investigate diffusion models from diverse
research areas, whose fundamental frameworks are based on
point processes. Finally, we compare the models from the
aspects of the disclosed universal effects on diffusion dynamics
in the previous section.
Point Processes. A point process is an ordered set of ran-
dom variables in time, geographical space, or more general
spaces (29–32). We focus on a temporal point process whose re-
alization consists of a set of isolated points on a timeline (126)
(i.e., time-evolving random variables (51)) as a wide range
of real-world diffusion phenomena can be represented with
temporal point processes.
More specifically, a temporal point process is a counting
process {N(t), t ≥ 0}, where N(t) represents the number of
events that occur up to time t, and it can be characterized by
a conditional intensity function, λ(t) as
λ(t) = lim
∆t→0
P{N(t+ ∆)−N(t) = 1 | Ht}
∆t , [1]
whereHt is the history of event occurrences before time t. That
is, the intensity function λ(t) can be considered the expected
infinitesimal rate of an event in the immediate future, given
the observations prior to time t (31).
Poisson Processes.A Poisson process assumes that an event
occurs independent of previous events. When the intensity
function λ(t) is constant over time, i.e., constant rate of events
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per unit of time, it is called a homogeneous Poisson process.
Otherwise, it is called a nonhomogeneous Poisson process (127)
which allows the changes of the intensity rate over time.
Hawkes Processes. In realistic situations, a collection of events
are often observed as clusters in time (26), which implies
that the intensity is likely dependent on the history of event
occurrences. A Hawkes process is a non-Markovian extension
of the Poisson process or a Poisson cluster process (128),
which enables clustering the arrival of events (129). That is,
the intensity is modeled such that an event excites a Poisson
process consisting of other events in a series of point events.
Thus, a Hawkes process is also called a self-exciting point
process (129, 130) and is defined as
λ(t) = µ+
∑
{k:tk<t}
g(t− tk) , [2]
where µ denotes a baseline intensity, and g is a triggering
kernel whose form has been proposed across diverse research
areas by incorporating major factors of clustered interevent
times. As shown in Eq.(2), event sequences can be divided into
background events via a Poisson process and triggered events
via self-exciting processes of previous events (i.e., a Poisson
cluster process), forming a branching structure of immigrants
and descendants (110), innovators and imitators (81, 82), or
external and internal influences (65, 99, 114). As discussed in
the previous section of temporal variation, exogenous effects
can change over time. That is, the background intensity, µ in
Eq.(2) becomes a time function, µ(t).
Comparisons of Diffusion Frameworks. One of the primary
questions in emergent collective behavior is to predict the
future evolution of bursty dynamics. This has been accom-
plished by building mathematical models, estimating model
parameters, and understanding the underlying mechanisms
based on the inferred parameter values. In this regard, it
has been of common interest to predict an individual item’s
propensity to spread in diverse application domains such as
marketing (52, 82, 87, 131), seismology (10, 12, 46), crim-
inology (22, 23), finance (110, 132), social networking ser-
vices (39, 40, 50, 65) or social sharing services (63, 85, 86, 99),
news publications in online social media (41, 114), and scien-
tific publications in science (42, 43, 71).
In the marketing literature, predicting popularity growth
of consumer durables has been a key to the successful es-
tablishment of marketing strategies (133). This was initially
attempted by defining the hazard function as a simple linear
form of the proportion of the cumulative adoptions, represented
with an ordinary differential equation as its fundamental dif-
fusion framework (82), based upon the assumption of a fully
connected population (51).
In contrast to this unrealistic assumption of homogeneous
mixing like traditional epidemic models (95, 100), there have
been extensions with respect to (1) “heterogeneity” of popula-
tions such as multinational diffusion of a consumer product
from technology-leading to technology-lag or neighboring coun-
tries (87), (2) “structural connectivity” such as degree distribu-
tions (65, 99) and network density and diameter (2, 98), or (3)
both such as information diffusion over heterogeneous social
networks as a whole network, by incorporating the diversity of
populations and their structural connectivity (114), where the
hazard functions are represented as probabilistic generative
models (65, 99, 114).
The hazard function captures the effect of the time interval
between two discrete events. It describes a probability distri-
bution of the elapsed time T for an event to occur within the
next infinitesimally small time window ∆t as
h(t) = lim
∆t→0
P{t ≤ T ≤ t+ ∆t | T ≥ t}
∆t
= f(t)1− F (t) =
f(t)
S(t) , [3]
where f(t) and F (t) are the probability density and cumula-
tive distribution functions respectively, and S(t) (= 1− F (t))
denotes the survival function.
The hazard function specifies the instantaneous probability
of an event (the probability of experiencing the event of inter-
est in the small time interval [t, t + dt)), given no event has
occurred before time t. The probability then becomes h(t)dt.
As Eq.(3) shows, the hazard function is finite and nonnegative,
and more importantly it determines the probability density
function of event timing. In this regard, prior work on dif-
fusion processes has aimed at inferring the hazard function
by incorporating major factors (41, 52, 82, 87, 99, 114, 131),
represented with observed and unobserved covariates as ex-
planatory variables, which helps to obtain the probability
distributions of interevent times. Note that the hazard func-
tion and the intensity functions are interchangeably used (134)
as the two functions determine the conditional probability
distributions of inter-activity times. Accordingly, the previous
models (65, 82, 87, 99, 114, 131) can be considered nonho-
mogeneous Poisson processes, which define the hazard rate
with covariates embedding major factors of interevent intervals.
When the hazard function is a constant, it corresponds to a
homogeneous Poisson process (135).
As nonhomogeneous Poisson processes, generative predic-
tion frameworks have been proposed for predicting animal in-
fection risks between farms (56, 58), individual tweets’ retweet
counts (39, 40) and citations of individual articles in the
physics (42, 43, 45) and computer science (71, 120) areas. The
proposed intensity functions consist of cumulative prevalence
(e.g., retweet counts and citation volumes up to current time)
and time decay factors. Regardless of such time-varying inten-
sity of nonhomogeneous Poisson processes, the self-exciting
nature of point events is ignored due to the property of statis-
tical independence of interevent times, and thus an event is
not allowed to increase the rate of successor events for some
period of time (129).
In this regard, Hawkes processes have also been adopted
as the fundamental diffusion frameworks of prediction models
in diverse application domains such as predicting co-evolving
trends of individual tweets’ popularity and changing network
structures (50), different types of responses to Twitter mes-
sages and Wikipedia revisions (85), the bookmarking frequen-
cies of individual web pages (86), the repeated uses of tex-
tual phrases (memes) across social media (41), extreme price
moves (negative and positive excesses) from stock market in-
dex data (110), crime occurrences along hotspots (23), and
aftershock sequences in seismology (46).
The detailed comparisons of the diffusion models based on
point processes are presented in Table 1 from the aspects of
the proposed four major universal effects on real-word dynam-
ics in Figure 1. Notably, the only applications that consider
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environmental heterogeneity as part of the exogeneous ef-
fects are non-information-based (seismology and criminology),
which is likely due to relative environmental independence
of information diffusion, particularly online. Existing disease-
focused studies that model diffusion through point processes
also appear to disregard environmental heterogeneity, despite
its relevance for larger scale studies. Another interesting ob-
servation from Table 1 is that all related studies that consider
cumulative prevalence have been related to information dif-
fusion based on nonhomogeneous Poisson processes, which
may be linked to the easier traceability of information-based
diffusion processes. As shown in the table, while there has
been limited application of diffusion with point processes to
animal diseases, the application of diffusion framework to dis-
ease spread, particularly for humans, remains significantly
under-explored. In the next section, we propose a high-level
sketch of universal components of the prediction framework
for disease diffusion.
5. Case Study: Dengue Spread
Predicting disease spread is essential to the prevention and/or
control of infectious diseases. However, it is very challenging,
since unlike explicit resharing events between a follower and a
followee in social media, the movement of infected people are
largely unknown. Moreover, the recent growth of international
travel volumes has brought the outbreaks of exotic viruses,
such as dengue, from endemic regions (20, 35), which increases
the uncertainty of the infection pathways. In this context, we
focus on the spread of the exogenous virus, dengue, which is a
mosquito-borne viral disease transmitted among humans by
mosquito vectors (92), as a case study.
Background. The spread of infectious diseases forms outbreak
clusters in both space and time. As discussed earlier, such
space-time clustering of discrete events have been widely ob-
served in diverse research areas, such as aftershock sequences
near the epicenter (10, 11, 24) in seismology and burglary
sequences along crime hotspots in criminology (23). In order
to predict the spatial and temporal diffusion of dengue, the
four universal components in Figure 1 can be readily applied
to this case study.
In addition, recent advancements in social sensing technol-
ogy (47) enable the collection of diverse aspects of human
social behaviors, i.e., heterogeneous social signals (44), such
as online social networking from social media platforms, com-
munications from email or telecommunication systems, human
mobility patterns from geo-tagged social media records or
mobile phone devices, and so forth. Such heterogeneous social
signals capture a wide spectrum of bursty behaviors, and thus
combining different kinds of data sources may capture more
realistic and contextual diffusion phenomena.
Diffusion Framework with Universal Components. The univer-
sality of real-world diffusion dynamics is important to design
a more generalizable framework beyond a research domain. In
this respect, we suggest the following four major factors as
universal components of a dengue diffusion framework based
on our disclosed universal effects as below.
1) Exogenous Effects:
• external exposure – importation of dengue virus via
international travelers
• environmental heterogeneity – disease-specific fac-
tors such as the distributions of mosquito vectors,
temperature, precipitation, and humidity
• temporal variation – time-varying exogenous effects
due to seasonal changes in international travel vol-
umes and breeding conditions of mosquito vectors
2) Endogenous Effects:
• internal exposure – human mobility patterns
• time decay – a cycle of dengue transmission
• cumulative prevalence – cumulative infection counts
3) Diffusion Item:
• type – infectious disease
• characteristics – mosquito vector-borne disease
• collection – nation-wide dengue virus
4) Diffusion Space:
virus propagation across multiple subregions within a
city or country, which can be extended to a global scale
External virus importation via international travelers from
endemic regions may trigger disease spread over domestic social
networks, which is accelerated by diverse human mobility pat-
terns across the nation. A distinction between exogenous and
endogenous effects on the disease spread enables us to quantify
each effect and helps to improve the prediction accuracy, which
has been relatively neglected in epidemic studies (20, 35, 91).
Geographical characteristics conducive to a target disease
increase the likelihood of outbreaks, which can be considered
environmental heterogeneity (i.e., the intrinsic nature of a
region). Internal exposure depends on the infection history
of connected neighbors in social networks. However, collect-
ing nationwide social structures is challenging due in part
to privacy issues and dynamically changing social relation-
ships. Thus, human mobility can be considered for quantify-
ing topological heterogeneity of meta-populations at a macro
level (53, 91, 101), driving population fluxes between regions
(e.g., suburbs, cities, states), as one of the heterogeneous social
signals. Regarding the cumulative prevalence, the likelihood
of the next diffusion event is proportional to accumulated
outbreaks up to the current time, which is counter-balanced
by a time relaxation function reflecting the aging effect on
dengue transmission. In terms of diffusion items and space,
the dengue virus is a vector-borne infectious disease, whose
outbreak risk is rapidly increasing worldwide (92).
Figure 2 summarizes the main concept of the case study,
which exploits heterogeneous social signals (e.g., human mobil-
ity, social networks), captured by lifelogging social sensors, as
contextual inputs to our suggested components of a diffusion
framework for reflecting more realistic situations and providing
rich context of underlying diffusion processes.
Based on our suggested major factors, a cross-regional
or cross-metapopulation diffusion model can be a key step
toward multinational outbreak risk prediction models. More
importantly, the suggested components are not limited to the
dengue case but applicable to other diseases, both vector-borne
and infectious.
6. Discussion
Stochastic models have been key mathematical tools for de-
scribing event sequences in time and/or geographical space and
accordingly have attempted to incorporate the major factors
of clustered inter-event times.
Factor Engineering. Despite the recent advances of diffusion
models, there are fundamental questions for the design of a
diffusion framework: what does a framework include? How is it
organized? What does it explain? Does it have any constraints?
These questions reflect major factors of bursty behavior. We
discuss key design principles of a baseline framework for real-
world diffusion dynamics by considering factors as components:
(1) factor targeting, (2) factor balancing, (3) factor coverage of
diffusion cases, and (4) factor dependency on prior knowledge.
First, factor targeting is related to a model’s capability to
provide a rich, but generic interpretation of the underlying dif-
fusion mechanisms. For instance, microscopic factors increase
a model’s complexity and make it hard to discover universal
and significant effects on diffusion. In contrast, simple factors
rarely provide insights of underlying diffusion processes. The
choice of factors therefore affects a model’s performance in
terms of complexity and interpretability. Second, factor bal-
ancing addresses how to separate exogenous from endogenous
effects on diffusion and how to balance positive (e.g., pref-
erential attachment) and negative (e.g., time decay) factors
within each effect. For example, the intensity of each node’s
response to an event is defined as either a multiplicative pro-
cess of exogenous and endogenous topological effects (41), a
simple additive process of innovation and imitation within a
homogeneous population (52, 82), a multiplicative process of
detailed endogenous factors (positive and negative) without
exogenous effects (40, 42, 43), or a combination of those addi-
tive and multiplicative processes (50, 65, 86, 99, 114). Third,
factor coverage implies the applicability of a model to real-
world cases. A single model cannot explain all diffusion cases
in the real world, but it needs to be designed to cover real
diffusion cases of a target domain as much as possible. Finally,
factor dependency is related to factor targeting and coverage.
Strong dependency on specific domain knowledge will fail to
define a general model, which limits the coverage and thus
interpretability of a diffusion model.
Research Challenges. As discussed in the previous section,
heterogeneous social signals enable the capture of rich diffu-
sion dynamics in the real world. That is, social sensing provides
supportive clues to incorporate universal components into a
diffusion model, which makes the diffusion framework more
generalizable and applicable to a broad range of real-world sce-
nario, in comparison with models based only on homogeneous
social signals.
Accordingly, these are the following research challenges
to resolve. How can we combine different and noisy data
sources collected from heterogeneous social signals and obtain
significant inputs to a diffusion model? How can we avoid a
biased estimation caused by a limited sample size? Besides
the data fusion, a primary question is how to design a general
diffusion framework by incorporating the disclosed universal
components. These questions are common to a wide range of
diffusion studies, demanding interdisciplinary approaches to
be investigated.
7. Conclusion
Collective bursty behaviors have been observed across differ-
ent real-world domains, exhibiting clustered interevent times.
That is, emergent bursts provide supportive clues of under-
lying diffusion processes, which can be modeled with point
process approaches for defining random events in time and/or
space and for better understanding the diffusion dynamics of
individual items in a real world setting.
In this context, we reveal common major factors of diffu-
sion processes and propose a taxonomy of universal effects
on real-world diffusion dynamics across disciplines (e.g., com-
puter science, social science, statistical physics, seismology,
criminology, marketing, finance, and epidemics). As a case
study, we suggested the four major factors of dengue spread
as components of a disease diffusion framework.
We expect that our work presented here will shed light on
modeling a more general diffusion framework by incorporating
the disclosed universal effects as contextual components into
the framework. An interesting direction for future work would
be to model disease spread by incorporating the suggested
factors in our case study.
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