Abstract. In this paper, a common fixed point theorem for two pairs of weakly compatible mappings satisfying Altman integral type contraction in a metric space is proved. Our result extends and improves several known results.
(**) / is upper semi-continuous, (***) f(t) < t, for each t > 0.
In the light of the above notation, the following theorem was proved by Popa and Pathak [11] .
THEOREM B. Let A, B, S and T be self-mappings of a complete metric space (X, d) satisfying the conditions: (i) A(X) C T(X), B(X) c S(X),
(ii) the inequality [1 + pd(Sx, Ty) ]d(Ax, By) < pm&x{d (Ax, Sx)d(By, Ty),d(Ax, Ty) d (By, + / (max{d(Sx, Ty),d(Ax, Sx),d(By, Ty) , ^ [d(By, Sx) 
+ d(Ax, Ty)}}^, holds for all x, y € X, where p> 0 and f € T, (iii) one of A, B, S or T is continuous, and (iv) pairs (A,S) and (B,T) are compatible of type (A).

Then A, B, S and T have a common fixed point z. Further, z is the unique common fixed point of A and S and of B and T.
Our aim in this paper is to prove a common fixed point theorem for two pairs of weakly compatible mappings satisfying Altman type contraction condition and to derive a few known results as corollaries. In our main result, we have: dropped the completeness of the whole space X in Theorem B, by choosing the range space of one of the four mappings complete; relaxed the duality of conditions on mappings in compatibility of type (A) by taking weakly compatible mappings and dropped the requirement of the continuity of one of the four mappings.
Main results
We now state and prove our main theorem. A 
(X) c T(X), B{X) c S(X),
If one ofA(X), B(X), S(X) orT(X) is a complete subspace of X, then (i) (A, S) have a coincidence point.
(ii) (B,T) have a coincidence point.
Moreover, if both the pairs (A,S) and (B,T) are weakly compatible then A, B, S and T have a unique common fixed point.
Proof. Pick xq G X, then by (4.1) we can choose a sequence {x n } in X such that x 0 = 2/o, Ax 2n = Tx2n+\ = and Bx 2n +i = Sx 2n +2 = V2n+2, for all n = 0,1,2, We now show that the sequence {y n } defined above is a Cauchy sequence in X. Let us denote d(y n , y n +i) by d n , for each n = 0,1,2,.... First, we show that jJ n+1 ip(t) dt < ip(t) dt). Now we claim that
and then show that {y n } is a Cauchy sequence in X. For this, putting x 2n for x and x 2n +\ for y in (4.2), we obtain 
Unifying (4.4) and (4.5), we obtain
It then follows by assumption (a) that, 0 < G(tn) = tn+\ <tn < t\, Vn > 1, if t\ > 0. If t\ = 0, then tn = 0, for every n. Furthermore, by induction, we show that Iq 11 ip(t) dt < in+i, for every n € N. If n = 1, then by putting Xo for x and X\ for y in (4.2), we have o o Thus, it follows that ip(t) dt < t n+1 , for all n G NNote that, if t\ = 0, then d n = 0 for every n, so that we consider the case where t n > 0, for every n. Now, by conditions (a)-(c) and t n+ \ -G(t n ), n € N, which shows that lim" ->oo tn -lim n^o o dn -0, it follows that {yn} is a Cauchy sequence. Indeed, if m, n G N with m > n, then using that hypothesis (HI) implies Since the sequence {t n } is convergent and / Q r g(t)dt < +oo for each r G (0ip(t)dt], where rand C [0, K], then the last term tends to zero as n -> oo and, hence, {y n } is a Cauchy sequence in X. Now, we suppose that the range of one of the four mappings is complete.
Case I. Suppose that T(X) is a complete subspace of X, then the subsequence {y2n+1} = {Tx2n+1} is a Cauchy sequence in T(X) and hence converges to a limit, say z in X. Since {y n } is Cauchy and its subsequence {?/2n+i} is convergent to z, so {y n } also converges to z. Hence its subsequence {j/2n+2} is also convergent to 2. Thus we have
n->00 Let v G T~1z, then Tv = z. We claim that Bv = z. For this, setting x = X2n and y -v in the implicit relation (4.2) we have
If we suppose that d(z, Bv) > 0, then we have, for n large enough,
Letting n -> oo, it yields
which is a contradiction. Thus d(Bv, z) = 0, so that Bv = 2. Hence z = Bv = Tv, showing that v is a coincidence point of B and T. Further, since B(X) C S(X), Bv = z implies that z € S(X). Let u £ S~lz, then Su = z. Now, we claim that Au = z. For this, putting x = u and y = v in (4.2), we have
showing that u is a coincidence point of (A, S).
Case II. If we assume S(X) to be a complete subspace of X, then analogous arguments establish the earlier conclusion. Indeed, in this case, the subsequence {1/271+2} = {Sx2n+2} is a Cauchy sequence in S(X) and hence converges to a limit, say z in S(X). Similarly to Case I,
Let v G X be such that Sv = z. To prove that Av -z, we take x -v and U = %2n+i in the implicit relation (4.2), hence, assuming that d(Av,z) > 0, we get, for n large enough,
+G( \ mdt), 0 hence, taking the limit as n -> 00, we obtain
0 00 which is a contradiction. Hence Av -Sv = z.
On the other hand, since A(X) C T(X), then z = Tu, for some ael. To check that Bu = z, we take x = v and y = u in (4.2), achieving
This proves that Bu = Tu = z.
The remaining two cases are essentially the same as the previous cases. Indeed, if A(X) is complete, then by (4.1), 2 6 A(X) C T(X). Similarly, if
B(X) is complete, then z € B(X) C S(X).
Thus pairs (A, S) and (B, T) have coincidence points. Hence in all we have z = Au = Su = Bv = Tv. This proves our assertions in (i) and (ii). Now, the weak compatibility of (.4, S) gives Az = ASu = SAu -Sz; i.e., Az = Sz. Similarly, the weak compatibility of (B, T) gives Bz = BTv = TBv = Tz; i.e., Bz = Tz.
To show that z is a coincidence point of A, B, S and T, we have to check that Az = Bz. For this, putting x = z and y = z in (4.2), we have To show that 2 is a common fixed point, putting x = z and y -v in (4.2), we have If we take rp : K+ -> R+ satisfying (HI), then ip is measurable, summable on each compact interval, and condition (4.3) holds if ip(t) dt is positive and finite for an e > 0.
Note that condition (HI) is valid for constant functions ip, but it is not true for functions of the type ip(t) = Rt, t > 0, where R > 0. and the sequence {yn} is a Cauchy sequence, since JQ r g(t)dt < +00 for each r > 0.
Note that condition G($jJ ip(t) dt) < ip(t) dt, Vx > 0, is trivially satisfied if ijj = 1 and reduces to G(Rx) < RG(x), Vx > 0, if tp = R. In fact such condition can be dropped, as established in the following result. Proof. In the proof of Theorem 4.1, the following inequality was obtained: We define a sequence {£n} by t\ = do = d(yo,yi), and tn+i such that G(Jo n ip(t) dt) = Jo n+1 i>{t)dt, for every n G N. Note that, for ti > 0, Jo n tp(t) dt > G(f0 n ip(t) dt) = f0 n+1 ip(t) dt, for every n and, hence, tn+1 < tn, for every n. Then, by induction, it can be proved that If, for some fixed n, ip(t) dt < ip(t) dt is true, then dn+1 dn tn+1 ¿n+2
Using (H3), we have dn < tn+1, for every n G N. By the properties of {tn}, we have that {in} -> L. We claim that L = 0. Indeed, suppose that L > 0, then ip(t) dt -> ip{t) dt = P > 0 and ip(t) dt > P, for every n G N. From the properties (a), (b), we deduce that G is subadditive and, hence,
g( f V(t) di) = GQ dt + j ip(t) dt) < G(\iP(t)dt)+G( \ip(t)dt) 0 L = gQ if>(t) dt) + G( f ip(t) dt -\ ip(t) dt)
O
L tn L ip(t) dt) + J ijj(t) dt -J ip(t) dt.
o oo This inequality, joint to the property in tn+1 
+oo) ^ R is nondecreasing and satisfies the Altman type conditions (a)-(c) and ij) : M+ -• R + is a nonnegative, Lebesgue measurable mapping which is summable on each compact interval, and satisfies (4.3). Assume that one of the hypotheses (HI), (H2) or (H3) holds. If one ofA(X), B(X), S(X) or T(X) is a complete subspace of X, then (i) {A, S) have a coincidence point.
(ii) (B, T) have a coincidence point. 
Moreover, if both the pairs (A,S) and (B,T) are weakly compatible then A, B, S and T have a unique common fixed point.
MX)CT(X), A i+1 (X) C S(X),
If one of Ai(X), S(X) or T(X) is a complete subspace of X, and if the pairs (Ai,S) and T) are weakly compatible, then S and T have a unique common fixed point.
(4.9) MX) C T(X), Bi{X) C S(X), d(AiX,Biy) d(Sx,Ty)d(AiX,Biy) (4.10) j 1p{t)dt+p \ 1p(t) dt 0 0 iaa.x{d(AiX,Sx)d(Biy,Ty),d(AiX,Ty)d(Biy,Sx)} m(x,y) <p \ ip{t)dt + G( J i>{t)dt\ o o for all x, y € X,
Assume that one of the hypotheses (HI), (H2) or (H3) holds. If one ofAi(X), Bi(X), S(X) orT(X)
is a complete subspace of X, then 
where -y\ + \l-2x\) i.e., x = -, y = 1. 2 Thus, m(A, 1) = 0 and, therefore, G(m (±, l) 2 ) = G(0) = 0.
We observe that T(X) (and also S(X)) are complete subspaces of X. Further, we have g(t) = 2, so that J Q r g(t)dt = 2r < +oo, for every r £ (0,1].
We notice that A and S have as coincidence points x £ 1], where ASx = SAx, and B, T have the coincidence point x = 1, where they commute. So that [A, S) and (B,T) are weakly compatible. Thus all the conditions of Theorem 4.1 are satisfied, with the exception of (HI). Note that (H3) holds. Moreover, the only common fixed point of A, B, S and T is x = 1. This validates Theorem 4.3.
The following example also shows the validity of our main Theorem 4.3. Note that the function i'(e) = \ f Q ip(t) dt is a nondecreasing function in e > 0 and G(t) is also a nondecreasing function in t > 0. Now, we see that
max{d (Sx,Ty),d(Ax,Sx),d(By,Ty),±[d(Ax,Ty) . If we seek a differentiable function G, using (a), we deduce that function g is also differentiable and = t( (t-G(i))P ' f°r every t, hence if we choose G satisfying that 0 < G'(t) < ®, Vi > 0, then g is a nonincreasing function. On the other hand, if g is a nonincreasing function, then
and, using property (a), we obtain that
which means that the point (t2,G(t2)) must be in the region which is below all the lines which join (0, 0) and each point of the graph of G before (t2,G(t2)).
Our interest is to find an example of nonlinear contraction with G'(0) = 1. Consider the nondecreasing function G(t) = ln(£ + 1), t > 0, which satisfies G(0) = 0 and 0 < G(t) < t, for every t > 0. Note that G'(0) = 1 but G'(t) < 1 for t > 0. Besides, g defined by g{t) = is nonincreasing on (0, +oo), since the sign of its derivative coincides with the sign of f3(t) = t -(t + 1) ln(i + 1), t > 0, which is negative on (0, +oo).
On the other hand,
for every r > 0. Indeed, we check that there exists S > 0 such that t-ln(t+i) < t^i f°r every t € (0,6), for a certain a > 1. Hence $q t _ ln ( f+1 ) dt < +oo and, by continuity, t-ln(t+i) ^ ^ +oo. To prove this inequality, we check that p(t) = ln(i + 1) -t + t for all x, y E X, where p > 0, G : [0, +oo) -> R is nondecreasing and satisfies the Altman type conditions (a)-(c). The proof is made for functions ^ of integral type t) := $Q ip{s)ds, for t > 0, where ip : M+ M+ is a nonnegative, Lebesgue measurable mapping which is summable on each compact interval and satisfies (4.3), assuming one of the hypotheses (H1)-(H3). Analogous interpretations can be made for conditions (4.6), (4.8) and (4.10). Note that for the function of integral type described, we have that ^ is continuous. Condition (4.3) on function produces the property of V(t) > 0, Vt> 0.
On the other hand, hypothesis (H2) of function ^ provides that ^ is increasing on (0,+oo) and G(¥(x)) < ®(G(x)), Vx > 0. Obviously, (H3) implies the increasing character of on (0, +oo). Using this formulation, Theorem B is obtained by choosing $ the identity mapping.
