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1 INTRODUCCIÓN Y OBJETIVOS 
Las imágenes multiespectrales, conocidas también como espectroscópicas o espectrales, son una nueva 
tecnología que nació específicamente para monitoreo remoto terrestre (Abrams et al., 1977; Goetz et 
al., 1985; Mabwoga et al., 2010). Esta tecnología consiste en el registro de imágenes a través de diversas 
bandas con características espectrales específicas y la aplicación de algoritmos matemáticos 
especializados, que permiten por ejemplo obtener información espectral píxel a píxel de un objeto o 
escena analizada sobre todo el campo de visión del sistema multiespectral y por lo tanto representa un 
método analítico muy potente.  
Desde su origen los sistemas multiespectrales han demostrado utilidad en una gran variedad de campos 
aparentemente no relacionados. Por ejemplo se han utilizado en aplicaciones biomédicas (Basiri et al., 
2010; Bouchard et al., 2009; M. Martin et al., 2006; Paquit et al., 2009); en  reconocimiento y 
seguimiento de patrones por medio de imágenes (Joo Kim et al., 2011; Kamruzzaman et al., 2012; Ren et 
al., 2006); en el monitoreo en la industria de los alimentos (Lu & Peng, 2007; Sáenz Gamasa et al., 2009); 
en aplicaciones metrológicas de mediciones radiométricas, fotométricas y colorimétricas (de Lasarte, 
2009; Pladellorens et al., 2008; Vilaseca, 2005; Vilaseca et al., 2003, 2004, 2005, 2008); en el estudio de 
obras de arte y patrimonio cultural (Kubik, 2007; Miyata, 2006; Novati et al., 2005); entre otros.  
En el caso del estudio de obras de arte y patrimonio cultural las herramientas disponibles en la 
actualidad son variadas  (Bacci et al., 2001; Creagh & Bradley, 2007; Creagh et al., 2009). Quizá la más 
simple es la fotografía, inicialmente convencional y ahora digital, que generalmente se apoya en 
personas expertas para su análisis. Esta aproximación que se podría considerar como menos elaborada 
proporciona información útil aunque puede ser insuficiente ya que es una herramienta esencialmente 
de examen (Creagh & Bradley, 2006). Por otro lado, hay otras técnicas, básicamente herramientas 
analíticas, que proporcionan información más amplia de la obra como la proveniente del análisis 
químico y estructural macroscópico del material de interés (M. Cotte et al., 2009; Creagh et al., 2009; 
Ormsby et al., 2009). Sin embargo, algunas de estas técnicas, como las que usan radiación de 
sincrotrones o las  cromatográficas, conllevan usualmente una toma de muestras invasiva y ex situ 
(Bertrand, 2007; Varella, 2013). Este tipo de pruebas no sólo es dañino para el objeto analizado, sino 
que también presentan limitaciones por las zonas de análisis, que al ser puntuales o de tamaño limitado, 
no necesariamente son representativas de toda el área de análisis, sobre todo si ésta no es uniforme en 
cuanto a propiedades espectrales y de color se refiere. Es así que en un intento por ampliar las opciones 
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en las herramientas disponibles y evitar los inconvenientes mencionados anteriormente se han venido 
utilizando técnicas experimentales que aplican otros métodos espectroscópicos de no-contacto e in situ.  
Dentro de las técnicas espectroscópicas que han sido aplicadas extensivamente en el campo del 
patrimonio cultural y evaluadas en diversos análisis científicos están la espectroscopía de reflectancia, 
de fluorescencia, de fluorescencia de rayos X, Raman, de transformada de Fourier IR, entre otras (Best 
et al., 1995; Castillejo, 2000; Creagh & Bradley, 2007; Ormsby et al., 2009; Vázquez et al., 2008) (Para un 
listado completo ver referencia (Artioli, 2010)). Los resultados obtenidos han mostrado que estas 
técnicas son capaces de proporcionar una visión única dentro de la composición del material, la técnica 
de construcción, los efectos del deterioro, la edad de la muestra, etc. Esta información es esencial para 
el análisis y de mucha ayuda, por ejemplo, para determinar un esquema de preservación óptimo de las 
obras.  
Sin embargo, las técnicas mencionadas antes en su mayoría sufren del inconveniente que sólo 
proporcionan información espectral integrada de una región concreta. Esta región se selecciona 
típicamente de manera visual, por lo que debe tener propiedades uniformes para obtener un análisis 
correcto tal y como ya se ha mencionado anteriormente. Como en el caso de la toma de muestras 
invasivas, la información obtenida para esta región puede no ser adecuada en el análisis de obras de 
arte y objetos de patrimonio cultural, los cuales generalmente se caracterizan por una heterogeneidad 
espacial alta. Por otra parte, hay casos en donde las alteraciones en el estado del material de un objeto, 
asociado con deterioro, intervenciones, etc., no son detectables visualmente. Por esto, las técnicas 
espectrales guiadas visualmente no son las más idóneas en la detección e identificación de defectos o 
restauraciones que son vagamente perceptibles. 
Las limitaciones anteriores de las herramientas espectroscópicas resaltan la necesidad de métodos y 
tecnologías de adquisición espectral que cuenten a la vez con una elevada resolución espacial. Además, 
deben ser capaces de extraer la información sobre un área de análisis extendida. Una solución 
implementada está en realizar un escaneo secuencial mediante los instrumentos espectroscópicos 
convencionales actuando como sonda (Bertrand, 2007). Sin embargo, debido al tamaño de las regiones 
de análisis de estos instrumentos, esta aproximación no suele ser del todo óptima. Esto se debe a que 
las regiones de análisis son pequeñas para cubrir áreas considerables en períodos de tiempo razonables, 
pero también pueden ser grandes para que se asegure que la información provenga de regiones 
pequeñas con características uniformes. Por esto esta solución de mapeo espectral se suele llevar a 
cabo sólo en aplicaciones de microscopía (Bertrand, 2007; Best et al., 1995; Castillejo, 2000).  
Por su parte, los procesos de reflexión difusa y fluorescencia son procesos de eficiencia óptica 
típicamente alta en las obras de arte y patrimonio cultural (Kubik, 2007). Así los procedimientos de 
escaneo o de uso de iluminación de spot no son absolutamente necesarios en su análisis. Es posible 
iluminar áreas grandes y utilizar sensores de imagen para la captura de datos. Sin embargo esto implica 
la discriminación de la información espectral con la implementación de aproximaciones, normalmente 
filtros sintonizables o interferenciales, que restrinjan la información a detectar a ciertas bandas más o 
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menos estrechas del espectro electromagnético. Estas características son las que los sistemas 
multiespectrales proporcionan. En ellos están las ventajas que los sistemas de formación de imágenes 
añaden a los sistemas espectroscópicos. 
Así como los sistemas multiespectrales aparecen como la opción natural al querer agregar a los sistemas 
espectroscópicos las características de la formación de imágenes, también se puede llegar a esa 
conclusión desde una perspectiva paralela de agregar a los sistemas de formación de imágenes las 
posibilidades de la espectroscopía. Desde esta otra perspectiva también se evidencia que los sistemas 
de formación de imágenes convencionales monocromáticos o en color usando bandas espectrales 
amplias son insuficientes. Las tareas de reproducción espacial y colorimétrica precisa de obras de arte, 
generación de archivo documental, restauración, etc. (Redman, 2007) exigen una información más 
amplia y a la vez precisa. Por eso los sistemas multiespectrales se presentan desde este punto de vista  
también como la opción más conveniente para suplir esas necesidades.  
Se han hecho varias propuestas de sistemas multiespectrales buscando desarrollar equipos con 
capacidades avanzadas (Levenson et al., 2002), principalmente en el campo de la detección remota 
(Clampin et al., 2005; Weng, 2011). Aunque, también en el campo del arte y patrimonio cultural la 
demanda de dispositivos multiespectrales de gama alta ha venido incrementándose en los últimos años 
(Barni et al., 2005; Fischer & Kakoulli, 2006; Pelagotti et al., 2008). Las tareas a las que se ha hecho 
frente con sistemas experimentales de este tipo en el rango del visible tienen que ver 
fundamentalmente con las siguientes aplicaciones. En primer lugar la obtención de la curva de 
reflectancia espectral píxel a píxel, que es la manera más confiable para una reproducción fiel del color, 
donde esta fidelidad se mide en términos de su independencia de la iluminación y de los dispositivos de 
adquisición. De hecho, la representación RGB depende tanto del dispositivo de adquisición como de las 
condiciones ambientales en que se lleva a cabo (Hardeberg, 1999). La independencia de la primera se 
puede alcanzar mediante el uso de un espacio de color independiente del dispositivo, pero, en cualquier 
caso, la adquisición se vería influenciada por el ambiente, principalmente por la iluminación. Una 
segunda aplicación de las medidas multiespectrales en este rango es que ellas permiten el monitoreo 
del estado de conservación de las pinturas. De hecho, la adquisición multiespectral del color es objetiva, 
así que repetible y aún más, las imágenes digitales son virtualmente eternas, ya que no se degradan en 
el tiempo.  
Los proyectos VASARI (Visual Arts System for Archiving and Retrieval of Images), MARC (Methodology 
for Art Reproduction in Colour) y CRISATEL (Conservation Restoration Innovation Systems for Image 
capture and Digital Archiving to Enhance Training Education and Lifelong Learning) fueron proyectos 
pioneros financiados por la comisión europea que hicieron uso de datos multiespectrales en el visible 
para la adquisición y el monitoreo de pinturas (Cupitt et al., 1996; Hardeberg, 1999, 2001; Martinez, 
1991, 1993; Martinez et al., 2002; Ribés et al., 2005). También se han implementado otros proyectos 
similares para el trabajo con escritos antiguos de importancia cultural como los palimpsestos 
(Rapantzikos & Balas, 2005). Así, las tareas en las que los sistemas multiespectrales consiguen prestar 
ayuda desde el punto de vista de las imágenes digitales se pueden resumir en (Redman, 2007):  
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- La adquisición digital de imágenes: medida precisa del color y estimación espectral. 
- Archivo de imágenes: registro de datos en formato adecuado, registro de metadatos como 
protocolos de adquisición, copyright, etc. 
- Conservación digital: protección de obras mediante la exposición de imágenes fieles. 
- Restauración: mediante la identificación de pigmentos. 
- Reproducción digital de imágenes. 
Estas tareas no son independientes, es más, en el caso de la reproducción digital de imágenes las 
razones para hacerlo suelen ser precisamente su uso, entre otros, en varias de las otras tareas 
anteriores. Así por ejemplo, los museos pueden usar las reproducciones para hacer posible el acceso a 
las colecciones a través de internet; para incluirlas en el sistema de administración del museo; para 
producir copias para la venta; para proteger el original de usos innecesarios; y para documentar los 
tratamientos de conservación (Berns & Frey, 2005; Fischer & Kakoulli, 2006; Redman, 2007). En esta 
misma tarea la industria de las imágenes digitales tiene otros incentivos como es el beneficio 
económico. Se estimó para el año 2006 que el mercado de reproducción de arte era de 7.5 Billones de 
dólares, mercado que crecía en ese tiempo a un 30% por año (Cantrell, 2006). 
Además de estos sistemas multiespectrales desarrollados principalmente para ser usados en la zona 
visible del espectro, se han implementado otros que utilizan detectores en rangos diferentes, como el 
Infrarrojo (IR) o el Ultravioleta cercano (UV) (Attas, 2003; Comelli et al., 2008; Fischer & Kakoulli, 2006; 
Fontana et al., 2007; Obrutsky & Acosta, 2003). Estas zonas espectrales han mostrado gran utilidad en el 
reconocimiento de materiales, lo que puede prestar servicio, por ejemplo, en el diagnóstico no invasivo 
del estado de conservación de una obra tanto como en su posterior reconstrucción. También, la 
reflectografía IR, consistente en el registro de la obra mediante una cámara sensible a longitudes de 
onda de 800 a 1700nm aproximadamente, ha sido muy usada para la detección de dibujos subyacentes 
(Attas, 2003), mientras que la fluorescencia UV resalta intervenciones de restauraciones anteriores 
(Comelli et al., 2008). Estos sistemas aunque proporcionan información importante están centrados de 
manera preferente en una de las zonas espectrales específicas mencionadas, lo que limita sus 
capacidades. Además están generalmente asociados a  un elevado costo debido a que incorporan 
típicamente sistemas de filtrado, por ejemplo filtros sintonizables.  
De todo lo anterior se deduce la importancia de desarrollar un solo sistema multiespectral que cubra a 
la vez todos los rangos espectrales citados, esto es, el ultravioleta, el visible y el infrarrojo.  Además, 
aparte de la extensión espectral sobre los rangos UV-Vis-IR, otra capacidad que es importante incluir es 
la adquisición de obras de gran formato asegurando una alta resolución espacial. La resolución 
normalmente asociada a los detectores convencionalmente usados en sistemas multiespectrales no es 
suficiente para el estudio de obras de arte de gran formato. En estos casos los requerimientos de la 
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extensión de la obra y de la resolución espacial imponen el uso de técnicas computacionales de 
composición de imágenes (Corsini et al., 2001). Para ello se requieren secuencias de imágenes menores 
que en su totalidad cubran la obra completa, por lo que el sistema debe permitir un movimiento 
espacial controlado para hacer un escaneo (Martinez et al., 2002). 
Considerando las ideas expuestas creemos por lo tanto que el diseño de un nuevo sistema 
multiespectral para el estudio y conservación de obras de arte puede ser un aporte importante en el 
campo de la ingeniería óptica. Concretamente un sistema que permita la reconstrucción de espectros y 
visualización de imágenes en un rango extendido sobre el UV-Vis-IR, puesto que tal y como se ha 
mencionado anteriormente existen sistemas que cubren parcialmente estos rangos pero no de forma 
conjunta. Se pretende cubrir desde los 370 a los 1650nm, basándose en elementos comerciales para su 
construcción. Específicamente usando detectores convencionales CCD para el rango del UV-Vis y parte 
del infrarrojo cercano (NIR) (370-900nm) y detectores basados en arseniuro de indio y galio (InGaAs) 
para la región espectral complementaria desde los 900 a 1650nm. Además se pretenden utilizar diodos 
emisores de luz (LEDs) para conformar las diferentes bandas espectrales permitiendo así la reducción de 
los costos asociados al desarrollo del sistema. Esto representa un aspecto muy novedoso ya que hasta la 
actualidad la mayoría de sistemas de este tipo ha incluido filtros para tal fin. Finalmente se pretende 
que el sistema sea portátil para el uso in-situ en museos y que permita su movimiento controlado para 
la adquisición de imágenes de obras de formato grande.   
El objetivo alcanzado en esta tesis doctoral es el diseño y desarrollo del sistema multiespectral descrito. 
Para alcanzar este objetivo, en esta tesis doctoral se han llevado a cabo las siguientes etapas: 
- Exploración de diferentes opciones de sistemas multiespectrales y sus aplicaciones: En este 
objetivo se recurrió al estudio de la literatura existente para adquirir los conocimientos 
necesarios en cuanto a los sistemas multiespectrales. Se llevó a cabo un trabajo inicial 
usando los resultados obtenidos ya anteriormente en el Centro de Desarrollo de Sensores, 
Instrumentación y Sistemas (CD6) con los sistemas multiespectrales. Este trabajo inicial se 
enmarcó en el uso de los sistemas multiespectrales basados en filtros para la aplicación 
específica del estudio de iris oculares y su comparación con prótesis y lentes de contacto 
coloreadas. 
- Diseño del sistema multiespectral: Basados en las conclusiones del primer objetivo 
específico se definieron los elementos que compondrían el sistema multiespectral y se 
simuló su desempeño basándonos en sus características espectrales. Se exploró a 
profundidad la opción del uso de diodos emisores de luz (LEDs) como manera activa de 
generar la información espectral, en vez del uso de fuentes de iluminación de espectro 
ancho y filtros espectrales, para poder reducir los costos de construcción del equipo. En esta 
parte de la tesis se eligió la cantidad de canales espectrales o tipos de LEDs que se 
incluyeron en el sistema, basados en la disponibilidad comercial, criterios de optimización y 
el ajuste de sus emisiones espectrales a los rangos de respuesta de los detectores utilizados. 
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Se llevó a cabo simulaciones del desempeño del sistema en la reconstrucción de espectros 
de reflectancia al considerar estos elementos. 
- Construcción del sistema multiespectral: En esta etapa de la tesis se montó el hardware del 
sistema multiespectral usando los elementos definidos anteriormente. Se llevó a cabo el 
diseño y construcción de las partes mecánicas para acoplar y soportar las piezas como 
cámaras y fuentes espectrales LED que componen el sistema.  
- Generación del conjunto de programas computacionales para el control del hardware en el 
sistema y el procesado de la información obtenida: Gran parte de esta tesis estuvo dedicada 
al trabajo en la programación de algoritmos. Algoritmos que permiten el control en la 
adquisición de las imágenes por parte de las cámaras y la iluminación con las fuentes 
espectrales LED. Así como también el procesado de las imágenes posterior a la adquisición. 
Esto supuso la implementación de algoritmos de corrección de ruido, de varios algoritmos 
para la visualización de imágenes, de cálculos colorimétricos y de reconstrucciones 
espectrales, y de cálculos para la evaluación del desempeño del sistema. 
- Aplicación del sistema a obras de arte reales: El sistema se aplicó sobre obras de arte del 
Monasterio de Pedralbes, en Barcelona, y de las iglesias de Sant Pere/La Seu d’Egara, en 
Terrassa. En el monasterio se hizo la adquisición de imágenes de murales al fresco en la 
capilla de San Miguel y de óleos de la colección del museo del monasterio. En las Iglesias de 
Sant Pere se capturaron imágenes de pinturas murales que se presume de épocas históricas 
diferentes. Los resultados de reconstrucción espectral y las imágenes están a disposición de 
los expertos en conservación y restauración de estas instituciones. 
Esta tesis además de este capítulo de introducción y objetivos está estructurada en 7 capítulos más. El 
capítulo 2 se dedica a la revisión del estado del arte. Se describen conceptualmente los sistemas 
multiespectrales y se revisan las opciones más comunes en su implementación. Más adelante se 
describe la caracterización espectral del sistema, el modelo óptico de adquisición multiespectral y se 
relacionan con los métodos de reconstrucción espectral. Finalmente se revisan las aplicaciones de los 
sistemas multiespectrales centrándose principalmente en la aplicación a obras de arte y patrimonio 
cultural.  
El capítulo 3 muestra la utilización de un sistema multiespectral basado en filtros como parte de la 
adquisición de conocimientos y exploración de diferentes opciones de sistemas multiespectrales 
necesaria para el desarrollo global de esta tesis. Inicialmente se describe este sistema multiespectral 
para el rango visible. Más adelante se muestra una aplicación concreta de dicho sistema para el análisis 
del color del conjunto de muestras usadas compuesto por iris oculares humanos, prótesis oculares y 
lentes de contacto coloreadas. Por último se da un análisis comparativo de la reproducción de los iris 
oculares por parte de prótesis y lentes de contacto a través de herramientas de procesado de imágenes 
y por consideraciones de color y textura. 
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En el cuarto capítulo se presenta la parte central de esta tesis. Es en este capítulo que se describe la 
implementación del sistema multiespectral en los rangos UV-Vis-IR basado en LEDs para su uso en 
aplicaciones en obras de arte y patrimonio cultural. En la primera parte se describe el dispositivo 
experimental y sus componentes principales.  Después se presentan los resultados de simulación a 
partir de la información de los componentes del dispositivo. En la tercera sección de este capítulo se 
muestran algunas de las interfaces computacionales implementadas para el sistema, junto con la 
descripción del procedimiento de adquisición de imágenes, seguido de la validación del sistema en 
cuanto a la reconstrucción espectral. Por último, en la cuarta sección, se dan los resultados del trabajo 
en las obras de arte reales de los museos que fueron visitados.  
En el capítulo 5 se presentan las conclusiones más relevantes de este trabajo. En el capítulo 6, por su 
parte, se proponen ideas para el trabajo futuro y se describen las perspectivas del trabajo realizado en 
esta tesis doctoral. . 
Por último, en los capítulos 7 y 8 se presentan la lista de referencias y de anexos, respectivamente.
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2 ESTADO DEL ARTE 
En este capítulo se revisan varios de los aspectos relacionados con los sistemas multiespectrales. Se 
presenta la definición de éstos como una herramienta que combina las tecnologías de los sistemas de 
formación de imágenes con los sistemas espectroradiométricos, incluyendo también los aspectos 
matemático y computacional que se usan para el análisis de la información obtenida. Específicamente 
en primer lugar se hace una revisión de los elementos que constituyen dichos sistemas de acuerdo a las 
opciones más comunes en su implementación. Se presenta el modelo de adquisición de imágenes 
espectrales y se relaciona con el acceso a información espectral y a la caracterización espectral del 
sistema. A continuación se presentan varios de los métodos más comunes utilizados para la 
reconstrucción de los espectros y por último se hace una revisión de las aplicaciones principales de los 
sistemas multiespectrales centrada en la aplicación al estudio de obras de arte y patrimonio histórico, 
aplicación principal para la que se ha planteado este trabajo.  
2.1 SISTEMAS MULTIESPECTRALES 
En general, se puede decir que un sistema multiespectral es aquél que tiene un sensor de imagen que 
realiza el registro de una escena a través de varios canales, con cada canal representando la información 
de la escena en una determinada banda espectral (Hardeberg, 1999). Esta definición cubriría cualquier 
dispositivo que muestree en frecuencia una señal electromagnética que le llega, lo que la hace una 
definición bastante amplia que se ha ido delimitando y renombrando en atención al número de canales 
de los diferentes dispositivos. Así, aunque no se puede hablar de un acuerdo unánime en la literatura en 
la clasificación de este tipo de sistemas de acuerdo al número de canales que los componen, una de las 
clasificaciones más común denota los sistemas multiespectrales como aquéllos que tienen entre 4 y 9 
canales de adquisición dentro del rango del visible. Así mismo se denominan los sistemas que tienen 1 
canal de adquisición como monocromáticos; los que tienen 3 canales como tricromáticos o RGB; los que 
tienen entre 10 y 100 canales como hiperespectrales y los que tienen más de 100 canales de adquisición 
como ultraespectrales (Connah et al., 2004; Imai & Berns, 1999; Imai et al., 2003).  
A grandes rasgos el hardware que compone un sistema multiespectral es un dispositivo de iluminación, 
un sistema de filtrado y un sensor de imagen (Brauers et al., 2008; Connah et al., 2006; Hardeberg, 
1999). En la práctica el proceso de discriminación espectral de la información viene dado por la 
iluminación y el sistema de filtrado, y éste se puede conseguir de diferentes maneras: la primera y más 
común es la utilización de una fuente de iluminación de espectro amplio junto con un conjunto de filtros 
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espectrales (Hardeberg, 2001; Imai et al., 2000; Imai, Taplin, et al., 2002; Imai et al., 2003; Mathews, 
2008); y la segunda, menos común pero cada vez más usada, mediante un conjunto de fuentes de 
emisión de banda estrecha (por ejemplo LEDs: Ligth Emitting Diodes) (Brydegaard et al., 2009; Fauch et 
al., 2010; Kimachi et al., 2004; Park et al., 2007), lo que implicaría filtrado desde el proceso mismo de 
iluminación. En el primer caso, que implica el uso de filtros, existen varias opciones tecnológicas como 
son: los filtros interferenciales o los filtros de absorción, ambos por lo regular montados en una rueda 
mecánica para su desplazamiento secuencial en el proceso de adquisición (Brauers et al., 2008; de 
Lasarte, 2009; Hardeberg, 1999; Imai, Taplin, et al., 2002; Kubik, 2007; Vilaseca et al., 2008), y los filtros 
sintonizables de tecnología de Cristal Líquido (LCTFs) (Attas, 2003; Imai, Taplin, et al., 2002; Pellegri et 
al., 2004a; Slawson et al., 1999) o Acusto-Óptica (AOTFs) (Gupta & Voloshinov, 2004; Kasili & Vo-Dinh, 
2006; M. E. Martin et al., 2006; Suhre & Theodore, 1996).  
Los sistemas multiespectrales producen un conjunto de datos 3-D, por lo general denominado cubo de 
datos, que será la recopilación de todas las imágenes producidas por los canales de adquisición. El 
objetivo entonces es acceder a las características espectrales de la muestra píxel a píxel a partir de este 
cubo. Estas características representadas en su reflectancia o transmitancia espectral son el resultado 
de la aplicación de algoritmos matemáticos de estimación sobre los niveles digitales obtenidos en el 
proceso de adquisición. Estos algoritmos están basados en el análisis de componentes principales (PCA), 
la pseudoinversa de Moore-Penrose o ajustes polinomiales de alto orden, entre otros (de Lasarte, 2009; 
Hardeberg, 1999; Herzog et al., 1999; Hong et al., 2001; Imai et al., 2000; Imai, Taplin, et al., 2002; 
Shimano et al., 2007; Vilaseca, 2005; Vrhel et al., 1994). La Figura 2.1 muestra esquemáticamente el 
proceso de adquisición de un sistema multiespectral basado en filtros y la posterior reconstrucción 
computacional de los espectros. 
 
Figura 2.1 Diagrama de adquisición y procesado de datos en un sistema multiespectral basado en filtros. 
Las características actuales de los sensores de imagen y de los componentes de filtrado hacen que estos 
sistemas ofrezcan altas prestaciones de resolución espacial y espectral, y en consecuencia, una inmensa 
cantidad de posibles aplicaciones. Se puede hablar entonces de la conjugación de dos herramientas de 
análisis convencionales, los sistemas digitales de formación de imágenes y los sistemas 
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espectroscópicos, para generar una herramienta nueva que hereda muchas de las características que 
estos sistemas tienen individualmente. Sin embargo, los sistemas multiespectrales no son perfectos y 
presentan inconvenientes como son sus elevados tiempos de adquisición debido a la cantidad de 
canales, la presencia de dificultades técnicas en el estudio de eventos dinámicos, el tratamiento de 
cantidades considerables de información, además de sus costos de implementación relativamente altos 
determinados en gran parte por la cantidad y el tipo de filtros que se requiera usar (más económicos 
con el uso de filtros interferenciales o de absorción y más costosos con los filtros sintonizables AOTFs y 
LCTFs). 
En cuanto a la precisión en la reconstrucción espectral, los sistemas multiespectrales han mostrado 
resultados aceptables para varias aplicaciones (Berns, 2006; M. Martin et al., 2006; Shrestha, 2011; 
Winter, 2007), aunque es de reconocer que en este sentido tienen un desempeño más bajo que los 
espectroradiómetros o espectrofotómetros convencionales que usan una red de difracción para 
muestrear el espectro. Los estudios alrededor de la precisión en la reconstrucción espectral y su 
dependencia con el número de canales han sido variados y presentan ciertas discrepancias entre ellos 
(Connah et al., 2006; Imai et al., 2000; Jaaskelainen et al., 1990; Laamanen et al., 2000; Maloney, 1986; 
Vrhel & Trussell, 1994). Estos trabajos se han basado principalmente en análisis PCA o modificaciones 
propias de cada autor y sus resultados están muy influenciados por la base de datos usada y el nivel de 
ruido del sistema. Sin embargo, (Connah et al., 2006) han mostrado en general que un grupo menor de 
10 canales suele ser suficiente para una buena reconstrucción y que el uso de una cantidad mayor de 
canales no implica una mejora significativa en la precisión de los resultados ni a nivel colorimétrico ni 
espectral; esto viene sustentado en las propiedades de los espectros de reflectancia de la mayoría de 
superficies de muestras, las cuales suelen presentar funciones de reflectancia con comportamiento 
suave. De todas maneras, cabe remarcar que el número necesario de canales a utilizar finalmente 
deberá tener en cuenta las prestaciones deseadas de resolución espacial, precisión espectral y 
colorimétrica o costos, entre otros.  
2.1.1 Sensores de imagen 
El nombre de sensor de imágenes es bastante amplio, pero en general se pueden mencionar tres 
grandes tipos de tecnologías o divisiones: CCD (Charge-Coupled Device) (Holst, 1998), CMOS 
(Complementary Metal Oxide Semiconductor) (Holst & Lomheim, 2011) y los detectores de plano focal, 
FPA o FPD por sus siglas en Inglés (Focal Plane Arrays-Detectors) (Grietens, 2008). Estos últimos, aunque 
su nombre indica a primera vista que son sensores que se ubican en el plano focal de un sistema 
formador de imágenes, no son usados exclusivamente en aplicaciones de este tipo ni tampoco se 
refieren a todos los sensores de imagen; esta denominación se ha reservado típicamente a los 
detectores en el rango del infrarrojo, por lo que también es usual encontrarlos con el nombre IR FPAs 
(Grietens, 2009; Tran, 2005).  
Los FPAs tienen como base tecnológica del proceso de lectura electrónica (readout) los mismos 
esquemas que los sensores CCD y CMOS. Así, en su mayoría presentan una configuración híbrida entre 
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la combinación de una matriz CCD o CMOS con elementos fotosensibles basados en materiales 
adecuados para los rangos del espectro del infrarrojo que, salvo el infrarrojo cercano, no se ven 
cubiertos por los óxidos de silicio comúnmente utilizados en el rango visible (Grietens, 2008, 2009). Por 
esta razón las características de comportamiento general de los FPAs son similares a las de los CCDs o 
CMOS y por lo tanto  esta sección del texto se presentará enfocándose en estas dos tecnologías 
primordialmente. 
Los tipos de sensores de imagen más utilizados en sistemas multiespectrales sensibles al rango visible y 
parte del ultravioleta (UV) son los basados en tecnología CCD y CMOS (Janesick, 2001). Ambos están 
constituidos por una estructura de semiconductores metal-óxido pixelados que convierten la luz en 
carga eléctrica y las procesan en señales eléctricas (Figura 2.2). En un sensor CCD, todas y cada una de 
las cargas de los píxeles se transfieren a través de un número limitado de nodos de salida (a menudo 
sólo uno) para ser convertidas en voltaje, guardadas en memoria intermedia (buffer) y enviadas fuera 
del chip como una señal analógica de voltaje. Toda el área del píxel se puede dedicar a la captura de luz 
y la uniformidad de la señal de salida (factor importante en calidad de imagen) es alta. En un sensor 
CMOS, cada píxel tiene su propia conversión carga-voltaje y el sensor a menudo incluye amplificadores, 
corrección de ruido y circuitos de digitalización por lo que la salida del chip son bits digitales (Holst & 
Lomheim, 2011; Janesick, 2001; Litwiller, 2001, 2005). Estas otras funciones incrementan la complejidad 
del diseño y reducen el área disponible para la captura de la señal. Con cada píxel haciendo su propia 
conversión, la uniformidad es más baja (Litwiller, 2005). 
 
Figura 2.2 Esquema de transferencia de carga para el sensor CCD donde la carga fotogenerada se mueve de píxel 
a píxel y se convierte en voltaje en un nodo de salida. Para los sensores CMOS la conversión a voltaje se da en 
cada píxel (Adaptada de (Litwiller, 2005)). 
Esta diferencia en la técnica de lectura tiene implicaciones significativas en la arquitectura del sensor, 
sus capacidades y limitaciones. La Tabla 2.1 muestra de manera resumida una comparación de algunas 
características generales y el desempeño entre estos sensores.  
En general, el uso de una u otra tecnología recae en los requerimientos del tipo de aplicación. Por 
ejemplo, se suele reconocer que los sistemas CCD son más adecuados en aplicaciones con exigencias en 
el control del ruido y condiciones de iluminación pobres, es decir, en aplicaciones de alto nivel; mientras 
que la tecnología CMOS suele adecuarse a aplicaciones donde los niveles bajos de iluminación no son 
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problema y hay exigencias de velocidad (Litwiller, 2005). Es de esperar, sin embargo, que estos sistemas 
sigan evolucionando como lo han venido haciendo y que cada vez sean más equiparables entre ellos. 
Tabla 2.1 Comparación de características y desempeño sensores CCD y CMOS (Litwiller, 2005). 
Característica CCD CMOS 
Salida señal del pixel Paquete de electrones Voltaje 
Salida señal del chip Voltaje (analógico) Bits (digital) 
Salida señal de la cámara Bits (digital) Bits (digital) 
Factor de llenado Alto Moderado 
Desajuste de amplificadores  N/A Moderado 
Ruido sistema Bajo Moderado 
Complejidad sistema Alto Bajo 
Complejidad sensor  Bajo Alto 
Componentes  cámara  Sensor + múltiples chips de 
soporte + lente 
Sensor + lente es posible, pero son 
comunes chips de soporte 
adicionales 
Costo relativo I+D Más bajo Más alto 
Costo relativo del sistema Depende de la Aplicación Depende de la Aplicación 
Desempeño CCD CMOS 
Responsividad Moderado Levemente mayor 
Rango Dinámico Alto Moderado 
Uniformidad Alta Baja a Moderada 
Shuttering uniforme Rápido, común Pobre 
Velocidad  Moderada a Alta Más alta 
Región de interés (Windowing) Limitado Extensivo 
Antidesbordamiento 
(Antiblooming) 
Alto a ninguno Alto 
Alimentación y reloj Múltiple, más alto voltaje Único, bajo-voltaje 
 
En la elección del sensor también entran en juego hechos como qué tecnologías están disponibles para 
cada rango espectral. En el rango UV hay tecnologías como detectores por conteo de fotones basados 
en tecnología MCP (Microchannel Plates) o los CCD optimizados para UV (Clampin et al., 2005; Richards, 
2009). En las aplicaciones de altos requerimientos de sensibilidad y cubrimiento de zonas del espectro 
de radiación UV lejano (100nm-200nm) los sistemas basados en MCP siguen siendo muy utilizados 
(Clampin et al., 2005). En el caso de los CCD que permiten su utilización tanto en la zona cercana del UV 
24 
 
2 Estado del Arte 
 
(desde los 200nm) como en el visible, se hace necesaria una optimización porque las capas de circuitos 
integrados que componen los sensores no son completamente transparentes al UV o se ven afectadas 
por este tipo de radiación (Clampin et al., 2005; Janesick, 2001; Kubik, 2007). Como resultado, las 
señales que las regiones activas producen pueden ser débiles cuando se les ilumina por la superficie 
anterior, es decir, a través de los circuitos integrados. La solución a este efecto de enmascarado de las 
capas superiores del sensor es fabricar el dispositivo más delgado eliminando material del sustrato e 
iluminando el sensor desde la superficie posterior, esto es, a través del sustrato. La Figura 2.3 
esquematiza este tipo de CCDs. El proceso de fabricación de sensores CCD delgados está en un estado 
más avanzado que en el caso de los sensores CMOS. Aun así, la respuesta de los CCD optimizados para el 
UV sigue siendo baja para el UV lejano (Richards, 2009).  
 
 
Figura 2.3 CCDs de iluminación frontal y posterior. 
Atendiendo al rango del infrarrojo, la tecnología de los sensores de imagen está más atrasada. Este tipo 
de sensores se empezó a desarrollar para aplicaciones militares y de vigilancia y sólo recientemente se 
ha incrementado su disponibilidad comercial. La tecnología con la que se fabrican estos sensores está 
menos madura que la utilizada en los sensores UV y visible, debido esencialmente al procesado que 
implican los diferentes materiales que pueden constituir el fotosensor. 
Entre los materiales más usados en los FPAs están los compuestos por Indio-Galio-Arsénico (InGaAs), 
Indio-Antimonio (InSb) y Mercurio-Cadmio Telurio (HgCdTe). Además, existen los denominados FPAs 
basados en QWIP (Quantum Well Infrared Photodetectors) que se pueden diseñar para una 
determinada longitud de onda, y que se fabrican como una estructura de red de capas alternantes de 
determinados materiales semiconductores (Cohen & Olsen, 1993; Tran, 2005; Tran et al., 1998). Así, el 
tipo de material determina el rango de respuesta espectral del FPA y su temperatura de trabajo.  
La Tabla 2.2 muestra de manera resumida las propiedades de los  tipos de materiales mencionados para 
los IR FPAs. Por ejemplo, los sensores basados en InGaAs se han convertido en la opción más común en 
aplicaciones en el rango infrarrojo de longitud de onda corta (SWIR, Short Wave Infrared) donde ofrecen 
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un buen desempeño hasta 1.7µm sin necesidad de refrigeración. Sin embargo es posible la ampliación 
de su sensibilidad hasta 2.5µm si se usa refrigeración y se utiliza la proporción adecuada de Indio  en el 
proceso de fabricación de la red del material de InGaAs y el sustrato de fosfato de Indio (InP) (Grietens, 
2008).  
Tabla 2.2. Propiedades de materiales para FPAs 
Material (x denota la 
proporción de In en el 
material de InGaAs) 
Gap de energía 
(eV) 
Longitud de onda de 
corte (um) 
Temperatura de 
operación (ºK) 
InxGaAs/InP con x=0.53 0.73 1.7 280 
InxGaAs/InP con x=0.80 0.49 2.5 270 
HgCdTe Sintonizable 1 a ~18 50-250 
InSb 0.18 6.89 80 
QWIP Sintonizable Sintonizable ~40 
 
2.1.1.1 Fuentes de ruido: características fundamentales 
Las fuentes de ruido inherentes al funcionamiento de sensores de imagen alteran los niveles digitales 
correspondientes a cada píxel, distorsionan la imagen real adquirida de una forma desconocida y 
degradan la precisión radiométrica, la calidad de la imagen y su resolución. Este ruido se puede 
manifestar de diferentes maneras, incluyendo granulosidad en zonas de fondos más oscuros, líneas 
tenues verticales u horizontales que se hacen visibles en zonas de señal baja, gradientes de oscuro a 
brillante desde una esquina a otra de la imagen, entre otros (Healey & Kondepudy, 1994; Holst & 
Lomheim, 2011; Holst, 1998; Janesick, 2001; Vliet et al., 1998).  
Los fabricantes de sensores suelen especificar el ruido en términos del número de electrones RMS (Root 
Mean Square). Si se da un valor de 20e_ RMS significa que con este detector se debe esperar unos 20 
electrones de ruido por píxel. Más precisamente, 20e_ RMS es la desviación estándar alrededor del valor 
del píxel promedio. Este valor es el resultado de tener en cuenta las diferentes fuentes de ruido 
implicadas en el proceso de detección, integración y lectura electrónica en el detector, aunque también 
es típico que se refiera sólo al ruido de lectura en el chip electrónico (On-Chip Readout Noise). 
A continuación se da una descripción breve de las fuentes de ruido más relevantes (Healey & 
Kondepudy, 1994; Holst & Lomheim, 2011; Holst, 1998; Janesick, 2001; Vliet et al., 1998), las cuales 
pueden clasificarse en temporales y espaciales si se atiende a la manera en que se generan y que se 
pueden mitigar. Son fuentes de ruido temporal el ruido fotónico, el ruido de lectura, el ruido de disparo 
de corriente oscura y el ruido de cuantización (Holst & Lomheim, 2011; Truesense-Imaging-Inc., 2012; 
Vliet et al., 1998). Las fuentes de ruido espacial incluyen la no-uniformidad de la foto-respuesta 
(photoresponse non-uniformity, PRNU) y la no-uniformidad de la corriente oscura, que da lugar al ruido 
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denominado de patrón fijo (fixed pattern noise, FPN) (Holst & Lomheim, 2011; Truesense-Imaging-Inc., 
2012).  
Ruido fotónico 
El ruido fotónico es un ruido que no se puede evitar y que se debe a la naturaleza discreta de los fotones 
que llegan al detector. La llegada de un fotón no se puede predecir con precisión; en su lugar, se sabe 
que la probabilidad de llegada de un fotón en un tiempo determinado está descrita por la estadística de 
Poisson. Este ruido fotónico es más visible cuando se recibe un número pequeño de fotones, por lo que 
es dependiente de la señal. Así, se puede reducir incrementando el número de fotones, ya sea por un 
mayor tiempo de exposición o por la combinación de varias capturas.  
Ruido de lectura 
Este es un ruido que se origina en el proceso de lectura de la señal desde el sensor. Hay varias fuentes 
de ruido en todo este proceso. Regularmente se incluyen el ruido de amplificación, el ruido de reinicio 
(Reset), el ruido Johnson y el ruido intermitente o flicker (Holst, 1998). Éste es causado por la electrónica 
del sensor y depende de la velocidad de lectura. Es durante todo el proceso de lectura donde el diseño 
de la electrónica de la cámara determina la calidad de la imagen.  EL ruido de lectura es de tipo aditivo, 
de distribución gaussiana e independiente de la señal y se puede reducir por el promediado o 
combinación de varias capturas. 
Ruido de cuantización  
Este es un error que proviene de la diferencia entre la señal analógica real y el valor digital cuantizado. 
Los circuitos conversores producen niveles digitales de salida discretos, de forma que un cierto rango de 
entradas (voltajes) similares puede producir la misma salida. Este error se puede considerar como una 
señal adicional aleatoria llamada ruido de cuantización debido a su comportamiento estocástico. Este 
ruido es independiente de la señal, aditivo y de distribución uniforme. 
Ruido de corriente oscura: no-uniformidad de la corriente oscura (FPN) y ruido de disparo de corriente 
oscura 
La corriente oscura se refiere a electrones que se generan por la energía térmica en los píxeles del 
sensor. Estos electrones se generan en el tiempo sin importar si hay señal luminosa o no, y son contados 
como señal en el proceso de detección. La tasa de acumulación de corriente oscura en los píxeles 
depende de la temperatura y eventualmente la señal saturaría por si sola con el tiempo. Así, el ruido de 
corriente oscura es multiplicativo, su nivel es proporcional a la duración de la exposición y su efecto se 
puede dividir en dos tipos de ruido: la no-uniformidad de la corriente oscura (fixed pattern noise, FPN) y 
el ruido de disparo de corriente oscura. La FPN es el resultado de que la cantidad de corriente oscura 
generada en cada píxel es ligeramente diferente debido a diferencias en el tamaño del detector, en la 
densidad de dopaje y en las impurezas provenientes de la fabricación. Se puede eliminar sustrayendo a 
cada imagen una imagen oscura de referencia capturada a la misma temperatura y con el mismo tiempo 
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de exposición que la imagen a corregir. En cuanto al ruido de disparo de corriente oscura corresponde a 
la naturaleza aleatoria del proceso térmico de generación de corriente oscura, por lo que es un ruido de 
naturaleza estocástica que sigue una distribución de Poisson. 
No-uniformidad de la foto-respuesta (PRNU) 
La PRNU es consecuencia de las diferencias en la sensibilidad a la luz existentes entre píxeles debido a 
variaciones en el tamaño del fotodetector, en la respuesta espectral y en el grosor de los 
recubrimientos. Esto provoca una ligera variación de la señal entre píxeles en la imagen de un campo 
uniforme, que es del orden de un 1 o un 2 por ciento de la señal promedio y es lineal con ésta. Este 
ruido depende de la señal y se puede eliminar mediante correcciones de campo uniforme (flatfielding).  
El esquema de la Figura 2.4 ilustra la transferencia de la señal a través de los subsistemas y los lugares 
donde se generan cada uno de los ruidos. 
 
Figura 2.4 Esquema de introducción de fuentes de ruido en cada uno de los subsistemas en el proceso de 
detección de luz (Adaptado de (Holst, 1998)) 
 
2.1.1.2 Corrección de las fuentes de ruido. 
Debido a su origen y a sus características fundamentales, el promediado de imágenes reduce todas las 
fuentes de ruido excepto el FPN y el PRNU. Estos dos tipos de ruido dan lugar conjuntamente a la no-
uniformidad espacial de la respuesta del sensor,  que debe ser corregida si se pretende utilizar como un 
instrumento de medida de elevada resolución espacial. 
Generalmente se usan dos tipos de técnicas para llevar a cabo la corrección de la no-uniformidad 
espacial: las denominadas de campo uniforme (del inglés flat field) y las técnicas basadas en la escena.  
Las técnicas de corrección de campo uniforme permiten que un sistema basado en un sensor 
bidimensional de imagen pueda ser utilizado como instrumento de medida con una elevada resolución 
espacial y precisión radiométrica. Estas técnicas se basan en la calibración del detector mediante dos 
imágenes: una imagen oscura, capturada en las mismas condiciones de temperatura y tiempo de 
exposición que la imagen a corregir y con el fotosensor cubierto, y una imagen de un campo uniforme. 
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Estas dos imágenes se combinan de forma lineal con la imagen a corregir dando como resultado la 
imagen corregida espacialmente. Existen básicamente dos variantes de estas técnicas de corrección.  
En la primera variante (Gino, 2004; Janesick, 2001; Tyson, 1986) la imagen de campo uniforme 
corresponde a la imagen de una superficie gris uniforme, o bien, una pantalla iluminada, localizada en la 
posición exacta donde se tomarán posteriormente las imágenes a corregir, de forma que se captura bajo 
las mismas condiciones de iluminación y exposición. Si se asume que la imagen de la superficie gris 
(pantalla iluminada) es completamente uniforme, ésta se podrá utilizar para compensar numéricamente 
el efecto de la no-uniformidad espacial (Thomson & Westland, 2001) en cada una de las imágenes 
capturadas utilizando el sistema. Para ello, se captura una imagen de campo uniforme y se le sustrae la 
imagen oscura capturada con el mismo tiempo de exposición. Ésta es la imagen que se utilizará como 
imagen de campo uniforme en la calibración. En el caso de crear varias imágenes mediante el uso de 
filtros, se obtiene una imagen de campo uniforme para cada filtro. 
El proceso básico del calibrado se describe matemáticamente mediante la ecuación: 
 ( ) ( ) ( )( )
, ,
,
,
osc
c
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I i j I i j
I i j
I i j
−
=  , (2.1) 
donde ( ),cI i j  representa el nivel digital del píxel ( ),i j  de la imagen corregida, ( ),I i j  representa el 
valor de la imagen no corregida inicial, ( ),oscI i j  el de la imagen oscura y ( ),cuI i j  el de la imagen de 
campo uniforme (corregida por imagen oscura). 
En el caso de aplicaciones con bajo nivel de iluminación debe aplicarse también la corrección por una 
nueva imagen denominada bias. En este caso el ruido de lectura puede no ser despreciable frente a la 
señal medida, al contrario de lo que sucede en niveles de iluminación medios y altos en los que la 
imagen bias se considera incluida en la imagen oscura por su poca relevancia frente a la imagen a 
corregir. En el caso de aplicar la corrección por imagen bias, la imagen de campo uniforme que se utiliza 
en la calibración se obtiene sustrayéndole a la imagen no corregida de campo uniforme inicial, la imagen 
bias y la imagen oscura correspondiente. En este caso, el proceso de calibrado pasa a describirse 
mediante la ecuación (Gino, 2004): 
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donde ( ),biasI i j  representa el nivel digital del píxel  de la imagen bias. 
La segunda variante de la técnica de corrección de campo uniforme consiste en aplicar un algoritmo 
lineal (Aikens et al., 1989). En este caso, la imagen de campo uniforme corresponde a la imagen de un 
campo de radiancia uniforme y se denomina imagen base de la corrección. Normalmente se utiliza como 
imagen base la denominada imagen brillante (Aikens et al., 1989; de Lasarte et al., 2007), que se define 
como la imagen con el nivel digital promedio más elevado sin tener ningún píxel saturado. La imagen 
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oscura y la imagen base se combinan con la imagen a corregir mediante dos algoritmos lineales (Vliet et 
al., 1998).  
En el primer algoritmo las imágenes se combinan directamente según la ecuación: 
 ( , ) ( , )( , )
( , ) ( , )
osc
c
B osc
I i j I i jI i j k
I i j I i j
−
=
−
 , (2.3) 
donde ( ) ( ) ( ) ( ), , , ,, , yc osc BI i j I i j I i j I i j  son los niveles digitales del píxel ( ),i j  de la imagen 
corregida, de la imagen no corregida, de la imagen oscura y de la imagen base, respectivamente, y k es 
una constante de calibración que se estima como el nivel digital promedio de la imagen resultante de la 
diferencia entre la imagen base y la imagen oscura.  
El segundo algoritmo lineal se basa en el cálculo de matrices de ganancia y offset (Aikens et al., 1989; de 
Lasarte et al., 2007): 
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donde ( ),O i j ( )1,..., 1,...,yi m j n= =  representa el elemento ( ),i j  de la matriz de offset, ( ),G i j  
el de la matriz de ganancia, y oscI y BI  son los niveles digitales de referencia de la imagen oscura y de la 
imagen base, respectivamente. Normalmente se utiliza como nivel digital de referencia el nivel digital 
promedio de las imágenes (Aikens et al., 1989).  
La influencia de la imagen oscura, que puede tener valor cero o diferente de cero, la imagen de 
corrección base, que puede ser diferente a la imagen brillante, y el nivel digital de referencia, que puede 
ser diferente al promedio usado comúnmente, han sido estudiados para optimizar la corrección de la 
no-uniformidad espacial (de Lasarte et al., 2007). En el estudio citado se mostró que la mejor corrección 
se encuentra teniendo una imagen oscura diferente de cero, usando una imagen con un nivel digital 
promedio dentro del rango de respuesta lineal del sensor como imagen de corrección base y tomando el 
nivel digital promedio como el nivel digital de referencia.  
Por otro laso las otras técnicas de corrección de la no-uniformidad espacial, normalmente denominadas 
técnicas basadas en la escena, se fundamentan en la aplicación de un algoritmo a la imagen original con 
el objetivo de obtener una mejora considerable en la calidad de la imagen a expensas de la precisión 
radiométrica. Hay una gran variedad de técnicas de este tipo en función del algoritmo que utilizan: 
algoritmos estadísticos (Hayat et al., 1999), algoritmos de movimiento  (Hardie et al., 2000), algoritmos 
algebraicos (Ratliff et al., 2002) y el método de la forma de la covarianza inversa (Torres et al., 2003). 
También se ha desarrollado una técnica que combina la calibración con un algoritmo algebraico, 
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permitiendo una corrección basada en la escena con precisión radiométrica (Ratliff et al., 2003). 
Posteriormente se han aplicado otras técnicas basadas en filtrado vectorial para eliminar el ruido en 
imágenes de color (Lukac et al., 2005).. 
2.1.2 Configuración de los canales de adquisición  
Los canales de adquisición que intervienen en un sistema multiespectral se pueden obtener 
básicamente de dos maneras diferentes, denominadas variantes de tipo pasiva y activa. La variante 
pasiva, que es la más comúnmente usada, se refiere a la generación de los canales mediante la 
introducción de filtros de diferentes transmitancias espectrales o elementos difractivos o dispersores en 
el camino óptico desde la muestra hasta el fotosensor; esto en conjunto con una iluminación de la 
muestra mediante una fuente de luz de espectro aproximadamente plano. La variante activa, por su 
parte, se obtiene mediante la generación de los canales espectrales desde la misma iluminación de la 
muestra, es decir, a partir de fuentes de amplio espectro moduladas espectralmente con filtros, 
sistemas dispersivos o difractivos, o por un conjunto de varias fuentes con diferentes emisiones 
espectrales como pueden ser los LEDs. 
2.1.2.1 Configuración de los canales de adquisición en la variante pasiva 
En los sistemas multiespectrales que determinan los canales de adquisición a través de la primera 
aproximación se suelen usar fuentes convencionales, como lámparas luz día de descarga o lámparas 
halógenas, en combinación con filtros de varios tipos como son: los filtros interferenciales, los filtros de 
absorción de banda ancha y los filtros sintonizables de tecnología LCTFs o AOTFs (Attas, 2003; Gupta & 
Voloshinov, 2004; Imai, Taplin, et al., 2002; Kasili & Vo-Dinh, 2006; M. E. Martin et al., 2006; Pellegri et 
al., 2004a; Slawson et al., 1999; Suhre & Theodore, 1996).  
Los filtros interferenciales permiten el paso selectivo de ciertas longitudes de onda a través de capas de 
espesor variable en un recubrimiento óptico. Con la apropiada estructura, ciertos procesos de 
interferencia óptica llevan a la transmisión de una longitud de onda específica y la reflexión de todas las 
demás. Estos filtros se pueden diseñar con valores del parámetro FWHM (Full Width at Half Maximum) 
típicamente alrededor de 10, 25 y 50nm, y en casos extremos de 2 ó 5nm para una longitud de onda 
dada. Mientras más estrecha sea su anchura media menor es su transmisión. En los sistemas 
multiespectrales es común encontrar valores de FWHM alrededor de los 40 y 60nm (de Lasarte, 2009; 
Mansouri et al., 2005). En su uso en estos sistemas, los filtros se suelen montar en ruedas mecánicas de 
manera que se puedan intercambiar secuencialmente para obtener los diferentes canales espectrales. 
Éstos tienen las ventajas de presentar porcentajes de transmitancia relativamente altos y ser baratos, 
pero su acople, tamaño grande y movimiento, a pesar de ser automático, implica problemas técnicos 
como son los tiempos de desplazamiento y adquisición, posibles desalineamientos que llevan a 
desacoples entre las diferentes imágenes, enfoques distintos en los diferentes canales debido a la 
aberración cromática y cambios en las características de transmitancia de los filtros según el ángulo de 
incidencia de la luz (Berns & Frey, 2005; Hardeberg, 2001; Imai et al., 2000; Imai, Taplin, et al., 2002; 
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Kubik, 2007; Mansouri et al., 2005). Una alternativa, regularmente empleada en sistemas de imágenes 
colorimétricas, consiste en el uso de cámaras digitales RGB tricromáticas combinadas con filtros de 
absorción de banda ancha (Imai et al., 2000; Imai, Taplin, et al., 2002). Estos sistemas son más simples y 
usualmente de más bajo costo, ya que cada adquisición con un filtro nuevo adiciona tres canales.  
Los avances en la ciencia de los materiales, electrónica y ciencias de la computación han llevado al 
desarrollo de nuevos tipos de filtros electrónicamente sintonizables. Los AOTFs y LCTFs (Filtros 
sintonizables Acusto-Ópticos y de Cristal Líquido) pertenecen a este tipo de dispositivos electrónicos 
(Figura 2.5). Son particularmente adecuados para el uso en instrumentos de imágenes multiespectrales, 
ya que no contienen partes móviles y pueden ser sintonizados espectralmente sobre rangos espectrales 
amplios y con velocidades altas, aunque presentan un costo relativamente elevado.  
 
a)       b) 
Figura 2.5 Esquemas de filtros sintonizables a) acusto-ópticos AOTFs y b) de cristal líquido LCTFs 
Un AOTF es un dispositivo electrónico dispersivo de estado sólido basado en el principio de una 
interacción colineal (longitudinal) entre el rayo ordinario, el rayo extraordinario de un rayo de luz y una 
onda acústica viajera en un cristal birrefringente. La onda acústica viajera se genera con actuadores 
piezoeléctricos pegados al cristal birrefringente los cuales se controlan mediante una señal de 
radiofrecuencia.  El efecto de esta onda acústica es la de generar un patrón de cambio de densidad, y en 
concreto conlleva la variación del índice de refracción, lo que funciona como una red de difracción de 
transmisión o red de Bragg (Gat, 2000). Controlando la frecuencia de la señal de radiofrecuencia se 
determina la única longitud de onda que es difractada por el cristal por lo que esta red de difracción 
funciona más como un filtro que como una red de difracción (Figura 2.5a). Para fabricar los AOTFs se 
utilizan diferentes cristales birrefringentes, dependiendo de la región espectral. Tres de los cristales más 
usados son el cuarzo, el dióxido de Telurio (TeO2) y el Tl3AsSe3 (Gat, 2000; Tran, 2001, 2005; Tran et al., 
1998). La Tabla 2.3 muestra algunas características de estos tres materiales, en donde la tercera 
columna, la figura de mérito acústico, corresponde a la habilidad del cristal de permitir que se le 
apliquen ondas acústicas. A menor figura de mérito acústico más necesidad de potencia para generar 
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una onda mecánica en el material, de forma que este valor se relaciona con la potencia que se requiere 
en la señal de radiofrecuencia, y por consiguiente, con el consumo de potencia del AOTF.  
Tabla 2.3 Propiedades de cristales ampliamente usados en AOTFs (Tran, 2005) 
Material Rango de transparencia 
(µm) 
Figura de mérito 
acústico 
Cuarzo 0.2–4.5 1 
TeO2 0.35–5.0 795 
Tl3AsSe3 1.0–16 900 
 
Por su parte los LCTFs son filtros tipo pasa banda con longitud de onda central que se puede sintonizar 
cambiando de manera apropiada el voltaje aplicado (Gat, 2000; Miller, 1991, 1995). Este tipo de filtros 
es conocido como filtro Lyot (Aharon & Abdulhalim, 2009). Una única etapa Lyot del sistema LCTF es una 
matriz sucesiva de elementos de cristal líquido birrefringente, sustrato de vidrio, cuarzo y láminas 
polarizadoras, tal y como se muestra esquemáticamente en la Figura 2.5b. Para alcanzar una 
transmisión monocromática, varias de estas etapas se deben poner sucesivamente de manera 
horizontal para incrementar el retardo óptico que es la clave en el filtrado. El cristal líquido controlable 
eléctricamente actúa como láminas de retardo de onda variable y es éste el que permite la sintonización 
espectral en tiempos del orden de los milisegundos (Gat, 2000; Miller, 1991, 1995). De manera 
comparativa la Tabla 2.4 muestra las características principales de los tipos de filtros mencionados. 
Tabla 2.4 Comparativa de características de filtros espectrales. 
Características Filtros Interferenciales AOTFs LCTFs 
Tiempo de 
sintonización 
(ubicación) 
Segundos Microsegundos Milisegundos 
Resolución 
espectral 
Alta (limitada por el tipo y número de filtros) Alta Alta 
Partes móviles Sí No No 
Costo Bajo Alto Alto 
Consumo de 
potencia 
Bajo Alto Bajo 
Apertura óptica Alta Baja Media-Alta 
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2.1.2.2 Configuración de los canales de adquisición en la variante activa 
El segundo tipo de aproximación para la obtención de los canales de adquisición es la de usar una 
iluminación espectralmente controlada (Fyffe, 2010; Schechner et al., 2007). Además de utilizar los 
sistemas de filtrado anteriores para controlar la emisión espectral de una fuente de luz de espectro 
ancho, esta segunda alternativa presenta un gran potencial a través del uso de LEDs debido a su fácil 
acceso comercial y a su actual camino de evolución (Brydegaard et al., 2009; Fauch et al., 2012; Kimachi 
et al., 2004; Park et al., 2007).  
Los LEDs son dispositivos electrónicos que permiten el flujo de corriente eléctrica en sólo una dirección y 
emiten luz cuando esta corriente pasa a través de ellos. Un LED es un diodo semiconductor dopado con 
impurezas para crear una unión p-n. En estado estacionario, los portadores de carga (electrones y 
huecos) no pueden penetrar la región de la unión conocida como de agotamiento. Al someter el LED a 
una polarización adecuada, como en los demás diodos, la corriente fluye fácilmente desde el lado p, o 
ánodo, al lado n, o cátodo, lo que no ocurre con una polarización inversa. Cuando los electrones cruzan 
la unión, la recombinación electrón-hueco produce algunos fotones en un proceso conocido como 
electroluminiscencia. La zona del semiconductor que está expuesta entonces emite luz.  
En algunas aplicaciones la emisión espectral LED se puede considerar cuasi-monocromática y su 
eficiencia de conversión depende de la longitud de onda de pico de emisión, λp, que a su vez, está 
determinada por el material semiconductor y la temperatura de la unión. La ecuación (2.5) describe esta 
dependencia (Mottier, 2009): 
 
2
g B
p
p
E K Tc
h h
ν
λ
= + =  , (2.5) 
donde Eg es el valor energético de la banda prohibida (del inglés bandgap) para la unión, h es la 
constante de Planck, T es la temperatura absoluta de la unión, KB es la constante de Boltzman, c es la 
velocidad de la luz y νp es la frecuencia pico. Así mismo, el ancho de banda a media altura del máximo 
(FWHM) es proporcional a la temperatura de la unión y viene dado por la ecuación (2.6): 
 2 24 1.84 Bp
hc h K Tλ ν
λ λ
∆
= ∆ =
− ∆
, (2.6) 
donde ∆λ y ∆ν son los FWHM en longitud de onda y frecuencia, respectivamente. Así, para una unión 
con un Eg =1.9eV y a una temperatura T=298.15K (25°C), se tiene una onda de pico de emisión λp≈ 
648nm y un FWHM teórico ∆λ ≈ 16nm. De las relaciones anteriores se desprende la dependencia con la 
temperatura de la unión. Con el incremento de temperatura el espectro de emisión se desplaza hacia 
longitudes de onda más largas. Este desplazamiento es del orden de los 0.1-0.3nm/°C (Mottier, 2009).  
Un LED tiene una emisión espectral que tiende a ser gaussiana con una longitud de onda de pico 
específica. Ésta suele ser usada como parámetro distintivo por su fácil determinación (es la manera más 
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común de presentar un LED en las hojas de datos), aunque en términos prácticos no es el mejor 
descriptor, ya que dos LEDs pueden tener una longitud de onda de pico igual y ser percibidos de color 
distinto. En sentido radiométrico la longitud de onda centroide, λc, es más adecuada. Ésta corresponde a 
la longitud de onda que divide la integral del espectro de emisión del LED en dos partes iguales. Estos 
parámetros, junto al FWHM, se muestran en  la Figura 2.6 con la emisión típica de un LED. El valor de los 
parámetros en ese caso es: λp = 535nm, λc = 540nm y FWHM = 34nm. 
En la actualidad se han desarrollado chips de diversos materiales semiconductores con bandgaps 
energéticos que permiten alcanzar longitudes de onda desde el infrarrojo hasta el ultravioleta cercano. 
Esto implica tener acceso comercial a multitud de longitudes de onda. Además, también se puede 
obtener luz blanca mediante la combinación de LEDs que emitan tres colores primarios o usando 
recubrimientos de material de fósforo para convertir luz monocromática de un LED azul o ultravioleta a 
luz blanca de espectro ancho. 
 
Figura 2.6 Emisión espectral típica de un LED y parámetros espectrales más relevantes (λp: longitud de onda de 
pico, λc: longitud de onda centrodie, FWHM: Full Width at Half Maximum). 
En general, la tecnología LED actual es de costos asequibles, eficiente y con esperanza de vida alta 
cuando se usa bajo las consideraciones de temperatura y corriente adecuadas. Sin embargo, los LEDs 
tienen problemas de estabilidad en el tiempo, y en el caso de los LEDs blancos, problemas de 
consistencia del color. Así, su uso en sistemas multiespectrales está empezando a ser más generalizado 
aunque aún quedan limitaciones por resolver.  
2.2 CARACTERIZACIÓN ESPECTRAL DEL SISTEMA DE ADQUISICIÓN 
La caracterización espectral de un sistema multiespectral se puede llevar a cabo de diversas maneras. 
Sin embargo, el siguiente modelo lineal de la adquisición de imágenes muestra más claramente lo que 
esta caracterización implica. Así, si asumimos un mundo en el cual todas las superficies son 
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Lambertianas y que no hay fluorescencia, entonces una superficie de reflectancia ( )r λ  bajo una 
iluminación con distribución espectral ( )i λ , generaría unas respuestas digitales en el sistema dadas 
por: 
 ( ) ( ) ( ) ( )i ix i r S dλ λ λ τ λ λ λ α= +∫ , (2.7) 
donde xi es la respuesta digital del canal i de entre los m canales del sistema, ( )τ λ  representa la 
transmitancia espectral del camino óptico (normalmente considerada como 1), ( )iS λ  es la sensibilidad 
espectral del sensor en el canal i y α es un valor aleatorio que representa las fuentes de ruido en la 
adquisición.  
Si se muestrea regularmente en n puntos las funciones continuas implicadas en la ecuación (2.7), 
asumiendo que no se pierde información, la respuesta digital de un canal del sistema se puede reescribir 
como un producto escalar en notación matricial:  
 ri ix c α= + , (2.8) 
siendo ic  un vector fila con componentes ( ) ( ) ( )ii Sλ τ λ λ , que denota las características espectrales del 
sistema en el canal i y r  un vector columna con componentes ( )r λ , ambos analizados en n longitudes 
de onda. 
Generalizando se puede escribir: 
  C= rx  , (2.9) 
donde x  es un vector columna que representa el conjunto de respuestas digitales del sistema a la 
muestra, los términos α  que representan el ruido se han asumido bajos y por simplicidad en el resto de 
los desarrollos no se tienen en cuenta, y C  una matriz (m × n) cuyas filas representan la sensibilidad 
espectral de los m canales del sistema, es decir: 
 
1 1 1 1 1( )  ( )
C  
n n ni(λ ) λ S (λ )  .  .  .  i(λ ) λ S (λ )
 .                                                   . 
   .                                                   .
   .                                    
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               .
i(λ ) λ S (λ )  .  .  .  i(λ ) λ S (λ )τ τ
 
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 
 
 
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 . (2.10) 
Según este modelo, las respuestas digitales del sistema están dadas como una transformación a través 
de C  de las reflectancias de la superficie o muestra analizada.  
La caracterización espectral del sistema está representada entonces en la determinación de C , que se 
lleva a cabo principalmente mediante dos clases de métodos: los basados en la caracterización de los 
elementos del sistema y los basados en estimación. 
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En la primera clase de métodos se deben caracterizar los elementos del sistema individualmente como 
filtros, cámaras, fuentes de iluminación y ópticas. En este método se requiere de equipamiento como 
espectroradiómetros y monocromadores para los rangos espectrales que se pretenda cubrir. Además 
estos deben presentar buenas prestaciones de precisión para que los errores en estas medidas no 
repercutan drásticamente en la caracterización espectral final. En la práctica los elementos diferentes a 
la cámara pueden ser caracterizados de una manera más accesible, aunque en el caso de ésta se 
requiere de un procedimiento experimental más elaborado y complejo. (de Lasarte, 2009; Martínez-
Verdú et al., 2002; Poletto et al., 1999). La caracterización de la cámara se logra registrando múltiples 
imágenes monocromáticas, que sirven para hacer un muestreo regular en el rango del espectro 
requerido, y usando las funciones espectrales de conversión optoelectrónica (OESCFs) obtenidas 
siguiendo la regulación ISO 15424/DIS (Hunt, 2004; Martínez-Verdú et al., 2002). Estas funciones 
relacionan la respuesta de la cámara, es decir, los niveles digitales, con la exposición (H) para las 
diferentes longitudes de onda.  Así, se asocia una radiancia relativa a cada imagen monocromática y 
junto con las OESCFs se obtiene la sensibilidad espectral relativa de la cámara (de Lasarte et al., 2007; 
Shrestha et al., 2011). La combinación de estas medidas para la cámara con las realizadas para los 
demás elementos proporciona como resultado las características espectrales del equipo representadas 
en C . En la práctica la aplicación de este método puede ser compleja debido a los rangos espectrales en 
que se necesite la caracterización y la necesidad de equipo específico y costoso.  
La segunda clase de métodos viene dado por la estimación de la sensibilidad espectral relacionando las 
respuestas digitales del sistema con las reflectancias espectrales conocidas de un conjunto de muestras 
estándar (Alsam & Lenz, 2007; Alsam, 2004; Cheung et al., 2005; Finlayson et al., 1998; Hardeberg, 1999; 
Herzog et al., 1999; Hong et al., 2001; Vrhel & Trussell, 1994).  
Retomando la relación (2.9) y reescribiéndola para un conjunto de l muestras estándar, con 
reflectancias organizadas en una matriz R  y con una matriz X  de respuestas digitales,  se tiene: 
  CX R= . (2.11) 
Esta relación se puede ver como un problema inverso para la estimación de C , que es dependiente del 
conjunto de muestras estándar representado en yR X : 
 Cˆ ( , )f R X= , (2.12) 
donde Cˆ  representa la matriz estimada que contiene las características espectrales del conjunto del 
sistema.  
El estimado óptimo de Cˆ  por medio de un ajuste lineal al conjunto de muestras, en términos de la 
minimización del error cuadrático medio, se obtiene mediante la inversión de la ecuación (2.11):  
 1Cˆ  ( ) ( )T TX R R R X R− −= = , (2.13) 
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donde TR es la transpuesta de R  y ( )R −  se conoce como la pseudoinversa de Moore-Penrose de R
(Albert, 1972; de Lasarte, 2009; Meyer, 2001). En ausencia de ruido y si ( )Rango R n≥  (es decir  l n≥ ) 
esta solución es precisa. Sin embargo, en condiciones normales de ruido los resultados son de calidad 
limitada (Hardeberg, 2001). El desempeño de la solución proporcionada por la pseudoinversa tiene 
problemas porque, a pesar de que R es l-dimensional, la dimensión efectiva de los espectros de 
reflectancia reales es significativamente menor; en términos matemáticos R  es una matriz mal 
condicionada (en inglés ill-conditioned matrix) (Meyer, 2001). Esto quiere decir que R  tiene solo unos 
pocos autovalores significativos, y esto resulta en una estimación de Cˆ  inestable y sensible al ruido 
(Hardeberg et al., 2002).  
Con el método de autovectores principales (Principal Eigenvector, PE), también conocido como 
pseudoinversa de rango deficiente o descomposición en valores singulares truncada, se puede reducir la 
sensibilidad al ruido del sistema de inversión (Fierro et al., 1997; Hardeberg et al., 2002), incluyendo sólo 
los autovectores correspondientes a los valores singulares más significativos en la función de 
autocorrelación espectral del conjunto de muestras estándar. 
Si se aplica la descomposición en valores singulares (SVD) a la matriz R que contiene los espectros de las 
muestras patrón, entonces se obtiene: 
 TR UWV= , (2.14) 
donde U  y V  son matrices ortonormales y W  es una matriz diagonal de rango p con elementos de la 
diagonal , 1...iw i p= , correspondientes a los valores singulares de R  (todos positivos y 
monótonamente decrecientes). Ya que U  y V  son matrices ortonormales se puede mostrar que 
( )( ) TR VW U− −= , donde los elementos de la diagonal de ( )W − son iguales a 1, 1...iw i p− =  (Meyer, 
2001). Debido a que los valores singulares de una matriz de datos de reflectancias estándar R decrece 
rápidamente  (Alsam, 2004; Maloney, 1986), los espectros de reflectancia se pueden representar por un 
número menor de parámetros. Tomando en cuenta sólo los primeros s p<  valores singulares, las 
características espectrales del sistema se pueden aproximar como: 
 ( )Cˆ s TX VW U−= , (2.15) 
donde: 
 
( )
1,
0,
s iw para i sW
en otro caso
−
−  ≤= 

 . (2.16) 
La elección de s, lo cual determina el número de autovectores que se incluyen en la inversión, debe ser 
ajustada dependiendo del nivel de ruido. Con pocos autovectores la reconstrucción estará limitada 
como para ajustarse a la curva espectral característica del sistema, mientras que con muchos 
autovectores la reconstrucción estará dominada por el ruido (Hardeberg et al., 2002). Un criterio 
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numérico útil es el uso del porcentaje de la suma acumulada de los valores singulares, lo cual sirve para  
verificar cuánta variabilidad se retiene al incluir un número u otro de valores singulares (o autovectores 
equivalentemente) a través del valor s. 
Existe información a priori de las características espectrales del sistema que se pueden tener en cuenta 
para mejorar los métodos de estimación. Típicamente se incluyen como restricciones los hechos de que 
las curvas de las características espectrales deben ser positivas en todas las longitudes de onda, 
(positividad), que regularmente sólo tienen un pico (unimodalidad) y que son curvas suaves (Barnard & 
Funt, 2002; Finlayson et al., 1998; Sharma & Trussell, 1993). Estos métodos son conocidos como técnicas 
restringidas de optimización (Alsam & Lenz, 2007).  
2.3 RECONSTRUCCIÓN DE ESPECTROS 
Con la estimación de la sensibilidad espectral del sistema se completa el modelo de adquisición de 
imágenes espectrales. Así, el modelo presentado en el apartado anterior describe la respuesta del 
sistema a una entrada espectral específica. Sin embargo, la utilidad primordial de los sistemas 
multiespectrales se da en el sentido inverso, es decir, dando la información espectral a partir de sus 
respuestas digitales. La tarea de obtener los espectros desde las respuestas del sistema se puede 
abordar desde diferentes perspectivas: mediante métodos de interpolación tomando cada respuesta 
digital del sistema como un dato proporcional a un punto del espectro; mediante estimación a través de 
la inversión del modelo de adquisición propuesto en la ecuación (2.9), es decir, realizando una 
estimación basada en el modelo; y por último, mediante estimación empírica o basada en aprendizaje 
donde se asume un esquema de caja negra en el que hay una conversión entrada - salida (Respuestas 
digitales del sistema - Espectros) sin atender a la descripción del modelo óptico del proceso.  
En el caso de los métodos de interpolación, cada respuesta de los canales del sistema se considera 
relacionada directamente con un punto del espectro a medir; por tanto, esto se asimila a un muestreo, 
donde cada muestra viene dada por un canal. Así, mientras más canales y más estrechos espectralmente 
sean éstos, el resultado de la interpolación será mejor. Este método tiene la ventaja de que no necesita 
del conocimiento de las características espectrales del sistema o de un conocimiento a priori del tipo de 
espectros que se van a medir. La precisión espectral mediante interpolación en los sistemas 
multiespectrales, sin embargo, está limitada por las características de sus canales, de ancho 
considerable y en un número menor que, por ejemplo, los sistemas espectrofotométricos.   
Por su parte las estimaciones se asemejan a los métodos matemáticos que emplean. Sin embargo la 
estimación basada en el modelo tiene en cuenta el modelo de adquisición y la caracterización espectral 
del sistema, mientras que la empírica asume la estimación como un proceso de mapeo directo entre las 
respuestas digitales y los espectros. Lo más común es que ambas aproximaciones se valgan de un 
conjunto de muestras con reflectancias conocidas, que es llamado conjunto de entrenamiento, para 
obtener las reconstrucciones.  
39 
 
2 Estado del Arte 
 
2.3.1 Métodos de interpolación 
En los métodos de interpolación los canales del sistema se consideran asociados a una única longitud de 
onda (monocromáticos) y la respuesta digital de cada uno de ellos como proporcional a una muestra del 
espectro de reflectancia (o radiancia o transmitancia) en dicha longitud de onda. Asumiendo esta 
condición para la ecuación (2.7), la relación de proporcionalidad entre la respuesta digital de un canal 
del sistema y el espectro en una longitud de onda específica es: 
 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
i
i i i i i i
i i i
xx i S r r
i S
λ τ λ λ λ λ
λ τ λ λ
= ⇒ =  , (2.17) 
donde se ha asumido que el ruido es despreciable.   
En la práctica las respuestas digitales del sistema son dependientes de los parámetros de tiempo de 
exposición, ganancia o apertura del diafragma, los cuales se pueden ajustar para la mejor utilización del 
rango dinámico del sistema de adquisición dependiendo de la cantidad de luz que incide en el sensor. En 
el modelo anterior se ha asumido un sensor ideal que permite medir una cantidad de luz ilimitada y por 
tanto independiente de estos parámetros. Experimentalmente esto implica que cada respuesta digital 
del sistema debe ser normalizada tal como la caracterización de un espectrofotómetro, incluyendo 
balance de blanco, substracción de imagen oscura y corrección de la no-uniformidad espacial. Esto se 
puede hacer a través de un blanco de referencia, es decir una muestra con reflectancia igual a la unidad, 
y la captura de una imagen oscura. La medición de estas imágenes bajo las mismas condiciones de la 
muestra permite la determinación del factor de proporcionalidad de la relación (2.17); eliminar la 
dependencia con los factores de tiempo de exposición, ganancia y diafragma; y también llevar a cabo los 
procesamientos adecuados para así obtener cada una de las muestras del espectro de reflectancia a 
reconstruir. Con estos valores sólo es necesario aplicar un método de interpolación sobre ellos para 
obtener el espectro total.  Así, el sistema multiespectral funcionará como un espectrofótometro de baja 
resolución. 
Hay varios métodos para el ajuste de una serie de datos mediante interpolación, entre ellos la 
interpolación polinomial de Lagrange, la interpolación por spline cúbica, interpolación cúbica o de 
Hermite, interpolación por transformada discreta de Fourier o por la transformada discreta modificada 
de seno. A continuación se presentan algunos de los métodos de interpolación, entre ellos la 
interpolación por splines cúbicos que es el usado más adelante en este trabajo: 
Interpolación polinomial de Lagrange e interpolación lineal 
El resultado de interpolación por este método (Berrut & Trefethen, 2004; Hanselman & Littlefield, 1998; 
Vilaseca, 2005; Yang et al., 2005) es una función polinomial de orden (m-1) que pasa por los m puntos de 
muestreo.  El polinomio resultante está unívocamente definido y se expresa como: 
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 ( ) ( )
1
m
l
l
P Pλ λ
=
= ∑   (2.18) 
con  
 ( )
m
k
l l
k l l k
P r
λ λ
λ
λ λ≠
−
=
−∏  , (2.19) 
donde lr  es el punto de muestreo del espectro en lλ . Estas expresiones se conocen como las 
ecuaciones clásicas de Lagrange. Los m términos ( )lP λ  del polinomio de Lagrange están construidos de 
manera que el valor en cada lλ  de muestreo sea lr . Esto quiere decir que allí todos los términos son 
cero, excepto uno que vale lr .   
La interpolación lineal se puede ver como un caso específico de la interpolación polinomial de Lagrange. 
Si se tienen en cuentan solo dos puntos vecinos del conjunto de m puntos de muestreo, el resultado de 
interpolación es del tipo: 
 1 2 1l lr B r B r += +   (2.20) 
con 
 11 2 1
1 1
y 1l l
l l l l
B B Bλ λ λ λ
λ λ λ λ
+
+ +
− −
= = − =
− −
 . (2.21) 
Este resultado es lineal en λ . Si se realiza este procedimiento entre cada par de puntos de muestreo 
vecinos se obtiene una interpolación lineal por tramos, la cual presentará discontinuidades en la 
derivada en los puntos de muestreo. 
Los métodos de interpolación polinomial como la interpolación de Lagrange o su similar de Newton 
(Hanselman & Littlefield, 1998; Yang et al., 2005) presentan ciertos inconvenientes. Por ejemplo, se 
pueden dar oscilaciones entre los puntos de muestreo, desviándose de lo que supondría la solución más 
simple de interpolación lineal. Esto ocurre especialmente cuando los puntos son muy cercanos y los 
grados del polinomio son altos, fenómeno conocido como fenómeno Runge (Berrut & Trefethen, 2004). 
Por su parte, si se intenta evitar este problema al interpolar por tramos mediante funciones lineales, la 
función completa ajustada presenta cambios abruptos debido a las discontinuidades en la derivada en 
los puntos de muestreo. Aún con tramos interpolados mediante polinomios de segundo grado el 
resultado no es lo suficientemente suave, ya que las derivadas de segundo orden de polinomios 
cuadráticos en tramos adyacentes no se pueden ajustar entre ellas. Por estas razones se implementa el 
uso de funciones cúbicas por intervalos, lo que se conoce como interpolación por splines cúbicos 
(Andrews, 1978; Kiusalaas, 2005) y que se describe en el siguiente apartado. 
Interpolación spline cúbica 
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En el campo del análisis numérico un spline hace referencia a un amplio grupo de funciones 
diferenciables utilizadas en problemas de interpolación (fuera del contexto matemático un spline es un 
tipo de plantilla que los arquitectos usan para unir dos puntos mediante una curva suave). En el caso de 
splines cúbicos, la función de interpolación en cada tramo corresponde a un polinomio de tercer grado 
que asegura la continuidad en las derivadas en los puntos de muestreo, es decir, que la primera y 
segunda derivada sean iguales por ambos lados de estos puntos.  
Valiéndonos de la expresión de Lagrange para interpolar entre dos puntos (2.20) y suponiendo que se 
conocen además los valores lr  y los valores de la segunda derivada lr′′ , se puede agregar un término de 
tercer grado en λ  a esta ecuación que asegure la existencia de la segunda derivada a lo largo del tramo 
y que además sea cero en los puntos de muestreo. Se puede demostrar (Kiusalaas, 2005) que la 
ecuación (2.20) modificada para que cumpla estas restricciones debe tener la forma: 
 1 2 1 3 4 1l l l lr B r B r B r B r+ +′′ ′′= + + + ,  (2.22) 
con 1 2B By  igual a (2.21) y con 3 4B By  definidos de la siguiente manera:    
 ( )( ) ( )( )2 23 33 1 1 1 4 2 2 1
1 1
6 6l l l l
B B B B B Bλ λ λ λ+ += − − = − −y  . (2.23) 
Al tomar las derivadas de la expresión (2.22) tenemos:  
 ( ) ( )
2 2
1 1 2
1 1 1
1
3 1 3 1
6 6
l l
l l l l l l
l l
r r B Br r rλ λ λ λ
λ λ
+
+ + +
+
− − −′′′ ′′= − − + −
−
 , (2.24) 
 1 2 1l lr B r B r +′′ ′′ ′′= +  . (2.25) 
La condición de continuidad de la primera derivada en todos los m puntos de muestreo se obtiene al 
igualar las derivadas alrededor de cada punto usando la ecuación (2.24). Así se obtienen las ecuaciones 
necesarias para determinar los valores de las segundas derivadas (que se habían supuesto como 
conocidas) que permiten que se cumpla esta condición, excepto para los puntos extremos. Es decir, se 
obtiene un sistema de m-2 ecuaciones lineales con m incógnitas. Las dos ecuaciones faltantes para 
resolver este sistema se establecen imponiendo ciertas condiciones en los extremos. Generalmente se 
pone como condición que la primera y segunda derivada sean igual a cero en los extremos, lo que se 
conoce como spline cúbico natural. O en otros casos, se escogen valores de 1 mr r′′ ′′y  tales que las 
derivadas en los extremos tengan un valor específico, lo que se conoce como spline cúbico sujeto. 
Interpolación polinomial de Hermite 
En algunos casos,  se necesita encontrar el polinomio que pasa por los puntos dados pero que además 
también tenga derivadas específicas en cada dato. Esto se logra con los polinomios de Hermite 
(Hanselman & Littlefield, 1998; Yang et al., 2005). Cuando este polinomio es de tercer grado se conoce 
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como interpolación cúbica y es muy parecida a la interpolación por splines cúbicos. Este polinomio se 
ajusta a los valores extremos del intervalo y tiene una pendiente concreta en estos puntos. Estas 
pendientes se escogen de manera que se preserve la forma de los datos y se respete su monotonicidad. 
La interpolación por polinomios de Hermite de tercer grado asegura que la primera derivada sea 
continua, pero no la segunda, a diferencia de los spline cúbicos. La segunda derivada es lineal en cada 
uno de los intervalos pero normalmente existen discontinuidades en los puntos de muestreo. La función 
interpolada por splines es más suave ya que se asegura la continuidad de la segunda derivada, esto la 
hace más precisa si los datos están asociados a una función suave. Si los datos iniciales describen una 
función con cambios más abruptos  entonces la interpolación cúbica presenta menos oscilaciones. 
Interpolación por transformada discreta modificada de seno  
Este método está basado en la interpolación por transformada discreta de Fourier (Hanselman & 
Littlefield, 1998; Keusen, 1996). Primero se sustrae a todos los datos muestreados los valores de una 
recta que pase por los dos puntos extremos de este conjunto de datos. El resultado será una función con 
valores cero en los extremos y valores que pueden ser tanto positivos como negativos en el interior. 
Entonces, se genera la función espejo con signo invertido del resultado y se conecta al extremo de los 
datos iniciales para producir una función periódica, es decir, una función seno modificada. Se aplica 
entonces la interpolación por transformada discreta de Fourier. El resultado es truncado y se le suma la 
recta sustraída inicialmente. Con estas modificaciones se evitan los problemas de la interpolación por 
transformada discreta de Fourier de producir oscilaciones no deseadas cuando se emplea sobre 
funciones no periódicas. 
2.3.2 Métodos de estimación 
El problema de recuperar las reflectancias, r , a partir de las respuestas digitales, x , se puede resolver  
encontrando un operador, D , que minimice la distancia entre las reflectancias medidas y las 
reflectancias reconstruidas: 
 ˆ D=r x , (2.26) 
donde rˆ son las reflectancias estimadas. De esta forma, la tarea de los métodos de estimación recae en 
la determinación de D . 
2.3.2.1 Estimación basada en el modelo o directa 
Estos métodos se basan en la inversión del modelo de adquisición del sistema multiespectral presentado 
en la ecuación (2.9) y necesitan del conocimiento de las características espectrales del sistema, C . A 
continuación se describen algunos de estos métodos: 
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Pseudoinversa indeterminada 
La solución más simple es obtener las reflectancias invirtiendo directamente la ecuación (2.9) usando la 
pseudoinversa, o lo que es lo mismo, realizando una regresión por mínimos cuadrados ordinaria. Así, el 
operador D  de la ecuación (2.26) es la pseudoinversa de C  y las reflectancias vienen dadas por:  
 ( ) ( )1ˆ C CC CT T − −= =r x x . (2.27) 
Debido a que C  es una matriz ( )m n×  con rango m (generalmente m n< , es decir, el número de 
ecuaciones es menor que el número de incógnitas) pueden existir infinitas soluciones, y por tanto el 
problema es indeterminado. Esta solución es sensible al ruido y minimiza la distancia Euclidiana en el 
dominio de la respuesta del sistema de adquisición (entre x  y ˆCr ), lo que no garantiza que la solución 
sea la más cercana al espectro real (Hardeberg, 2001). 
Los resultados de este método son de baja utilidad en la práctica, aunque se pueden lograr mejoras si se 
aplica el método de autovectores principales de manera similar a como se describió en la ecuaciones 
(2.14) a (2.16). 
Pseudoinversa con suavización 
Dado que los resultados que proporciona la pseudoinversa indeterminada son de poca utilidad, se han 
utilizado alternativas como la estimación de Wiener (König & Praefcke, 1998; Pratt & Mancill, 1976) o la 
pseudoinversa con suavización (Herzog et al., 1999) que tienen un desempeño mejor. En la estimación 
de Wiener se requiere tanto la estimación de las características espectrales del sistema de adquisición 
como del ruido asociado a éste. Por su parte, la pseudoinversa con suavización es una solución con 
restricción de suavidad a través de una matriz de regularización. El desempeño de estas aproximaciones 
se ha reconocido como similar, aunque se considera la estimación de Wiener ligeramente peor debido a 
que es más dependiente de la determinación de las características del ruido en el sistema de adquisición 
(Herzog et al., 1999).  
La pseudoinversa con suavización es simplemente una regresión por mínimos cuadrados basado en una 
matriz de pesos. El operador de inversión en la expresión (2.27) se modifica incluyendo una matriz de 
suavización de la siguiente manera: 
 ( ) 11 1ˆ C C CT TN N −− −=r x , (2.28) 
donde N  es una matriz ( )n n×  que de acuerdo a Mancill (Mancill, 1975), quien introdujo los 
“promedios de los cuadrados de las segundas derivadas” como criterio para producir espectros suaves, 
es de la forma: 
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1 2 1 0 ...
2 5 4 1 0 ...
1 4 6 4 1 0 ...
0 1 4 6 4 1 0 ...
... ...
... 1 4 6 4 1 ...
... 1 4 6 4 1
... 1 4 5 2
... 1 2 1
N
− 
 − − 
 − −
 
− − 
 =
 
− − 
 − −
 
− − 
 − 
        . (2.29) 
En realidad, ya que N es una matriz singular, ésta se debe modificar levemente para que sea invertible: 
 IN N ε′ = + , (2.30) 
donde I  es la matriz identidad y ε  representa una constante pequeña comparada con la unidad. 
Funciones base 
Esta aproximación propuesta por Hardeberg (Hardeberg, 1999) aprovecha información a priori de las 
reflectancias espectrales. La mayoría de los espectros de reflectancia de las superficies son funciones 
suaves de la longitud de onda (Alsam, 2004; Maloney, 1986). Así, se puede asumir que las reflectancias 
se pueden representar como la combinación lineal de un conjunto de funciones base suaves:  
 =r Ba , (2.31) 
donde   1 2 pB = b ,b ...b  es el conjunto de funciones base y a  es la matriz de coeficientes de la 
combinación lineal. Según las ecuaciones (2.26), (2.9) y (2.31) se tiene: 
 
ˆ = D
= DC
= DC
r
r
Ba
x
  (2.32) 
El caso ideal sería cuando ˆ =r r , de esta forma se obtiene que: 
 = DCBa Ba ,  (2.33) 
lo cual se debería cumplir para todo a , y por tanto: 
 DC=B B . (2.34) 
De donde podemos deducir el operador D a través de la pseudoinversa para la matriz CB  como: 
 ( )
1
D C C CT T T T
−
= BB BB , (2.35) 
y por ende las reflectancias como: 
45 
 
2 Estado del Arte 
 
 ( )
1
ˆ = C C CT T T T
−
r BB BB x .  (2.36) 
El conjunto de funciones base, B , puede ser un conjunto real de reflectancias medidas, que deberían 
ser representativas del tipo de reflectancias que se van a registrar con el sistema. Alternativamente a 
una base espectral también se pueden usar otro tipo de bases tales como funciones de Fourier 
(Nyström, 2006). Nuevamente, se puede reducir la influencia del ruido si se utiliza el método de 
autovectores principales descrito en las ecuaciones (2.14) a (2.16). 
En general, se puede decir que estos métodos basados en el modelo no son muy populares por el 
rendimiento bajo reportado, por la influencia del ruido y por el requerimiento de la caracterización 
espectral de todo el sistema multiespectral.  
2.3.2.2 Estimación empírica o basada en el aprendizaje  
La reconstrucción empírica también es conocida como estimación basada en el aprendizaje. En este tipo 
de métodos se ignoran las características espectrales del sistema multiespectral y las funciones de 
caracterización inversa se derivan a partir de las respuestas digitales para un conjunto de muestras de 
entrenamiento. Este tipo de métodos está altamente influenciado por el conjunto de muestras de 
entrenamiento elegido. Por ello, si el conjunto no es representativo del tipo de muestras que más 
adelante se va medir, el desempeño en los resultados se puede ver comprometido.  
Pseudoinversa simple 
Si tomamos la ecuación (2.26) y se reescribe para un conjunto de l muestras estándar, con reflectancias 
conocidas organizadas en una matriz R  de tamaño ( )n l×  y respectivas respuestas digitales en una 
matriz X  de tamaño ( )m l× ,  se tiene: 
 DR X=   (2.37) 
el cual es un sistema de mínimos cuadrados sobredeterminado, ya que generalmente el número de 
muestras l es mayor que el número m de canales del sistema. Así, el operador de inversión D  que 
minimiza la norma de DR X− está determinado esencialmente por la pseudoinversa de las respuestas 
digitales X de la siguiente manera: 
 ( ) ( )1D T TR X X X R X− −= = . (2.38) 
De donde las reflectancias estimadas estarán dadas por: 
 ( )ˆ D R X −= =r x x . (2.39) 
Nótese, como se había mencionado, que esta solución descarta el uso de la caracterización espectral del 
sistema y está íntimamente determinada por las respuestas digitales al conjunto de entrenamiento, por 
lo que la precisión en las reconstrucciones es altamente dependiente de la cercanía de este conjunto al 
tipo de muestras a medir.  
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Métodos no lineales 
Si retomamos la ecuación (2.37), tenemos que la matriz X  se ha formado al ordenar los vectores de 
respuestas digitales del sistema al conjunto de entrenamiento como sus columnas.. Esta matriz de datos 
se puede modificar cambiando esas columnas por polinomios de diferentes grados de las respuestas 
digitales iniciales (Herzog et al., 1999; Hong et al., 2001; Stigell et al., 2007). Por simplicidad supongamos 
un sistema de dos canales espectrales, para el que la matriz NLX  representa polinomios cuadráticos de 
las respuestas digitales del mismo, es decir:  
 
1,1 1,2 1,
2,1 2,2 2,
2 2 2
1,1 1,2 1,
2 2 2
2,1 2,2 2,
1,1 2,1 1,2 2,2 1, 2,
l
l
lNL
l
l l
x x x
x x x
x x xX
x x x
x x x x x x
 
 
 
 =
 
 
 
 





 . (2.40) 
Se pueden utilizar polinomios de cualquier forma y grado, aunque en la práctica hay limitaciones de 
costo computacional, de la precisión que se requiera y del número de muestras disponibles. La 
determinación de D  se obtiene mediante una regresión polinomial por ajuste de mínimos cuadrados, 
(Stigell et al., 2007; Vilaseca, 2005). De esta manera las reflectancias estimadas están dadas por: 
 ( ) 1ˆ D T TNL NL NLRX X X
−
= =r x x  . (2.41) 
 Análisis de componentes principales y pseudoinversa 
El objetivo general al usar el método de análisis de componentes principales (PCA) en la reconstrucción 
de espectros en un sistema es hallar un conjunto de vectores de menor dimensionalidad y menor 
redundancia, es decir, una nueva base vectorial, que permita la representación de manera precisa de las 
reflectancias de entrenamiento, las cuales se supone que son representativas del comportamiento 
general de los espectros a medir (Berns, 2006; de Lasarte, 2009; Imai, Taplin, et al., 2002; Jaaskelainen 
et al., 1990; Lehtonen et al., 2010; Vilaseca, 2005; Vrhel et al., 1994). El conjunto de vectores hallado por 
este método son las componentes principales de la matriz R , que a su vez corresponden a los 
autovectores de su matriz de varianza-covarianza que está definida como:  
 
1 TRR
l
 
 
 
 . (2.42) 
En general, las reflectancias de unas muestras cualquiera se pueden representar en una combinación 
lineal en términos de las componentes principales que describen su comportamiento:  
 =r PA , (2.43) 
donde P  es la matriz que contiene las componentes principales y A  la matriz de coeficientes de la 
combinación lineal. 
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Ya que A  se puede interpretar como la representación de las reflectancias en la base vectorial 
generada por las componentes principales, entonces ésta matriz también se puede relacionar con las 
respuestas digitales del sistema a través de un operador lineal, de forma similar a como se ha asumido 
anteriormente con las reflectancias: 
 PCAD=A x . (2.44) 
Este operador se puede determinar usando las respuestas digitales X  del sistema a un conjunto de 
entrenamiento a través de la pseudoinversa: 
 ( ) 1PCAD T TAX X X
−
=  . (2.45) 
Al sustituir las ecuaciones  (2.45) y (2.44) en (2.43) se obtiene la relación para estimar las reflectancias:  
 ( )ˆ T TP AX X X=r x . (2.46) 
La matriz P , a diferencia de P , contiene un número bajo de componentes, usualmente igual al número 
de canales del sistema, ya que se ha demostrado que un conjunto pequeño de componentes principales 
son suficientes para representar en un alto porcentaje la variabilidad de las reflectancias espectrales 
originales, además de otras, ya que los autovalores de la matriz de covarianza decrecen muy 
rápidamente. Entre los métodos de reconstrucción que usan el análisis de componentes principales hay 
diversidad de variaciones que intentan aportar mejoras (Maloney & Wandell, 1986);(Imai & Berns, 
1999);(Li & Luo, 2001);(Shi & Healey, 2002). 
2.3.3 Conjuntos de entrenamiento y prueba para un sistema 
multiespectral 
Como se mencionó anteriormente hay varios métodos para determinar las relaciones entre las 
respuestas digitales del sistema de adquisición y los espectros a reconstruir. Muchos de estos métodos 
requieren un conjunto de muestras para entrenar el sistema, el llamado conjunto de entrenamiento, a 
partir del cual el sistema es caracterizado, y otro conjunto de muestras, el conjunto de prueba, para 
comprobar la bondad de la caracterización del sistema y evaluar la precisión de la estimación obtenida 
con dicha caracterización. 
Ambos conjuntos se pueden obtener de cartas de color físicas, de muestras especialmente 
seleccionadas o manufacturadas. No existen sistemas universales de entrenamiento y prueba, aunque 
hay conjuntos de muestras de color ampliamente usadas como es el caso de las cartas de color 
GretagMacbeth. Sin embargo, en muchos casos los conjuntos de entrenamiento y prueba se seleccionan 
dependiendo de la aplicación. Para que la precisión de las estimaciones sea adecuada es necesario que 
tanto el conjunto de entrenamiento como de prueba estén constituidos por muestras suficientemente 
representativas de las muestras que serán medidas más adelante con el sistema de adquisición de 
imágenes.  
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Los conjuntos de entrenamiento y prueba típicamente usados son, por ejemplo, la carta de color 
GretagMacbeth ColorChecker DC (CCDC) que tiene 177 muestras (Cheung et al., 2005; Imai et al., 2000; 
Imai, Taplin, et al., 2002; Pellegri et al., 2004b; Smoyer et al., 2005), la carta GretagMacbeth 
ColorChecker Color Rendition (CCCR) con 24 muestras (Burns & Berns, 1996; Imai et al., 2000; Imai, 
Taplin, et al., 2002), la carta ANSI IT8.7/2 (IT8) que tiene 264 muestras (Hong et al., 2001; Smoyer et al., 
2005), subconjuntos de muestras del atlas Munsell (Wu & Allebach, 2000), muestras de color extraídas 
del sistema NCS (Cheung et al., 2005), muestras de color hechas con pigmentos usados en la pintura 
para aplicaciones de restauración y preservación (Imai et al., 2000; Imai, Taplin, et al., 2002; Imai et al., 
2003), muestras de color de objetos naturales (Imai, Taplin, et al., 2002; Wu & Allebach, 2000), etc. 
Ejemplos de algunas de estas cartas comerciales mencionadas se muestran en la Figura 2.7. 
 
a) 
 
b) 
 
 
c) 
 
d) 
Figura 2.7 Ejemplo de cartas de color: a) Carta GretaMacbeth ColorChecker DC (CCDC), b) GretagMacbeth 
ColorChecker Color Rendition (CCCR), c) ANSI IT8.7/2 (IT8) y d) atlas de color NCS. 
Existen diversos métodos y criterios para seleccionar las muestras que constituyen los conjuntos de 
entrenamiento y prueba, atendiendo a generar un conjunto de muestras muy diferentes entre ellas, que 
contenga el mínimo número posible de ellas y que permita caracterizar el mayor número de sistemas. 
Algunos de estos métodos y criterios consisten en, por ejemplo, seleccionar un número inicial de 
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muestras igual a los de algunas de las cartas de color ya existentes (CCDC, CCCR) (Cheung & Westland, 
2004), con el objetivo de compararlos desde el punto de vista de su utilidad en la caracterización del 
sistema. Otros criterios alternativos consisten en realizar una selección aleatoria de muestras de forma 
que la suma de las diferencias de color entre las seleccionadas sea máxima (Cheung & Westland, 2004). 
De esta manera los espectros de reflectancia de las muestras seleccionadas tenderán a ser lo más 
diferente posible entre ellos (Hardeberg, 1999).  
Otros métodos usados para la selección del conjunto de entrenamiento en el caso de los sistemas 
multiespectrales son, por ejemplo, el método de análisis hue (HAM), el método de análisis de salida de 
la cámara (COAM) y el método de la maximización de la distancia lineal (LDMM) (Pellegri et al., 2004b). 
El HAM consiste en seleccionar muestras lo más separadas posibles en el plano Cab*hab* cubriendo el 
plano entero (es decir, todo el rango de tonos (hues)). El COAM aplica el método PCA al conjunto inicial 
de muestras de color y para cada vector principal se toma el color no seleccionado más cercano. La 
proximidad se mide en términos del coseno del ángulo entre el vector asociado a esta muestra de color 
y la componente principal, maximizando la ortogonalidad de las muestras seleccionadas; también puede 
medirse en términos de la coordenada absoluta máxima del vector asociado a la muestra en la 
componente principal, maximizando la distancia lineal relativa entre vectores seleccionados en caso de 
que los vectores asociados estén muy cerca entre ellos, o seleccionando las muestras con coordenadas 
absolutas máxima y mínima para cada componente principal (haciendo el doble el número de muestras) 
hasta completar el número deseado de muestras de entrenamiento. Por su parte, en el LDMM las 
muestras se seleccionan iterativamente dependiendo directamente de la distancia lineal (distancia 
euclidiana estándar) entre ellos y los ya seleccionados. La muestra de color cuyo vector asociado tiene 
una norma máxima entre las posibles muestras, esto es, el más brillante para ciertas condiciones de 
adquisición, es seleccionada como la primera muestra. Los conjuntos de entrenamiento seleccionados 
por este método presentan un número relativamente reducido de muestras y un rango de aplicación 
amplio, siendo este método parecido al introducido por Hardeberg (Hardeberg, 1998) y siendo el LDMM 
el mejor para ser aplicado en un contexto general (Pellegri et al., 2004b). 
Además del estudio del mejor conjunto de entrenamiento, varios autores del CD6 (de Lasarte et al., 
2010) han estudiado la influencia del número de muestras en el conjunto de entrenamiento para las 
reconstrucciones colorimétricas y espectrales. Aplicando criterios de diferencias en las coordenadas 
CIELAB a* (∆a*) y b* (∆b*) entre cada par de muestras del conjunto se han formado conjuntos de 
entrenamiento con tamaños diferentes, para así encontrar un número mínimo o suficientemente 
pequeño de muestras a partir del cual la calidad de las reconstrucciones no se vea afectada. Los 
resultados muestran que a partir de un número de muestras cercano a 20-25 aproximadamente, el 
desempeño mejora considerablemente. Pero es a partir de un tamaño de 120 muestras que se asegura 
que el cambio en el desempeño del sistema es nulo o despreciable al incrementar el número de 
muestras.  
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2.3.4 Métricas de evaluación en la reconstrucción 
Existen métricas muy variadas para la evaluación de la calidad de la reconstrucción espectral en los 
sistemas espectrales (Imai, Rosen, et al., 2002; Ruiz Quijano, 2010). Sin embargo, no se ha llegado a una 
conclusión acerca de cuál de ellas es superior. Las métricas existentes tienen características propias que 
las hacen adecuadas o no de acuerdo a lo que se busca evaluar con su aplicación (mayor cercanía 
colorimétrica o ajuste entre las curvas espectrales). Por esta razón una de las recomendaciones y de las 
prácticas más comunes es utilizar la combinación de varias métricas, sabiendo qué aporta cada una de 
ellas. 
 En este trabajo se emplean fundamentalmente tres métricas para la evaluación de los resultados. Dos 
de las métricas utilizadas sirven para evaluar el ajuste de las curvas espectrales estimadas con respecto 
a los espectros originales. Estas dos métricas no tienen en cuenta aspectos de la visión humana, sino 
que evalúan simplemente la cercanía física entre espectros. Éstas son aún más adecuadas en nuestro 
caso por los rangos espectrales implicados más allá del visible, como son el UV y el IR.  
La primera de estas métricas es el error cuadrático medio (RMSE). Ésta es una métrica ampliamente 
usada (Imai, Rosen, et al., 2002; Ruiz Quijano, 2010; Vilaseca et al., 2006) y que está descrita por la 
ecuación (2.47) :  
 ( ) ( )( )21 o j e j
j
RMSE r r
n
λ λ= −∑   (2.47) 
donde ro(λj) son los datos espectrales originales a la longitud de onda λj, re(λj) es el espectro estimado a 
la misma longitud de onda y n es el número de longitudes de onda.   
La segunda métrica es el coeficiente de bondad de ajuste (GFC) (Hernández-Andrés et al., 2001; Imai, 
Rosen, et al., 2002; Ruiz Quijano, 2010). Este parámetro está basado en la desigualdad de Schwartz y 
viene descrito por la ecuación (2.48): 
 
( ) ( )
( ) ( )2 2
o j e j
j
o j e j
j j
r r
GFC
r r
λ λ
λ λ
=
      
∑
∑ ∑
  (2.48) 
Valores de GFC ≥ 0.999 y GFC ≥ 0.9999 representan ajustes buenos y excelentes, respectivamente.  
La tercera métrica utilizada es la fórmula de diferencia de color CIEDE2000 (CIE Publication, 2001; Luo et 
al., 2001; Melgosa et al., 2013; Sharma et al., 2005). Ésta evalúa la cercanía de las reconstrucciones en 
términos colorimétricos. Por lo tanto este parámetro es útil solamente para la región del visible del 
espectro electromagnético debido a que incluye las propiedades de la visión humana en su cálculo.  
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La fórmula  CIEDE2000 es la última recomendación propuesta por la CIE (Commission Internationale de 
l'Eclairage) por mostrar una mejor correlación entre los valores numéricos de diferencia de color que da 
y las diferencias percibidas por un observador humano con respecto a las anteriores fórmulas definidas. 
Sobre todo se mejora la predicción en colores neutros, azules y oscuros (CIE Publication, 2001; Geol Lee 
et al., 2011). El comité técnico CIE 1–57 de estándares en colorimetría (Standards in Colorimetry) está en 
el proceso de proponer esta fórmula como un estándar CIE (Melgosa et al., 2013). Su fórmula es la 
siguiente:  
 
2 2 2
2000 T
L L C C H H C C H H
L C H C HCIEDE R
k S k S k S k S k S
′ ′ ′ ′ ′∆ ∆ ∆ ∆ ∆        = + + +        
        
  (2.49) 
Esta fórmula adopta factores paramétricos , yL C HK K K  para ajustar los aportes relativos de las 
diferencias de claridad, croma y tono, respectivamente, dependiendo de la aplicación. Éstos son 
similares en otras fórmulas de diferencias de color anteriores (CIE94) (Capilla et al., 2002; Melgosa et al., 
2013), siendo 1L C HK K K= = =   bajo las condiciones de referencia propuestas por la CIE (Capilla et 
al., 2002; Melgosa et al., 2013).  
Asumiendo que el cálculo se hace para dos muestras de color 1 y 2, se hace una modificación de la 
coordenada CIELAB a*: 
 ' *L L=   (2.50) 
 ( )' 1 *a G a= +   (2.51) 
 ' *b b=   (2.52) 
 
7
7 7
0.5 1
25
ab
ab
CG
C
∗
∗
 
 = −
 + 
  (2.53) 
Donde la barra superior significa la media aritmética entre las muestras 1 y 2. Las coordenadas 
transformadas a’,b’ se usan de la manera usual en el cálculo del croma y el ángulo de tono 
transformados: 
 2 2C a b′ ′ ′= +   (2.54) 
 arctan bh
a
′ ′ =  ′ 
  (2.55) 
Las diferencias L′∆ , C′∆  y H ′∆  de la ecuación (2.49) se obtienen así: 
 1 2L L L′ ′ ′∆ = −   (2.56) 
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 1 2C C C′ ′ ′∆ = −   (2.57) 
 
1 2 1 2
1 2 1 2 1 2
1 2 1 2 1 2
180º
360º 180º ,
360º 180º ,
h h h h
h h h h h h h
h h h h h h
′ ′ ′ ′ − − ≤

′ ′ ′ ′ ′ ′ ′∆ = − + − > ≤
 ′ ′ ′ ′ ′ ′− − − > >
  (2.58) 
 1 22 sin 2
hH C C
′∆ ′ ′ ′∆ =  
 
  (2.59) 
Las funciones de peso para la claridad, croma y tono se obtienen de la siguiente manera: 
 
( )
( )
2
2
0.015 501
20 50
L
LS
L
′ −
= +
′+ −
  (2.60) 
 1 0.045CS C′= +   (2.61) 
 1 0.015HS C T′= +   (2.62) 
 
( ) ( )
( ) ( )
1 0.17cos 30º 0.24cos 2
0.32cos 3 6º 0.20cos 4 63º
T h h
h h
′ ′= − − +
′ ′+ + − −
  (2.63) 
Por último, el término de rotación TR  se define como: 
 ( )sin 2T CR Rθ= − ∆   (2.64) 
 ( ){ }230exp 275º 25hθ  ′∆ = − −    (2.65) 
 
7
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25
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C
′
=
′ +
  (2.66) 
2.4 APLICACIONES DE LOS SISTEMAS MULTIESPECTRALES 
Las aplicaciones que incorporan sistemas multiespectrales han incrementado notablemente en los 
últimos años gracias a sus características inherentes de permitir el acceso a información espectral con 
una elevada resolución espacial sobre un área extendida. Este tipo de sistemas han permitido ampliar 
las posibilidades de análisis en algunos campos donde ya existían ciertas soluciones aunque con 
limitaciones. Un ejemplo es el de la espectroscopía convencional, donde ahora es posible obtener 
información espectral píxel a píxel. En el caso del estudio de obras de arte y la identificación de 
pigmentos contenidos en ellas, estos sistemas permiten no sólo la identificación del mismo como lo 
haría la espectroscopía convencional sino también establecer su distribución espacial sobre la obra de 
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manera directa (Martinez et al., 2002; Zhao, 2008). Por otra parte, se puede mencionar el caso de la 
reproducción de imágenes en color, solventando a partir de la información existente en más de tres 
canales de adquisición el problema del metamerismo siempre ligado a sistemas de adquisición 
convencionales RGB. En los casos de distribución heterogénea del color, que es lo más común en 
imágenes, los instrumentos convencionales que miden adecuadamente color presentan limitaciones 
debido a sus mediciones de spot (o equivalentemente, de un área relativamente grande). En este tipo 
de aplicación los sistemas multiespectrales han mostrado ampliamente sus bondades, tanto que ya se 
les empieza a dar el nombre de sistemas colorimétricos de formación de imágenes (Martinez, 1993; 
Rykowski & Kostal, 2008) . 
Otros ejemplos de utilización de sistemas multiespectrales se encuentran en la adquisición de imágenes 
de alto rango dinámico en combinación con sistemas capaces de adquirir imágenes colorimétricas de 
alta precisión (de Lasarte et al., 2011; Haneishi et al., 2006) y en el estudio de iluminantes tipo luz día 
(Nieves et al., 2005). En este último trabajo se evalúa la estimación de la reconstrucción espectral de 
estas fuentes a través del uso de una cámara CCD y un conjunto de filtros de color de banda ancha, 
mostrando que se pueden obtener reconstrucciones espectrales y colorimétricas de alta precisión con 
un número reducido de entre 3 a 9 bandas espectrales. También se usan en la caracterización de 
productos en la industria de los alimentos como, por ejemplo, en la clasificación colorimétrica de vinos a 
través de la comparación de las coordenadas CIELAB y la evaluación de observadores expertos (Sáenz 
Gamasa et al., 2009). En la industria cosmética se aplican para la estimación de la reflectancia espectral 
de la piel humana bajo diferentes condiciones de maquillaje, enrojecimiento o bronceado (Doi et al., 
2006; Pladellorens et al., 2008) y la visualización de su capacidad de hidratación mediante estudios en el 
infrarrojo (Iwasaki et al., 2006). En la termografía infrarroja sirven para la detección de objetos borrosos 
(Ceron-Correa, 2006), para la visualización en pseudocolor de la información en el rango infrarrojo 
(Vilaseca, 2005) y para la reconstrucción de espectros en este mismo rango (Vilaseca et al., 2006). Por su 
parte en la imagen vía satélite se utilizan para la clasificación de materiales (Alecu et al., 2006). Otras 
aplicaciones incluyen la caracterización espectral de los iris humanos (Vilaseca et al., 2008) y muestras 
textiles (de Lasarte, 2009), la evaluación de documentación importante con texto borroso a través del 
estudio de la reflectancia (Balas, 2003; Knox et al., 2011; Rapantzikos & Balas, 2005), el control de 
sistemas de impresión a color (Hardeberg, 1999), los sistemas de visión natural (Murakami et al., 2008) 
con aplicaciones, por ejemplo, en imagen médica, en comercio electrónico, en archivos digitales y 
museos electrónicos. También son muy útiles en la reproducción del color (Ueda et al., 2006), en la 
investigación de materiales históricos (Miyata, 2006, 2009), entre otros. 
En el caso concreto del CD6, cabe remarcar que se han llevado a cabo proyectos que involucran la 
implementación de sistemas multiespectrales que han servido como base inicial para la realización de la 
presente tesis doctoral. En este contexto mencionar que el centro ha desarrollado sistemas de este tipo 
basados en cámaras CCD, filtros y fuentes de iluminación de espectro ancho, dedicados al rango visible 
(VIS) e infrarrojo cercano (NIR). Su objetivo ha sido fundamentalmente la reconstrucción espectral y la 
medición precisa del color con alta resolución espacial en muestras no homogéneas (de Lasarte, 2009; 
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de Lasarte et al., 2007; Vilaseca, 2005; Vilaseca et al., 2003, 2006, 2008). En la Figura 2.8 se muestra 
como ejemplo un sistema multiespectral dedicado a la reconstrucción de espectros y visualización de 
imágenes en el infrarrojo cercano (800-1000nm) (Vilaseca, 2005; Vilaseca et al., 2003). Su aplicación se 
dio en la determinación de la reflectancia para muestras reales como textiles, alimentos, entre otros, en 
el rango espectral citado.  
 
Figura 2.8 Sistema multiespectral basado en filtros e iluminación de espectro ancho en el rango del infrarrojo 
cercano (800-100nm) (Vilaseca, 2005) 
Otros sistemas multiespectrales desarrollados en el mismo centro incorporan cámaras CCD y distintas 
configuraciones de filtros para aplicaciones de colorimetría. La Figura 2.9 muestra dos configuraciones 
de un sistema de adquisición de imágenes en el rango del visible para su uso como sistema de medición 
precisa del color (de Lasarte, 2009). Una de las configuraciones (Figura 2.9a) está basada en adquisición 
en tres canales (RGB) mediante un filtro sintonizable para la reconstrucción precisa del color. La segunda 
configuración (Figura 2.9b) corresponde a un sistema multiespectral que usa 7 filtros interferenciales 
montados en una rueda automática para la generación de los canales espectrales y el posterior acceso a 
los valores colorimétricos desde la reconstrucciones espectrales. 
En esta misma área de investigación se desarrollaron sistemas multiespectrales similares para 
aplicaciones concretas que pudieron ser transferidos a empresas. Ejemplos de ello se encuentran en la 
caracterización del  color de la piel (Pladellorens et al., 2008) y la calibración del color en pantallas.  
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a)       b) 
Figura 2.9 Sistemas de adquisición de imágenes basados en cámara CCD. a) Configuración colorimétrica RGB y b) 
Configuración multiespectral con 7 canales de adquisición (de Lasarte, 2009) 
2.4.1 Aplicaciones en arte y patrimonio histórico  
El sistema multiespectral que se desarrolla en este trabajo tiene como principal objetivo de aplicación el 
estudio de obras de arte y patrimonio histórico. Por lo tanto en este apartado se presentan algunos de 
los sistemas multiespectrales existentes construidos con esta finalidad. 
En los casos del estudio de obras de arte y conservación de patrimonio histórico, los sistemas 
multiespectrales tienen múltiples aplicaciones debido a su capacidad de permitir la discriminación en 
longitud de onda de las características de reflectancia de las mismas. Como se muestra 
esquemáticamente en la Figura 2.10, las diferentes longitudes de onda tienen penetración diferente, y 
por lo tanto, proporcionan información particular sobre los diferentes materiales o capas de la muestra 
bajo análisis. 
 
Figura 2.10 Esquema de reflexión y absorción de luz según la longitud de onda en una obra de arte con 
diferentes capas de materiales 
Las aplicaciones de los sistemas multiespectrales se dan mayoritariamente en los rangos espectrales del 
infrarrojo cercano (NIR), el visible y el ultravioleta cercano o de fluorescencia. En la región del infrarrojo 
se suelen usar para el análisis de pigmentos, la observación de bosquejos o dibujos subyacentes en las 
capas interiores de pinturas, en la mejora de la legibilidad en documentos históricos y en la 
identificación de zonas de restauración (Figura 2.11). En la zona del visible se han utilizado en la 
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generación de registros precisos de obras y en la detección de cambios de color de los pigmentos. En el 
rango del ultravioleta también se aplican, ya que muchos materiales artísticos y compuestos de 
restauración, como por ejemplo huevos y aceites solventes, colorantes, pigmentos modernos, barnices, 
pegantes, recubrimientos y fijadores, pueden emitir fluorescencia cuando se les excita con luz UV. Este 
rango es atractivo para propósitos de monitoreo ya que puede ser usado para  documentar la presencia 
de contaminantes y compuestos orgánicos en una obra de arte ya sea, antes, durante o después de la 
conservación o restauración. 
 
Figura 2.11 Imágenes a diferentes longitudes de onda mostrando dibujos y cambios no observables en el rango 
visible (Tomada de (Obrutsky & Acosta, 2003)) 
Algunos proyectos han construido prototipos para digitalizar obras de arte con elevada resolución 
espacial, aunque casi todos ellos se han centrado primordialmente en la adquisición de obras de arte en 
el rango visible a través de varias bandas espectrales (P. Cotte & Dupouy, 2003; Hardeberg et al., 1999; 
Kubik, 2007; Martinez et al., 2002; Novati et al., 2005). Uno de los ejemplos más sobresalientes y que 
fue pionero en este sentido es el proyecto VASARI (Visual Arts System for Archiving and Retrieval of 
Images) (Martinez, 1991; Martinez et al., 2002), realizado en la National Gallery de Londres. En este 
proyecto se desarrolló un prototipo de scanner colorimétrico que permitía la caracterización digital de 
las pinturas con una alta resolución espacial y elevada exactitud colorimétrica. Ello se llevaba a cabo 
mediante la utilización de una cámara CCD visible y siete bandas de color que cubrían toda la región 
correspondiente al espectro visible. La finalidad del proyecto era la sustitución de la fotografía 
convencional por la digital en tareas llevadas a cabo típicamente en museos. Mediante la información 
proporcionada por dicho scanner se pudieron realizar tareas de archivo, publicación, análisis científico, 
conservación y recuperación de obras de arte (Figura 2.12).  
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Figura 2.12 Escáner resultado del proyecto VASARI (Tomada de (Martinez et al., 2002)) 
Otro proyecto cercano al anterior es el MARC (Methodology for Art Reproduction in Colour) (Cupitt et 
al., 1996), en el que se desarrollaron técnicas para escanear e imprimir pinturas con una elevada 
resolución colorimétrica, pero en este caso sin incluir información espectral. El prototipo construido 
permitía obtener a partir de los valores digitales RGB de las imágenes captadas por una cámara CCD, las 
coordenadas colorimétricas CIELAB de cada uno de los píxeles (Figura 2.13a). El proyecto ACOHIR 
(Accurate Colour high Resolution Recording and Reproduction of 3D objects for electronic publishing 
and the consumer market) (Martinez et al., 2000) ampliaba las características del proyecto MARC 
incluyendo la posibilidad de escaneos en 3D de obras de arte en general, no solamente pinturas, y se 
desarrolló el software necesario para su visualización con una elevada resolución espacial y 
colorimétrica (Figura 2.13b). Estos proyectos incrementaban la rapidez en la adquisición de las imágenes 
con respecto al proyecto VASARI (que podía requerir más de tres horas para cubrir un área de 1mx1m 
(Fernandez-Maloigne, 2013)), pero no se consideraba información espectral en ellos, sólo la información 
de los canales RGB de la cámara. 
         
a)      b) 
Figura 2.13 a) Cámara del proyecto MARC (Tomada de (Martinez et al., 2002)). b) Mesa rotatoria, cámara e 
iluminación del proyecto ACOHIR (Tomada de http://users.ecs.soton.ac.uk/km/projs/acohir/) 
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Por su parte el proyecto CRISATEL (Conservation Restoration Innovation Systems for Image capture and 
Digital Archiving to Enhance Training Education and Lifelong Learning) (P. Cotte & Dupouy, 2003; Ribés 
et al., 2005) desarrolló equipamiento necesario para la adquisición digital de pinturas con un escáner 
multispectral, basado en una cámara CCD lineal, que contenía unas nueve bandas espectrales en el 
visible. Adicionalmente el sistema presentaba otras cuatro bandas situadas en el límite entre el visible y 
el ultravioleta y entre el visible y el infrarrojo próximo (Figura 2.14). Los objetivos de dicho proyecto 
eran el archivo, la preservación, la restauración electrónica y la impresión con elevada resolución 
colorimétrica de obras de arte. Paralelamente a estos proyectos pero de manera relacionada, se ha ido 
desarrollando software que permite la correcta gestión de las imágenes obtenidas,  así también como su 
procesado y tratamiento digital, ya que la cantidad de información generada es uno de los retos 
importantes en la implementación de estos sistemas. Dos ejemplos de éstos son: VIPS, Imaging 
Processing Library, y ARTISTE, Art Analysis and Navigation Environtment (Cupitt & Martinez, 1996). 
 
Figura 2.14 Escáner multiespectral resultado del Proyecto CRISATEL (Tomada de (P. Cotte & Dupouy, 2003)) 
Por otro lado en la propuesta de Novati et al. (Novati et al., 2005) se presenta un sistema multiespectral 
en el rango visible para la conservación de contenido artístico de un museo (Figura 2.15a). Los autores 
evalúan dos tipos de aproximaciones para la consecución del sistema y muestran que la utilización de un 
sistema de adquisición basado en sensores de banda ancha, contra uno basado en sensores de banda 
estrecha, es más adecuado para la adquisición en gran formato de imágenes de alta calidad. La 
implementación del sistema tiene utilidad en varios posibles propósitos, pero está dirigido a la 
reproducción digital con los sistemas actuales y futuros, y soporte en el monitoreo y restauración de las 
obras de arte. La propuesta de Kubik (Kubik, 2007) presenta un sistema basado en una rueda de 18 
filtros cubriendo el rango espectral de 400-1000nm en conjunto con una cámara CCD adecuada para 
este rango. El sistema fue probado para la identificación de pigmentos y comparado con los resultados 
de un espectrofotómetro, mostrando su buen desempeño en esta clasificación, en la generación de 
documentación del color y en la medida de la reflectancia NIR. Cercanos a estos proyectos estan 
también los relacionados con el incremento de la legibilidad de documentos históricos (Balas, 2003; 
Rapantzikos & Balas, 2005) que proponen el uso de técnicas multiespectrales mediante una cámara 
espectral que cubre el rango 370-1000nm para el estudio de palimpsestos –documentos sobreescritos 
dos veces– y sus cambios, sus escrituras subyacentes y sobrepuestas (Figura 2.15b).   
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a)      b) 
Figura 2.15 Ejemplos de sistemas multiespectrales para el trabajo sobre material histórico o artístico. a) Sistema 
propuesto por Novati (Novati et al., 2005) para el uso en un museo digital b) Imágenes de seis bandas 
espectrales de una región de un palimpsesto utilizadas para la mejora de su legibilidad (Rapantzikos & Balas, 
2005). 
En la línea de este tipo de proyectos se han empezado a desarrollar sistemas comerciales específicos. Un 
caso concreto es la cámara MUSIS® (Obrutsky & Acosta, 2003; Rapantzikos & Balas, 2005). Se trata de un 
sistema desarrollado por la compañía Forth Photonics que se ofrece en dos versiones para la adquisición 
de imágenes espectrales: una versión hiperespectral (MUSIS HS) y otra multiespectral (MUSIS MS) 
(Figura 2.16). La versión hiperespectral ofrece hasta un máximo de 34 canales en el rango de 370-
1000nm, con una resolución de 20nm, o 10nm si se restringe la sensibilidad de la cámara sólo al visible o 
al NIR. La versión multiespectral presenta hasta 8 canales en el mismo rango (http://musis.forth-
photonics.com/).  
 
Figura 2.16 Sistemas comerciales para aplicaciones en estudio de patrimonio cultural. Cámaras MUSIS® 
(Tomadas de http://musis.forth-photonics.com/) 
La compañía Art Innovation también ofrece cámaras multiespectrales y otros sistemas para su uso en 
aplicaciones de patrimonio cultural (Joo Kim et al., 2011; Klein et al., 2008). Estos equipos son dos 
cámaras multiespectrales, de nombres comerciales DIVA y ARTIST, y un sistema hiperespectral para el 
análisis de documentos, de nombre comercial, SEPIA (Figura 2.17). La cámara DIVA está diseñada para 
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exploraciones rápidas ya que es una cámara que opera con baterías y por tanto es portátil. Además 
permite la captura de imágenes sosteniéndola en la mano. Ésta cubre el rango de 350-1100nm con un 
sensor CCD de 1.3 Megapíxeles y se puede acceder a diferentes modos espectrales a través del 
intercambio manual de filtros que producen imágenes con información visible, azul, verde, rojo, 
infrarrojo  1, infrarrojo 2, infrarrojo 3 (los números corresponden a la división arbitraria del NIR que 
hacen en la cámara) y ultravioleta. La cámara ARTIST, por su parte, tiene un sensor de mayor resolución  
(de 2 o 5 Megapíxeles) y canales espectrales similares en el ultravioleta, visible, azul, verde, rojo e 
infrarrojos  1 y 2. Por su integración más directa con un ordenador permite la producción de imágenes 
por combinación, como por ejemplo imágenes en color o infrarrojas en falso color. Por último, el 
sistema hiperspectral SEPIA está diseñado para el estudio de documentos históricos. Éste proporciona 
73 imágenes espectrales, que son imágenes calibradas de reflectancia, mediante la iluminación 
generada por un par de fuentes sintonizables y la captura de las imágenes con una cámara CCD de 2 
Megapíxeles. La resolución espectral del equipo está  entre 10-16nm de FWHM y cubre el rango 
espectral  de 365-1160nm (http://www.art-innovation.nl/ ).   
 
Figura 2.17 Sistemas comerciales para aplicaciones en estudio de patrimonio cultural. Sistemas empresa Art 
Innovation (Tomadas de http://www.art-innovation.nl/) 
En otros proyectos se ha hecho uso de los sistemas de iluminación espectral y cámaras CCD 
proporcionados por la compañía MEGAVISION (France, 2011; Knox et al., 2011). Esta iluminación está 
basada en LEDs y da hasta un máximo de 13 canales en el rango de 365-1050nm controlados desde un 
software de la misma empresa (Figura 2.18). Ésta es la alternativa más similar a la propuesta en este 
trabajo aunque se incluyen menos canales y un rango de detección más reducido. 
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Figura 2.18 Sistema multiespectral basado en iluminación LED (Tomada de http://www.mega-
vision.com/about.html) 
Por último, también se debe destacar el proceso de escaneado secuencial que realizan muchos de los 
sistemas de imagen, y específicamente multiespectrales, empleados para el análisis de obras de arte de 
grandes dimensiones. Este proceso, junto con el posterior ensamble de imágenes, se utiliza para 
componer una imagen o mosaico total de elevada resolución espacial (Corsini et al., 2001; Novati et al., 
2005; Pellegri et al., 2004a) (Figura 2.19).  
 
a)      b) 
 
c) 
Figura 2.19 Proceso de composición de mosaicos. a) y b) imágenes individuales; y c) resultado de la composición 
del mosaico (Tomado de  (Obrutsky & Acosta, 2003)). 
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La propuesta de obtener imágenes que tengan no sólo alta resolución espectral sino también espacial 
impone la necesidad de utilizar algoritmos de composición de mosaicos de imágenes donde también se 
incluya la corrección de posibles distorsiones ópticas introducidas por el sistema. Esto más aún si los 
rangos de trabajo se dan en la zona del infrarrojo donde los sensores de imágenes, ya que es una 
tecnología menos madura que la existente en otros rangos como el visible, suelen tener un formato no 
mayor al orden de 300x300 píxeles y distorsiones inherentes. El uso directo de estos sensores 
proporcionaría una imagen de la obra de arte con una resolución espacial muy limitada, de modo que 
algunos detalles de la obra pasarían desapercibidos. En este sentido programas como VIPS  (Obrutsky & 
Acosta, 2003) o como ArcSoft Panorama Maker® (programa comercial), tienen herramientas que realizan 
esta tarea de composición de mosaicos, también llamada de stitching. Sin embargo, estos programas no 
son del todo automáticos y necesitan de la intervención del usuario, eligiendo normalmente a priori 
algunos puntos que sirven como guía para el acople de las imágenes. Además no tienen en cuenta la 
corrección de las posibles distorsiones que haya en éstas, razón clara para que los resultados se vean 
afectados.   
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3 SISTEMA MULTIESPECTRAL EN EL RANGO VISIBLE  
BASADO EN RUEDA DE FILTROS 
En este capítulo se presenta la aplicación de un sistema multiespectral desarrollado en el CD6 basado en 
filtros para la caracterización colorimétrica y de textura de iris humanos, en comparación con muestras 
de prótesis oculares y lentes de contacto coloreadas. La utilización de este tipo de sistemas para la 
caracterización de los iris se ve justificada por las potencialidades de los mismos en dar información 
espectral y colorimétrica con alta precisión y con una elevada resolución espacial, y por la necesidad de 
un conocimiento más profundo del color y textura de esta estructura ocular. El estudio de los iris es útil 
para diferentes áreas que van desde la estética hasta la biometría pasando por la medicina (de Oliveira 
& Walline, 2004; Jonas et al., 2006; Sturm & Frudakis, 2004; Wildes, 1997). Sin embargo, muchas de las 
caracterizaciones en color existentes de los iris oculares se han centrado regularmente en el estudio de 
valores colorimétricos promedio, debido a las limitaciones en cuanto a resolución espacial de los 
instrumentos convencionales, dejando casi totalmente de lado el estudio de la distribución espacial del 
color, es decir, de la textura. Esta textura, ligada a la estructura compleja misma del iris, determina en 
gran medida su apariencia y es crucial en las aplicaciones relacionadas con éste.  
El capítulo está dividido en un primer apartado donde se describe brevemente el sistema multiespectral 
utilizado (Vilaseca et al., 2008), y en una segunda parte en la que se detallan los diferentes 
procedimientos que se usaron para el análisis de las características de color y textura de las muestras así 
como los resultados y conclusiones del estudio (Herrera et al., 2011).  
3.1 DISPOSITIVO EXPERIMENTAL 
El sistema multiespectral utilizado consta de una cámara CCD monocromática, refrigerada de 12 bits 
(QImaging QICAM Fast1394) y con 1.4 Megapíxeles (1392x1040), una lente objetivo zoom (Nikon AF 
Nikkor 28-105mm) y diferentes conjuntos de filtros (Figura 3.1). Para este sistema se probaron dos 
configuraciones de filtros diferentes: la primera configuración, consistente en un filtro sintonizable RGB 
y un filtro cyan adicional (Figura 3.2a), que permitía la adquisición de tres o seis imágenes a través de 
una o dos adquisiciones, respectivamente; y la segunda configuración, compuesta por un conjunto de 
siete filtros interferenciales con anchura a media altura (FWHM, Full Width at Half-Maximum) de 40 nm 
aproximadamente montados en una rueda motorizada (Figura 3.2b), los cuales permitían la adquisición 
secuencial de 7 imágenes con información espectral diferente. Además, el sistema multiespectral 
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contaba también con un sistema de iluminación compuesto por una lámpara halógena (Philips 15V 150 
W) alimentada por una fuente de corriente estabilizada (Hewlett Packard 6642A) y una lente de 
enfoque, lo que permitía obtener un campo de iluminación bastante uniforme sobre el iris a analizar con 
un ángulo de incidencia de 45°. En las imágenes obtenidas se implementó una corrección de flat-field 
(de Lasarte et al., 2007) (mostrada en la sección 2.1.1.2) para corregir tanto la respuesta de la cámara 
como las posibles no uniformidades de la iluminación. Finalmente, se utilizó un tele-espectroradiómetro 
(Photoresearch PR-650) ubicado al lado de la cámara para medir la radiancia espectral real asociada a 
áreas pequeñas del iris. Así, para obtener los espectros de reflectancia de las muestras se realizó una 
medida previa de la radiancia espectral de un blanco de referencia bajo las mismas condiciones que el 
ojo. Estas mediciones eran necesarias para conocer los espectros de reflectancia de los conjuntos de 
entrenamiento y prueba del sistema. 
 
Figura 3.1 Sistema multiespectral en el rango visible basado en rueda de filtros (montaje experimental). 
Para las reconstrucciones de los espectros de reflectancia de los iris se implementaron los algoritmos de 
estimación de la pseudoinversa simple (PSE) y el análisis de componentes principales (PCA), por ser los 
métodos que en general proporcionan unos mejores resultados, teniendo en cuenta la anchura 
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espectral relativamente grande de los filtros que conforman los canales de adquisición del sistema. 
Ambos métodos requieren de un conocimiento a priori de los espectros a medir para la obtención de los 
resultados. En este sentido, se probaron varios conjuntos de entrenamiento como son la carta de color 
GretagMacbeth CCCR (Checker Color Rendition Chart) y varios subconjuntos de las mediciones de los 
iris, cuyas reflectancias fueron medidas con el tele-espectroradiómetro. Las reflectancias obtenidas 
mediante estos métodos de reconstrucción y las medidas con el  tele-espectroradiómetro se 
compararon mediante parámetros como el RMSE y las diferencias de color CIEDE2000 (Sharma et al., 
2005). 
  
Figura 3.2 a) Sensibilidades relativas del filtro sintonizable RGB y porcentaje de transmitancia (%) del filtro cyan 
adicional y b) porcentaje de transmitancia (%) del conjunto de 7 filtros interferenciales. 
A partir de la evaluación de los parámetros anteriores se encontró que un sistema basado en la primera 
configuración, es decir, la compuesta por el filtro sintonizable RGB y el filtro azul adicional, 
proporcionaba mejores resultados de reconstrucción espectral y colorimétrica que la segunda (basada 
en el conjunto de filtros interferenciales). Además, también se comprobó que la utilización de los tres 
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canales RGB, en vez de los seis proporcionados a través del filtro RGB con y sin filtro azul adicional, ya 
proporcionaba resultados aceptables de reconstrucción con lo que por simplicidad, se concluyó que ésta 
era la configuración óptima. Estos resultados pueden justificarse por la suavidad asociada a los 
espectros de reflectancia de los iris. Por otro lado, se mostró que la utilización de la carta de colores 
CCCR como conjunto de entrenamiento no era adecuada, es decir, que el conjunto de colores de esta 
carta no era representativo de las muestras de iris que posteriormente se analizarían con el sistema, 
mientras que el uso de subconjuntos de las mismas muestras sí produjo resultados satisfactorios. En 
cuanto a los métodos de reconstrucción, tanto el método PSE como el PCA mostraron un desempeño 
aceptable, pero el primero se eligió como el final, por su mayor facilidad de implementación. 
Con este sistema multiespectral optimizado se analizó el color y la textura de 106 muestras de iris 
humanos reales, 68 prótesis oculares de uso clínico y 17 lentes de contacto coloreadas (Figura 3.3). Los 
datos colorimétricos en el espacio CIE L*a*b* se obtuvieron a partir de los espectros de reflectancia 
reconstruidos con el sistema descrito bajo el iluminante D65.  
 
a)            b)          c) 
Figura 3.3 Grupos de muestras con las zonas de las cuales se extraen los valores colorimétricos promedio: a) iris 
humanos, b) prótesis oculares y c) lentes de contacto coloreadas. 
Así, para cada muestra, a partir simplemente de la imagen RGB captada con el sistema, se podía 
computar una imagen con los espectros de reflectancia píxel a píxel o alternativamente, 3 canales con 
las coordenadas colorimétricas L*, a* y b*, (Figura 3.4). A partir del tratamiento de esta información, 
como se muestra más detalladamente en el siguiente apartado, se hizo el estudio comparativo del color 
y su distribución en las muestras analizadas, poniendo un énfasis especial en la reproducción que del 
color de los iris reales hacen las prótesis oculares y lentes de contacto coloreadas (Herrera et al., 2011). 
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Figura 3.4 Reflectancias espectrales reconstruidas de tres muestras azules diferentes y sus correspondientes 
coordenadas CIE L*a*b* 
3.2 ANÁLISIS DEL COLOR Y TEXTURA DEL IRIS: COMPARACIÓN DE IRIS 
REALES, PRÓTESIS OCULARES Y LENTES DE CONTACTO 
COLOREADAS 
3.2.1 Análisis del color 
Para analizar el color de las muestras se desarrolló un algoritmo automático que permitía llevar a cabo 
una clasificación de las mismas en tres grupos de color: marrón, azul y verde, considerando el color 
promedio extraído de las zonas cuadradas que se muestran en la Figura 3.3. Este algoritmo generaba 
fronteras en el espacio de color CIE L*a*b* que permitían definir un volumen (gama de colores) en cada 
grupo de color, a través de criterios específicos establecidos a partir del análisis estadístico de las 
coordenadas L*, a*, b*, Cab* y hab* de las muestras analizadas y la aplicación de algunos operadores 
lógicos (AND, OR y NOT) en ellas (Tabla 3.1).  
Como ejemplo de aplicación de los operadores lógicos mostrados en la tabla tomemos los datos 
colorimétricos pertenecientes al iris de la persona que posteriormente llevó puestas las lentes de 
contacto coloreadas durante su respectiva medición. Estos son L* = 18.51, a* = 9.77, b* = 16.28, C ab* = 
18.98 y hab* = 59.03°. Al aplicar los criterios dados en la Tabla 3.1, se encuentra que esta muestra 
pertenece al grupo marrón. La condición LOG1.1 se verifica ya que los valores a* y b* son mayores que 7 
y 0, respectivamente, y a la vez no se cumple la condición LOG1.2, lo que hace que la condición LOG1 
sea válida, clasificando está muestra como marrón. La Figura 3.5 muestra las gamas de colores en el 
espacio CIE L*a*b* obtenidas de la clasificación automática aplicada a los grupos de color marrón, azul y 
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verde. Los volúmenes generados son la envolvente convexa (convex hull) (Barber et al., 1996) para cada 
conjunto de puntos que surgen de la clasificación. La Tabla 3.2 contiene el número de áreas cuadradas 
de las muestras que corresponden a cada gama de colores. 
Tabla 3.1 Coordenas L*, a*, b*, C ab* and hab*(º) usadas para el establecimiento de las fronteras en el espacio CIE 
L*a*b*. 
 
LOG hace referencia a las condiciones lógicas que las  muestras deben satisfacer para ser clasificadas dentro de 
uno de los tres grupos: marrón, azul  y verde. Se aplica la operación AND a celdas que corresponden a la misma 
columna, mientras que  se aplica la operación OR entre diferentes columnas. En el caso del grupo marrón 
también hay un operador NOT, lo que significa que las muestras se clasifican como marrón si se verifica la 
condición LOG1.1 y la condición LOG1.2 no, o viceversa. 
 
Tabla 3.2. Número de áreas cuadradas correspondientes a cada grupo de color y clase de muestra resultante de 
la clasificación propuesta (Lentes de C.: Lentes de contacto). 
 Iris Prótesis Lentes de C. Totales 
Marrón 130 65 18 213 
Azul 59 47 14 120 
Verde 23 24 2 49 
Totales 212 136 34 382 
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Figura 3.5 Gamas de colores en el espacio CIE L*a*b* resultantes de la clasificación propuesta. a) Para todas las 
muestras; b) para las muestras de iris; c) para las muestras de prótesis y d) para las muestras de lentes de 
contacto 
Esta separación evidencia que el grupo marrón es el más grande y numeroso, ya sea si se considera el 
conjunto completo de muestras como si se considera cada tipo de muestras separadamente. Esta 
característica puede ser explicada debido al hecho de que la mayoría de iris analizados correspondían a 
personas de nacionalidad española, que tienen una coloración ocular marrón predominantemente. 
Además, a que el sujeto involucrado en la medición de las lentes de contacto tenía el iris marrón. En el 
caso del grupo de color verde de lentes de contacto coloreadas no hay suficientes elementos para 
generar un volumen independiente (solo dos de las medidas realizadas se codifican como verdes con el 
algoritmo automático desarrollado). 
Esta clasificación anterior permite comparar las muestras por gamas de colores y analizar 
cualitativamente la reproducción de los iris alcanzada por las prótesis oculares y las lentes de contacto 
coloreadas si se tiene en cuenta cómo se superponen estas gamas de color (Figura 3.6).  
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Figura 3.6 Superposición de gamas de colores entre los tres tipos de muestras. a) Marrón, b) azules y c) verdes. 
Al observar esta figura se puede ver que las gamas de iris y prótesis oculares son en general más 
cercanas entre sí que las gamas de iris y lentes de contacto. Específicamente,  si se analizan las Figuras 
3.6a y 3.6b, se observa una gran superposición de las gamas de iris y prótesis en los colores marrón y 
azul, respectivamente. Sin embargo no pasa lo mismo si se comparan las lentes de contacto y los iris en 
estas mismas figuras. Este comportamiento era esperable debido al hecho de que mientras las prótesis 
oculares siempre intentan ajustarse al color del iris de un ojo vivo, las lentes de contacto coloreadas 
pueden a menudo intentar cambiar el color de los iris naturales más que buscar una buena 
reproducción del color. Además, las gamas de colores asociadas con las lentes de contacto son más 
limitadas, debido al número menor de muestras y a la baja dispersión en los valores CIE L*a*b* de las 
mismas, ya que éstas tienen la influencia del iris marrón usado en su medición. Finalmente, para las 
muestras verdes, Figura 3.6c, los iris y prótesis tienen gamas de colores bastante similares, aunque la 
superposición no es tan apreciable como en los otros dos grupos de color. 
Para analizar cuantitativamente las observaciones anteriores, la Figura 3.7 muestra los elementos del 
grupo de iris que están contenidos en el volumen generado por los otros dos grupos de muestras, 
prótesis oculares y lentes de contacto coloreadas, respectivamente. La Tabla 3.3  da los porcentajes de 
elementos pertenecientes a cada clase de iris que está dentro del correspondiente volumen generado 
por las gamas de prótesis oculares y lentes de contacto. Los porcentajes de superposición entres iris y 
prótesis oculares que se encontraron fueron bastante altos. En el caso de los iris y lentes de contactos 
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los porcentajes fueron bajos aún en el caso de las muestras marrón, para el que se esperaba un 
porcentaje más alto por lo mencionado de la influencia del iris marrón que intervino en la. En el grupo 
verde los porcentajes para las lentes de contacto no se pudieron calcular debido a que sólo había dos 
lentes catalogadas como verdes. 
 
Figura 3.7 Elementos del grupo de los iris que están contenidos en las gamas de colores definidas por a) el 
volumen de las prótesis y b) el volumen de las lentes de contacto coloreadas. 
Tabla 3.3. Porcentajes de muestras de iris que caen dentro del volumen definido por las prótesis oculares y las 
lentes de contacto coloreadas considerando todas las muestras y los grupos de color por separado. 
Par de conjuntos para 
comparación 
Porcentaje (%) 
Todas las muestras  Iris - Prótesis  82.9 Iris – Lentes de contacto 18.0 
Color marrón  Iris - Prótesis  73.0 Iris – Lentes de contacto 18.0 
Color azul  Iris - Prótesis  68.0 Iris – Lentes de contacto 15.0 
Color verde  Iris - Prótesis  56.5 Iris – Lentes de contacto n.a.* 
*n.a.: no aplicable 
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Finalmente, para concluir este análisis de color también se buscó para cada iris la prótesis ocular y lente 
de contacto con la menor diferencia de color CIEDE2000, es decir, la pareja más cercana en cuanto a 
color. De manera gráfica, la Figura 3.8 muestra, en un diagrama de cajas (Massart et al., 2005; 
Williamson et al., 1989), la distribución de estas diferencias de color mínimas para todos los iris 
analizados. En la Tabla 3.4 se muestran estos resultados de manera más detallada a través de los 
promedios y desviaciones estándar, tanto por grupos completos de muestras como por subgrupos de 
color. 
 
Figura 3.8 Diagrama de cajas de la distribución de diferencias de color mínimas CIEDE2000 entre los iris humanos 
(IR) y las prótesis oculares (PR) y las lentes de contacto (LE). 
En general, las diferencias de color entre iris y prótesis oculares obtenidas fueron más bajas que entre 
iris y lentes de contacto. En el caso de las prótesis todos los grupo de color proporcionan valores de 
diferencia de color similares (cercanos a o por debajo de 2.5 unidades CIEDE2000), es decir, presentan 
una buena reproducción del color. En el caso de la comparación de iris y lentes de contacto los valores 
son más altos, lo que significa que la reproducción es claramente peor.   
Tabla 3.4 Promedio y desviación estándar (Desv. Est.) de las diferencias de color mínimas CIEDE2000 entre los 
iris humanos y las prótesis oculares y lentes de contacto. 
 Todas las muestras Color marrón Color azul Color verde 
Iris - 
Prótesis 
Iris – Lentes  Iris – 
Prótesis 
Iris – 
Lentes  
Iris - 
Prótesis 
Iris – 
Lentes  
Iris - 
Prótesis 
Iris – 
Lentes  
Promedio 2.36 4.47 2.34 2.42 2.31 8.27 2.51 11.46 
Desv. Est. 1.02 3.95 1.15 1.62 0.76 3.87 1.12 4.39 
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Como lo demuestran los resultados de superposición, cualitativamente en las figuras y 
cuantitativamente a través de los porcentajes de superposición, o equivalentemente de diferencias de 
color, se puede decir que las prótesis reproducen el color promedio de los iris de manera aceptable, 
pero las lentes de contacto coloreadas no. Como se ha comentado ya, esta diferencia es debido al 
propósito final diferente que pueden tener las prótesis y las lentes de contacto coloreadas, tanto como 
a la influencia en el caso de las lentes de contacto por parte del iris de color marrón involucrado en su 
medición. 
3.2.2 Análisis de la textura 
Además de la evaluación colorimétrica anterior, se llevó a cabo un análisis de la distribución espacial del 
color, o equivalentemente, de la textura de las muestras analizadas. Para este propósito se desarrolló un 
conjunto completo de algoritmos de segmentación para extraer la región del iris de dentro de la imagen 
completa, separándola de las zonas de no interés. Estos algoritmos involucraban un primer paso de 
detección de pupila, el cual consistía en un procedimiento de umbralización variable seguido de un 
análisis blob para medir las propiedades de excentricidad y solidez de regiones, las cuales son adecuadas 
para identificar formas redondeadas (Gonzalez et al., 2004). Posteriormente, el borde del iris se 
identificaba por medio de un filtro Kirsch de resaltado de bordes seguido por una búsqueda de formas 
elipsoidales usando la transformada Hough (Ritter & Wilson, 2001). Este borde elipsoidal del iris, 
específicamente la mitad superior, se usaba para encontrar dos puntos y pintar una línea entre ellos, de 
modo que se excluyera el párpado superior y las pestañas en el caso en que éstas estuvieran cubriendo 
parte del iris. Finalmente, la reflexión especular del sistema de iluminación que presentaban las 
imágenes se eliminó con un procedimiento similar al implementado en la detección del borde pupilar. 
Todo este proceso permitió la separación apropiada de la región del iris de las otras partes de la imagen. 
Por lo tanto, sólo píxeles que pertenecen propiamente al iris se tenían en cuenta en los análisis 
posteriores. La Figura 3.9a muestra un ejemplo específico de los límites hallados mediante los 
algoritmos implementados y la Figura 3.9b  una imagen resultante ya segmentada. 
Una vez las imágenes fueron segmentadas, las imágenes CIE L*a*b* de tres canales se remplazaron por 
una imagen de diferencias de color CIEDE2000 de un canal. Esta acción se llevó a cabo para simplificar el 
análisis de la textura y de los cálculos relacionados, comprobando posteriormente que proporcionaba 
un buen desempeño computacional. La imagen se calculaba como la diferencia de color CIEDE2000 de 
cada píxel y el valor promedio CIE L*a*b* del iris completo. Este pre-procesamiento permitía resaltar 
estructuras que se desviaran del color promedio. 
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a)       b) 
Figura 3.9. a) Captura de pantalla de la aplicación desarrollada en Matlab® mostrando las fronteras que se 
encontraron al aplicar los algoritmos de segmentación y b) resultado de segmentación para una de las muestras 
de iris. 
Como primera aproximación para la extracción de información sobre la textura se usó el estudio de 
propiedades estadísticas del histograma, también conocido como estadística de primer orden (Gonzalez 
et al., 2004). Este análisis incluía el estudio de algunos descriptores como la entropía (Ep), que es un 
descriptor estadístico de aleatoriedad; la uniformidad o energía (En), que da cuenta, precisamente, de la 
uniformidad de la imagen, teniendo un valor 1 para una imagen constante; y el tercer momento central 
(µ3), que informa de la asimetría del histograma (Gonzalez et al., 2004; Ritter & Wilson, 2001). La 
descripción matemática de estos descriptores se puede ver en las siguientes ecuaciones:  
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donde Pi es el valor del elemento i  del histograma, N es el número de niveles en los que está dividido el 
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= ∑ es el valor promedio. 
La distribución de los  valores de estos descriptores para las muestras analizadas en este trabajo se 
presenta en la Figura 3.10. 
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Figura 3.10 Distribución de los valores de tres de los descriptores estadísticos de primer orden calculados para el 
estudio de la textura de los iris, prótesis oculares y lentes de contacto coloreadas. 
Estas gráficas muestran unas ciertas tendencias propias en la distribución de los valores para cada tipo 
de muestra con respecto a cada uno de los tres descriptores específicos utilizados. Sin embargo, si se 
considerara alguno de estos descriptores como característica distintiva, no alcanzaría a serlo por sí solo. 
Los rangos de valores en todos los casos tienen un grado de solapamiento. 
Por las razones expuestas, se implementó una segunda aproximación al análisis de la textura basada en 
un algoritmo de matrices de coocurrencia (Haralick et al., 1973). Estas matrices se pueden considerar 
como el histograma de segundo orden de la imagen puesto que acumulan la ocurrencia de los valores 
de dos píxeles vecinos cercanos dado un ángulo y una distancia, incluyendo por lo tanto relaciones 
espaciales entre sus valores en la imagen. La Figura 3.11 es un ejemplo de la apariencia de una matriz de 
coocurrencia representada como una imagen. Las matrices de coocurrencia se analizan a través de 
descriptores estadísticos similares a los expuestos anteriormente para el estudio de los histogramas de 
primer orden. Ejemplos de ellos son la entropía (Ep), energía (En), y también el contraste (C), el cual en 
este caso toma en cuenta las diferencias de nivel digital entre píxeles vecinos: 
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donde Pi,j son los valores de los elementos i,j de la matriz de coocurrencia y N es el número de niveles 
digitales en los que se divide el rango de la imagen. 
 
Figura 3.11 Ejemplo gráfico de una matriz de coocurrencia 
En el trabajo pionero en este campo de Haralick (Haralick et al., 1973) se propusieron hasta doce de 
estos descriptores para el análisis de la textura. 
En la Figura 3.12 se muestra la distribución de tres de estos descriptores: la entropía, la energía o 
uniformidad y el contraste. 
 
Figura 3.12 Distribución de los valores de tres de los descriptores estadísticos de segundo orden calculados para 
el estudio de la textura de los iris, prótesis oculares y lentes de contacto coloreadas. 
Al igual que en la Figura 3.10 del análisis estadístico de primer orden, las gráficas de la Figura 3.12 
muestran los valores para cada muestra correspondientes a cada descriptor. Sin que los rangos de estos 
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valores estén totalmente separados o completamente solapados, en este caso las lentes de contacto 
muestran un rango de valores un poco más desplazado que antes, pero aún así este hecho no es 
suficiente para obtener conclusiones claras sobre el tipo de textura asociada a cada tipo de muestra.  
El análisis estadístico de la textura se puede hacer a través de estadísticas de primer, segundo  u 
órdenes aún más altos, pero aunque estos últimos son teóricamente posibles, prácticamente no se usan 
debido al mejor desempeño, a la complejidad computacional más baja y facilidad en la interpretación de 
los resultados de las estadísticas hasta el segundo orden (Materka & Strzelecki, 1998).  
Como se ha comentado, si se observan las gráficas de las Figuras 3.10 y 3.12, el análisis directo de estos 
descriptores no es suficiente para sacar conclusiones sobre las similitudes o disparidades en cuanto a la 
textura entre las muestras, por eso se evaluó si un análisis que tuviera en cuenta el conjunto de 
descriptores de cada muestra era capaz de dar resultados más definitivos. Consecuentemente se 
implementó un clasificador estadístico basado en análisis discriminante con una función lineal 
discriminante (Rencher, 2002), la cual maximiza la razón de variancia entre clases con respecto a la 
varianza dentro de la clase, para decidir sobre la pertenencia a una clase o no. De esta manera se 
construyeron vectores con los valores de los descriptores estadísticos de primer y segundo orden. En 
este caso se usaron no sólo los tres descriptores expuestos en las gráficas, sino un conjunto más amplio 
que incluían otros momentos centrales y absolutos para la estadística de primer orden (Gonzalez et al., 
2004) y la inercia, la correlación, entre otros, para la estadística de segundo orden (Gonzalez et al., 2004; 
Haralick et al., 1973). Este clasificador de análisis discriminante lineal permite verificar si una muestra 
con un vector de descriptores específico pertenece o no a uno de los grupos o clases dadas en un 
entrenamiento previo, en este caso, al grupo de iris, prótesis oculares o lentes de contacto coloreadas. 
Los resultados de este procedimiento aplicado a las estadísticas de primer y segundo orden se muestran 
en la Tabla 3.5. 
Tabla 3.5 Resultado de clasificación de clase de muestras a partir de descriptores estadísticos de primer y 
segundo orden para la textura. 
Estadística 
Porcentaje de acierto en clasificación de clase de muestra (%) 
Iris Prótesis Lentes de C. 
Primer orden 68.4 43.3 64.7 
Segundo orden 88.4 82.1 100.0 
Como se puede ver, en el caso de la estadística de primer orden aunque se pueden clasificar algunas 
muestras apropiadamente (lo que significa que las muestras están relacionadas a texturas diferentes), 
estos porcentajes no son muy altos. Por otro lado, el estudio de la textura mediante la estadística de 
segundo orden resalta resultados más concluyentes en cuanto a la identificación de muestras, 
proporcionando porcentajes de clasificación por encima del 80% en todos los conjuntos de muestras 
analizadas. Esto significa que los iris humanos, las prótesis oculares y las lentes de contacto coloreadas 
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están relacionadas a diferentes texturas, hasta el punto que es posible distinguirlas mediante los 
descriptores utilizados. 
En conclusión, en este trabajo se mostró la aplicación de un sistema multiespectral optimizado para la 
medida espectral y colorimétrica de iris humanos permitiendo el análisis comparativo del color y la 
textura de 106 iris, 68 prótesis oculares y 17 lentes de contacto. En el análisis colorimétrico se evaluó la 
reproducción del color de los iris por parte de las otras clases de muestras mostrando como resultado 
que las prótesis oculares consiguen una buena reproducción de los iris al menos cuando se atiende a los 
valores colorimétricos promedio, mientras que no ocurre lo mismo con las lentes de contacto 
coloreadas. En cuanto a la textura se pudo mostrar que los tres tipos de muestras analizadas tienen 
texturas diferentes a partir de la aplicación de la estadística de primer orden sobre el histograma y la 
estadística de segundo orden sobre la matriz de coocurrencia.  
Los resultados obtenidos en este trabajo (Herrera et al., 2011) pueden ser de ayuda en el 
establecimiento de estrategias para mejorar la reproducción industrial del color y distribución espacial 
en prótesis oculares y lentes de contacto coloreadas, con el objetivo de hacerlas más parecidas a los iris 
reales. 
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4 SISTEMA MULTIESPECTRAL ULTRAVIOLETA-
VISIBLE E INFRARROJO BASADO EN DIODOS 
EMISORES DE LUZ 
El conocimiento adquirido en el CD6 sobre sistemas multiespectrales basados en filtros, como el 
presentado en el capítulo anterior, además de otros relacionados como son los sistemas 
hiperespectrales, permite el estudio del uso de los diodos emisores de luz (LEDs) como una opción 
alternativa a ser usada en estos sistemas. Ésta es una tecnología que cada vez gana más en madurez y 
que ofrece unas ventajas que son susceptibles de ser exploradas. Como se ha mencionado 
anteriormente, la implementación de los sistemas multiespectrales se puede realizar de diferentes 
maneras. En el caso de los LEDs, éstos representan la sustitución de la fuente de luz de amplio espectro 
externa y los elementos de filtrado o dispersores que generan los canales espectrales del sistema. Con 
los LEDs se puede generar una iluminación en longitudes de onda determinadas y su control electrónico 
permite la sincronización con la adquisición de imágenes. Este tipo de implementación representa una 
opción con expectativas en la mejora de la simplicidad del sistema, tiempos de adquisición, disminución 
del costo, alta eficiencia de iluminación que reduce el estrés y calor sobre las muestras, consumo de 
potencia en la iluminación, entre otras, mientras se mantienen las características primordiales de los 
sistemas multiespectrales. 
Este capítulo muestra los detalles de un nuevo sistema multiespectral basado en LEDs desarrollado en 
esta tesis, a través de la descripción del dispositivo experimental, sus elementos y su caracterización, 
simulaciones a partir de las características de los elementos, la adquisición de las imágenes y los 
elementos computacionales que allí se involucran, la evaluación en la reconstrucción de espectros y su 
aplicación en obras de arte. 
 4.1 DISPOSITIVO EXPERIMENTAL  
El diseño del dispositivo experimental desarrollado en este trabajo se hizo teniendo en cuenta 
requerimientos para su uso en el estudio de obras de arte en un rango espectral amplio. Sin embargo, 
dado el montaje modular que se ha logrado, éste se puede usar en otras aplicaciones. El dispositivo 
multiespectral construido está compuesto básicamente por dos módulos que permiten cubrir el rango 
espectral de 370nm a 1650nm.   
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Específicamente, el primer módulo cubre el rango de los 370nm a los 930nm (Módulo 1 UV-Vis). Para 
ello incluye una cámara CCD monocromática refrigerada, de la marca QImaging QICAM con 12 bits de 
profundidad de digitalización y 1392x1040 píxeles de área sensible. A ésta se le ha extraído el filtro de 
infrarrojo de fábrica para que tenga más sensibilidad en ésta región del espectro (Apéndice A.1 - Hoja de 
datos). Complementando esta cámara el módulo contiene 16 grupos de LEDs como sistema de 
iluminación. Cada grupo, con una longitud de onda de emisión característica, está conformado por 4 
LEDs independientes dispuestos de forma equiespaciada sobre un anillo circular. El total de estos 16 
grupos cubren el rango de longitudes de onda en los que la cámara tiene sensibilidad, es decir, de 
370nm a 930nm.  
Por su lado, el segundo módulo (Módulo 2 IR) consta de una cámara InGaAs marca HAMAMATSU de 14 
bits de profundidad de digitalización y 340x256 píxeles de área sensible (Apéndice A.2 - Hoja de datos). 
Esta cámara está sincronizada con un conjunto de 7 grupos de LEDs, cada uno formado por 4 LEDs 
independientes, que juntos cubren la zona del espectro entre los 930nm y los 1650nm. En la región 
infrarroja del espectro electromagnético la tecnología LED está menos desarrollada que en el visible, por 
lo que no existe un número tan elevado de LEDs en este segundo módulo. 
La Figura 4.1 muestra el montaje experimental de los dos módulos desarrollados en dos configuraciones 
posibles de uso. En la Figura 4.1a el equipo está dispuesto de manera que se pueden adquirir imágenes 
de muestras en posición vertical con la posibilidad de movimiento fácil y controlado tanto en la 
dirección vertical como horizontal. Este montaje es útil en el caso de toma de imágenes en obras de arte 
u otro tipo de muestras con un formato grande, donde se requiere de una composición de un conjunto 
de sub-imágenes para generar el resultado completo final. La  Figura 4.1b  muestra cómo el montaje se 
puede manipular para su uso sobre otro tipo de muestras. 
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Figura 4.1 Montaje experimental. a) Montaje que permite adquirir imágenes de muestras en posición vertical y 
b) montaje del equipo en otras posibles posiciones de trabajo 
a) 
b) 
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4.1.1 Sensores de imagen y ópticas  
Las cámaras que se han mencionado anteriormente y que conforman cada uno de los módulos del 
sistema multiespectral construido cubren una zona espectral específica dada por las características del 
material semiconductor del sensor. En el caso del módulo 1 UV-Vis se usa un sensor CCD basado en 
óxido de silicio y para el módulo 2 IR un sensor basado en arseniuro de indio y galio (InGaAs). La Figura 
4.2 muestra las curvas de sensibilidad espectral para los dos sensores digitales del sistema 
proporcionadas por los respectivos fabricantes.  
 
a)       b) 
Figura 4.2 Sensibilidad de los sensores de imagen. a) Cámara CCD QImaging QICAM y b) Cámara Hamamatsu 
InGaAs 
En este trabajo no se han determinado experimentalmente las curvas de sensibilidad espectral de los 
sensores utilizados debido a que el conocimiento de dichas características no es necesario para el 
objetivo final de obtención de espectros de reflectancia de muestras píxel a píxel.  
4.1.1.1 Verificación de la respuesta lineal de los sensores de imagen 
Para un desempeño óptimo del sistema multiespectral se debe garantizar que los sensores de imagen se 
usan en la zona lineal de su curva de respuesta. Para verificarlo se evaluó la linealidad de la respuesta de 
los sensores con respecto al tiempo de exposición. La Figura 4.3 muestra los resultados de las 
mediciones de los niveles digitales (ND) promedio en imágenes de un campo con iluminación 
espacialmente uniforme y temporalmente estable, a diferentes tiempos de exposición. En el caso de la 
cámara CCD QICAM se ha evaluado esta linealidad para diferentes valores del parámetro de ganancia 
(Rango de variación entre 0.6 - 15). Este factor junto con el parámetro de offset son valores importantes 
a fijar en la cámara ya que de ellos depende el obtener una imagen oscura diferente de cero, la cual más 
adelante permitirá una mejor corrección de la no uniformidad espacial de las imágenes mediante un 
algoritmo lineal tal y como se comentó en el estado del arte. En el caso de la cámara InGaAs usada en 
este trabajo los parámetros de ganancia y offset no son modificables.  
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Figura 4.3 Respuesta de los sensores de imagen. a) Cámara CCD Qimaging QICAM (se muestran las curvas 
correspondientes a diferentes valores del parámetro de ganancia) y b) Cámara Hamamatsu InGaAs 
Como se desprende de la Figura 4.3, ambos sensores tienen una respuesta lineal. Además, en el caso de 
la cámara CCD se puede observar que la linealidad se mantiene para los diferentes valores de ganancia 
testeados. Cabe destacar que en el caso de la cámara InGaAs el rango de valores de tiempo de 
exposición que ésta permite va desde 0.1 a 15ms, lo que es bastante restringido si se compara con la 
cámara CCD en la que el mismo parámetro se puede variar desde 12µs a 17.9min. Además en la Figura 
4.3b se puede ver un pico situado en 6ms, el cual se sale del comportamiento lineal del resto de puntos. 
Este comportamiento se observó en todas las mediciones de caracterización que se hicieron. Después 
de varias pruebas se atribuyó este comportamiento a un problema en el procesamiento en la 
a) 
b) 
84 
 
4  Sistema Multiespectral Ultravioleta-Visible e Infrarrojo Basado en Diodos Emisores de Luz  
 
electrónica de la misma cámara, típico en estos sensores InGaAs. Por tanto y para evitar problemas en 
las mediciones posteriores, este valor de tiempo de exposición no se utilizó en las medidas realizadas. 
Otra particularidad de esta cámara es que presenta imágenes de corriente oscura con niveles digitales 
igual a cero en todo el rango de tiempos de exposición. Aún más, en la Figura 4.3b se puede observar 
que los valores de ND promedio para cualquier exposición por debajo de 2.5ms son exactamente cero. 
Según esta respuesta digital no hay detección de señal ni se genera ruido en ninguno de los píxeles de la 
imagen. El caso de que no haya ruido correspondería al de un detector ideal, sin embargo está claro que 
éste no es el caso. Probablemente esto se logra mediante procesamiento en la placa electrónica, es 
decir, que existe alguna corrección en la respuesta de la cámara por parte del fabricante. Esta corrección 
no es perfecta como lo muestra el efecto que se presenta a continuación, donde para respuestas con 
niveles digitales bajos (cercanos a 1000) la imágenes presentan un patrón de franjas verticales que no 
existe realmente en el campo detectado (Figura 4.4). Por lo tanto, en condiciones de baja señal, 
concretamente por debajo de 1000, los datos proporcionados por esta cámara no son del todo fiables.  
       
a)     b) 
Figura 4.4 Imágenes de un campo uniforme mediante la cámara HAMAMATSU InGaAs. a) Imagen con tiempo de 
exposición de 3ms y b) Imagen con tiempo de exposición de 10ms  
Como se ha podido comprobar la caracterización anterior muestra que las cámaras usadas en este 
trabajo responden linealmente en general. Aun así, y para garantizar con mayor seguridad su uso en el 
rango lineal, en este trabajo solo se utilizan ND comprendidos entre el 5% y el 90% del ND máximo 
correspondiente (2bits-1). El nivel inferior se garantiza controlando el valor de offset en la cámara CCD, 
mientras que en la cámara InGaAs esto no es posible. En cuanto al nivel superior esto se garantiza a 
través del control del tiempo de exposición máximo, de forma que para una imagen correspondiente a 
una muestra blanca se obtienen siempre niveles digitales por debajo del porcentaje descrito.  
4.1.1.2 Ópticas 
Las dos cámaras descritas en el apartado anterior están acopladas a objetivos diseñados especialmente 
para los rangos espectrales en los que se utiliza el sistema, de forma que presentan una transmitancia 
espectral elevada en las regiones de trabajo correspondientes.  
T. Exp. = 3ms T. Exp. = 10ms 
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Concretamente, las ópticas utilizadas son la óptica Cinegon 1.4/12mm Serie Compact con alta 
transmitancia entre los 400-1000nm (Apéndice A.3 - Hoja de datos) para la cámara CCD y la óptica 
KOWA LM12HC-SW 1.4/12.5mm SWIR para uso en el rango de 800-2000nm (Apéndice A.4 - Hoja de 
datos) para la cámara InGaAs. 
4.1.2 Iluminación LED  
El conjunto de LEDs usado en el sistema desarrollado fue elegido en base a sus longitudes de onda de 
pico, su potencia máxima y buscando un espaciamiento espectral regular y con un leve solapamiento 
entre sus espectros, a parte de la disponibilidad comercial existente. Estos criterios están de acuerdo al 
equivalente que se buscaría en el caso de usar un conjunto de filtros para generar los canales 
espectrales de un sistema multiespectral (Vilaseca, 2005).  
La Figura 4.5 muestra los espectros de emisión correspondientes a los LEDs finalmente seleccionados 
para el sistema, medidos en el laboratorio mediante el espectrómetro Spectro 320 R5 del fabricante 
Instruments Systems® con el accesorio EOP-146 (Apéndice B - Hoja de datos). 
 
a)      b) 
Figura 4.5 Espectros de emisión de los conjuntos de LEDs. a) Módulo 1 UV-Vis y b) Módulo 2 IR 
Tabla 4.1 contiene los valores de longitud de onda de pico de emisión, longitud de onda centroide 
(sección 2.1.2.2),  longitud de onda nominal (dada por el fabricante) y de anchura a media altura 
(FWHM) de estos elementos LED.  
Es importante hacer referencia a las diferencias encontradas entre los valores proporcionados por el 
fabricante y aquellos medidos experimentalmente, sobre todo a lo que la longitud de onda de pico se 
refiere. Esta diferencia se dio a pesar de haberse asegurado en la medición las condiciones que el 
fabricante reporta para las suyas. En cualquier caso, las desviaciones de estos valores a los valores 
nominales no son mayores a ±10nm por lo que se puede considerar que siguen cumpliendo los criterios 
de selección.  
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Tabla 4.1 Longitudes de onda de pico, centroide y nominal,  y  anchura a media altura correspondiente 
Módulo 1 UV-Vis 
Longitud de onda (nm) FWHM  
(nm) 
Pico Centroide Nominal 
373  375.4 375 9.5 
404   405.5 405 15 
432  434.3 435 17 
461  463.4 470 22 
500  504.6 505 32 
535   538.9 545 34 
593  584.6 590 15 
634   631.3 625 16.5 
665  661.6 660 21 
693   689.8 690 23.5 
728  724.8 720 24 
761   759.0 760 26 
801  795.7 800 28 
835  825.6 830 31 
874  863.4 870 45 
903  896.6 910 41 
 
Módulo 2 IR 
Longitud de onda (nm) FWHM 
(nm) 
Pico Centroide Nominal 
955  957.9 960 51 
1071  1058.7 1070 53 
1202  1174.5 1200 88 
1297  1274.2 1300 89 
1451  1409.8 1450 122 
1540  1495.1 1550 126 
1630  1507.5 1720 111 
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Tal y como se puede observar el sistema multiespectral cuenta en total con 23 canales con anchuras a 
media altura que oscilan entre 9.5 y 45nm en el primer módulo y entre 51 y 126nm en el segundo. La 
separación entre los picos de emisión está alrededor de los 40nm en el primer módulo. Esta separación 
es mayor en el segundo módulo donde puede superar los 120nm, debido a la baja disponibilidad 
comercial de LEDS en este rango de longitudes de onda. Sin embargo, esto se ve compensado 
parcialmente por el ancho de emisión de los LEDs y el consiguiente mayor solapamiento entre los 
espectros. 
Los LEDs están montados en una placa circular de manera que se disponen espacialmente para generar 
una iluminación directa y difusa sobre las escenas, como se muestra en la Figura 4.1 y Figura 4.6. La 
iluminación difusa se obtiene usando un filtro difusor delante de los LEDs de cada  módulo de 
iluminación (Figura 4.6a). Las cámaras se colocan de forma que se puede capturar a través del agujero 
central del anillo que contiene los LEDs, con el fin de poder aprovechar al máximo la potencia de la 
iluminación. La Figura 4.6b muestra cómo están distribuidos los LEDs sobre la placa electrónica. La 
Figura 4.6c muestra a nivel esquemático su arreglo de acuerdo a su longitud de onda, de forma que cada 
color esquematiza una longitud de onda o tipo de LED. Como se puede observar hay 4 LEDs de cada tipo 
y están dispuestos sobre una circunferencia con separación angular de 90 grados entre ellos, de forma 
que se mejora la uniformidad de la iluminación proyectada sobre la muestra. 
         
a)     b)    c) 
Figura 4.6 Disposición de los LEDs en los módulos de iluminación. a) Fotografía del sistema real y b) Distribución 
de los LEDs sobre la placa electrónica y c) Esquema ilustrativo de la disposición por longitudes de onda 
La placa electrónica permite la alimentación estable de los LEDs y su conmutación desde el ordenador 
en sincronización con la adquisición de las imágenes mediante el uso de las cámaras digitales. En el 
apéndice C se pueden encontrar los detalles de los planos del diseño electrónico de la placa de control.  
4.1.3 Caracterización temporal 
Una de las características de los elementos LED es su cambio en emisión con la temperatura y 
variaciones de corriente. La temperatura en la unión del LED, que es la más influyente, es la de más 
difícil control externo por lo que el equipo necesita de un cierto tiempo de estabilización para poder dar 
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resultados repetibles y confiables. Así, la emisión de todos los grupos de LEDs fue caracterizada 
temporalmente en orden a establecer el tiempo necesario para obtener una iluminación constante 
sobre las muestras.  
La Figura 4.7 contiene la curva de estabilización para uno de los LEDs usados en el sistema (λp=535nm). 
El cambio en porcentaje entre el pico de intensidad inicial y la zona de estabilización para los diferentes 
LEDs utilizados está entre un máximo de 6.19% y un mínimo de 1.79%. En el caso mostrado en la Figura 
4.7 el cambio es de 5.43%, con la mayor parte de este cambio centrada en los primeros segundos. Este 
comportamiento se da de manera similar en los demás LEDs por lo que se espera entre 1 y 5 segundos 
dependiendo del grupo de LEDs considerado antes de que la cámara empiece a adquirir las 
correspondientes imágenes. Este tiempo se determina dependiendo del tipo de LED y considerando que 
el cambio en emisión durante los tiempos de exposición de las imágenes no sea mayor de un 1%. De 
esta forma se aseguran unas condiciones de iluminación de la muestra estables en la emisión e iguales 
entre tomas.  
 
Figura 4.7 Curva de estabilización temporal en emisión para el LED de 535nm 
4.1.4 Corrección de ruido y caracterización espacial 
Tal y como se ha descrito en el capítulo 2, las fuentes de ruido inherentes al desempeño de un sensor de 
imagen CCD o InGaAs se pueden clasificar en dos tipos: temporales y espaciales. La contribución 
temporal al ruido se puede reducir por medio de promediado de imágenes. Esto es debido a que la 
mayoría de las fuentes de ruido aleatorio temporal siguen una estadística de Poisson. En este tipo de 
distribución estadística la desviación estándar disminuye con la suma de distribuciones del mismo tipo a 
una razón de 1 n , siendo n el número de distribuciones promediadas. Por tanto, el control del ruido 
aleatorio en las imágenes disminuye en esta razón con el número de capturas para promediar. En 
trabajos anteriores del grupo (de Lasarte, 2009) se mostró que promediados por encima de 20 imágenes 
no representaban cambios significativos en el ruido. En estas pruebas se usaban ganancias superiores a 
2, lo que implica una magnificación del ruido en el mismo orden, por tanto para nuestro caso el número 
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de imágenes puede hacerse menor ya que usamos una ganancia de 1. Así, las imágenes presentadas 
corresponden al promedio de 10 imágenes de la misma escena a no ser que se indique lo contrario. 
Por su parte, el ruido espacial no es posible reducirlo con un promediado y se requiere de una 
corrección espacial de la no-uniformidad. En este trabajo se ha aplicado un algoritmo de corrección 
diseñado en trabajos anteriores del grupo de investigación (de Lasarte et al., 2007) que se basa en la 
calibración lineal del detector por medio de dos imágenes: una imagen de campo oscuro (imagen 
oscura) y una imagen de campo uniforme (imagen base). El algoritmo de corrección lineal está dado por 
las ecuaciones 2.4 (Sección 2.1.1.2). En el caso de nuestro sistema el campo de iluminación no es 
uniforme debido a la iluminación LED que es bastante direccional,  por lo tanto este procedimiento se 
encarga de corregir tanto el ruido espacial del sensor como la no uniformidad de la iluminación LED de 
cada uno de los canales. Por esta razón preferentemente se usa el nombre de imagen base en vez de 
imagen de campo uniforme. 
La imagen base utilizada es la proveniente de la adquisición sobre una muestra patrón blanca, para cada 
uno de los canales espectrales del sistema. Para cada canal se usa un tiempo de adquisición diferente 
que se selecciona de manera que el nivel digital correspondiente al blanco patrón sea el máximo posible 
contenido en el rango lineal de respuesta de la cámara. De esta forma se asegura que se aprovecha al 
máximo el rango dinámico del sistema en todos los canales. Por su parte, la imagen oscura se obtiene 
cubriendo el sensor para no dejar que le llegue energía y adquiriendo imágenes para cada uno de los 
canales del sistema conservando los tiempos de exposición usados para adquirir la imagen base. La 
corrección de la no-uniformidad se consigue por la aplicación de dos matrices de ganancia y offset 
calculadas a partir de las imágenes base y oscura anteriores. La Figura 4.8 muestra esquemáticamente el 
resultado de la corrección en el canal de 461nm para una imagen sobre una muestra gris homogénea 
perteneciente al atlas de color Natural Color System (NCS S3000-N). 
 
a)       b) 
Figura 4.8. Corrección de la no-uniformidad espacial cuando se capta la imagen de una muestra gris homogénea 
del atlas de color Natural Color System (NCS S3000-N) para el canal de 461nm. a) Imagen original y b) imagen 
corregida 
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En este trabajo la calidad de la corrección se ha evaluado en términos de la no-uniformidad espacial de 
los niveles digitales asociados a los píxeles de una imagen, el cual puede ser cuantificado de diferentes 
maneras (Holst, 1998). En concreto, se ha usado el porcentaje de no-uniformidad espacial SNUP (Spatial 
Non-Uniformity Percentage) (de Lasarte et al., 2007) dado por la siguiente ecuación: 
  
( )
100
I
SNUP
I
σ
= ⋅ ,                  (4.1) 
donde I  representa el nivel digital promedio sobre todos los píxeles en la imagen y ( )Iσ  es su 
desviación estándar asociada. El valor de SNUP de la Figura 4.8 es del 5.85% en la imagen original y del 
0.12% en la imagen corregida, mostrando la efectividad del algoritmo. Los resultados para los demás 
canales son similares y se muestran en la Tabla 4.2. 
Tabla 4.2 Evaluación de la corrección de la no-uniformidad espacial en términos del  SNUP (INC: Imagen No 
Corregida, IC: Imagen Corregida) 
Canal Espectral 
(nm) 
SNUP INC SNUP IC Canal Espectral 
(nm) 
SNUP INC SNUP IC 
373 6.08 0.07 955 6.85 0.19 
404 4.83 0.14 1071 8.06 0.24 
432 6.15 0.27 1202 7.44 0.25 
461 5.85 0.12 1297 7.36 0.22 
500 7.87 0.16 1451 7.36 0.25 
535 4.93 0.16 1540 7.94 0.25 
593 6.09 0.20 1630 8.85 0.28 
634 10.66 0.20 
665 6.53 0.19 
693 10.93 0.14 
728 7.02 0.27 
761 5.63 0.16 
801 10.34 0.33 
835 7.91 0.20 
874 7.50 0.13 
903 5.68 0.19 
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4.2 VALIDACIÓN DEL SISTEMA: SIMULACIONES 
El dispositivo experimental presentado en el apartado anterior se desarrolló fundamentalmente para 
analizar obras de arte, tal y como ya se ha comentado. Específicamente el objetivo es obtener espectros 
de reflectancia de diferentes regiones de las muestras con elevada resolución tanto espectral como 
espacial.  
Así, para validar el sistema propuesto de forma preliminar se llevaron a cabo simulaciones de 
reconstrucción de espectros de reflectancia. De esta forma se pudo evaluar el desempeño del sistema 
en condiciones ideales en cuanto a la precisión de reconstrucción se refiere. Para ello se trabajó con el 
uso de las métricas siguientes: diferencias de color CIEDE2000 (sólo aplicables para el módulo 1 UV-Vis), 
RMSE y GFC (Sección 2.3.4). En estas simulaciones se usó el método computacional de estimación de 
espectros basado en el aprendizaje por pseudoinversa simple (Sección 2.3.2.2). Por otro lado, las curvas 
de reflectancia conocidas de 170 objetos comunes proporcionados por la Universidad de Nueva York 
(NYU) (Disponibles libremente en la página web http://www.cns.nyu.edu/ftp/ltm/SSR/) se usaron como 
espectros de reflectancia de entrenamiento y prueba. Estas curvas se limitan al rango visible del 
espectro, concretamente entre 400 y 700nm, por lo que se manipularon de manera que cubrieran los 
rangos de longitud de onda que cubre el sistema desarrollado en esta tesis. Esta manipulación consistía 
en la generación de la función espejo de los datos de cada espectro para conectarla al extremo de los 
datos iniciales y su posterior extrapolación para completar los datos en los rangos espectrales 
requeridos.  
Los resultados de simulación obtenidos teniendo en cuenta estas premisas se proporcionan 
considerando tres condiciones diferentes: el sistema bajo condiciones ideales, bajo la influencia del 
ruido de error de cuantización digital, y finalmente, bajo la influencia conjunta del ruido de error de 
cuantización y de fuentes de ruido aleatorio de tipo aditivo.  
Para simular el ruido debido a la cuantización, es decir, para obtener los niveles digitales simulados, se 
usó la ecuación (4.2) con la función round (disponible en Matlab®). Esta función opera proporcionando 
el entero más cercano al número que tiene como argumento. 
  
( )
max
max
i i
i
NDND round x
x
 
=   
 
,      (4.2) 
donde NDi es el nivel digital para cada canal y muestra, xi es la respuesta teórica del sistema obtenida 
según la ecuación (2.8), NDmax es el nivel digital máximo correspondiente a los bits de profundidad de 
digitalización del sistema. En este sistema hay 2 valores diferentes de NDmax: 4095 para el módulo 1 UV-
Vis que usa una cámara de 12 bits y un valor de 16383 para el módulo 2 IR que usa una cámara de 14 
bits. Para simular la influencia del ruido aditivo aleatorio se sumó un término a las respuestas teóricas 
de la cámara. 
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nxx ii +=′ ,      (4.3) 
donde x’i es la respuesta de la cámara influenciada por el ruido aleatorio aditivo y n es el término 
proporcional de ruido introducido. Para las simulaciones se adicionó un término proporcional aleatorio 
de ruido de hasta el 2%. Este término se ha obtenido usando el generador de números aleatorios rand 
disponible en Matlab®. 
Los resultados de las simulaciones para dos muestras específicas considerando las tres condiciones 
anteriores se muestran en las Figuras 4.9, 4.10 y 4.11. En las Tablas 4.3, 4.4 y 4.5 se proporciona la 
estadística de los resultados para todas las muestras analizadas considerando las mismas condiciones.  
La Figura 4.9 muestra las reconstrucciones simuladas de un espectro de reflectancia en condiciones 
ideales del sistema multiespectral para los dos módulos desarrollados. Tal y como se puede observar la 
similitud entre curvas es muy elevada. Esto se confirma con los resultados numéricos de las métricas de 
evaluación mostrados en la Tabla 4.3. Mientras el módulo 1 UV-Vis tiene reconstrucciones muy precisas 
demostradas en todos los valores promedio de las métricas utilizadas, el módulo 2 IR tiene un 
desempeño muy bueno, pero con valores numéricos peores. Esto es razonable dada la diferencia en la 
cantidad de LEDs disponibles para cada módulo, 16 para  el primero y 7 para el segundo.  
 
a)       b) 
Figura 4.9.  Reflectancias originales y reconstruidas para dos muestras asumiendo condiciones ideales en el 
sistema propuesto. a) Resultados para el módulo 1 UV-Vis. b) Resultados para módulo 2 IR 
Tabla 4.3 Resultados de simulación bajo condiciones ideales en términos de las métricas de evaluación 
 Módulo 1 UV-Vis Módulo 2 IR 
CIEDE2000 RMSE x 100 GFC RMSE x 100 GFC 
Promedio 0.01 0.16 1.0000 0.96 0.9991 
Mínimo 1.25e-3 3.72e-3 0.9991 0.04 0.9899 
Máximo 0.09 0.81 1.0000 4.16 1.0000 
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En la Figura 4.10 y la Tabla 4.4 se muestran los resultados de las simulaciones en términos de las 
métricas de evaluación bajo condiciones de ruido por error de cuantización. Se puede observar que 
ambos módulos mantienen un buen desempeño en estas condiciones. Específicamente en las 
reconstrucciones representadas en la Figura 4.10 no se hace notorio un cambio con respecto a lo que se 
muestra en la Figura 4.9. Sin embargo, se puede ver según las métricas de la Tabla 4.4 que el primer 
módulo sufre un ligero cambio mientras que el segundo se mantiene constante. Esto se debe a la 
diferencia en profundidad de bits de los sensores correspondientes.  
 
a)       b) 
Figura 4.10 Reflectancias originales y reconstruidas para dos muestras bajo condiciones de ruido por error de 
cuantización. a) Resultados para el módulo 1 UV-Vis. b) Resultados para el módulo 2 IR 
Tabla 4.4 Resultados de simulación en términos de las métricas de evaluación considerando condiciones de 
ruido por error de cuantización 
 Módulo 1 UV-Vis Módulo 2 IR 
CIEDE2000 RMSE x 100 GFC RMSE x 100 GFC 
Promedio 0.08 0.26 0.9999 0.96 0.9991 
Mínimo 0.01 0.06 0.9940 0.06 0.9899 
Máximo 0.81 1.32 1.0000 4.16 1.0000 
      
En la Figura 4.11 y la Tabla 4.5 se muestran las curvas de reflectancia de las muestras y los valores de las 
métricas de evaluación del conjunto completo de reflectancias considerando la influencia de ruido 
aditivo aleatorio del 2% y de ruido por error de cuantización. Dados los resultados de la Tabla 4.4 que 
muestran la baja influencia del ruido por error de cuantización, las diferencias que se pueden encontrar 
en la Tabla 4.5 son atribuibles principalmente al ruido aditivo aleatorio. Esta tabla muestra de nuevo que 
el módulo 2 IR tiene una menor precisión en las reconstrucciones, algo que era esperable dada la ya 
mencionada diferencia en la disponibilidad de LEDs y los anchos de emisión espectral de estos 
componentes. En ambos módulos los valores promedio de RMSEx100 son bajos, cercano a 1 en el 
módulo 1 UV-Vis y cercano a 2 en el módulo 2 IR. De igual manera los valores de GFC confirman un buen 
desempeño del sistema aún en estas condiciones simuladas de ruido con valores de 0.9995 y 0.9976 
para el primer y el segundo módulo, respectivamente. Además de la evaluación espectral, los resultados 
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en términos de diferencia de color también revelan un muy buen desempeño colorimétrico del sistema. 
Solamente bajo la influencia del ruido aleatorio aditivo la diferencia de color promedio que se obtiene 
es del orden de una unidad.. Este valor de diferencia de color se considera como pequeño dentro de los 
estándares. 
 
a)       b) 
Figura 4.11 Reflectancias originales y reconstruidas para dos muestras bajo condiciones de ruido por  error de 
cuantización y ruido aditivo aleatorio. a) Resultados para el primer módulo. b) Resultados para el segundo 
módulo 
Tabla 4.5 Resultados de simulación en términos de las métricas de evaluación considerando condiciones de 
ruido por error de cuantización y  por ruido aditivo aleatorio 
 Módulo 1 UV-Vis Módulo 2 IR 
CIEDE2000 RMSE x 100 GFC RMSE x 100 GFC 
Promedio 1.01 1.17 0.9995 2.11 0.9976 
Mínimo 0.20 0.11 0.9962 0.10 0.9790 
Máximo 3.03 3.11 0.9999 9.45 0.9997 
 
En general se puede afirmar que las simulaciones llevadas a cabo muestran que el sistema presenta un 
buen desempeño si se considera bajo condiciones ideales de trabajo. El efecto del proceso de 
cuantización digital es despreciable para el segundo módulo, mientras que, como era de esperar, se 
hace más notorio en el primer módulo, aunque aun así los resultados continúan siendo muy buenos. 
Para la condición de ruido aleatorio, el desempeño del sistema decae pero es todavía bueno. De hecho, 
en términos de la evaluación colorimétrica dada en el primer módulo, la diferencia de color promedio se 
mantiene cercana a 1. Comparativamente, según las métricas del RMSE y GFC, el módulo 2 IR tiene 
menor precisión que el módulo 1 UV-Vis. Este hecho está relacionado directamente a la menor cantidad 
de elementos LED disponibles en el rango de longitudes de onda comprendido por el módulo 2 IR. 
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4.3 ADQUISICIÓN DE IMÁGENES: MÉTODOS E INTERFACES 
COMPUTACIONALES 
Para la adquisición completa de las imágenes multiespectrales de una muestra, su procesado, 
visualización y acceso a espectros, se han implementado diferentes algoritmos a través de interfaces 
computacionales. Éstas se describen junto con los métodos y el procedimiento de adquisición en este 
apartado. 
4.3.1 Adquisición de imágenes 
Anteriormente a la adquisición de las imágenes propiamente dicha, se lleva a cabo una calibración para 
cada uno de los canales del sistema tomando imágenes de corriente oscura y de un blanco de referencia 
que servirá como imagen base en la corrección de la no-uniformidad espacial, tal y como se ha 
comentado anteriormente. Estas imágenes se capturan con tiempos de exposición propios de cada 
canal espectral, ajustados de acuerdo a la consideración de trabajar sobre la zona lineal de respuesta de 
la cámara aprovechando al máximo el rango dinámico de cada canal. Además, para la adquisición con la 
cámara CCD se fija un nivel de offset de 2200 (rango 0-4095), que equivale a un ND de 150 y una 
ganancia de 1 que garantiza que la imagen de corriente oscura sea diferente de cero, lo que ayudará a 
que la corrección de la no-uniformidad sea óptima. Estos parámetros no son modificables en la cámara 
InGaAs, como ya se mencionó. Estas mismas condiciones se mantienen posteriormente para la 
adquisición de las imágenes espectrales de una muestra cualquiera. 
El procedimiento anterior se lleva a cabo a través de las interfaces de control de las cámaras y conjuntos 
de LEDs para el módulo 1 UV-Vis (Figura 4.12) y para el módulo 2 IR (Figura 4.13). Con la interfaz del 
módulo 1 UV-Vis se controlan los parámetros de tiempo de exposición, offset y ganancia de la cámara 
CCD así también como los LEDs pertenecientes a este módulo en cuanto a cuáles de ellos se encienden, 
el tiempo de encendido y potencia. También permite la visualización en continuo de video y la 
adquisición de imágenes individuales, promedios y secuencias de imágenes. Para determinar los 
tiempos de exposición adecuados para cada canal espectral, se ha adaptado el algoritmo de auto 
exposición descrito por Vuong et al. (Vuong et al., 2008). De esta manera se asegura que los ND para la 
imagen de cualquier muestra están dentro del  intervalo 5%-90% del ND máximo, lo que garantiza la 
linealidad de la respuesta de la cámara.  
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Figura 4.12 Interfaz de la aplicación desarrollada para el control sincronizado de la adquisición de imágenes y la 
iluminación LED en el módulo 1 UV-Vis (Implementada en C++) 
Con la interfaz del módulo 2 IR (Figura 4.13) se pueden realizar las mismas tareas que con la interfaz del 
módulo 1 UV-Vis, excepto el control de ganancia y offset. Además, ya que el rango de tiempos de 
exposición posibles para esta cámara se limita a 0.1-15ms también se pueden realizar integraciones de 
varias tomas de acuerdo a las necesidades. 
 
Figura 4.13 Interfaz de la aplicación desarrollada para el control sincronizado de la adquisición de imágenes y la 
iluminación LED en el módulo 2 IR (Implementada en C++) 
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Para la adquisición de una secuencia total de imágenes espectrales de una muestra se tiene un menú 
diferente dentro de las interfaces anteriores (Figura 4.14). Allí se introducen los tiempos de exposición, 
número de imágenes de promediado y los parámetros de ganancia y offset que se han determinado 
como adecuados con anterioridad. Una secuencia de adquisición de imágenes espectrales se inicia 
encendiendo el LED de longitud de onda de pico 373nm, esperando el tiempo de estabilización 
correspondiente (tiempo denotado como Delay en la interfaz) y posteriormente adquiriendo la imagen. 
Este proceso se repite ascendentemente hasta conseguir recorrer todas las longitudes de onda del 
sistema. 
 
Figura 4.14 Interfaz del menú de configuración para la adquisición de una secuencia de imágenes espectrales en 
el módulo 1 UV-VIs (Implementado en C++) 
En estas imágenes espectrales adquiridas, las ópticas y distancias de trabajo se han ajustado para que el 
campo máximo detectado sea de 25x25cm2, el cual corresponde al área superficial del blanco de 
referencia BN-R98-SQ10C con que se cuenta en el laboratorio. Éste es un estándar de reflectancia difusa 
de material sintético ODM98 fabricado y comercializado por la empresa Gigahertz Optik GmbH, que 
ofrece una reflectancia hasta del 98% en un rango de 250-2500nm, con una calibración trazable 
(http://www.gigahertz-optik.de/16-1-Light+-+Measurement+Standards+and+Services.html). La Figura 
4.15  muestra la función de reflectancia dada por el fabricante para este blanco de referencia. 
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Figura 4.15 Gráfica de reflectancia para el blanco de referencia BN-R98-SQ10C proporcionada por el fabricante 
Más adelante, con estos datos de las imágenes espectrales se llevan a cabo diferentes procesamientos 
que son necesarios. El primero es la corrección de la no-uniformidad espacial en las imágenes. Para ello 
se tiene la interfaz de la Figura 4.16 que realiza de manera automática el procedimiento para todos los 
canales y permite la visualización del resultado de la corrección.  
  
Figura 4.16 Interfaz para la corrección de la no-uniformidad espacial en las imágenes espectrales (Implementada 
en Matlab®) 
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Otra interfaz útil que se ha desarrollado es la que se enseña en la Figura 4.17 que se utiliza para abrir y 
visualizar las imágenes espectrales que provienen de la cámara en formato raw y también para la 
conversión de éstas a formatos .tif, .png o .jpg, lo que facilita su transferencia y visualización en otras 
plataformas.  
 
Figura 4.17 Interfaz para visualización de imágenes espectrales generadas en el sistema (Implementada en 
Matlab®) 
Con los pasos anteriores se adquiere el conjunto de datos necesarios de una muestra y se da un 
procesamiento básico de acuerdo a la calibración en el sistema. La Figura 4.18 muestra el resultado del 
proceso de adquisición y corrección en el conjunto total de imágenes para una muestra concreta, que 
finaliza con la obtención de un conjunto de 23 imágenes espectrales, llamadas también cubo de datos. 
 
Figura 4.18 Cubo de datos para una muestra dividido en los rangos producidos por cada módulo de adquisición 
(en total 23 imágenes espectrales) 
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4.3.2 Implementación de métodos de reconstrucción espectral 
Los datos anteriores requieren de ciertos procedimientos computacionales para acceder a los espectros 
píxel a píxel. Como se mostró en la sección 2.3 existen diversos métodos para este objetivo. En este 
trabajo se implementaron tres, cada uno de ellos perteneciente a una de las subdivisiones principales 
del conjunto total de métodos presentados en el estado del arte: Un método de interpolación, un 
método de los basados en el modelo de adquisición y un método de los llamados empíricos o basados 
en el aprendizaje.  
El método de interpolación usado es la interpolación por splines (Interp) (sección 2.3.1) elegido por su 
naturaleza de asegurar la continuidad de la función y sus derivadas, de forma que produce curvas 
espectrales suaves similares a las curvas espectrales típicas de muestras reales. Además no requiere 
entrenamiento lo que hace que su implementación sea muy simple y práctica para aplicaciones reales.  
El segundo método es un método basado en el modelo de adquisición y es denominado de 
pseudoinversa indeterminada (PSE-I). En éste se necesita de un conjunto de entrenamiento que se usa 
para estimar las características espectrales del sistema, a partir de cuál se accede a los espectros 
estimados mediante la inversión del modelo de adquisición (sección 2.3.2.1). Este método se 
implementa como muestra valida de los conceptos implicados en el modelo de adquisición, a pesar de 
que se reconocen limitaciones prácticas ya mencionadas en la literatura, como por ejemplo el ruido. 
Para solventar estas limitaciones se implementaron herramientas que mejoran su desempeño, tal y 
como se detallará brevemente más adelante. 
Por último, el método de estimación basado en aprendizaje es el denominado pseudoinversa simple 
(PSE) en el que se requiere de un entrenamiento previo usando un conjunto de reflectancias conocidas y 
sus respectivas respuestas digitales (sección 2.3.2.2). Este método ha sido comúnmente usado en la 
reconstrucción en sistemas multiespectrales y ha mostrado un buen desempeño cuando la elección de 
los conjuntos de entrenamiento es la adecuada. 
Tal y como se ha mencionado anteriormente, en el método PSE-I la estimación es inestable y sensible al 
ruido, por lo que requiere un análisis anterior a su uso directo. El método de autovectores principales 
(ecuaciones 2.14 - 2.16) se emplea para controlar la inestabilidad del método en las reconstrucciones. 
Esto se logra incluyendo sólo los autovectores correspondientes a los valores singulares más 
significativos en la descomposición SVD de la matriz de entrenamiento. En las reconstrucciones, el 
número de valores singulares elegido se denota por s (ecuación 2.16), y se elige considerando un 
compromiso entre control del ruido o inestabilidad en la reconstrucción y la representación de las 
características de los espectros reconstruidos. Además, al hacer esta elección es útil apoyarse en la idea 
usada en el método PCA (PCA y SVD son métodos matemáticamente y conceptualmente ligados 
(Renkjumnong, 2007; Shlens, 2009)) de usar el porcentaje de la suma acumulada de los valores 
singulares para evaluar la varianza retenida al considerar un número u otro de los mismos. La Figura 
4.19 muestra la evolución de esta suma acumulada para dos conjuntos diferentes de reflectancias de 
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entrenamiento en los rangos de cada módulo del sistema: la carta GretagMacbeth ColorChecker Color 
Rendition (CCCR) y un conjunto de muestras preparadas con pigmentos típicos usados en pinturas 
artísticas. Ambos conjuntos de muestras se detallan más adelante puesto que se usaran posteriormente 
para evaluar el desempeño del sistema (ver Apartado 4.4.1). 
 
Figura 4.19 Porcentaje acumulado de representación para los valores singulares en la descomposición SVD de 
matrices de entrenamiento. a) Para los datos de la carta CCCR en el rango del módulo 1 UV-Vis b) Para los datos 
de las muestras de pigmentos en el rango del módulo 1 UV-Vis c) Para los datos de la carta CCCR en el rango del 
módulo 2 IR d) Para los datos de las muestras de pigmentos en el rango del módulo 2 IR 
En esta figura se observa la variabilidad de estos dos conjuntos de muestras de entrenamiento según la 
región espectral analizada y se confirma que unos pocos valores singulares recogen un gran porcentaje 
de la suma acumulada de representación, especialmente en la región espectral que cubre el módulo 2 
IR. Los puntos rojos en las gráficas de la figura denotan los valores de s elegidos en los conjuntos de 
entrenamiento para obtener las reconstrucciones posteriores de este trabajo. El valor para la Figura 
4.19a es de s=11 (98.35%), de s=8 para la b (99.02%), de s=6 para la c (99.51%) y de s=5 para la d 
(99.49%).  Dichos valores se eligieron porqué recogen una alta variabilidad de los datos, superior al 98% 
en todos los casos, a la vez que se descartan los valores singulares que influyen más en la inestabilidad 
de las reconstrucciones asegurando que las reconstrucciones que se consiguen sean fieles y estables. 
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La Figura 4.20 es un ejemplo del efecto en la calidad de la reconstrucción con el método PSE-I para una 
muestra de un pigmento de color amarillo ocre utilizado en arte cuando hay una selección diferente del 
valor s. El comportamiento es generalizado para todo el conjunto de las muestras. El valor de s es de 8 y 
18 para los casos presentados.  
 
Figura 4.20 Ejemplo de reconstrucción de espectros con el método PSE-I sobre una muestra de pigmento de 
color amarillo ocre, mostrando el efecto del método de autovectores principales para el control de la estimación 
a través del número s de valores singulares. Los valores de s se denotan entre paréntesis 
La aplicación de los métodos de reconstrucción anteriores sobre imágenes de muestras de 
entrenamiento homogéneas con reflectancias conocidas se lleva a cabo mediante la interfaz de la Figura 
4.21. Las imágenes de entrenamiento allí usadas provienen de un proceso de selección y recorte ya que 
por lo regular pertenecen a una imagen mayor, por ejemplo a una carta de colores (para la selección, 
recorte y ordenamiento de estas imágenes se desarrollaron otras aplicaciones adicionales). En esta 
aplicación los valores digitales usados en los cálculos como las respuestas del sistema o las reflectancias 
conocidas son los promedios aritméticos de las imágenes homogéneas de entrada. A partir de estos 
valores se generan los operadores de transformación entre respuestas digitales del sistema y 
reflectancias para cada método de estimación, excepto para el método de interpolación que no requiere 
de dicho entrenamiento. Además, con esta aplicación computacional se manipulan los conjuntos de 
entrenamiento, se evalúa y comparan los métodos de reconstrucción, entre otras acciones.  
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Figura 4.21 Interfaz con implementación de métodos de reconstrucción de espectros en imágenes homogéneas 
(Implementada en Matlab®) 
 
La Figura 4.22 corresponde al menú de evaluación de resultados en la aplicación computacional 
anterior, donde se dan los resultados de las reconstrucciones espectrales por muestras individuales o en 
conjunto, además de mostrar los valores de las métricas CIEDE2000, RMSE y GFC, su distribución y 
valores estadísticos básicos. 
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Figura 4.22 Interfaz del menú de evaluación de resultados de reconstrucción de espectros en los conjuntos de 
entrenamiento, imágenes homogéneas y reflectancias conocidas, utilizando los métodos de interpolación por 
splines, pseudoinversa indeterminada y de pseudoinversa simple (Implementada en Matlab®) 
4.3.3 Reconstrucción y visualización de espectros en muestras 
desconocidas 
Los pasos anteriores proporcionan las imágenes espectrales, las imágenes base y oscura de la 
calibración para cada canal, y los operadores que permiten la reconstrucción de los espectros de 
acuerdo a un entrenamiento dado, si éste es necesario. A partir de toda esta información se puede 
acceder a la información espectral píxel a píxel sobre las imágenes de una muestra desconocida.   
Con la interfaz de la Figura 4.23 se pueden visualizar las imágenes espectrales de cualquier muestra, 
seleccionar en ella una región (desde uno hasta varios píxeles) y calcular su espectro de reflectancia. La 
imagen visualizada en la interfaz puede ser la representación RGB o uno de los canales de la muestra. La 
imagen RGB se genera al tomar los canales espectrales de 634nm para el canal R, 535nm para el G, y 
461nm para el canal B, de entre el conjunto total de canales espectrales del sistema. Así mismo, se 
pueden abrir el conjunto total de imágenes espectrales, una selección de ellas o también la misma 
imagen RGB individual en una pantalla independiente de la interfaz. Por otro lado,  si se elige usar dos 
métodos de reconstrucción a la vez, se pueden comparar los resultados de reconstrucción entre éstos 
tanto gráficamente como mediante las métricas CIEDE2000, RMSE y GFC. En el caso de reconstrucciones 
en el rango UV-Vis también se obtienen los valores CIE L*a*b* de los píxeles seleccionados. 
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Figura 4.23 Interfaz computacional para la reconstrucción y visualización de espectros píxel a píxel sobre una 
imagen multiespectral (Implementada en Matlab®) 
 
4.4 RESULTADOS DE RECONSTRUCCIÓN ESPECTRAL 
4.4.1 Aplicación en muestras de color homogéneas 
Para evaluar de forma preliminar el desempeño del sistema en la reconstrucción de espectros de 
reflectancia sobre muestras reales se han utilizado como conjuntos de entrenamiento y prueba la carta 
GretagMacbeth ColorChecker Color Rendition (CCCR) y un conjunto de muestras generadas usando 
pigmentos típicos empleados en pintura artística.   
4.4.1.1 Carta de color CCCR 
La carta CCCR consta de 24 muestras simulando colores naturales así como los primarios RGB y CMYK. 
Ésta se puede observar en la Figura 4.24 en la que se muestran la imagen RGB y las 23 imágenes 
espectrales obtenidas con el sistema multiespectral. El punto rojo de la imagen RGB de esta figura 
señala la muestra de color verde amarillento que más adelante se toma como ejemplo para comparar 
gráficamente los métodos de reconstrucción.  
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Figura 4.24 Imagen RGB e imágenes espectrales para los 23 canales de la carta CCCR (Punto rojo: señala la zona 
de color homogénea a la que pertenece el espectro usado de ejemplo en las gráficas de comparación 
posteriores) 
La Figura 4.25 presenta los espectros de reflectancia para cada una de las muestras de la carta CCCR, 
divididos en los rangos de cada módulo del sistema. Estos espectros fueron medidos con el 
espectrómetro Spectro 320 R5 del fabricante Instruments Systems® con el accesorio ISP80. 
107 
 
4  Sistema Multiespectral Ultravioleta-Visible e Infrarrojo Basado en Diodos Emisores de Luz  
 
 
a)      b) 
Figura 4.25 Espectros de reflectancia reales de las muestras de entrenamiento de la carta de color CCCR a) Rango 
espectral del Módulo 1 UV-Vis b) Rango espectral del Módulo 2 IR 
En la Figura 4.26 se da una representación gráfica del espectro reconstruido correspondiente a la 
muestra verde amarillenta de la carta CCCR mediante cada uno de los métodos descritos. Los resultados 
se comparan con el espectro real de la misma muestra. En este caso se observa que los métodos que 
utilizan entrenamiento producen un resultado que se ajusta bastante al espectro real, tanto en el primer 
módulo como en el segundo. Sin embargo los resultados son ligeramente mejores en el primer módulo. 
Hay que mencionar que el conjunto de entrenamiento y el conjunto de prueba son el mismo y esta 
condición ayuda para que estos métodos produzcan buenos resultados.  
La interpolación, por su parte, no necesita de un entrenamiento previo y por tanto no depende de la 
cercanía espectral entre un conjunto de entrenamiento y el conjunto de muestras a medir.  De todas 
formas, debido al espaciamiento entre las longitudes de onda de pico de cada LED, que en este caso se 
puede asimilar como el paso con el que se muestrea la función de reflectancia a interpolar, los 
resultados que produce, aun siendo buenos, no se ajustan tanto como los obtenidos por los otros dos 
métodos. Se puede notar en la Figura 4.26a que el resultado de la reconstrucción por medio de 
interpolación es una curva con un cierto suavizado, pero aun así muy cercana al espectro real. Esto es 
debido a que la cantidad de longitudes de onda en este rango del módulo 1 UV-Vis es considerable. En el 
módulo 2IR (Figura 4.26b) la diferencia entre la reconstrucción y el espectro real es más notoria debido 
a la menor cantidad de LEDs. 
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a) 
 
b) 
Figura 4.26 Comparación gráfica de los métodos de reconstrucción para la muestra de color verde amarillento 
(punto rojo en la Figura 4.24) del conjunto de muestras de la carta CCCR. a) Comparación para el módulo 1 UV-
Vis b) Comparación para el módulo 2 IR 
Las observaciones derivadas de la Figura 4.26, a pesar de ser los resultados para un punto específico de 
una muestra concreta, muestran la tendencia general del desempeño del sistema y de los métodos de 
reconstrucción utilizados. Las características del desempeño del sistema se evalúan cuantitativamente 
de forma más general considerando las métricas de diferencia de color CIEDE2000, RMSE y GFC. Las 
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Tabla 4.6, 4.7 y 4.8 contienen los valores promedio, mínimo y máximo de estas métricas para cada 
método de reconstrucción al usar la carta CCCR como conjunto de entrenamiento y prueba. 
En la Tabla 4.6 se dan los resultados de las métricas de evaluación para el método de interpolación 
sobre la carta CCCR. Estos resultados son en general buenos. En el módulo 1 UV-Vis el valor promedio 
correspondiente a las diferencias de color CIEDE2000 está por debajo de tres unidades, por lo que se 
puede considerar que este método muestra una reconstrucción colorimétrica aceptable. De la misma 
forma los valores RMSE y GFC se pueden considerar buenos (cabe recordar que un valor de GFC igual a 
0.999 se corresponde con un ajuste espectral bueno). Para el módulo 2 IR los resultados decaen. Aun así 
se pueden considerar aceptables si se tiene en cuenta que hay una menor cantidad de LEDs y que la 
anchura de emisión de los mismos es mayor en este segundo módulo.  
Tabla 4.6 Resultados de métricas para la evaluación de la reconstrucción espectral por el método de 
Interpolación sobre la carta CCCR 
CARTA 
CCCR 
Interp 
Módulo 1 UV-Vis Módulo 2 IR 
CIEDE2000 RMSE x 100 GFC RMSE x 100 GFC 
Promedio 2.23 2.52 0.9985 4.46 0.9991 
Mínimo 0.82 0.74 0.9971 1.99 0.9917 
Máximo 5.50 4.04 0.9998 8.82 0.9998 
En la Tabla 4.7 se puede observar que los resultados correspondientes al método PSE-I son muy buenos 
en todas las métricas. Para el módulo 1 UV-Vis se obtiene una diferencia de color CIEDE2000 promedio 
por debajo de la unidad, lo que representa una excelente reconstrucción colorimétrica. Así también, los 
valores de RMSE y GFC muestran reconstrucciones espectrales precisas. Para el módulo 2 IR los 
resultados decrecen con respecto al primer módulo, pero siguen siendo buenas como lo muestra un 
valor promedio de GFC obtenido. En estos resultados de reconstrucción influye el hecho de que los 
espectros en la zona IR tienen una menor variabilidad, como se puede constatar gráficamente en la 
Figura 4.19c o en la Figura 4.25b. Consiguientemente la reconstrucción en esta región, a pesar de haber 
pocos canales, no se ve afectada drásticamente. 
Tabla 4.7 Resultados de métricas para la evaluación de la reconstrucción espectral por el método PSE-I sobre la 
carta CCCR 
CARTA 
CCCR 
PSE-I 
Módulo 1 UV-Vis Módulo 2 IR 
CIEDE2000 RMSE x 100 GFC RMSE x 100 GFC 
Promedio 0.73 0.92 0.9997 1.86 0.9995 
Mínimo 0.11 0.38 0.9988 0.44 0.9925 
Máximo 2.31 1.97 1.0000 5.06 1.0000 
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Los resultados de la Tabla 4.8 para el método PSE son aún mejores que para los métodos PSE-I e 
interpolación. En el módulo 1 UV-Vis la diferencia de color CIEDE2000 promedio es menor que media 
unidad, lo que significa nuevamente una reconstrucción colorimétrica excelente. En cuanto a la 
reconstrucción espectral el valor RMSE promedio es muy bajo, también por debajo de la unidad, y el 
GFC promedio es de 0.9999, lo que se cataloga como un ajuste espectral excelente. Para el módulo 2 IR 
los resultados también son muy buenos en las dos métricas.  
Tabla 4.8 Resultados de métricas para la evaluación de la reconstrucción espectral por el método PSE sobre la 
carta CCCR 
CARTA 
CCCR 
PSE 
Módulo 1 UV-Vis Módulo 2 IR 
CIEDE2000 RMSE x 100 GFC RMSE x 100 GFC 
Promedio 0.36 0.46 0.9999 1.19 1.0000 
Mínimo 0.04 0.10 0.9995 0.25 0.9999 
Máximo 1. 38 1.32 1.0000 3.92 1.0000 
 
En los resultados anteriores y en todos los métodos analizados se pone de manifiesto que los valores de 
RMSE presentan un cambio más notorio entre módulos que el cambio que presentan los valores GFC. El 
RMSE muestra un desempeño inferior del sistema en el módulo 2 IR, mientras el GFC no muestra un 
cambio realmente evidente. En el caso del módulo 2 IR los espectros a reconstruir son bastante planos y 
las reconstrucciones calculadas también lo son, así las diferencias entre espectros reconstruidos y reales  
no son tanto en forma como en un offset o escala. En estas situaciones la métrica GFC puede mostrar un 
buen desempeño del sistema a pesar de haber diferencias evidentes (por la naturaleza del GFC, éste es 
insensible a vectores paralelos, en nuestro caso, espectros que son un múltiplo uno del otro). Por lo que 
para el caso de estos resultados donde los espectros son bastante planos y tienen un offset, el GFC da 
valores de reconstrucción altos mostrando un desempeño mayor que el real del sistema, mientras la 
métrica del RMSE sí da cuenta de este tipo de diferencias.  
A la vista de estos resultados se puede concluir que en general el método que mejor desempeño 
presenta es el PSE, seguido por el método PSE-I con valores muy cercanos. Por su parte el método de 
interpolación es el que presenta peores resultados de reconstrucción aunque en general son aceptables. 
En este caso se debe destacar su mayor simplicidad de implementación por no ser necesario disponer 
de un conjunto de muestras de entrenamiento lo que lo hace idóneo en ciertas aplicaciones.  También 
se observa que el módulo 1 proporciona mejores resultados que el módulo 2, debido al menor número 
de LEDs y los anchos de emisión mayores que presenta este último. 
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4.4.1.2 Muestras de pigmentos 
En la Figura 4.27 se enseña un conjunto de muestras con pigmentos generadas replicando la técnica 
pictórica del fresco (Hale, 2000). Esta paleta con 32 muestras contiene pigmentos usados típicamente en 
arte como el blanco de plata, rojo Venecia, negro hueso, verde tierra, rojo, índigo, marrón, amarillo, 
amarillo ocre y carbonato de calcio. Debido a que la aplicación principal a la que se dirige el sistema 
multiespectral desarrollado en esta tesis doctoral se encuentra en el área del arte, estas muestras se 
crearon para validar el sistema sobre una paleta de muestras homogéneas de pigmentos que simulan las 
reflectancias típicas que posteriormente encontraremos en esta aplicación, así como para que sirva de 
conjunto de entrenamiento para el sistema. 
 
Figura 4.27 Paleta de muestras de pinturas al fresco usando pigmentos típicos de esta técnica 
La Figura 4.28 muestra la imagen RGB y las 23 imágenes espectrales obtenidas con el sistema 
multiespectral de una de las piezas que contiene muestras de pigmentos. El punto rojo de la imagen 
RGB señala la muestra de color verde tierra que se usa para comparar gráficamente los resultados 
obtenidos con los métodos de reconstrucción espectral. 
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Figura 4.28 Imagen RGB e imágenes espectrales de una de las paletas de entrenamiento (Punto rojo: punto de 
cálculo de espectros para gráficas de comparación) 
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Figura 4.9 presenta los espectros de reflectancia para cada una de las muestras de las paletas de 
pigmentos, divididos en los rangos de cada módulo del sistema. Estos espectros fueron medidos con el 
espectrómetro Spectro 320 R5 del fabricante Instruments Systems® con el accesorio ISP80. 
 
a)       b) 
Figura 4.29 Espectros de reflectancia reales de las muestras de entrenamiento de la paleta de pigmentos 
típicamente usados en pintura artística a) Rango espectral del Módulo 1 UV-Vis b) Rango espectral del Módulo 2 
IR 
En la Figura 4.30 se dan las reconstrucciones espectrales del pigmento verde tierra mediante los tres 
métodos de reconstrucción empleados en este trabajo y su comparación con el espectro real de esta 
muestra. Estas reconstrucciones, tanto para el módulo 1 UV-Vis (Figura 4.30a) como para el módulo 2 IR 
(Figura 4.30b), son visualmente cercanas. Como se ha venido anotando hasta ahora, se puede resaltar 
que el método de interpolación muestra un desempeño menor que los otros dos métodos de 
estimación basados en entrenamiento. 
La evaluación numérica del desempeño en las reconstrucciones de los métodos de estimación espectral 
para estas muestras de pigmentos usadas como conjunto de entrenamiento y prueba se presentan en 
las Tabla 4.10, 4.10 y 4.11. Éstas contienen los valores promedio, mínimo y máximo de las métricas 
CIEDE2000, RMSE y GFC.  
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a) 
 
b) 
Figura 4.30 Comparación gráfica de los métodos de reconstrucción para la muestra de color verde tierra (punto 
rojo en la Figura 4.28) del conjunto de muestras de pigmentos. a) Comparación para el módulo 1 UV-Vis b) 
Comparación para el módulo 2 IR 
En general se puede afirmar que los resultados de reconstrucción encontrados en este caso son muy 
parecidos a los descritos para las muestras de la carta de color CCCR, aunque ligeramente peores. Este 
hecho puede ser atribuible a que la textura de las muestras de pigmentos no es del todo homogénea ya 
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que son muestras preparadas manualmente a diferencia de las muestras de la carta CCCR que son 
fabricadas bajo condiciones bien controladas.  
Los resultados que se muestran en la Tabla 4.9 son los dados por el método de interpolación. Al igual 
que en el caso de las muestras CCCR el desempeño del sistema para el conjunto de muestras de 
pigmentos es aceptable y con mejores resultados en el módulo 1 UV-Vis.  
Tabla 4.9 Resultados de métricas para la evaluación de la reconstrucción espectral por el método de 
interpolación sobre el conjunto de muestras de pigmentos 
PIGMENTOS 
Interp 
Módulo 1 UV-Vis Módulo 2 IR 
CIEDE2000 RMSE x 100 GFC RMSE x 100 GFC 
Promedio 2.12 2.76 0.9994 5.26 0.9989 
Mínimo 0.88 0.50  0.9976 2.27 0.9908 
Máximo 5.77 7.80 1.0000 9.90 0.9999 
La Tabla 4.10 muestra que los resultados para el método PSE-I son bastante buenos, ligeramente peores 
a los de la Tabla 4.11 para el método PSE. Estos dos métodos superan nuevamente en sus resultados al 
método de interpolación. También se observa en ambos métodos resultados mejores para el módulo 1 
UV-Vis. El cambio entre módulos es más evidente si se observa el RMSE que el GFC, donde nuevamente 
se nota la influencia de la poca variabilidad y la constancia de los espectros en el  rango espectral del 
módulo 2 IR. 
Tabla 4.10 Resultados de métricas para la evaluación de la reconstrucción espectral por el método PSE-I sobre el 
conjunto de muestras de pigmentos 
PIGMENTOS 
PSE-I 
Módulo 1 UV-Vis Módulo 2 IR 
CIEDE2000 RMSE x 100 GFC RMSE x 100 GFC 
Promedio 1.04 1.41 0.9998 1.60 0.9995 
Mínimo 0.31 0.47 0.9982 0.40 0.9884 
Máximo 2.33 5.08 1.0000 5.31 1.0000 
 
Tabla 4.11 Resultados de métricas para la evaluación de la reconstrucción espectral por el método PSE sobre el 
conjunto de muestras de pigmentos 
PIGMENTOS 
PSE 
Módulo 1 UV-Vis Módulo 2 IR 
CIEDE2000 RMSE x 100 GFC RMSE x 100 GFC 
Promedio 0.77 1.06 0.9998 1.25 1.0000 
Mínimo 0.21 0.51 0.9977 0.23 0.9996 
Máximo 2.13 3.50 1.0000 3.25 1.0000 
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En general se puede decir que los valores de las métricas de evaluación de reconstrucción por medio del 
método PSE, ya sean para las muestras de la carta CCCR (Tabla 4.8) o para las muestras de pigmentos 
usados en arte (Tabla 4.11), demuestran el buen funcionamiento del sistema en los dos módulos. Por su 
parte, el comportamiento del método PSE-I en los dos tipos de muestras (Tabla 4.7 y Tabla 4.10) es 
cercano al del PSE, aunque la diferencia muestra un desempeño menor. Por lo que respecta al método 
de interpolación los resultados muestran un comportamiento peor del sistema si se compara con los 
otros dos métodos basados en entrenamiento (Tabla 4.6 y Tabla 4.9). Aun así, el desempeño del módulo 
1 UV-Vis es bueno y mejor que el del módulo 2 IR. Estos resultados en interpolación tienen un valor 
práctico agregado, ya que vale la pena recordar nuevamente que este método no requiere del uso de 
conjuntos de entrenamiento previo. Así, el sistema multiespectral, en el rango del módulo 1 UV-Vis, se 
puede tomar como un colorímetro de precisión moderada pero con una muy alta resolución espacial. 
Por otra parte, si se comparan los resultados obtenidos por medio del método PSE con los resultados de 
las simulaciones (sección 4.2.1) se nota un comportamiento general similar. Aún más, los resultados de 
medidas reales son ligeramente mejores. Esto puede deberse a que los tamaños de los conjuntos de 
entrenamiento en el caso de las medidas experimentales reales son menores y están compuestos por 
reflectancias más suaves. Por otro lado se debe recordar que los espectros utilizados en las 
simulaciones, a pesar de corresponder a espectros de materiales de la vida real, fueron manipulados 
para poder cubrir los rangos de trabajo del sistema.  
De manera general se puede afirmar que los resultados permiten concluir que el sistema multiespectral 
tiene un desempeño bueno cuando se evalúan muestras homogéneas. 
4.4.2 Aplicación a obras de arte 
Como ya se ha mencionado anteriormente la aplicación principal para la que se ha diseñado el sistema 
multiespectral basado en LEDs ha sido para su uso en obras de arte. En concreto se han tomado 
imágenes espectrales con el sistema desarrollado en el monasterio de Pedralbes, el cual pertenece al 
Museo de Historia de la Ciudad de Barcelona (MUHBA) (Figura 4.31a) 
(http://www.bcn.cat/museuhistoriaciutat/es/muhba_monestir_pedralbes.html), y en La seu 
d’Egara/Iglesias de Sant Pere, que es un espacio correspondiente al Museo de Terrassa (Figura 4.31b) 
(http://www.seudegara.cat/).  
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a)        b) 
Figura 4.31 a) Monasterio de Pedralbes, Barcelona e b) Iglesias de Sant Pere, Terrassa 
4.4.2.1 Obras de arte en el monasterio de Pedralbes  
En este enclave se han adquirido imágenes de diferentes obras como las pinturas murales de la capilla 
de San Miguel (Figura 4.32) o el díptico conocido como Virgen de la leche. Las pinturas murales de la 
capilla de San Miguel datan del año 1346 y se atribuyen al pintor Ferrer Bassa, hechas bajo encomienda 
de la abadesa Francesca Saportella. Estas pinturas representan la pasión de Cristo, los gozos de la Virgen 
y diversas figuras de santos, y son una obra maestra de la pintura gótica del siglo XIV. Por su parte, el 
díptico flamenco Virgen de la leche es un óleo sobre tabla de dimensiones aproximadas de 60x40cm2. 
 
a)                         b) 
Figura 4.32 Toma de imágenes en la capilla de San Miguel en el monasterio de Pedralbes a) Esquema de 
distribución de las pinturas murales en la capilla b) Medición con el equipo multiespectral desarrollado en este 
trabajo 
Por lo que respecta a la capilla de San Miguel se han captado imágenes correspondientes a los murales 
que ésta contiene. El conjunto de todas las imágenes espectrales para las diferentes zonas que se 
captaron en esta capilla se pueden observar en el apéndice D.1. A modo de ejemplo en la Figura 4.33 se 
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presentan la imagen RGB y las 23 imágenes espectrales que proporciona el sistema para una zona 
específica de este mural. 
 
Figura 4.33 imágenes espectrales de los 23 canales que proporciona el sistema para una zona del mural de la 
capilla de Sant Miquel en el monasterio de Pedralbes, Barcelona 
Las imágenes de la Figura 4.34 muestran de manera ampliada la zona de la pintura mural de la figura 
anterior así como otra zona más. En ellas se pueden ver los resultados de la imagen RGB y otros dos 
canales espectrales más, uno en el visible (634nm) y el otro en el infrarrojo (1297nm).  Estas imágenes 
son útiles para el estudio de las pinturas en diferentes zonas del espectro. Por ejemplo, en la Figura 
4.34a se puede observar una restauración en los hexágonos que hay en esta zona de la obra. En el canal 
de 1297nm sobresalen unas regiones más oscuras en los hexágonos, mientras que en las imágenes 
RGB 373nm 404nm 432nm
461nm 500nm 535nm 593nm
634nm 665nm 693nm 728nm
761nm 801nm 835nm 874nm
903nm 955nm 1071nm 1202nm
1297nm 1451nm 1540nm 1630nm
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correspondientes al canal de 634nm y la imagen RGB las mismas regiones son uniformes. Esto muestra 
que esta zona recibió un retoque o restauración, realizada con una pintura diferente a la del resto de la 
zona. Esta pintura presenta unas características de reflectancia similares a la original en la región del 
visible, por lo que a simple vista su aspecto es muy parecido. Sin embargo, de las imágenes captadas con 
el sistema multiespectral se desprende que su comportamiento en la región infrarroja es muy dispar. 
Este es un claro ejemplo de algunas de las utilidades del sistema para los curadores o restauradores de 
museos en la identificación de zonas con restauraciones o retoques, entre otros.  
 
a)     b)   
Figura 4.34 Imágenes de las pinturas murales de la capilla de San Miguel del monasterio de Pedralbes 
Además de la obtención de las imágenes espectrales para ser usadas como fuente de información por si 
solas, también se obtuvo el acceso a los datos espectrales, los cuales se pueden relacionar con los 
valores colorimétricos o permitir un análisis más detallado de las pinturas.  En este caso, para el análisis 
cuantitativo de las reconstrucciones espectrales, se han medido los espectros de reflectancias de varios 
puntos sobre los murales de la capilla. Éstos se midieron usando el espectrómetro Spectro 320 R5 con el 
accesorio TOP100. Los espectros resultados de esta medición se muestran en la Figura 4.35. 
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Las reconstrucciones espectrales se llevaron a cabo usando los métodos de interpolación y PSE. El 
método PSE-I no se emplea en este caso ya que los resultados de su uso sobre las muestras homogéneas 
han mostrado un peor desempeño que el método PSE. Además, siendo estos dos métodos similares en 
el requerimiento de conjuntos de entrenamiento, el PSE-I requiere de un análisis extra para el control 
del ruido. Para el método PSE, se han usado como conjunto de entrenamiento, tanto los espectros de 
reflectancia de los puntos medidos sobre las pinturas murales como los correspondientes al conjunto de 
muestras de pigmentos homogéneas ya mencionado.  
 
a)       b) 
Figura 4.35 Espectros de reflectancia reales de las muestras de entrenamiento de puntos seleccionados sobre las 
pinturas murales de la Capilla de San Miguel a) Rango espectral del Módulo 1 UV-Vis b) Rango espectral del 
Módulo 2 IR 
Las Tabla 4.12 y 4.13 presentan los resultados en términos de las métricas de evaluación de la 
reconstrucción espectral. Como se puede observar los resultados para el método de interpolación 
tienen un comportamiento similar al obtenido en las pruebas anteriores, es decir, sobre la carta CCCR y 
la paleta de muestras de pigmentos. Igualmente ocurre en el caso del uso del método PSE que se 
muestra en la Tabla 4.13. Estos resultados corroboran de nuevo el mejor desempeño del primer módulo 
que el segundo.  Por otro lado los mejores resultados se dan también de nuevo con el método PSE.  
Tabla 4.12 Resultados de métricas para la evaluación de la reconstrucción espectral en el método interpolación 
sobre el conjunto de puntos elegidos sobre las pinturas murales 
PINTURAS 
MURALES 
Interp 
Módulo 1 UV-Vis Módulo 2 IR  
CIEDE2000 RMSE x 100 GFC RMSE x 100 GFC 
Promedio 2.08 1.31 0.9995 2.60 0.9996 
Mínimo 0.29 0.18 0.9982 0.29 0.9968 
Máximo 5.90 3.00 0.9999 6.68 1.0000 
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Estos resultados confirman nuevamente que el sistema presenta un buen funcionamiento en términos 
absolutos de las métricas usadas. Los valores promedio de diferencias de color se encuentran en rangos 
bajos y las diferencias de color máximas siempre son inferiores a 6 unidades sea cual sea el método 
utilizado. Por su parte los resultados de la métrica GFC en los dos métodos y en los dos módulos se 
pueden clasificar como buenos, o incluso excelentes.  
Tabla 4.13 Resultados de métricas para la evaluación de la reconstrucción espectral por  el método PSE sobre el 
conjunto de puntos elegidos sobre las pinturas murales 
PINTURAS 
MURALES 
PSE 
Módulo 1 UV-Vis  Módulo 2 IR  
CIEDE2000 RMSE x 100 GFC RMSE x 100 GFC 
Promedio 0.69 0.52 0.9999 2.51 0.9998 
Mínimo 0.22 0.15 0.9989 0.64 0.9985 
Máximo 2.26 1.10 1.0000 5.90 1.0000 
En la Tabla 4.14 se muestran los resultados de reconstrucción espectral por el método PSE al usar el 
conjunto de muestras de la paleta de pigmentos de pinturas artísticas como conjunto de entrenamiento 
y el conjunto de muestras de los puntos seleccionados de las pinturas murales como conjunto de 
prueba. Estos resultados no son tan buenos como los mostrados en la Tabla 4.13, debido al hecho de 
que el conjunto de muestras de entrenamiento no es tan representativo del  conjunto de muestras de 
prueba como se esperaba. Las diferencias entre ambos conjuntos ya son evidentes si se comparan las 
figuras que contienen los espectros reales de los dos (Figura 4.29 y Figura 4.35). Sin embargo, en 
términos generales se pueden observar las mismas tendencias del sistema en cuanto a la diferencia de 
desempeño entre los módulos, siendo mejor el módulo 1 UV-Vis, y en cuanto a las diferencias de color 
máximas por debajo de 6 unidades. Estos resultados ponen de manifiesto las limitaciones inherentes de 
los métodos de reconstrucción que precisan de un entrenamiento previo.  Por otra parte, vale la pena 
anotar que los resultados obtenidos en este caso, aun siendo inferiores a los obtenidos cuando se 
asegura la cercanía entre el conjunto de entrenamiento y el conjunto de prueba, son muy similares a los 
obtenidos por el método de interpolación, lo que sugiere que siguen siendo útiles y que son resultados 
susceptibles de mejoras al asegurar la correlación entre muestras de entrenamiento y medida. 
Por otra parte, un requerimiento típico en la aplicación de los sistemas multiespectrales en arte es el de 
alta resolución espacial en obras de diferentes tamaños. Esto hace común el empleo de técnicas de 
composición de imágenes (stitching) para generar imágenes completas de una obra de gran formato a 
partir de un conjunto de otras de menor tamaño o subimágenes (Szeliski, 2005). Esta técnica de 
composición de imágenes se ha usado en esta tesis doctoral para obtener imágenes de obras de arte de 
gran tamaño, por ejemplo las pinturas murales, debido a que el sistema multiespectral desarrollado 
tiene un campo aproximado de 25cmx25cm. Así, se presentan aquí brevemente los resultados 
obtenidos al utilizar esta técnica, como extensión de los presentados hasta el momento. 
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Tabla 4.14 Resultados de métricas para la evaluación de la reconstrucción espectral por el método PSE sobre el 
conjunto de puntos elegidos sobre las pinturas murales usando como conjunto de entrenamiento las muestras 
generadas de pigmentos comúnmente usados en arte 
PINTURAS 
MURALES-
PIGMENTOS 
PSE 
Módulo 1 UV-Vis  Módulo 2 IR  
CIEDE2000 RMSE x 100 GFC RMSE x 100 GFC 
Promedio 2.43 2.99 0.9987 4.90 0.9991 
Mínimo 0.78 0.61 0.9949 1.03 0.9947 
Máximo 4.86 5.49 0.9999 8.75 0.9999 
Debe destacarse que las subimágenes captadas tienen que contar con zonas parciales de solapamiento 
que permitan determinar puntos o características de correspondencia entre ellas, para más adelante 
establecer las transformaciones necesarias para la composición. La Figura 4.36 da un ejemplo con 
secciones de dos subimágenes donde se señalan algunos pares de puntos correspondientes. Estos 
puntos se determinaron mediante el software de acceso libre, Hugin, que se puede obtener en la 
siguiente dirección web: http://hugin.sourceforge.net/download/.  
 
Figura 4.36 Puntos de correspondencia entre dos subimágenes de una secuencia de composición (Resultado 
obtenido mediante el programa de libre acceso, Hugin) 
En general el proceso de composición se puede describir en dos grandes pasos: el primero es el que se 
conoce como registro de las imágenes y conlleva la determinación de los puntos comunes y las 
transformaciones necesarias para su alineación; el segundo paso es la fusión de las imágenes (Bartoli, 
2007; Patil et al., 2013; Szeliski, 2005; Zitová & Flusser, 2003). En este trabajo no se entra en los detalles 
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de estos algoritmos, que son bastante extensos y han sido estudiados ampliamente en la comunidad 
científica de visión por ordenador, sino que se hará uso del software Hugin que cubre las necesidades de 
la aplicación y no tiene restricciones de uso por parte de terceros (GNU General Public License).  
La Figura 4.37 muestra la imagen de una obra de arte con gran formato. Esta obra es el díptico Virgen de 
la Leche. La Figura 4.37a contiene las subimágenes a partir de las cuales se generó la imagen final 
representada en la Figura 4.37b, la cual corresponde al canal de 634nm. En la Figura 4.37c se presenta la  
imagen RGB. Los conjuntos totales de imágenes espectrales se dan en el apéndice D.2. 
 
a)     b)    c) 
Figura 4.37 Proceso de composición de imágenes. a) Conjunto de imágenes iniciales, b) Imagen resultado de la 
composición en escala de grises y c) resultado RGB (Obra Díptico: Virgen de la Leche) 
4.4.2.2 Obras de arte en la Seu d’Egara/Iglesias de Sant Pere  
Las iglesias de Sant Pere (Terrassa) son un conjunto monumental de tres iglesias que conserva 
testimonio del arte y la arquitectura de diferentes épocas: de la Hispania romana, del reino de los 
Visigodos y de la Cataluña medieval. En este enclave se exploró el uso del sistema multiespectral para la 
adquisición de imágenes en zonas de pinturas murales de evidente deterioro por el paso del tiempo, con 
el objetivo de intentar hallar información que no es evidente en la zona visible del espectro. Se analizan 
dos zonas de interés: una que se presume de la época visigoda (siglos VI o VII) (Figura 4.38a) y una 
segunda de estilo románico (siglos XII o XIII) (Figura 4.38b). 
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Figura 4.38 Toma de imágenes en las Iglesias de Sant Pere, Terrassa. a) Zona que se presume de la época 
visigoda y b) Pintura mural de estilo románico 
La Figura 4.39 contiene las imágenes espectrales de la primera zona. En esta región se buscan posibles 
vestigios de las pinturas que se sabe que hubo y que ahora no son visibles por el paso del tiempo. Las 
imágenes corresponden a zonas de la pared construido con material rocoso por lo que, como se puede 
observar, contienen esencialmente una textura de este tipo. Desafortunadamente no se ha encontrado  
ninguna evidencia de algún tipo de pinturas en ninguna de las bandas espectrales analizadas.  
a) 
b) 
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Figura 4.39 Imagen RGB y los 23 canales espectrales que proporciona el sistema multiespectral del mural 
deteriorado en las iglesias de Sant Pere, Terrassa 
Por otra parte la Figura 4.40 muestra las imágenes espectrales de una de las zonas de  la pintura mural 
del conjunto monumental de las iglesias de Sant Pere perteneciente al románico. En el apéndice D.3 se 
muestra el conjunto total de imágenes espectrales adquiridas en este monumento de las Iglesias de Sant 
Pere. 
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Figura 4.40 Imagen RGB y los 23 canales espectrales que proporciona el sistema multiespectral de una zona de la 
pintura mural del románico en las iglesias de Sant Pere, Terrassa 
Las pinturas de estas imágenes tienen inscripciones poco legibles y que se intentan resaltar con el uso 
del sistema multiespectral. Este tipo de procedimientos da fe de las múltiples utilidades del sistema 
desarrollado en esta tesis doctoral a parte de las reconstrucciones espectrales ya vistas en el apartado 
anterior. La Figura 4.41a contiene la composición horizontal de tres imágenes menores de esta pintura 
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mural románica de manera que se muestra una zona completa más amplia. Usando dos de las imágenes 
se han llevado a cabo procedimientos típicos del procesamiento digital de imágenes para intentar 
realzar la información contenida en las imágenes espectrales y discriminar mejor algunas características 
de las pinturas. Estos sirven como ejemplo de los posibles procedimientos a aplicar sobre la información 
proporcionada por el sistema.  
Los resultados mostrados en la Figura 4.41b corresponden a la aplicación de análisis PCA (Ramanath & 
Snyder, 2003) sobre el conjunto de las 23 imágenes espectrales de la zona señalada en esta figura. Este 
procedimiento se ha implementado en la plataforma Matlab®. En esta figura se muestran las primeras 4 
componentes principales (CP), para el caso, imágenes principales. Como se mencionaba, el objetivo de 
estos procedimientos es resaltar información que permita identificar rasgos no visibles como podrían 
ser las inscripciones, si es que existen, que parecían intuirse vagamente ya en la pintura. El resultado de 
este procedimiento muestra en las tres primeras componentes (CP1, CP2 y CP3) imágenes de un 
contraste realzado mientras las componentes siguientes son de bajo contraste y contenido de 
información, como lo muestra la imagen CP4. En este caso, este procesamiento de las imágenes no 
revela la existencia de las inscripciones que se buscan en esta zona.  
La Figura 4.41c corresponde a la generación de una imagen en falso color al aplicar el algoritmo de 
decorrelación-extensión (del inglés Decorrelation Stretch) para realzar el contraste en la imagen y 
representarla en un espacio de color específico (Gillespie et al., 1986). La decorrelación-extensión es un 
método para maximizar la diferencia entre los canales de los datos. Así, diferencias sutiles se pueden 
aislar o resaltar de manera que sea más fácil su visualización. Una descripción completa de la 
implementación del algoritmo se puede hallar en (Alley, 1996). El programa ImageJ 
(http://rsbweb.nih.gov/ij/), de acceso libre, cuenta con un plugin que implementa este algoritmo 
(http://www.dstretch.com/), así también como Matlab®, que cuenta con una función propia para aplicar 
este procedimiento en imágenes que pueden tener más de 3 canales (función en Matlab®: 
decorrstretch). 
En la imagen de la Figura 4.41c generada mediante este procedimiento se puede observar la inscripción 
subyacente de esta parte de la pintura. Aunque ésta ya era visible en varios de los canales espectrales, 
se puede observar mejor en la imagen pseudocoloreada por lo que queda patente que estos 
procesamientos y la información obtenida con el sistema proporcionan muchas posibilidades para 
investigar obras de arte. 
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Figura 4.41 Pintura mural del románico en las iglesias de Sant Pere, Terrassa (Conjunto completo de imágenes 
espectrales en el apéndice D.3). a) Composición de varias imágenes para generar una imagen completa de 
mayor tamaño. b) Imágenes componentes principales CP1, CP2, CP3 y CP4 resultado de la aplicación del análisis 
PCA a la zona señalada. c) Imagen en pseudocolor resultado de aplicar el procedimiento de decorrelación-
extensión en las imágenes y su representación en pseudocolor. 
Todos los resultados presentados muestran las capacidades del sistema a nivel de proporcionar 
información espectral. Además se apuntan las posibilidades para profundizar en las técnicas de 
procesamiento posteriores a la adquisición de las imágenes, métodos que pueden ayudar de forma 
notable en el campo de conservación y estudio de obras de arte.  
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5 CONCLUSIONES 
A lo largo de los capítulos anteriores hemos expuesto y analizado los procedimientos que se han usado y 
los resultados que se han obtenido en esta tesis doctoral. En este capítulo presentamos las conclusiones 
más significativas del trabajo realizado: 
1. Análisis comparativo del color y textura de iris humanos, prótesis oculares y lentes de 
contacto coloreadas 
Se ha realizado el análisis comparativo del color y la textura de 106 iris, 68 prótesis oculares y 17 
lentes de contacto. Este análisis constituyó la aplicación de un sistema multiespectral 
desarrollado en el CD6 basado en filtros. 
- En el análisis colorimétrico de estas muestras se estudió su distribución en el espacio de 
color CIE L*a*b* y las mismas se clasificaron mediante un algoritmo computacional en tres 
grandes grupos de color: marrón, verde y azul. 
- Mediante el análisis de las gamas de color de las muestras, su distribución y superposición, y 
a través del cálculo de diferencias de color mínimas entre prótesis y lentes de contacto con 
respecto a las muestras de los iris, se evaluó la calidad en la reproducción del color de los iris 
por parte de las otras dos clases de muestras. Esto mostró como resultado que las prótesis 
oculares consiguen una buena reproducción del color de los iris, al menos cuando se atiende 
a los valores colorimétricos CIE L*a*b* promedio, mientras que no ocurre lo mismo con las 
lentes de contacto coloreadas. 
- En el análisis comparativo de la textura de las muestras se desarrolló una interfaz 
computacional donde se implementaron varios algoritmos para segmentar las imágenes y 
extraer sólo la zona del iris en las muestras, así como para aplicar métodos estadísticos de 
primer orden sobre el histograma de las imágenes y de segundo orden sobre la matriz de 
coocurrencia.  
- Se mostró, mediante análisis discriminante lineal aplicado a una prueba de clasificación, que 
las muestras eran diferenciables si se atendía a sus descriptores estadísticos de textura. Al 
usar descriptores estadísticos de primer orden se encontró que las muestras se clasificaban 
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correctamente en porcentajes comprendidos entre un 43% y 68% según el tipo de muestra 
analizada. Al usar los descriptores estadísticos de segundo orden los porcentajes de 
clasificación correcta incrementaban hasta valores de 82% y 100%. Esto demostró que las 
texturas, o de otra manera, la distribución espacial del color, era diferente entre los tipos de 
muestras.  
2. Implementación de un sistema multiespectral que cubre los rangos de longitudes de onda 
desde 370nm hasta 1650nm utilizando diodos emisores de luz (LED).  
- El dispositivo experimental desarrollado está basado en dos módulos de acuerdo a la 
sensibilidad de los dos sensores de imagen utilizados: una cámara CCD y una cámara InGaAs. 
Junto con las cámaras cada módulo se ha acoplado a una iluminación espectral basada en 
elementos LED. El módulo que incorpora la cámara CCD (módulo 1 UV-Vis), tiene 16 canales 
espectrales dados por las 16 diferentes emisiones espectrales de los LEDs que componen la 
iluminación. El módulo 2 IR, en el que se usa la cámara InGaAs, tiene 7 canales espectrales 
dados por la iluminación espectral LED correspondiente. 
- Se evaluaron las características de linealidad de las cámaras del sistema, lo que mostró que 
en general su curva de respuesta es lineal. Sin embargo, la cámara InGaAs mostró un 
desempeño menor que la cámara CCD en este sentido cuando la señal a detectar era débil.  
- Los elementos de la iluminación LED usados en el sistema experimental, que se eligieron de 
acuerdo a criterios de disponibilidad comercial, de separación en las longitudes de onda de 
emisión de pico y anchuras a media altura, fueron caracterizados mediante medición de sus 
espectros de emisión. La separación entre los picos de emisión de los LEDs está alrededor de 
los 40nm en el módulo 1 UV-Vis. Esta separación es mayor en el módulo 2 IR donde puede 
superar los 120nm. Las anchuras a media altura oscilan entre 9.5 y 45nm en el primer 
módulo y entre 51 y 126nm en el segundo módulo. 
- La caracterización temporal de la emisión de los LEDs muestra que se necesita un tiempo de 
espera para que ésta se estabilice, garantizando así condiciones repetibles entre diferentes 
tomas. Los tiempos de espera dependen del LED específico y están comprendidas entre 1 y 
5 segundos. 
- Para el control del ruido temporal en las adquisiciones hechas con el sistema experimental 
se hizo uso del promediado de imágenes. En concreto se usaron 10 imágenes por cada canal 
espectral. En cuanto al ruido espacial, éste se corrigió usando un algoritmo lineal que utiliza 
una matriz de ganancia y otra de offset calculadas a partir una imagen base y una imagen 
oscura captadas con el sistema. Mediante este procedimiento se mostró la corrección de la 
no uniformidad espacial para una muestra uniforme dando valores de SNUP (Porcentaje de 
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no uniformidad - Spatial Non-Uniformity Percentage) cercanos a 0 en las imágenes 
espectrales corregidas. 
- El sistema se validó con simulaciones de reconstrucción de espectros de reflectancia. Estas 
simulaciones se hicieron considerando tres condiciones diferentes: el sistema bajo 
condiciones ideales, bajo la influencia del ruido de error de cuantización digital, y bajo la 
influencia conjunta del ruido de error de cuantización y de fuentes de ruido aleatorio de tipo 
aditivo. El desempeño del sistema se evaluó mediante tres métricas: diferencias de color 
CIEDE2000, RMSE (Error cuadrático medio) y GFC (Coeficiente de bondad de ajuste). Los 
resultados de estas métricas de evaluación sobre las simulaciones mostraron buen 
desempeño general del sistema incluso bajo condiciones de ruido, aunque 
comparativamente el módulo 1 UV-Vis presentó resultados superiores al módulo 2 IR, lo que 
era de esperar por la menor cantidad de canales del sistema para el rango espectral de este 
segundo módulo. 
- El control computacional del sistema se llevó a cabo por medio de programas con interfaces 
gráficas de usuario creadas en el marco de esta tesis para ese propósito. Estas interfaces 
permiten el control de los parámetros de la adquisición de imágenes controlando la 
sincronización de cámaras e iluminación espectral, visualización y más adelante el 
procesamiento de la información adquirida. 
- El sistema experimental se diseñó de manera modular por lo que su configuración es 
adaptable a diferentes necesidades. Sin embargo, teniendo en cuenta su aplicación principal 
a obras de arte y preferentemente en el  mismo sitio donde ellas se encuentran, el sistema 
permite portabilidad y su montaje para adquisición de imágenes en vertical con facilidad 
para el desplazamiento en caso de obras de gran formato. El campo detectado puede ser 
cambiado según necesidades, pero se ajustaron las ópticas y distancias de trabajo para que 
fuera de 25x25cm2, medidas que se corresponden a la superficie del blanco de referencia 
con que se cuenta en el laboratorio. 
- Para la reconstrucción de espectros se implementaron tres métodos: interpolación de 
Spline, el método PSE-I (Pseudoinversa indeterminada) correspondiente a los métodos 
basados en el modelo de adquisición y el método de PSE (Pseudoinversa Simple) 
correspondiente a los métodos de aprendizaje.  
- El método de reconstrucción de espectros PSE-I mostró resultados inestables y sensibles al 
ruido, con una drástica influencia de las características del conjunto de entrenamiento. Así, 
en las reconstrucciones se implementó el método de autovectores principales a través de la 
descomposición SVD (Descomposición en valores singulares) de la matriz de datos de 
entrenamiento para controlar la inestabilidad e influencia del ruido. Este procedimiento 
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mostró que en este caso las reconstrucciones obtenidas mejoran notablemente, 
acercándolo a resultados similares a los del método PSE. 
- Se desarrollaron las interfaces computacionales para manipular las imágenes de los 
conjuntos de entrenamiento y evaluar el desempeño del sistema en las reconstrucciones de 
espectros dependiendo del método usado en la reconstrucción. La interfaz de evaluación 
permite hacerlo de manera visual cualitativa y cuantitativa a través de las métricas 
CIEDE2000, RMSE y GFC.  
- Se implementó una interfaz de visualización y reconstrucción espectral en imágenes no 
homogéneas. Ésta permite la visualización de las imágenes espectrales de la muestra en 
escala de grises o la imagen RGB reconstruida a través del uso de 3 canales espectrales. 
Sobre esta imagen se pueden elegir los puntos de los que se quiere reconstruir el espectro 
usando ya sea uno de los métodos de reconstrucción (interpolación de Spline, el método 
PSE-I o el método PSE) o dos de ellos a la vez y comparar sus reconstrucciones mediante los 
valores CIEDE2000, RMSE y GFC. 
3. Evaluación del desempeño del sistema multiespectral ultravioleta-visible e infrarrojo basado 
en LEDs en la reconstrucción de espectros de reflectancia sobre muestras homogéneas. 
- Se llevaron a cabo pruebas de reconstrucción espectral usando conjuntos de muestras 
homogéneas. Los conjuntos analizados fueron la carta de colores comercial CCCR 
(GretagMacbeth ColorChecker Color Rendition) y una paleta de pigmentos comúnmente 
usados en pintura artística, generados para esta tesis con la técnica pictórica el fresco.  
- Los resultados de reconstrucción de espectros en pruebas donde las muestras de la carta 
CCCR actuaban como conjunto de entrenamiento y prueba, evaluados mediante las 
métricas CIEDE2000, RMSE y GFC, mostraron de manera general que el método de 
reconstrucción de mejor desempeño es el PSE, seguido por el método PSE-I con valores muy 
cercanos. Por su parte el método de interpolación presentó peores resultados de 
reconstrucción aunque en general aceptables. En el método de interpolación se destaca su 
mayor simplicidad de implementación, ya que no requiere de un conjunto de muestras de 
entrenamiento lo que lo hace idóneo en ciertas aplicaciones. También se observó que el 
módulo 1 UV-Vis proporcionaba mejores resultados que el módulo 2 IR, debido al menor 
número de LEDs y los anchos de emisión mayores que presenta este último. 
- La paleta de pigmentos de pinturas artísticas, que se generó con la intención de replicar el 
tipo de reflectancias que se encontraría posteriormente en las aplicaciones en obras de arte, 
mostró resultados de reconstrucción similares o ligeramente peores a los hallados en las 
reconstrucciones con la carta de colores CCCR. Este hecho se puede atribuir a la textura de 
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las muestras de pigmentos ya que son muestras preparadas manualmente, a diferencia de 
las muestras de la carta CCCR que son fabricadas bajo condiciones bien controladas. 
- La comparación de los resultados del método PSE en las pruebas sobre las muestras 
homogéneas y las simulaciones mostró una gran similitud. Es más, los resultados de 
reconstrucción en las pruebas sobre muestras reales fueron ligeramente mejores, lo que se 
pudo deber a la diferencia en tamaños y características de las muestras de los conjuntos de 
entrenamiento y prueba en cada uno de los casos, que para las simulaciones fueron de 
mayor tamaño y de funciones de reflectancia menos suaves. 
4. Aplicación del sistema desarrollado a la medida de obras de arte. 
- El sistema desarrollado se aplicó a diferentes obras de arte en dos museos del área de 
Barcelona mostrando su utilidad en la adquisición de imágenes espectrales en el rango de 
longitudes de onda que cubre y permitiendo el acceso a información de reflectancias punto 
a punto. 
- Se adquirieron imágenes espectrales en el Monasterio de Pedralbes: los frescos de la capilla 
de San Miguel y el óleo sobre tabla conocido como Virgen de la Leche.  
- En los frescos de la capilla de San Miguel se mostró la capacidad que tienen los sistemas 
multiespectrales de reconocer áreas de posibles restauraciones o deterioros a través del 
análisis de las diferentes imágenes espectrales. En un ejemplo específico se hizo visible una 
zona de restauración por el cambio en una región homogénea en las longitudes de onda del 
visible a no homogénea en las longitudes de onda del infrarrojo. 
- En las obras de arte adquiridas se tuvo acceso espectral punto a punto al aplicar los 
métodos de reconstrucción empleados en esta tesis. Los datos adquiridos de los murales de 
la capilla de San Miguel se usaron para evaluar cuantitativamente el desempeño del sistema 
en la reconstrucción espectral en medidas in situ de obras de arte. El desempeño se evaluó 
comparando las reconstrucciones obtenidas a partir de la información dada por el sistema 
multiespectral con las mediciones hechas con instrumentación convencional, para algunos 
puntos específicos de las pinturas murales. Al usar los puntos específicos medidos con 
instrumentación convencional como conjunto de entrenamiento para el método PSE, se 
obtuvieron resultados similares a los calculados para muestras homogéneas, al igual que los 
resultados del método de interpolación se asemejaban a los correspondientes en las 
pruebas con muestras homogéneas. Sin embargo, al usar la paleta de pigmentos como 
conjunto de entrenamiento para el método PSE, los resultados de reconstrucción para los 
puntos de las pinturas fueron inferiores. Sin embargo, si se comparan con los 
proporcionados por el método de interpolación son similares, mostrando que pueden llegar 
a ser útiles en el caso de que entre los conjuntos de entrenamiento y prueba no haya tantas 
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diferencias. Este hecho de todas maneras pone de manifiesto las limitaciones de los 
métodos basados en entrenamiento. 
- Se hicieron medidas in situ de la obra Virgen de la Leche, la cual se puede considerar como 
obra de gran formato. Para esta obra se mostró la posibilidad de adquirir un conjunto de 
imágenes parciales que más adelante se usaron para componer la imagen completa de la 
misma mediante el procedimiento desarrollado en el sistema. 
- Se llevaron a cabo mediciones con el sistema multiespectral en las iglesias de Sant Pere en 
Terrassa y se aplicó a la adquisición de varias zonas de pinturas murales antiguas: una zona 
con pinturas murales presumiblemente de la época visigoda (siglos VI o VII) y otra segunda 
de estilo románico (siglos XII o XIII). 
- En la zona de pinturas murales de la época visigoda se realizó una prueba con el objetivo de 
intentar visualizar vestigios de pinturas que se supone que hubo en la antigüedad y que 
ahora no existen. Desafortunadamente con las pruebas realizadas no fue posible visualizar 
estas pinturas y confirmar su existencia.  
- En la zona de estilo románico se adquirieron imágenes para intentar resaltar inscripciones 
que eran parcialmente visibles y así mejorar su legibilidad. En este caso se implementaron 
procedimientos del procesamiento digital de imágenes tales como análisis PCA de imágenes 
(Análisis de Componentes Principales – Imágenes principales) y de decorrelación-extensión 
que sirven como ejemplo de los posibles métodos de estudio de la información 
proporcionada por el sistema para un análisis exhaustivo y caracterización de las obras de 
arte. 
- Desafortunadamente los resultados de la aplicación del análisis PCA a las imágenes 
espectrales no permitió ver de manera más clara las inscripciones subyacentes que se creía 
existían en la zona en la que se aplicó el procedimiento. 
- La aplicación del procedimiento de decorrelación-extensión mostró mediante una imagen 
en falso color la mejora en el contraste de la zona de las imágenes de murales románicos en 
la que se utilizó y así la mejora en la legibilidad de las inscripciones subyacentes.    
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6 TRABAJO FUTURO 
Con respecto al trabajo realizado en esta tesis doctoral algunos temas se pueden sugerir como 
perspectivas de trabajo futuro: 
1. Considerando el equipo del sistema multiespectral desarrollado: 
- Estudiar su aplicación a otro tipo de muestras como puede ser la clasificación de plásticos 
para aplicaciones industriales de clasificación, control de calidad o reciclaje. 
- Continuar con la evaluación de opciones de hardware de acuerdo al avance y disponibilidad 
que van teniendo comercialmente los elementos componentes del sistema y que puedan 
mejorar su desempeño. Como por ejemplo puede ser la mejora en el módulo 2 IR por la 
mayor disponibilidad de elementos LED en la zona del infrarrojo. 
- Considerar la adquisición simultánea de las imágenes de los dos módulos del sistema para 
mejorar los tiempos de adquisición. Esto puede implicar el uso de elementos de filtrado 
para separar la información asegurando condiciones geométricas de adquisición iguales. 
También se puede evaluar la opción de usar técnicas estereoscópicas al adquirir la 
información de cada módulo con diferentes ángulos de inclinación y la posibilidad de 
adquirir información parcial sobre la textura o relieve de las muestras.   
- Considerar el sistema actual basado en iluminación espectral LED en combinación con filtros 
espectrales para evaluar características de luminiscencia en las muestras. 
- Realizar estudios comparativos específicos a ciertas zonas espectrales o muestras, acerca 
del desempeño del equipo, con respecto a sistemas basados en otras tecnologías como 
pueden ser las tecnologías de filtros sintonizables o interferenciales. 
2. Considerando los métodos de reconstrucción espectral, análisis de la información y proyección 
en la aplicación al estudio de obras de arte: 
- Estudiar la creación de una base de datos de reflectancias típicas en las obras de arte y su 
correspondiente información de respuestas digitales del equipo de manera que se puedan 
utilizar como elementos de un conjunto de entrenamiento para el sistema. 
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- El diseño e implementación de un método de clasificación que seleccione de una base de 
datos amplia las muestras más adecuadas como conjunto de entrenamiento para una 
muestra específica de acuerdo a las respuestas digitales dadas por el sistema a la hora de la 
adquisición de las imágenes.  
- Desde la información adquirida mediante el sistema multiespectral desarrollado, continuar 
en la profundización de los métodos de análisis, la implementación de herramientas del 
procesado de imágenes, como las que ya se vislumbraron en este trabajo, y el desarrollo de 
herramientas propias. 
- Continuar y profundizar las colaboraciones con centros encargados del patrimonio cultural 
para avanzar en proyectos que superen las fases que con este trabajo se hicieron. Esto 
ampliaría los tiempos de acceso a las obras de arte, la interacción y los posibles beneficios 
para las partes. Cabe mencionar con respecto a este punto que el CD6 forma parte desde el 
año 2012 de la acción COST TD1201 (European Cooperation in Science and Technology) 
“COSCH - Colour and Space in Cultural Heritage”, focalizada en el uso de tecnologías 
espectrales y 3D en aplicaciones relacionadas con el patrimonio cultural y de la que forman 
parte tanto instituciones de índole tecnológica como cultural. 
- Plantear el desarrollo de un prototipo multiespectral basado en iluminación LED de manera 
que las personas directamente encargadas del estudio de las obras de arte y su 
conservación puedan realizar pruebas exploratorias.  
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Apéndice A.1 
 
APÉNDICE A Hojas de datos de elementos del sistema 
desarrollado 
En este apéndice se muestran las características técnicas de algunos componentes de hardware que 
intervienen en el equipo desarrollado en esta tesis. 
Apéndice A.1 Hoja de datos cámara CCD 
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Apéndice A.2 
 
Apéndice A.2 Hoja de datos cámara InGaAs 
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Apéndice A.2 
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Apéndice A.3 
 
Apéndice A.3 Hoja de datos lente con alta transmitancia en el rango 400-
1000nm 
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Apéndice A.3 
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Apéndice A.3 
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Apéndice A.4 Hoja de datos lente con alta transmitancia en el rango 800-
2000nm 
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APÉNDICE B Hoja de datos elementos de medición 
En este apéndice se enseñan las características fundamentales del espectrómetro utilizado en las 
mediciones de caracterización espectral y de espectros de reflectancia de las muestras de usadas como 
entrenamiento  
 
  
 
Spectro 320 Scanning spectrometer 
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De los datos técnicos anteriores, los correspondientes al equipo usado son los de los rango UV-VIS-IR1 
con los accesorios específicos para medición de irradiancia, EOP-146, y reflectancia, esfera integradora 
ISP80. 
Accesorio EOP-146. Sonda de irradiancia 
 
 
 
 
 
 
 
 
Accesorio ISP-80. Esfera integradora. 
Model ISP80-110 
Inside  diameter 80 mm 
Inner coating Barium sulfate (BaSO4) 
Spectral range 240 – 2600 nm 
Measurement aperture diameter 0º/15mm, 90º/15mm, 180/35mm  
Spectrometer connection Direct Attachment or Via fiber bundle 
Outside dimensions  (H, W, D) 82 x 84 x 88 mm 
Auxiliary light source operating voltage 10V  
Weight 0.5 kg 
Ambient temperature range +15°C to +35°C 
Material Aluminium alloy, black plastic coating 
Cosine behavior of different EOPs 
Cosine behavior of different EOPs 
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APÉNDICE C Datos y planos de la placa electrónica para 
el control de la iluminación LED 
En este apéndice se presentan los planos de la placa electrónica de control de la iluminación LED del 
sistema y la descripción del controlador electrónico de los LEDs que es el principal componente. 
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Apéndice D.1 
 
APÉNDICE D Imágenes espectrales en museos 
Este apéndice contiene las Imágenes espectrales obtenidas en las diferentes visitas al Monasterio de 
Pedralbes, en Barcelona, y a las iglesias de Sant Pere, en Terrassa. 
Apéndice D.1 Imágenes de las pinturas murales en la Capilla de San 
Miguel, Monasterio de Pedralbes 
Imágenes zona 1 
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Imágenes zona 2 
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Imágenes zona 3 
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Imágenes zona 4 
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Imágenes zona 5 
 
 
RGB 373nm 404nm 432nm
461nm 500nm 535nm 593nm
634nm 665nm 693nm 728nm
761nm 801nm 835nm 874nm
903nm 955nm 1071nm 1202nm
1297nm 1451nm 1540nm 1630nm
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Imágenes zona 6 
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Apéndice D.2 
 
Apéndice D.2 Imágenes Virgen de la Leche, Monasterio de Pedralbes. 
Resultado de composición de las imágenes espectrales de  cada canal 
en una imagen global. 
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Apéndice D.3 
 
Apéndice D.3 Imágenes Iglesias de Sant Pere 
Zona 1 pinturas época visigoda 
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Zona 2 pinturas época visigoda 
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Zona 3 pinturas época visigoda 
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Zona 1 estilo románico 
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Zona 2 estilo románico 
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Zona 3 estilo románico 
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