The W 3 algebra of central charge 6/5 is realized as a subalgebra of the vertex operator algebra V √ 2A 2 associated with a lattice of type √ 2A 2 by using both coset construction and orbifold theory. It is proved that W 3 is rational. Its irreducible modules are classified and constructed explicitly. The characters of those irreducible modules are also computed.
Introduction
The vertex operator algebras associated with positive definite even lattices affords a large family of known examples of vertex operator algebras. An isometry of the lattice induces an automorphism of the lattice vertex operator algebra. The subalgebra of fixed points is the so called orbifold vertex operator algebra. In this paper we deal with the case where the lattice L = √ 2A 2 is √ 2 times an ordinary root lattice of type A 2 and the isometry τ is an element of the Weyl group of order 3. We use this algebra to study the W 3 algebra of central charge 6/5. In fact, by using both coset construction and orbifold theory we construct the W 3 algebra of central charge 6/5 inside V L and classify its irreducible modules. We also prove that the W 3 algebra is rational and compute the characters of the irreducibles.
The vertex operator algebra V L associated with L = √ 2A 2 contains three mutually orthogonal conformal vectors ω 1 , ω 2 , ω 3 with central charge c = 1/2, 7/10, or 4/5 respectively [10] . The subalgebra Vir(ω i ) generated by ω i is the Virasoro vertex operator algebra L(c, 0), which is the irreducible unitary highest weight module for the Virasoro algebra with central charge c and highest weight 0. The structure of V L as a module for Vir(ω 1 ) ⊗ Vir(ω 2 ) ⊗ Vir(ω 3 ) was discussed in [23] . Among other things it was shown that V L contains a subalgebra of the form L(4/5, 0) ⊗L(4/5, 3). Such a vertex operator algebra is called a 3-state Potts model. This subalgebra is contained in the subalgebra (V L ) τ of fixed points of τ . There is another subalgebra M in V L , which is of the form
and is invariant under τ . The representation theory of M was studied in [21, 24] . We are interested in the subalgebra M τ of fixed points of τ in M. Its Virasoro element is ω = ω 1 + ω 2 . The central charge of ω is 1/2 + 7/10 = 6/5. We find an element J of weight 3 in M τ such that the component operators L(n) = ω n+1 and J(n) = J n+2 satisfy the same commutation relations as in [3, (2.1) , (2. 2)] for W 3 . Thus the vertex operator subalgebra W generated by ω and J is a W 3 algebra with central charge 6/5.
We construct 20 irreducible M τ -modules. 8 of them are inside irreducible untwisted M-modules, while 6 of them are inside irreducible τ -twisted M-modules and the remaining 6 are inside irreducible τ 2 -twisted M-modules. There are exactly two inequivalent irreducible τ i -twisted M-modules M T (τ i ) and W T (τ i ), i = 1, 2. We investigate the irreducible τ i -twisted V L -modules constructed in [7] and obtain M T (τ i ) and W T (τ i ) inside them.
We classify the irreducible modules for W by determining the Zhu algebra A(W) (cf. [35] ). The method used here is similar to that in [34] , where the Zhu algebra of a W 3 algebra with central charge −2 is studied. We can define a map of the polynomial algebra C[x, y] with two variables x, y to A(W) by x → [ω] and y → [J], which is a surjective algebra homomorphism. Thus it is sufficient to determine its kernel I. The key point is the existence of a singular vector v for the W 3 algebra W of weight 12. An invariant positive definite hermitian form on V L implies that v is in fact 0. Thus 2 v] = 0. Hence the corresponding polynomials in C[x, y] must be contained in the ideal I. It turns out that I is generated by those four polynomials and the classification of irreducible W-modules is established by Zhu's theory ( [35] ). That is, there are exactly 20 inequivalent irreducible W-modules. The calculation of explicit form of the singular vector v and the calculation of the ideal I were done by a computer algebra system Risa/Asir. Hence our M τ is an algebra denoted by [Z
3 ] in [14] . We prove that W is C 2 -cofinite and rational by using the singular vector v of weight 12 and the irreducible modules for W. In the course of proof we obtain a result about a general vertex operator algebra V. It says that if V is C 2 -cofinite, then V is rational if and only if A(V ) is semisimple and any simple A(V )-module generates an irreducible V -module. This result itself is not very hard to prove. But it will certainly be useful in the future study of relationship between rationality and C 2 -cofiniteness.
We also study the characters of those irreducible M τ -modules. Using the modular invariance of trace functions in orbifold theory (cf. [9] ), we describe the characters of the 20 irreducible M τ -modules in terms of the characters of irreducible unitary highest weight modules for the Virasoro algebras.
The results in this paper have applications to the Monster simple group. Recently, it was shown in [22] that the Z 3 symmetry of a 3-state Potts model in (V L ) τ affords 3A elements of the Monster simple group. Such a result has been suggested by [28] . It is expected that the Z 3 symmetry of M τ affords 3B elements. The organization of the paper is as follows. In Section 2 we review some properties of M for later use. In Section 3 we define the vector J and compute the commutation relations among the component operators L(n) = ω n+1 and J(n) = J n+2 . In Section 4 we construct 20 irreducible M τ -modules and discuss their properties. In Section 5 we determine the Zhu algebra of the vertex operator subalgebra W generated by ω and J and show that M τ = W. Thus we conclude that M τ has exactly 20 inequivalent irreducible modules. Finally, in Section 6 we study the characters of those irreducible M τ -modules. The authors would like to thank Toshiyuki Abe and Kiyokazu Nagatomo for helpful advice concerning W algebras and Hiroshi Yamauchi for comment on an invariant positive definite hermitian form on V L . They also would like to thank Masahiko Miyamoto for valuable discussions.
2 Subalgebra M of V √
2A 2
In this section we fix notation. For basic definitions concerning lattice vertex operator algebras we refer to [7, 17] . We also recall certain properties of the vertex operator algebra V √ 2A 2 (cf. [23] ). Let α 1 , α 2 be the simple roots of type A 2 and set α 0 = −(α 1 + α 2 ). Then α i , α i = 2 and α i , α j = −1 if i = j. Set β i = √ 2α i and let L = Zβ 1 + Zβ 2 be the lattice spanned by β 1 and β 2 . We usually denote L by √ 2A 2 . We follow Sections 2 and 3 of [7] with L = √ 2A 2 , p = 3, and q = 6. In our case α, β ∈ 2Z for all α, β ∈ L, so that the alternating Z-bilinear map c 0 :
defined by [7, (2.9) ] is trivial. Thus the central extension
determined by the commutator condition aba
splits. Then for each α ∈ L, we can choose an element e α ofL so that e α e β = e α+β . The twisted group algebra C{L} is isomorphic to the ordinary group algebra C[L].
We adopt the same notation as in [21] to denote cosets of L in the dual lattice
and
n , is the unique irreducibleĥ-module such that α(n)1 = 0 for all α ∈ h and n > 0, and c = 1. As a vector space
The coefficient v n of z −n−1 is called a component operator. The vector 1 = 1 ⊗ 1 is called the vacuum vector.
By Dong [5] , there are exactly 12 isomorphism classes of irreducible V L -modules, which are represented by V L (i,j) , i = 0, a, b, c and j = 0, 1, 2. We use the symbol e α , α ∈ L ⊥ to denote a basis of C{L ⊥ }. To describe certain weight 2 elements in V L , we introduce the following notation.
for α ∈ {±α 0 , ±α 1 , ±α 2 }. We have
where k is such that {i, j, k} = {0, 1, 2}. Moreover, w(α i ) 2 w(α j ) = 0 and
Then ω is the Virasoro element of V L and ω 1 , ω 2 , ω 3 are mutually orthogonal conformal vectors of central charge 1/2, 7/10, 4/5 respectively (cf. [10] ). The subalgebra Vir(ω i ) generated by ω i is isomorphic to the Virasoro vertex operator algebra of given central charge, and ω 1 , ω 2 , and ω 3 generate
We study certain subalgebras, and also submodules for them in
Then M [21, 23, 24] . We also have
,
as L(1/2, 0) ⊗ L(7/10, 0)-modules and
as L(4/5, 0)-modules. Note also that
We consider the following three isometries of (L, ·, · ):
Note that τ is fixed-point-free and of order 3. Note also that στ σ = τ −1 . The isometries τ, σ, and θ of L can be extended to isometries of L ⊥ . Then they induce permutations on L ⊥ /L. SinceL is a split extension, the isometry τ of L lifts naturally to an automorphism ofL. Then it induces an automorphism of V L :
By abuse of notation, we denote it by τ also. Moreover, we can consider the action of τ on V L (i,j) in a similar way. We apply the same argument to σ and θ.
Set M = M 0 k . The vertex operator algebra M plays an important role in this paper.
as Vir(ω 1 ) ⊗ Vir(ω 2 )-modules. Note that ω is the Virasoro element of M whose central charge is 6/5. For u ∈ M, we have ω 1 u = hu for some h ∈ Z if and only if ω 1 u = hu. In such a case h is called the weight of u. Note also that M is generated by w(α 1 ), w(α 2 ), and w(α 0 ). In particular, M is invariant under τ , σ, and θ. In fact, θ acts on M as the identity.
We next show that the automorphism group Aut(M) of M is generated by σ and τ . 
1.
Since {w(α 0 ), w(α 1 ), w(α 2 )} is a basis of the weight 2 subspace of M, we may write v = 2 i=0 a i w(α i ) for some a i ∈ C. From (2.2) and (2.3) we see that v 1 v = 2v and
1 hold only if (a 0 , a 1 , a 2 ) = (1/4, 0, 0), (0, 1/4, 0), or (0, 0, 1/4). This proves (1) . Then any automorphism of M induces a permutation on {w(α 0 ), w(α 1 ), w(α 2 )}. If an automorphism induces the identity permutation on the set, it must be the identity since M is generated by w(α 1 ), w(α 2 ), and w(α 0 ). Now
Hence (2) holds.
. This vector is a highest weight vector of highest weight
. In particular, M is generated by ω 1 , ω 2 , and v h . We can choose another generator of M. Let 5) which is denoted by q in [23] . The vector v t is a highest weight vector in M 3 Subalgebra W generated by ω and J in M τ For any τ -invariant space U, set U(ǫ) = {u ∈ U | τ u = ξ ǫ u}, ǫ = 0, 1, 2, where ξ = exp(2π √ −1/3). We usually denote the subspace U(0) of fixed points by U τ also. We are interested in the subalgebra M τ . The weight 2 subspace of M τ is spanned by ω. In fact, ω is the Virasoro element of M with central charge 6/5. This means that the subalgebra Vir(ω) generated by ω is isomorphic to L(6/5, 0). Note that M and M τ are completely reducible as modules for Vir(ω), since V L possesses an invariant positive definite hermitian form (see Subsection 5.3). Every irreducible direct summand in M or M τ is isomorphic to L(6/5, h) for some nonnegative integer h. Note also that σ leaves M τ = M(0) invariant and interchanges M(1) and M(2). Since σ fixes ω, σ acts on Vir(ω) as the identity. Thus M(1) and M(2) are equivalent Vir(ω)-modules.
We now count dimension of homogeneous subspaces of M of small weights. The characters of L(1/2, h), L(7/10, h), and L(6/5, h) are well known (cf. [19, 31] ). Using them, we have the first several terms of the character of M:
Comparing ch M with the character of L(6/5, h), we see that
as Vir(ω)-modules. The vectors u 1 and u 2 of (2.4) are highest weight vectors for Vir(ω) of weight 2. Hence the Vir(ω)-submodule generated by u ǫ in M(ǫ) is isomorphic to L(6/5, 2), ǫ = 1, 2. Next, we study the weight 3 subspace. The weight 3 subspace of M is of dimension 4 and so there are nontrivial relations among w(α i ) 0 w(α j ), i, j ∈ {0, 1, 2}. For example,
. In terms of the lattice vertex operator algebra V L , J can be written as
. Note also that τ J = J, σJ = −J and θJ = J. The weight 3 subspace of M τ is of dimension 2 and it is spanned by ω 0 ω and J. Furthermore, we have ω 1 J = 3J and ω n J = 0 for n ≥ 2. Hence The weight 4 subspace of M is of dimension 9. By a direct calculation, we can verify that w(α i ) −1 w(α j ), 0 ≤ i, j ≤ 2 are linearly independent. Hence w(α i ) −1 w(α j )'s form a basis of the weight 4 subspace of M. From this it follows that the weight 4 subspace of M τ is of dimension 3. Since the weight 4 subspace of Vir(ω) ∼ = L(6/5, 0) is of dimension 2 and since the weight 4 subspace of the Vir(ω)-submodule generated by J, which is isomorphic to L(6/5, 3), is of dimension 1, we conclude that there is no highest weight vector for Vir(ω) in the weight 4 subspace of M τ . We have shown that By the above argument, we know all the irreducible direct summands L(6/5, h) with h ≤ 6 in the decomposition of M(ǫ) into a direct sum of irreducible Vir(ω)-modules. Namely,
We now consider the vertex operator algebra W generated by ω and J in M τ . Of course W is a subalgebra of M τ . We will show that W is, in fact, equal to M τ . The basic data are the commutation relations of the component operators ω m and J n . For the determination of the commutation relation [J m , J n ], it is sufficient to express J n J, 0 ≤ n ≤ 5, by using ω. First of all we note that the weight wt J n J = 5 − n is at most
We need some formulas for vertex operator algebras (cf. [17] ), namely,
Using them we can obtain the commutation relations of the component operators ω m and J n . Theorem 3.3 Let L(n) = ω n+1 and J(n) = J n+2 for n ∈ Z, so that the weights of these operators are wt
Proof The first equation holds since ω is the Virasoro element of central charge 6/5. We know that ω 1 J = 3J and ω n J = 0 for n ≥ 2. Hence the second equation holds. Now
Thus the last equation follows from (3.1). 
Then U → U • τ induces a permutation on the set of irreducible M-modules. If U and U • τ are equivalent M-modules, U is said to be τ -stable. By the definition, we have
The following lemma is a straightforward consequence of the definition of
Irreducible M τ -modules in untwisted M-modules
We first find 8 irreducible M τ -modules inside the 8 irreducible modules for M. Recall that 
respectively. Moreover, the top levels of M c k and W c k are
respectively. All of those top levels are of dimension one. Next, we deal with the action of L(0) and J(0) on those top levels. The operator L(0) acts as multiplication by the weight of each top level. For the calculation of the action of J(0), we first notice that
Using this formula it is relatively easy to calculate the eigenvalue for the action of J(0) on each of the 8 top levels. The results are collected in Table 1 .
Using [9] , we show that there are exactly two inequivalent irreducible τ -twisted (resp. τ 2 -twisted) M-modules. Moreover, we find 3 inequivalent irreducible M τ -modules in each of the irreducible τ -twisted (resp. τ 2 -twisted) M-modules. Those irreducible τ -twisted (resp. τ 2 -twisted) M-modules will in turn be constructed inside irreducible τ -twisted (resp. τ 2 -twisted) V L -modules. Basic references to twisted modules for lattice vertex operator algebras are [6, 7, 25] . The argument here is similar to that in [22, Section 6] .
We follow [7] with L = √ 2A 2 , p = 3, q = 6, and ν = τ . Let h = C ⊗ Z L and extend the Z-bilinear form ·, · on L to h linearly. Set
Since τ is fixed-point-free on L, it follows that
Define the τ -twisted affine Lie algebra to bê
+ acts trivially on C and c acts as 1 on C.
We define the weight in S[τ ] by wt(x ⊗ t n ) = −n and wt 1 = 1 9 , where n ∈ (1/3)Z and x ∈ h (3n) (cf. [7, (4.6) , (4.10)]). By the weight gradation S[τ ] becomes a (1/3)Z-graded space. Its character is
For α ∈ h and n ∈ (1/3)Z, denote by α(n) the operator on S[τ ] induced by α (3n) ⊗ t n . Then, as a vector space S[τ ] can be identified with a polynomial algebra with variables h 1 (1/3 + n) and h 2 (2/3 + n), n ∈ Z. The weight of the operator h j (j/3 + n) is −j/3 − n.
The alternating
In our case 2 r=0 τ r α = 0, since τ is fixed-point-free on L. Moreover, we can verify that
This means that the central extension
splits. We consider the relation between two central extensionsL of (2.1) andL τ of (4.2). Since both ofL andL τ are split extensions, we use the same symbol e α to denote both of an element inL and an element inL τ which correspond naturally to α ∈ L. Actually, in Section 2 we choose e α ∈L so that the multiplication inL is e α × e β = e α+β . Also we can choose e α ∈L τ such that the multiplication e α × τ e β inL τ is related to the multiplication inL by (cf. [7, (2.4) 
where the Z-linear map ε 0 : L × L → Z/6Z is defined by [7, (2.13) ]. In our case
As in Section 2, we usually write e α e β = e α+β to denote the product of e α and e β in L. Note, for example, that the inverse of e β 1 inL is e −β 1 , while the inverse of e β 1 inL τ is κ
The automorphism τ of L lifts to an automorphismτ ofL such thatτ (e α ) = e τ α and τ (κ 6 ) = κ 6 . Since ε 0 is τ -invariant, we can also thinkτ to be an automorphism ofL τ in a similar way. By abuse of notation we shall denoteτ by simply τ also.
We
L is of order 3 and generated by
Here note that a −1 is the inverse of a inL τ and a −1 τ (a) is the product a −1 × τ τ (a) inL τ . InL τ we can verify that
where ξ 6 = exp(2π √ −1/6). Let T χ j be the one dimensionalL τ /K-module affording the character χ j . As anL τ -module, K acts trivially on T χ j . Since
where 6) and a ∈L acts on T χ j through the set theoretic identification betweenL andL τ . Here we denote σ(α) of [7, (4.35) ] by φ(α).
Let {γ 1 , γ 2 } be an orthonormal basis of h and set
We extend the action of τ to V Tχ j L so that τ is the identity on T χ j . The weight of every element in T χ j is defined to be 0. Then the character of V
Recall that ω, ω 3 , and ω = ω + ω 3 are the Virasoro element of
t , and V L respectively. Our main tool is a careful study of the action of ω 1 on homogeneous subspaces of V Tχ j L (τ ) of small weights. Here we denote by u n the coefficient of
Fix a nonzero vector v ∈ T χ j . We can choose a basis of each homogeneous subspace of V Tχ j L (τ ) of weight at most 1/9 + 4/3 as in Table 2 . We need to know the action of ω 1 on those bases. For this purpose, notice that
since φ(±β i ) = −ξ/3 and since e ±β i acts on T χ j as a multiplication by χ j (e ±β i ) = ξ ±j−1
for i, j = 0, 1, 2. The image of the vectors in Table 2 under the operator ω 1 are calculated as follows. 
t -module was studied in [22] . The outline of the argument is as follows. For j = 0, 1, 2, the vectors
, 0) ( 
) (
, 0) (
We first discuss the decomposition of V
We use the classification of irreducible M 0 t -modules [23] and their fusion rules [28] . Note also that the vector y(
τ is an eigenvector for ω 1 of eigenvalue 8/5. Hence (V L ) τ contains the Vir(ω) ⊗ M 0 t -submodule generated by the vector, which is isomorphic to
.
Moreover, for j = 1, 2 set 
We conclude that there are exactly two inequivalent irreducible τ -twisted M-modules, which are represented by M T (τ ) and W T (τ ). As τ -twisted M ⊗ Vir(ω 3 )-modules, we have For ǫ = 0, 1, 2, let
Those 6 modules for M τ are inequivalent irreducible modules by [30, Theorem 2] . Their top levels are of dimension one. Those top levels and the eigenvalues for the action of L τ (0) = ω 1 and J τ (0) = J 2 are collected in Table 3 . Table 3 :
Finally, we find 6 irreducible M τ -modules in τ 2 -twisted M-modules. The argument is parallel to that in Subsection 4.2. Instead of τ , we take τ 2 . Thus we follow [7] with ν = τ 2 . Set h
where
As a vector space S[τ 2 ] is isomorphic to a polynomial algebra with variables h
] is given by wt 1 = 1/9 and wt h
as
Those 6 modules for M τ are inequivalent irreducible modules by [30, Theorem 2] . Their top levels and the eigenvalues for the action of L τ 2 (0) = ω 1 and J τ 2 (0) = J 2 are collected in Table 4 .
Remarks on 20 irreducible M τ -modules
We have obtained 20 irreducible M τ -modules in Subsections 4.1, 4.2, and 4.3. Note that the top levels of them are of dimension one and they can be distinguished by the eigenvalues for ω 1 and J 2 . 
The isometry σ of the lattice (L, ·, · ) induces a permutation of order 2 on those 20 irreducible M τ -modules. Clearly, σ leaves M(0) and W (0) invariant and transforms M c k
τ -modules as follows:
for ǫ = 0, 1, 2. The top level of M T (τ 2 )(ǫ) can be obtained by replacing h j (j/3 + n) with h ′ j (j/3 + n) for j = 1, 2 in the top level of M T (τ )(ǫ). Similar symmetry holds for W T (τ 2 )(ǫ) and W T (τ )(ǫ). The action of J(0) on the top level of M T (τ 2 )(ǫ) (resp. W T (τ 2 )(ǫ)) is negative of the action on the top level of M T (τ )(ǫ) (resp. W T (τ )(ǫ)). These symmetries are consequences of the fact that στ σ = τ 2 and σJ = −J. In [14] an infinite series of 2D conformal field theory models with Z 3 symmetry was studied. In the case p = 5 of 
Classification of irreducible modules for M τ
We show in this section that the 20 irreducible modules discussed in Section 4 are all the inequivalent irreducible modules for M τ . This is achieved by determining the Zhu algebra A(W) of the vertex operator subalgebra W in M τ generated by ω and J. It turns out that A(W) is isomorphic to a quotient algebra of the polynomial algebra C[x, y] with two variables x and y by a certain ideal I and that A(W) is of dimension 20. We will also prove that M τ = W and W is rational.
As in Theorem 3.3, let L(n) = ω n+1 and J(n) = J n+2 for n ∈ Z. The action of those operators on the vacuum vector 1 is such that 1 with u i ∈ {ω, J} and n i ∈ Z, we denote by
We shall call these numbers the ω-length or the J-length of the expression u
Since each vector in W is not necessarily expressed uniquely in such a form, the ω-length and the J-length are not defined for a vector. They depend on a specific expression in the form u 
Proof We proceed by induction on t. If t = 0, the assertion follows from the commutation relation (3.5) and the action of L(n) on the vacuum vector (5.1).
Suppose the assertion holds for the case where the J-length of u
1 is at most t − 1 and consider the case where the J-length is t. By (3.6), we can replace J(−n)L(−m) with L(−m)J(−n) or J(−m − n). Hence we may assume that u
for some m i , n j ∈ Z. By (5.2), we may assume that n t ≥ 3. Suppose n i < n i+1 for some i. Then by the commutation relation (3.7), the vector (5.3) can be written as a linear combination of the vectors which are obtained by replacing J(−n i )J(−n i+1 ) with (i)
In Cases (ii), (iii), or (iv), we get an expression whose J-length is at most t − 2, and so we can apply the induction hypothesis. Therefore, in (5.3) we may assume that n 1 ≥ · · · ≥ n t ≥ 3. Now we argue by induction on the ω-length s of the expression (5.3). If s = 0, the assertion holds. Suppose the assertion holds for the case where the ω-length is at most s−1. By (3.6), we can replace L(−m s )J(−n 1 ) with (i) J(−n 1 )L(−m s ) or (ii) J(−m s −n 1 ). In Csae (ii), we get an expression of ω-length at most s − 1, so that we can apply the induction hypothesis. Arguing similarly, we can reach
Hence we may assume that m s ≥ 2 by (5.1). Suppose m i < m i+1 for some i. Then by (3.5), the vector (5.3) can be written as a linear combination of the vectors which are obtained by replacing
or (iii) a constant. Since Cases (ii) or (iii) yields an expression whose ω-length is at most s − 1, we can apply the induction hypothesis. This completes the proof.
A vector of the form
with m 1 ≥ · · · ≥ m p ≥ 2 and n 1 ≥ · · · ≥ n q ≥ 3 will be called of normal form.
Corollary 5.2 W is spanned by the vectors of normal form
. ., and q = 0, 1, 2, . . ..
Proof As a vector space W is spanned by the vectors u
1 with u i ∈ {ω, J}, n i ∈ Z, and k = 0, 1, 2, . . .. Hence the assertion follows from Lemma 5.1.
A similar argument for a spanning set can be found in [12, Section3] . See also [3, Section 2.2].
Remark 5.3 Let U be an admissible W-module generated by u ∈ U such that L(n)u = J(n)u = 0 for n > 0 and L(0)u = hu, J(0)u = ku for some h, k ∈ C. It can be proved in a same way that U is spanned by 1, 2 , . . ., and q = 0, 1, 2, . . ..
A singular vector v

12
A singular vector v of weight h for W is by definition a vector v which satisfies Note that v is not necessarily an eigenvector for J(0). By commutation relations (3.5) and (3.6) , it is easy to show that the condition (2) holds if v satisfies
We We only use the conditions (5.1) and (5.2) and the commutation relations (3.5), (3.6), and (3.7) to obtain v 12 in the above computation. Since we consider W inside the lattice vertex operator algebra V L , there might exist some nontrivial relations among the vectors of the form (5.4) which are not known so far. This ambiguity will be removed in Subsection 5.3.
An invariant positive definite hermitian form on V L
It is well known that the vertex operator algebra constructed from any positive definite even lattice as in [17] possesses a positive definite hermitian form which is invariant in a certain sense ( [15, 17, 26, 29] ). Following [29, Section 2.5], we review it for our V L .
Set L(n) = ω n+1 , n ∈ Z, where ω is the Virasoro element of V L . Then L(1)(V L ) (1) = 0 and (V L ) (0) is one dimensional. Thus by [26, Theorem 3.1] , there is a unique symmetric invariant bilinear form ( · , · ) on V L such that (1, 1) = 1. That the form is invariant means
We shall show that the form ( · , · ) is positive definite on V + L,R and negative definite on V − L,R . Indeed, let {γ 1 , γ 2 } be an orthonormal basis of R ⊗ Z L. Then using (5.8) and (5.9) we can verify that 
By (5.9) · ) ), we can show that V L is semisimple as a W-module and that W is a simple vertex operator algebra. Note that
is also a W-submodule by (5.12) and (5.13). Thus we conclude that Theorem 5.5 V L is semisimple as a W-module.
Since the weight 0 subspace C1 of W is one dimensional and since W is generated by 1 as a W-module, we have 
The Zhu algebra A(W)
Based on the properties of W we have obtained so far, we shall determine the Zhu algebra A(W) of W. First we review some notations and formulas for the Zhu algebra A(V ) of an arbitrary vertex operator algebra (V, Y, 1, ω). The standard reference is [35, Section 2]. For u, v ∈ V with u being homogeneous, define two binary operations
We extend * and • for arbitrary u, v ∈ V by linearity. Let O(V ) be the subspace of V spanned by all u • v for u, v ∈ V . By a theorem of Zhu [35] , O(V ) is a two-sided ideal with respect to the operation * . Thus it induces an operation on
and A(V ) is an associative algebra by this operation. Moreover, [1] is the identity and [ω] is in the center of A(V ). We denote by [u] * p the product of p copies of [u] 
We need some formulas from [35] .
for n ≥ m ≥ 0 and
Moreover (see [33] ),
for n ≥ 1 and
It follows from (5.18) and (5.19) that
for n ≥ 1. For a homogeneous u ∈ V , set o(u) = u wt(u)−1 , which is the weight zero component operator of Y (u, z). Extend o(u) for arbitrary u ∈ V by linearity. We call a module in the sense of [35] as an admissible module as in [9] . If U = ⊕ ∞ n=0 U(n) is an admissible V -module with U(0) = 0, then o(u) acts on its top level U(0). Zhu's theory [35] says
(2) The map U → U(0) is a bijection between the set of equivalence classes of irreducible admissible V -modules and the set of equivalence classes of irreducible A(V )-modules.
We now return to W. Since wt J = 3, we have
for v ∈ W and n ≥ 0 by (5.16).
In particular, A(W) is commutative and every element of A(W) is a polynomial in [ω] and [J].
Proof We proceed by induction on the J-length q. By a repeated use of (5.20), we see that
Thus the assertion holds if q = 0.
Suppose the assertion holds for vectors of normal form with J-length at most q −1 and consider [J(−n 1 ) · · · J(−n q )1]. Let v = J(−n 1 ) · · · J(−n q )1 and u = J(−n 2 ) · · · J(−n q )1, so that v = J(−n 1 )u. we proceed by induction on the weight. The vector of the smallest weight is the case n 1 = 3. In this case v = J(−3) q 1 and u = J(−3) q−1 1. Since v = J −1 u, it follows from (5.14) that
The weight of J(−n)u, 0 ≤ n ≤ 2, is less than wt v. By Lemma 5.1, each of these three vectors is a linear combination of vectors of normal form with J-length at most q − 1. Then we can apply the induction hypothesis on J-length and the assertion holds if n 1 = 3. Assume that n 1 ≥ 4. By (5.21), [v Since A(W) is commutative, it follows from (5.17) that If W = M τ , then we can take an irreducible W-module U in M τ such that W ∩ U = 0 by Theorem 5.4. From the classification of irreducible W-modules we see that the smallest weight of U is at most 2. But we can verify that the homogeneous subspaces of W of weight 0, 1, and 2 coincide with those of M τ . Therefore, W = M τ . We have obtained the following theorem. 
Rationality of W
First we prove a result about a general vertex operator algebra. For this purpose, we need to recall that a vertex operator algebra V is called C 2 -cofinite if V /C 2 (V ) is finite dimensional where C 2 (V ) is the subspace of V spanned by u −2 v for u, v ∈ V.
Proposition 5.11 Let V = ⊕ n≥0 V n be a C 2 -cofinite vertex operator algebra such that V 0 is one-dimensional. Assume that A(V ) is semisimple and any V -module generated by an irreducible A(V )-module is irreducible. Then V is a rational vertex operator algebra.
Proof By the definition of rationality (cf. [8] ), we need to prove that any admissible W-module Z is completely reducible. By [1, Lemma 5.5] , Z is a direct sum of generalized eigensapces for L(0). So it is enough to prove that any submodule generated by a generalized eigenvector for L(0) is completely reducible. We can assume that Z is generated by a generalized eigenvector for L(0). Then Z = ⊕ n≥0 Z λ+n for some λ ∈ C where Z λ+n is the generalized eigenspace for L(0) with eigenvalue λ + n and Z λ = 0. We call λ the minimal weight of Z. By [4, Theorem 1] , each Z λ+n is finite dimensional.
Let X be the submodule of Z generated by Z λ . Then X is completely reducible by the assumption. So we have an exact sequence
λ+n be the graded dual of Z. Then Z ′ is also an admissible V -module (see [15] ) and we have an exact sequence
of admissible V -modules. On the other hand, the V -submodule of Z ′ generated by Z * λ is isomorphic to X ′ . As a result we have Z ′ is isomorphic to X ′ ⊕ (Z/X) ′ . This implies that Z ∼ = X ⊕ Z/X. Clearly, the minimal weight of Z/X is greater than the minimal weight of Z. Continuing in this way we prove that Z is a direct sum irreducible modules. Now we turn our attention to W.
Proof Note from Corollary 5.2 that W is spanned by
It is well known that W/C 2 (W) is a commutative associative algebra under the product u · v = u −1 v for u, v ∈ W (cf. [35] 
Multiplying by ω 2 , J, ω respectively we get
It follows immediately that
Thus
As a result, W/C 2 (W) is spanned by ω p · J q for 0 ≤ p, q ≤ 7, as desired. Let ω act on U as λ. Assume that λ = 0, 3/5. Then λ is maximal in the set P ∩(λ + Z). Let Z = ⊕ n≥0 Z λ+n and Z λ = U. If Z is not irreducible then Z has a proper submodule X = n≥0 X λ+n 0 +n for some n 0 > 0 with X λ+n 0 = 0 where X λ+m = X ∩ Z λ+m . So X λ+n 0 is an A(W)-module on which ω acts on λ + n 0 . Since λ + n 0 ∈ P ∩ (λ + Z) is greater than λ we have a contradiction. This shows that Z must be irreducible.
It remains to prove the result with λ = 0 or λ = 3/5. If λ = 0, then U ∼ = C1 and Z is isomorphic to W (see [26] ). Now let λ = 3/5. By Theorem 5.9, U can be either W (1) 3/5 or W (2) 3/5 (see Table 1 ). We can assume that U = W (1) 3/5 and the proof for U = W (2) 3/5 is similar. In this case J(0) acts on U as 2 √ −3. Let U = Cu. Then Z is spanned by It is proved in [1] that a rational and C 2 -cofinite vertex operator algebra is regular in the sense that any weak module is a direct sum of irreducible admissible modules. Thus we, in fact, have proved that W is also regular. r,s ) is obtained in [31] as follows: 
The following transformation formula is well-known (cf. [2] ):
where we choose the branch of the square root function x 1/2 so that it is positive when x > 0.
We review notations and some properties of the trace function in [9] . Let g, h ∈ Aut(M) be such that gh = hg. Let C 1 (g, h) be the space of (g, h) 1-point functions. Let W be a g-twisted h-stable M-module with conformal weight λ. There is a linear isomorphism φ(h) : W → W such that
for homogeneous u ∈ M and extend it for arbitrary u ∈ M linearly. Note that the central charge of M is 6/5. Then ((g, h) , z) for simplicity. Recall that the character ch W of W is defined to be tr W q L(0) . We want to determine the characters of the 20 irreducible
, and W T (τ i )(ǫ) for ǫ = 0, 1, 2 and i = 1, 2. We have shown in Theorem 2.1 that Aut(M) is generated by σ and τ . We shall consider the cases where g = 1 and h = τ or g = τ and h = 1. We specify φ(h) as follows. If h = 1, we take φ(h) = 1. We shall deal with the case g = 1 and h = τ for W = M or W 0 k . In such a case we consider the same φ(τ ) as in Section 4. Thus if W = M, we take φ(τ ) to be the automorphism τ . If W = W 0 k , we take φ(τ ) to be the linear isomorphism which is naturally induced from the isometry τ of the lattice (L, · , · ).
Note that T W ((g, 1) , z) = q −1/20 ch W . Note also that the symmetry (4.9) induced by σ implies T M (1) ((1, 1) , z) = T M (2) ((1, 1), z) . A similar assertion holds for W (1) and W (2).
3,3 ),
1,1 + Ξ
4,1 − Ξ
4,3 ).
Proof Since ch V Tχ j L (τ ) = ch S(τ ) for j = 0, 1, 2, we have
by (4.1). Then (4.7) and (4.8) imply that
2,1 + Ξ
Now consider Ξ
4,1 Ξ
3,1 Ξ
4,3 . Using (6.2) we can verify that it is invariant under the action of SL 2 (Z). Moreover, its q-expansion is 1 + 0 · q + · · · . Thus Hence the assertions for i = 1 follow from (6.3) and (6.4). The assertions for i = 2 also hold by the symmetry (4.9).
Theorem 6.2 The characters of the 20 irreducible
, and W T (τ i )(ǫ) for ǫ = 0, 1, 2 and i = 1, 2 are given by the following formulas: (1) For ǫ = 1, 2 we have 
22 Ξ
22 . We can solve these equations for k = 0, 1, 2 with respect to T M T (τ i )(ǫ) ((1, 1), z), ǫ = 0, 1, 2, and obtain the expressions of T M T (τ i )(ǫ) ((1, 1), z) = q −1/20 ch(M T (τ i )(ǫ)) in the theorem.
Similarly, W T (τ i ) = ⊕ )/ √ 5. Therefore,
3,3 .
Note that T M ((1, 1), z) = q −1/20 ch M = Ξ 
2,1 Ξ
3,1 + 2 η(z) η(3z) Ξ 
1,1 Ξ
3,1 − η(z) η(3z) Ξ 
2,2 . The proof is complete.
We now disccuss the relation between the characters computed here and those of modules for a W -algebra computed in [16] . We use the notation of [16] without any comments. We refer to their results in the case thatḡ is the simple finite dimensional Lie algebra over C of type A 2 and (p, p ′ ) = (6, 5) . In this case, we have It can be easily shown that W + = g is the cyclic group of order 3 such that g(Λ 0 ) = Λ 1 , g(Λ 1 ) = Λ 2 , and g(Λ 2 ) = Λ 0 . The cardinality of I p,p ′ = (P is given by [16, (4.2. 2)]. Define F 1 = {ϕ λ,µ (z) | (λ, µ) ∈ I p,p ′ }. In [16, Section 3] , it is shown that each ϕ λ,µ (z) ∈ F 1 is the character of a module for the W -algebra associated toḡ and (p, p ′ ) which is conjectured to be irreducible. We denote by F 2 the set of characters of all irreducible M τ -modules computed in Theorem 6.2. For any m, there is a congruence subgroup Γ m such that each Ξ (m) r,s is a modular form for Γ m (cf. [32, (6.11)] ). Then there is a congruence subgroup Γ such that each character in F 2 is invariant under the action of Γ. The following transformation formulas hold by the formula (6.2):
Thus we have the transformation formulas for elements of F 2 . Comparing the qexpansions and the coefficients of transformation formulas of elements in F 1 and F 2 , it can be shown that F 1 = F 2 using Lemma 1.7.1 in [20] . In particular, ϕ 3Λ 0 ,2Λ ∨ 0 (z) = q −1/20 ch M τ holds.
