La sucesión espectral de Atiyah-Hirzebruch para K-teoría by Hernández Torres, Santiago
La sucesión espectral de Atiyah-Hirzebruch
para K-teorı́a
Santiago Hernández Torres
Universidad Nacional de Colombia




La sucesión espectral de Atiyah-Hirzebruch
para K-teorı́a
Santiago Hernández Torres
Tesis presentada como requisito parcial para optar al tı́tulo de:
Magister en Ciencias - Matemáticas
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Mathematics, rightly viewed, possesses not only
truth, but supreme beauty — a beauty cold and
austere, like that of sculpture, without appeal to any
part of our weaker nature, without the gorgeous
trappings of painting or music, yet sublimely pure,
and capable of a stern perfection such as only the
greatest art can show. The true spirit of delight, the
exaltation, the sense of being more than Man, which
is the touchstone of the highest excellence, is to be
found in mathematics as surely as poetry.
Bertrand Russell.
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no sólo por la formación que recibı́ allı́ sino también por haber sido un espacio donde conocı́
grandes amigos y maestros, a ellos, muchı́simas gracias.
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Si bien la definición de la K-teorı́a de un espacio topológico parece relativamente sencilla, el cálcu-
lo explı́cito de las clases de isomorfimos de fibrados vectoriales sobre dicho espacio topológico
suele ser una tarea compleja.
En este sentido, esta tesis se concentra en exponer la sucesión espectral de Atiyah-Hirzebruch
(SEAH), como una de las herramientas fundamentales para el cálculo de la K-teorı́a en espacios
que estén dotados de una filtración.
Aunque en su versión más general la SEAH es usada para el cálculo de cualquier teorı́a de coho-
mologı́a generalizada, este trabajo se enfoca en estudiar el caso de la K-teorı́a para espacios to-
pológicos con la estructura de CW-complejo, donde la filtración usada es la filtración esqueletal.
Incluso en este contexto, una de las dificultades de los cómputos realizados con la SEAH, es el
desconocimiento de una fórmula explı́cita para los diferenciales en grados altos. En este documento
se muestra que para grado tres, el diferencial debe ser una operación cohomológica estable, y
ası́, con un ejemplo explı́cito y el teorema de clasificación para operaciones cohomológicas, se
concluye que el diferencial en grado tres es una operación llamada el tercer cuadrado de Steenrod
Sq3Z.
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1 Introducción
La K-teorı́a tiene sus orı́genes en los años cincuenta con el trabajo de Alexander Gröthendieck en
el estudio de sheaves coherentes sobre una variedad algebraica X . Gröthendieck, con la intención
generalizar el teorema de Riemann-Roch [1], definió el grupo K(X) como el grupo generado por
las clases de isomorfismo de sheaves donde se identificaba la extensión de dos sheaves con su
suma.
Poco tiempo después, Michael Atiyah y Friedrich Hirzebruch notaron que las ideas de Gröthen-
dieck podı́an traducirse a la topologı́a algebraica en el estudio de fibrados vectoriales sobre espa-
cios topológicos compactos. En este contexto, como la suma en K(X) correspondı́a a la suma de
Whitney, se pudo definir la estructura de anillo utilizando el producto tensorial fibra a fibra. Esto, y
el teorema de periodicidad de Bott, permitieron definir Kn(X), y ası́ demostrar que esta construc-
ción satisfacı́a los axiomas de Eilenberg-Steenrod para una teorı́a de cohomologı́a generalizada,
con excepción del axioma de dimensión [2].
El desarrollo del álgebra homológica, y en particular el trabajo de Leray, Cartan y Koszul en
la teorı́a de sucesiones espectrales [3], permitió desarrollar una herramienta fundamental en el
cómputo de una teorı́a de cohomologı́a generalizada sobre un espacio topológico X conociendo
una filtración del mismo, esta herramienta es la sucesión espectral de Atiyah-Hirzebruch.
Este trabajo se enfonca en el estudio de dicha sucesión espectral para el caso de la K-teorı́a de
un espacio con el tipo de homotopı́a de un CW-complejo, y en particular en demostrar que los
diferenciales están relacionados con la cohomologı́a de espacios de Eilenberg-Mac Lane [4]. Más
explı́citamente, si X es un CW-complejo con filtración esqueletal dada por
X0 ⊂ X1 ⊂ X2 ⊂ ·· · ⊂ Xn ⊂ Xn+1 ⊂ ·· · ⊂ X ,
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p+q(Xp/Xp−1) con deg(α) = (−1,+1), deg(β ) = (0,0)
y deg(γ) = (−1,0). Y a partir de esta pareja exacta podemos construir una sucesión espectral
Er+1 = H(Er,dr).
Al considerar que el espacio X es un CW-complejo, se tiene Xp/Xp−1 =
∨
m(p)Sp. Usando esto, y
la propiedad de suspensión de una teorı́a de cohomologı́a, es posible demostrar que
E p,q2 = H
p(X ;Kq(∗)) =⇒ K p+q(X).
De esta manera, resulta fundamental estudiar los diferenciales para poder calcular explı́citamente
K∗(X). Puesto que los diferenciales que definen la sucesión espectral son homomorfismos de la
forma dr : H p(X ;Z)→ H p+r(X ;Z), estos se pueden ver como operaciones cohomológicas de tipo
(Z, p;Z, p+ r).
Al desarrollar la teorı́a de operaciones cohomológicas de tipo (π,n,G,m) en general se hace evi-
dente su relación con los espacios de Eilenberg-Mac Lane [5]. De hecho, se probó que existe una
correspondencia uno a uno
O(π,n;G,m)↔ Hm(K(π,n);G).
Mediante un cómputo explı́cito de la cohomologı́a de K(Z/2,3) se muestra que el tercer diferencial
de la sucesión espectral de Atiyah-Hirzebruch corresponde a una operación cohomológica bien
conocida, el cuadrado de Steenrod Sq3Z.
Los teoremas en este documento corresponden a resultados clásicos cuyos detalles han sido com-
pletados y refinados, y en algunos casos los espacios utilizados en las pruebas han sido simplifica-
dos. El documento está organizado de la siguiente manera:
En el Capı́tulo 2 se da una exposición sobre las sucesiones espectrales en general haciendo énfasis
en la construcción con parejas exactas y en la convergencia, seguido del estudio de dos suce-
siones espectrales importantes: la sucesión espectral de Serre, y la sucesión espectral de Atiyah-
Hirzebruch.
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En el Capı́tulo 3, se muestran los axiomas que deben satisfacer las operaciones cohomológicas
y se prueba el teorema de clasificación de las mismas. En particular, se estudia cómo el tercer
diferencial d3 de la SEAH es una operación cohomológica.
En el Capı́tulo 4, se construye explı́citamente una operación cohomológica no trivial que al exten-
derse a los enteros tiene la misma graduación que el diferencial d3.
Y finalmente, en el Capı́tulo 5, mediante cómputos directos, se demuestra que d3 no puede ser la
operación cohomológica trivial, y que por los resultados de los capı́tulos anteriores, la única opción
que queda es que d3 = Sq3Z.
2 Sucesiones espectrales
En este capı́tulo se estudiarán las sucesiones espectrales de tipo cohomológico como una herra-
mienta fundamental en topologı́a algebraica, dando detalladamente su definición y el concepto de
convergencia.
A continuación se estudiarán dos sucesiones espectrales bien conocidas: la sucesión espectral de
Serre y la sucesión espectral de Atiyah-Hirzebruch. La primera, será usada como una herramienta
para calcular la cohomologı́a de los espacios de Eilenberg-Mac Lane, dichos espacios juegan un
rol importante en la teorı́a de homotopı́a. Y la segunda, será estudiada a mayor profundidad al ser
el objetivo de la tesis y se utilizará como una herramienta importante para calcular la K-teorı́a de
espacios topológicos con el tipo de homotopı́a de un CW-complejo [6], [7], [8].
2.1. Introducción a las sucesiones espectrales
Para el estudio de sucesiones espectrales de tipo cohomológico, trabajaremos sobre módulos bi-
graduados de manera similar a las sucesiones de tipo homológico, con la diferencia de que la
graduación se escribirá en los superı́ndices para ser consistente con la notación de cohomologı́a.
Definición 1: Un módulo diferencial bigraduado sobre un anillo R es una colección de R-módulos
{E p,q}p,q∈Z, junto con un mapeo R-lineal d : E∗,∗→ E∗,∗ de bigrado (s,1− s), para algún s ∈ Z,
que satisface que d ◦d = 0.




d : E p,q→ E p+s,q−s+1
)
Im (d : E p−s,q+s−1→ E p,q)
.
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Definición 2: Una sucesión espectral de tipo cohomológico es una colección de módulos diferen-
ciales bigraduados {E∗,∗r ,dr}, que está indexada por los números naturales y donde cada diferencial
tiene bigrado (r,1− r), donde además se cumple que E p,qr+1 es isomorfo a H p,q(E
∗,∗
r ,dr) para todo
p,q ∈ Z y r ∈ N.
Por convención al término {E∗,∗r ,dr} lo llamaremos la r-ésima página de la sucesión espectral.
Con esta convención, una sucesión espectral es una secuencia de páginas indexadas por los núme-
ros naturales de tal manera que la página r+1 se obtiene como la homologı́a de la página r.
Nota 1. Una página (E∗,∗r ,dr) de una sucesión espectral determina los módulos en la siguiente
E∗,∗r+1 = H
∗,∗(E∗,∗r ,dr) pero no especifica cómo calcular el diferencialdr+1. Por lo que es necesario
más información de la secuencia para encontrarlos.
Presentaremos ahora una forma alternativa de pensar las sucesiones espectrales que facilitará com-
prender el concepto de convergencia de una sucesión espectral.
Para esto, usemos el hecho de que E∗,∗2 = H(E
∗,∗
1 ,d1), más explı́citamente:
E p,q2 = H
p,q(E p,q1 ,d1) =
Ker
(
































1 . Por simplicidad en la notación no usaremos los ı́ndices p,q en esta discusión.
Tenemos que E2 ' Z1/B1, por el teorema de correspondencia, podemos tomar Z2 ⊆ Z1 y B1 ⊆ B2
submódulos de E1 tales que B1 ⊆ B2 ⊆ Z2 ⊆ Z1 ⊆ E1 . Razonando de manera inductiva, podemos
ver la sucesión espectral como una torre de submódulos de la siguiente forma:
B1 ⊆ B2 ⊆ B3 ⊆ ·· ·Bn ⊆ ·· · ⊆ Zn ⊆ Zn−1 ⊆ ·· ·Z2 ⊆ Z1 ⊆ E1,
con la propiedad de que Er ' Zr/Br y los diferenciales los podemos tomar como funciones dn+1 :
Zn/Bn→ Zn/Bn tales que
Kerdn+1 = Zn+1/Bn, Imdn+1 = Bn+1/Bn,
2.1 Introducción a las sucesiones espectrales 7
con lo que la secuencia
0 Zn+1/Bn Zn/Bn Bn+1/Bn 0,
dn+1
es exacta corta.
En la práctica estaremos interesados en encontrar los elementos que están en todos los núcleos y
los que eventualmente son imágenes de los diferenciales.
Definición 3: Sea E∗,∗∗ una sucesión espectral de tipo cohomológico vista como una torre de
submódulos. Diremos que un elemento en Zr sobrevive el r-ésimo paso y un elemento en Br es








Z∗,∗r los elementos que sobreviven por siempre,
y definimos la página infinito como el cociente E∞ = Z∞/B∞.
Definición 4: Decimos que una sucesión espectral {E∗,∗,∗} colapsa en el N-ésimo término si
dr = 0 para todo r ≥ N.
Note que en el caso de una sucesión espectral que colapsa en el N-ésimo término, entonces dN+1 =
0 y tenemos una secuencia exacta corta
0 ZN+1/BN ZN/BN BN+1/Bn 0.
i dN+1
De la exactitud de la secuencia corta se tiene que
Imi = Kerd = ZN/BN ,
luego ZN+1 = ZN+1. Además,
0 = Imd = Ker0 = BN+1/BN ,
y por tanto BN+1 = BN . Ası́ la sucesión espectral se estabiliza y
B2 ⊆ B3 ⊆ ·· · ⊆ BN = BN+1 = · · ·= B∞ ⊆ Z∞ = · · ·= ZN ⊆ ZN−1 ⊆ ·· · ⊆ Z2.
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Dada una sucesión espectral que colapsa en el N-ésimo término, es de interés estudiar el objeto
donde ella se estabiliza. Existe un gran número de aplicaciones donde dicha condición se satisface
naturalmente, por ejemplo, en una sucesión espectral acotada.
Definición 5: Decimos que una sucesión espectral {E p,qr } de tipo cohomológico es acotada si para
cada grado total n = p+q hay finitos módulos no triviales.
Sin embargo, en nuestro caso de interés, por la periodicidad de la K-teorı́a, en la mayorı́a de casos
nuestras sucesiones no serán acotadas, por lo que es necesario introducir condiciones más fuertes
para definir una noción buena de convergencia. Para ello introduciremos la noción de filtración.
Definición 6: Una filtración (decreciente) F∗ en un R-módulo A es una familia de submódulos
{FPA}p∈Z tal que:
· · · ⊆ F p+1A⊆ F pA⊆ ·· · ⊆ F1A⊆ A.
En dicho caso, podemos encontrar el módulo asociado E∗0(A) dado por E
p
0 (A) = F
pA/F p+1A.
En particular, si A es graduado, podemos definir F pAn = F pA∩An, y por tanto el módulo asociado
será bigraduado y estará definido por:
E p,q0 (A,F) = F
pAp+q/F p+1Ap+q.
Naturalmente, cuando existe tanto la estructura de filtración como de graduación es necesario
agregar cierta condición de compatibilidad.





2. Existe un mapeo R-lineal d : An→ An+1 tal que d ◦d = 0.
3. A tiene una filtración y d la respeta, es decir, d : F pA→ F pA.
Como el mapeo d respeta la filtración, H(A,d) = Kerd/Imd hereda la filtración
F pH(A,d) = Im(H(F pA,d)) ↪→ H(A,d).
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Con esta información podemos definir la noción es convergencia.
Definición 8: Una sucesión espectral converge a un R-módulo graduado H∗ si existe una filtración
F en H∗ tal que E p,q∞ = E
p,q
0 (H
∗,F). Y en este caso decimos que E∗,∗∞ es el lı́mite de la sucesión
espectral.
Más explı́citamente, podemos escribir la página infinito como
E p,q∞ = E
p,q
0 (H,F) = F
pH p+q/F p+1H p+q.
Note que incluso al conocer la página infinito de una sucesión espectral, aún queda trabajo para
recuperar H a partir de la filtración.
Para garantizar que no existan problemas de unicidad en el lı́mite, y que las sucesiones espectrales
sı́ calculen lo que deseamos, es necesario poner algunas restricciones a las filtraciones.
Definición 9: Sea A un módulo diferencial graduado y filtrado. Decimos que:









3. F es Hausdorff si es débilmente convergente y además⋂
p
F pH(A,d) = {0}.
4. F se dice fuertemente convergente o completa si es débilmente convergente y el morfismo
inducido u : H(A)→ lı́m←p H(A)/F pH(A) es un isomorfismo.
Nota 2. Introduzcamos la siguiente notación:
Zp,qr = F pAp+q∩d−1(F p+rAp+q+1) y Zp,q∞ = Kerd∩F pAp+q.
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Y consideremos una sucesión espectral vista como la torre de submódulos
Bp,q0 ⊆ B
p,q
1 ⊆ ·· · ⊆
⋃
r












Ası́, la condición de que F∗ sea exhaustiva garantiza que en (a) se de la igualdad, mientras que la
convergencia débil es por definición que en (b) se cumpla la igualdad. Tal y como es de esperarse,
la propiedad de ser Hausdorff es precisamente la unicidad del lı́mite.
Nos centraremos ahora en una manera explı́cita de construir sucesiones espectrales: las parejas
exactas.
Definición 10: Sean D y E R-módulos, y sean i : D→ D, j : D→ E, k : E → D morfismos de
R-módulos. Decimos que (E,D) es una pareja exacta con morfismos estructurales i, j,k si ocurre
que
Im(i) = Ker( j), Im( j) = Ker(k), Im(k) = Ker(i).





Cuando necesitemos hablar de más de una pareja exacta, o queramos hacer explı́citos los morfis-
mos estructurales, escribiremos (E,D, i, j,k) en lugar de (E,D).
Una idea central que permitirá definir una sucesión espectral con una pareja exacta, es que siempre
podemos construir una nueva pareja exacta a partir de la original, llamada la pareja derivada, de la
siguiente forma.
Sea d : E → E el homomorfismo de módulos dado por d = j ◦ k. Con este homomorfismo, E se
convierte en un módulo diferencial graduado pues d ◦d = ( j ◦ k)◦ ( j ◦ k) = j ◦ (k ◦ j)◦ k = 0.
Definamos los R-módulos
E ′ = H(E,d) = Ker(d)/ Im(d), D′ = Im(i) = Ker( j),
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y homomorfismos estructurales
i′ = i|Im(i) : D′→ D′ la restricción de i.
j′ : D′→ E ′ por j′(i(x)) = [ j(x)] = j(x)+dE.
k′ : E ′→ D′ por k([e]) = k(e+dE) = k(e).
La buena definición y exactitud de la pareja derivada es idéntica al caso de sucesiones espectrales
de tipo homológico, por esta razón sólo lo enunciaremos como un teorema sin prueba.
Teorema 1: Sea (E,D) una pareja exacta con morfismos estructurales i, j,k. Entonces, la pareja
derivada (E ′,D′) con morfismos estructurales i′, j′,k′ es también una pareja exacta [6].
Usando inductivamente el teorema anterior podemos construir la n-ésima pareja derivada. Note
que si realizaramos el mismo procedimiento con módulos bigraduados, dado que la relación entre
E y E ′ es sacar homologı́a, podemos usar este método para construir una sucesión espectral a partir
de una pareja exacta.
Teorema 2: Sean D∗,∗ = {Dp,q} y E∗,∗ = {E p,q} R-módulos bigraduados con homomorfismos
estructurales i con bigrado (−1,1), j con bigrado (1,0) y k con bigrado (0,0). De tal manera que





entonces, {Er,dr} es una secuencia espectral donde Er es el módulo derivado de Er−1 con la
construcción anterior y dr = j(r) ◦ k(r).
Demostración. Note que de la definición de la pareja derivada ya se tiene la condición de que una
página se obtienen sacando homologı́a de a la página anterior. Ası́, es suficiente verificar que los
diferenciales dr tienen bigrado (r,1− r). Para esto, razonemos por inducción.
En el caso de d1 = j◦k, el bigrado está dado por (1,0)+(0,0) = (1,0) como se desea. Razonemos
por inducción, y supongamos que dr−1 tiene bigrado (r− 1,2− r). Note que como k(r−1)([e]) =
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k(r−2)(e), entonces la graduación de k(r−1) es la misma graduación de k. Como dr−1 = j(r−1) ◦
k(r−1), y el bigrado de k es (0,0), para que se cumpla la hioótesis inductiva es necesario que la
graduación de j(r−1) sea la misma que la de dr−1, es decir (r−1,2− r).
Calculemos ahora los bigrados de k(r) y j(r). Para k(r) se sigue del mismo argumento de antes que
tiene bigrado (0,0). Por otro lado, para j(r) tenemos que j(r)(i(r−1)(x)) = j(r−1)(x)+dr−1E(r−1) y
además como i(r−1) : Dr−1→Dr−1 es aplicar i restringinda a la imagen de i(r−2), entonces aplicarla
sólo sube el grado en (−1,1), de esta manera,
deg( j(r)) = deg( j(r−1))−deg(i) = (r−1,2− r)− (−1,1) = (r,1− r).
Ası́, dr tiene bigrado (r,1− r).
Una forma útil de presentar una pareja exacta es como un diagrama donde se suprime uno de los
bigrados
· · · Dp+1,∗ Dp,∗ Dp−1,∗ · · ·
E p,∗ E p−1,∗.
i i
j jk k
Proposición 1: Sea Zp,∗= k−1(Im ir : Dp+r,∗→Dp+1,∗) y sea Bp,∗r = j(Ker ir−1 : Dp,∗→Dp−r+1)
submódulos de E p,∗. Entonces estos submódulos determinan la sucesión espectral asociada a la
pareja exacta:
E p,∗r ' Zp,∗r /Bp,∗r .







Tenemos entonces una forma de construir sucesiones espectrales a partir de parejas exactas. Una
vez más, para evitar problemas de convergencia nos limitaremos a cierto tipo de pareja exacta.
Definición 11: Decimos que la pareja exacta (E1,D1) es acotada si para cada grado total n ∈ Z
existen enteros s(n) y t(n) tales que
1. Si p≤ s(n) entonces Dp,n−p1 = 0.
2. Si p≥ t(n) entonces i1 : Dp,n−p1 → D
p−1,n−p+1
1 es un isomorfismo.
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Como es de esperarse, las sucesiones espectrales de tipo cohomológico que provienen de una
pareja exacta convergen a cierto lı́mite inverso.
Teorema 3: Sea (E1,D1) una pareja exacta acotada con morfismos estructurales i1, j1,k1 con bi-
grados (−1,1), (1,0) y (0,0) respectivamente. Entonces, la sucesión espectral inducida por la
pareja exacta converge al lı́mite inverso H∗ dado por:
H∗ = lim←−
(
· · · Ds,∗−s Ds−1,∗−s+1 · · ·i i
)
,
donde H∗ está filtrado por F pH∗ = Ker(H∗→ Dp−1,∗−p+1).
Demostración. Para demostrar que E p,q1 converge a H
p+q necesitamos ver que para todo grado
total n = p+q se tiene que E p.n−p∞ ' F pHn/F p+1Hn.
En primer lugar, note que dr se puede escribir como dr = j(r) ◦k(r) = j◦ i(−r+1) ◦k. Por la exactitud
de la pareja exacta Ker(dr−1) = Ker( j ◦ i(−r+2) ◦k), y los elementos en dicho kernel son los x tales
que i−r+2(k(x)) = i(y) para algún y, de esta manera
Ker(dr−1) = k−1(ir−1(Ds+r−1,t−r+1)).
Tomemos R = máx{s(n), t(n)}, entonces para r ≥ R el Ker(dr−1) es independiente de r pues i se
convierte en isomorfismo.
Por otro lado, Im(dr) son los elementos en la imagen de j para los cuales ir−2(x) están en la imagen
de k, por exactitud ir−2(x) es el kernel de i y por tanto x está en el kernel de i(r−1). Para r≥ R como
i(r−1) = 0 entonces Im(dr−1 = Im( j)).
Usando lo anterior, el segundo teorema de isomorfismos y la exactitud de la pareja obtenemos
E p,n−p∞ = Ker(dR)/ Im(dR)
∼= Im(i(R))∩ Im(k)
∼= Im(i(R))∩Ker(i).
De la definición de la filtración, y por la última lı́nea, en E p,n−p∞ están los elementos de F pHn y
que se identifican cuando coinciden en la imagen de i(R). De esta manera,
E p,n−p∞ ∼= F pHn/F p+1Hn.
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En muchos casos, en topologı́a algebraica es útil considerar ciertas construcciones functoriales de
categorı́as algebraicas o topológicas que a cada objeto le asignan una sucesión espectral. De esta
manera, es conveniente definir los morfismos para hacer de las sucesiones espectrales una categorı́a
que denotaremos por SpecSeq.
Definición 12: Dadas dos sucesiones espectrales (E∗,∗r ,dr)r y (Ē
∗,∗
r , d̄r)r. Definimos un morfis-
mo de sucesiones espectrales como una familia de homomorfismos de módulos bigraduados fr :
(E∗,∗r ,dr)→ (Ē∗,∗r , d̄r) de grado (0,0) para todo r tal que fr conmuta con los diferenciales, es decir,
f ◦ dr = d̄r ◦ fr tal que para cada r se tiene que fr+1 es el homomorfismo inducido en homologı́a
por fr, es decir,
fr+1 : E
∗,∗
r ∼= H(E∗,∗,dr) H(Ē∗,∗, d̄r)∼= Ē∗,∗r+1.
H( fr)
Si consideramos a las sucesiones espectrales como torres de submódulos de la segunda página,
podemos considerar f : E2→ Ē2. Y en este caso, la condición de conmutar con los diferenciales
permite identificar fr+1 con la función inducida por f2,
fr+1 : Er ∼= Zr/Br→ Z̄r/B̄r ∼= Ēr+1.
Más aún, tenemos f∞ : E∞→ Ē∞. Además, la condición de que fr+1 sea la inducida en homologı́a
se puede escribir como la conmutatividad del siguiente diagrama
0 Kerdr Imdr Er+1 0
0 Kerdr Imdr Er+1 0.
fr fr fr+1
Del lema de los cinco se sigue el siguiente resultado.
Teorema 4: Si fr : (E∗,∗r ,dr)→ (Ē∗,∗r , d̄r) es un morfismo de sucesiones espectrales, y para algún
n, fn : En→ Ēn es un isomorfismo de módulos bigraduados, entonces para todo r tal que n≤ r≤∞,
se tiene que fr : Er→ Ēr.
Con estas ideas, podemos enunciar un teorema de comparación que suele ser útil.
Teorema 5: Suponga que φ : (A,d,F)→ (Ā, d̄, F̄) es un morfismo de módulos diferenciales gra-
duados, tal que φn : E
∗,∗
n → Ē∗,∗n es un isomorfismo para algún n. Si las filtraciones son exhaus-
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tivas y débilmente convergentes, entonces φ induce un isomorfismo en los módulos asociados
E∗,∗0 (H(A,d),F) y E
∗,∗
0 (H(Ā, d̄), F̄). Más aún, si las filtraciones son completas, entonces φ induce
un isomorfismo en homologı́a H(φ) : H(A,d)→ H(Ā, d̄) (ver [6]).
Como la sucesión espectral de mayor importancia en esta tesis se construye a partir de parejas
exactas, es preciso conocer cómo morfismos entre parejas exactas inducen morfismos entre las
respectivas sucesiones espectrales. Para esto, formalicemos primero la idea de morfismo de pare-
jas exactas. Aunque para nuestro objetivo necesitamos que los módulos tengan una graduación,
haremos la discusión sin considerarla pues el argumento es exactamente el mismo, y el no hacerlo
fácilita la notación.
Definición 13: Sean (E,D, i, j,k) y (E0,D0, i0, j0,k0) dos parejas exactas. Un morfismo de parejas
exactas
(φ ,ψ) : (E,D, i, j,k)→ (E0,D0, i0, j0,k0),
consiste de una pareja de homomorfismos de R-módulos
φ : E→ E0,
ψ : D→ D0,
que satisfacen las siguientes tres condiciones de conmutatividad
ψ ◦ i = i0 ◦ψ,
φ ◦ j = j0 ◦ψ,
ψ ◦ k = k0 ◦φ .
Si denotamos por d = j ◦ k : E→ E y d0 : j0 ◦ k0 : E0→ E0, a los diferenciales de E y E0 respecti-
vamente, entonces tenemos que nuestras definiciones implican la relación de conmutatividad
φ ◦d = φ ◦ ( j ◦ k) = ( j0 ◦ψ)◦ k = j0 ◦ (k0 ◦φ) = d0 ◦φ .
Con esto, tenemos que φ induce un homomorfismo φ ′ : E ′ → E ′0, y como ψ(A′) ⊂ A′0, entonces
también tenemos un homomorfismo ψ ′ : D′ → D′0. Es rutinario verificar que la pareja de homo-
morfismos (φ ,ψ) es también un morfismo de parejas exactas en las primeras parejas derivadas,
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diremos que (φ ′,ψ ′) es el morfismo de parejas exactas inducido por (φ ,ψ). Iterando el procedi-
miento tenemos una familia de morfismos de parejas exactas (φ (n),ψ(n)).
Note que del argumento anterior, {φ (n)} es precisamente un morfismo de sucesiones espectrales.
2.2. Sucesión espectral de Serre
Recordemos que una fibración, con fibra F , es una función continua de espacios topológicos π :
E → B que satisface la propiedad de levantamiento de homotopı́a, esto es, si K es un espacio
topológico y tenemos una función g : K → E y una homotopı́a H : K× I → B tal que π ◦ g(x) =








Denotaremos las fibraciones por F E Bπ , donde F = π−1(b) para un punto básico b∈ B.
Nos restringiremos a espacios del tipo de homotopı́a de CW-complejos. De esta manera, todos
nuestros espacios serán sustituidos por CW-complejos equivalentes que están dotados de una fil-
tración esqueletal.
Teorema 6: Sea R un anillo conmutativo con unidad. Suponga que F E Bπ es una fibra-
ción donde B es arco-conexa y F es conexa. Entonces existe una sucesión espectral de álgebras (en
el primer cuadrante) {E∗,∗r ,dr}, que converge a H(E;R) como álgebra con E p,q2 =H p(B;Hq(F ;R)),
con la cohomologı́a del espacio B con coeficientes locales en la cohomologı́a de la fibra de π . Esta
sucesión espectral es natural respecto a los morfismos que preservan fibras [6].
En muchos casos, el término E2 de la sucesión espectral se simplifica y deja ser necesario utilizar
cohomologı́a con coeficientes locales.
Proposición 2: Suponga que el sistema de coeficientes locales en B determinado por la fibra es
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simple, es decir F es conexo, F y B son de tipo finito, entonces para un campo k, tenemos
E p,q2
∼= H p(B;k)⊗k Hq(F ;k).
Bajo ciertas hipótesis, no sólo podemos describir la segunda página de la sucesión espectral como
un producto tensorial, sino también el módulo al que converge. A este teorema se le conoce como
el teorema de Leray-Hirsch.
Definición 14: Sea F E Bπ una fibración. Diremos que F es totalmente no homologo a
cero en E respecto al anillo R si ι∗(E;k)→ H∗(F ;R) es sobreyectiva.
Teorema 7 (Leray-Hirsch): Dada F E Bπ una fibración con F conexo, B de tipo finito
para el cual el sistema de coeficientes locales es simple; entonces si F es totalmente no homologo
a cero en E con respecto al campo k, entonces tenemos que
H∗(E;k)∼= H∗(B;k)⊗k H∗(F ;k),
como espacios vectoriales. De hecho, bajo estas condiciones la sucesión espectral colapsa en la
página E2 [6].
2.2.1. Cohomoloǵıa de espacios de Eilenberg-Mac Lane
Sea X un espacio topológico y x0 ∈ X . Consideremos el espacio de caminos
PX = {γ : [0,1]→ X | γ(0) = x0 donde γ es continua}
con la topologı́a compacta abierta, entonces PX es contráctil y π : PX → X definido por π(γ) =
γ(1) es una fibración, y la fibra sobre x0 es precisamente el espacio de lazos en X :
π
−1(x0) = {γ : [0,1]→ X |γ(0) = x0,γ(1) = x0 donde γ es continua}= ΩX .
Escribimos la fibración por ΩX ↪→ PX → X .
Recordemos que un espacio de Eilenberg-Mac Lane de tipo K(G,n) es un CW-complejo tal que
πn(K(G,n)) = G y el resto de grupos de homotopı́a son triviales.
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Tomemos ahora como caso particular X = K(Z,n), y consideremos la fibración anterior
ΩK(Z,n) ↪→ P(K(Z,n))→ K(Z,n).
Como ΩK(Z,n) tiene el tipo de homotopı́a de un CW-complejo, y además por la adjunción de los
grupos de homotopı́a y el espacio de lazos, tenemos que πi(ΩK(Z,n)) = πi+1(K(Z,n)), entonces
πi(ΩK(Z,n)) =
{
Z i = n−1,
0 i 6= n−1.
Es decir, ΩK(Z,n) es un K(Z,n−1). Como los espacios de Eilenberg-Mac Lane son únicos salvo
equivalencia homotópica, entonces la fibración toma la forma de
K(Z,n−1) ↪→ P(K(Z,n))→ K(Z,n).
Usaremos la sucesión espectral de Serre para calcular la cohomologı́a de estos espacios en ciertos
grados que serán de interés más adelante.
Teorema 8: Para n > 2, H p(K(Z,n);Z) = 0 si n < p < n+3 y Hn+3(K(Z,n);Z) = Z/2.
Demostración. Razonemos por inducción sobre n.
Caso base n=3.
Consideremos la fibración K(Z,2) ↪→ P(K(Z,3))→K(Z,3). Y calculemos H p(K(Z,3);Z).
Note que K(Z,2) = CP∞, P contráctil, y todos los espacios son simplemente conexos. En-
tonces, la sucesión espectral de Serre es en la segunda página:
E p,q2 = H
p(K(Z,3);Hq(K(Z,2);Z)).
Inicialmente sabemos que la cohomologı́a del espacio proyectivo complejo de dimensión




Z p = 0,3,
0 p = 1,2.
Con lo que, de la estructura multiplicativa de la sucesión espectral, podemos deducir que la
segunda página tiene la forma
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Como K(Z,2) sólo tiene cohomologı́a en grados pares, entonces todos los diferenciales d2
salen o entran de una entrada cero en la sucesión espectral. Luego E3 = E2. En está página
empiezan a aparecer diferenciales posiblemente no triviales.
Sabiendo que P es contráctil, toda su cohomologı́a excepto en grado cero se anula. Usaremos
este hecho para garantizar que en grado total distinto de cero, en la página infinito no pueden
sobrevivir términos no nulos.
















Note que cualquier diferencial dr, r > 3 que salga de E
0,2
r cae en el cuarto cuadrante, y
cualquier diferencial que llegue sale del segundo cuadrante, esto fuerza a que E0,2r = Z[a]
tenga que desaparecer en la página 4, es decir
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único diferencial no trivial que llega a E3,03 , entonces éste debe desaparecer en la página 4,
es decir
















3 debe ser sobreyectivo y por tanto, isomorfismo.
Denotemos por x = d3(a) el generador de E
3,0
3 . De la estructura multiplicativa de la sucesión
espectral de Serre, d(a2) = 2ada = 2ax y E3,23 = Zax. Esto implica que d3 : Za
2→ Zax es
una función inyectiva, de donde H(E4,03 ,d3) = E
4,0
4 = 0.
También sabemos que E0,43 también debe ser cero, puesto que todos los diferenciales que
salen de allı́ son triviales, y llegan allı́ son triviales. Ahora bien, a E5,03 los diferenciales d3




5 serı́a el último diferencial
posiblemente no trivial, pero E4,0 se anula desde el paso 4. Luego E5,03 también debe ser
cero.
Tenemos hasta el momento que
H p(K(Z,3);Z) =
{
Z p = 0,3,
0 p = 1,2,4,5.
Note que en grado total 5, el único grupo posiblemente no trivial es E3,2 = Zax, y como el
único diferencial no trivial que llega a él es d3, para que se desvanezca tiene que ocurrir que
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3 , con lo que
también debe desaparecer en la página 4, esto es





















3 ) = 2Zax de las
cuentas anteriores se sigue que
E6,03












Con esto hemos probado el caso base, es decir:
H p(K(Z,3);Z) =

Z p = 0,3,
0 p = 1,2,4,5,
Z/2 p = 6.
Veamos ahora el paso inductivo.




Z p = 0,n,
0 0 < p < n,
0 n < p < n+3,
Z/2 p = n+3.
y calculemos la cohomologı́a de K(Z,n+1) hasta grado n+4. Por ser un espacio de Eilenberg-
Mac Lane, el teorema de Hurewicz nos garantiza que
H p(K(Z,n+1);Z) =
{
Z p = 0,n+1,
0 0 < p < n+1.


















Note que a En+2,0 sólo llegan diferenciales triviales, pues si dr : E
n+2−r,r−1
r → En+2,0r , el
único grado posiblemente no trivial es cuando p = 0, esto es n+2− r = 0 luego r = n+2,
pero E0,n+2−12 = 0 con lo que concluimos que E
n+2,0
2 = 0 desde el inicio de lo contrario
sobrevivirı́a hasta la página infinito y por tanto el espacio de caminos tendrı́a cohomologı́a
no trivial en grado n+2. Análogamente, En+3,02 = 0.




n+1 , de hecho, es el único diferencial
no trivial que sale de E0,nn+1 y el único diferencial no trivial que llega a E
n+1,0
n+1 , esto hace que la
única forma de que ambos se desvanezcan en la página n+2 es que dn+1 se un isomorfismo.
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Tenemos hasta el momento
H p(K(Z,n+1);Z) =

Z p = 0,n+1,
0 0 < p < n+1,
0 n+1 < p < n+4.
Queda restando saber qué ocurre con En+4,02 . El único diferencial posiblemente no trivial
dr : E
n+4−r,r−1
r −→ En+4,0r ocurrirı́a cuando n + 4− r = 0, es decir, cuando r = n + 4 y




n+4 es el único diferencial posible-
mente no trivial que llega a E0,n+4n+4 por lo que tiene que ser inyectivo, y similarmente, es
el único diferencial no trivial que sale de En+3,0n+4 por lo que también está condicionado a




n+4 es un isomorfismo, y por tanto





Z p = 0,n+1,
0 0 < p < n+1,
0 n+1 < p < n+4,
Z/2 p = n+4.
y con esto concluimos el paso inductivo.
2.3. Sucesión espectral de Atiyah-Hirzebruch
Sea X un espacio topológico y sea
/0⊆ X0 ⊆ X1 ⊆ ·· · ⊆ Xk ⊆ ·· · ⊆ X ,
una filtración de X . Aunque la sucesión espectral de Atiyah-Hirzebruch está definida para cualquier
teorı́a de cohomologı́a generalizada, sólo se estudiará el caso de K-teorı́a.
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Recordemos que para un espacio topológico X , denotamos por Vect(X) al conjunto de clases de
isomorfismo de fibrados vectoriales sobre X . Como este conjunto tiene la estructura de semigrupo
abeliano bajo la suma de Whitney podemos utilizar la construcción de Gröthendieck para comple-
tarlo a un grupo abeliano, denotado K(X) y llamado la K-teorı́a de X . De hecho, K(X) también
tiene estructura como anillo con el producto tensorial.
Además, para toda función continua de espacios topológicos f : X→Y se tiene una función induci-
da en K-teorı́a dada por el pull-back de fibrados vectoriales. Con esto, podemos pensar a la K-teorı́a
como un functor contravariante de la categorı́a de espacios topológicos a los anillos conmutativos.
Adicionalmente, si x ∈ X y consideramos la función constante cx : ∗→ X , obtenemos un morfismo
inducido en K-teorı́a c∗x : K(X)→K(∗), definimos entonces la K-teorı́a reducida como el kernel de
dicho morfismo, y la denotamos por K̃(X) = kerc∗x . Con esto, si (X ,Y ) es una pareja de espacios
compactos, definimos la K teorı́a relativa por K(X ,Y ) = K̃(X/Y ), donde X/Y tiene como punto
base Y/Y .
Motivados por el teorema de periodicidad de Bott, las definiciones anteriores se pueden extender
a grados superiores. Si n≥ 0
K̃−n(X) = K̃(ΣnX).
K−n(X ,Y ) = K̃−n(X/Y ).
K−n(X) = K−n(X , /0).
De esta forma, los functores de K-teorı́a forman una teorı́a de cohomologı́a generalizada puesto
que cumplen todos los axiomas de Eilenberg-Steenrod salvo el axioma de dimensión.
Apliquemos el functor K-teorı́a a la tripleta de espacios Xp−1 ⊆ Xp ⊆ X y a los espacios cocientes
Xp/Xp+1→ X/Xp+1→ X/Xp con las inclusiones naturales inducidas por los cocientes.
Definición 15: La filtración F p(K∗X) para la K-teorı́a de X está definida por
F p(KmX) = Im(Km(X/Xp−1)→ Km(X)).
Note que la filtración anterior es decreciente puesto que la secuencia
X → X/Xp−1→ X/Xp,
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induce en K-teorı́a la secuencia
K∗(X ,Xp)→ K∗(X ,Xp−1)→ K∗(X).
Luego, F p+1Km(X)⊆ F pKm(X). Por otro lado, tenemos también la secuencia
∗→ Xp/Xp−1→ X/Xp−1→ X/Xp→∗,
de la cual obtenemos el diagrama para los K-grupos dado por
K p+q(X ,Xp) K p+q(X ,Xp−1)
K p+q−1(Xp,Xp−1) K p+q(Xp,Xp−1),
i
jk
donde los morfismos son los inducidos la secuencia inicial. Note que hay un desplazamiento en
los grupos del lado izquierdo. Esto permite definir una pareja exacta de la siguiente manera:





donde Dp,q1 = K













Ası́, j tiene bigrado (1,0), k tiene bigrado (0,0), e i tiene bigrado (−1,1).
De la discusión sobre parejas exactas que se tuvo en 2.1 la pareja exacta anterior induce una
sucesión espectral {Er,dr} con dr = j(r) ◦ k(r).
Al igual que con la sucesión espectral de Serre, no estamos interesados en cualquier espacio que
tenga una filtración, sino en aquellos que son CW-complejos dotados de una filtración esqueletal.
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En este caso, como la primera página está dada por E p,q1 = K
p+q(Xp,Xp−1), la escritura se vuelve






Con esto, y teniendo en cuenta que la K-teorı́a es una teorı́a de cohomologı́a generalizada, podemos

















Lo que obtenemos es un complejo de cocadenas que tiene un generador por cada celda de dimen-















, podemos escribir directa-
mente el diferencial en términos de las funciones de pegado para las celdas;
Sn
β






: Kn(Snα) −→ Kn(Snβ ), y como sabemos que estos son grupos son copias de Z, tenemos
que necesariamente hαβ (x) = dαβ x, donde dαβ es el justamente el grado de hαβ .
De esta forma, como E p,q1 = K
p+q(Xp,Xp−1), por la discusión anterior tenemos que la página E1




p+q(Xp,Xp−1)→ K p+q+1(Xp+1,Xp) = E p+1,q1 .
2.3 Sucesión espectral de Atiyah-Hirzebruch 27
como el operador frontera usual de cohomologı́a celular.
Usando los resultados de 2.1, y lo que acabamos de describir, tenemos:
Teorema 9: Para un CW-complejo X, existe una sucesión espectral Er que satisface:
E p,q1 =C
p(X ,Kq(∗)), donde d1 es el operador frontera usual en cohomologı́a,
E p,q2 = H
p(X ,Kq(∗)) y,
existe una filtración F pK∗(X) tal que,
E p,q∞ = F
pK p+q(X)/F p+1K p+q(X).
Ejemplo 1: Sea X =RP2, calculemos K∗(X) usando la sucesión espectral de Atiyah-Hirzebruch.
Del teorema anterior tenemos que E p,q2 = H
p(X ,Kq(∗)), y además
Kq(∗) =
{
Z Si q es par,




Z Si p = 0,
0 Si p = 1 ó n > 2,
Z/2 Si p = 2.
Luego la segunda página se tiene la forma
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Note que como Kq(∗) es trivial para q impar, las filas con numeración impar en la segunda página
también lo serán. Esto causa que el diferencial d2 siempre salga o llegue a una un grupo trivial.
Ası́, el diferencial es cero y la tercera página es idéntica a la segunda. Al tener todos los grupos
no triviales condensados en las columnas cero y dos, el tercer diferencial también es trivial. De
hecho, lo anterior ocurre para todos los diferenciales dn para n > 3. Esto implica que la sucesión
espectral colapsa en la segunda página, es decir E p,q∞ = E
p,q
2 . Del teorema anterior sabemos que
E p,q∞ = F pK p+q(X)/F p+1K p+q(X). Por el teorema de periodicidad de Bott, es suficiente ver qué
ocurre en grado total uno y dos.


















Para grado total 1, todos los grupos que aparecen son triviales, de donde K1(X) = 0. En grado total
2, tenemos varios grupos no triviales:
E0,2 = Z= F0K2(X)/F1K2(X).
E1,1 = 0 = F1K2(X)/F2K2(X).
E2,0 = Z/2 = F2K2(X)/F3K2(X).
Dicha información se traduce a las siguientes secuencias exactas cortas:
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0 F1K2(X) F0K2(X) Z 0,
0 F2K2(X) F1K2(X) 0 0,
0 F3K2(X) F2K2(X) Z/2 0.
De lo anterior, tenemos que como F3K2(X) = 0, tenemos que F2K2(X) = Z/2 y que existe un
isomorfismo entre F2K2(X) y F1K2(X), de donde obtenemos la secuencia exacta corta
0 Z/2 F0K2(X) Z 0.
Y como esta secuencia se parte, tenemos que F0K2(X) = K2(X) = Z⊕Z/2.
En el ejemplo anterior, pudimos recuperar completamente la información de la K-teorı́a a partir
de lo obtenido en la página infinito de la sucesión espectral de forma directa. Sin embargo, las
secuencias exactas cortas que se obtienen al final no necesariamente se parten, y aparecen los
llamados problemas de extensión. En estos casos, se requieren herramientas externas para poder
determinar la K-teorı́a completamente.
Ejemplo 2: Sea X = RP4 y calculemos su K-teorı́a usando la sucesión espectral de Atiyah-
Hirzebruch.
Al igual que en el primer ejemplo, la sucesión colapsa en la segunda página y esta tiene la forma






















En este caso también ocurre que K1(X) = 0 trivialmente, y en el caso de grado total par tenemos
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la siguiente información:
E0,2 = Z= F0K2(X)/F1K2(X).
E1,1 = 0 = F1K2(X)/F2K2(X).
E2,0 = Z/2 = F2K2(X)/F3K2(X).
E3,−1 = 0 = F3K2(X)/F4K2(X).
E4,−2 = Z/2 = F4K2(X)/F5K2(X).
E5,−3 = 0 = F5K2(X)/F6K2(X).
Tenemos entonces que F5K2(X)=F6K2(X)= · · ·= 0, F1K2(X)=F2K2(X), F3K2(X)=F4K2(X),
y además F3K2(X) = Z/2. Ası́, de manera análoga al ejemplo anterior obtenemos las secuencias
exactas cortas:
0 F1K2(X) F0K2(X) Z 0,
0 Z/2 F1K2(X) Z/2 0.
Aunque la primera secuencia exacta se parte, no podemos determinar directamente de la sucesión
espectral a F1K2(X), sólo podemos afirmar que necesariamente F0K2(X) = F1K2(X)⊕Z.
Sin embargo, de la segunda secuencia exacta corta F1K2(X) es un grupo abeliano finitamente
generado, y sólo puede ser Z/4 ó Z/2⊕Z/2. Ası́, K̃0(X) = Z/4 ó K̃0(X) = Z/2⊕Z/2.
Para distinguir cuál grupo es en realidad, tendremos que usar herramientas de K-teorı́a. Note que
la diferencia fundamental de ambos grupos es que uno tiene elementos de orden mayor a dos, por
este motivo, basta mostrar que existe fibrado vectorial complejo que al hacer la suma de Whitney
dos veces con sigo mismo no se convierte en un fibrado establemente trivializable.
Consideremos el fibrado tautológico γ14 →RP
4, aunque este fibrado vectorial es real, mostraremos
que su complexificación satisface lo deseado, y para verificarlo usaremos que la clase de Stiefel-
Whitney de γ14 es no trivial.
Más explı́citamente, se sabe que H∗(RP4;Z/2) = (Z/2[α])/α5, y además, la clase de Stiefel-
Whitney de dicho fibrado es w(γ14 ) = 1+α .
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Sea H = γ14 ⊕ γ14 ⊕ γ14 ⊕ γ14 . Utilizando la fórmula del producto de Whitney, tenemos que
w(H) = 1+α4.
Esto indica que este fibrado no es trivializable como fibrado real, pues de lo contrario tendrı́a clase
total igual a uno.
Definamos E como la complexificación del fibrado tautológico, es decir, E = γ14 ⊗R C. Como
fibrado real E es isomorfo a γ14 ⊗ γ14 , aunque como fibrado complejo es un fibrado de rango uno.
Si consideramos E ⊕ E, obtenemos un fibrado complejo de rango 2, que como fibrado real es
isomorfo a H, y por lo tanto, visto como fibrado real tiene clase de Stiefel-Whitney w(E⊕E) =
1+α4.
De lo anterior, si E⊕E fuera establemente trivializable como fibrado complejo, entonces serı́a es-
tablemente trivializable como fibrado real, pero esto no es posible pues su clase de Stiefel-Whitney
es distinta de cero.
Esto muestra que existe un fibrado complejo tal que E⊕E no es establemente trivializable, y por




Z⊕Z/4 Si q es par,
0 Si q es impar.
3 Operaciones cohomológicas
En este capitúlo se presentará el concepto en general de una operación cohomológica con el ob-
jetivo de entender los diferenciales en la sucesión espectral de Atiyah-Hirzebruch. En particular,
se estudiará cómo su clasificación está dada por la cohomologı́a de los espacios de Eilenberg-Mac
Lane, y finalmente se estudiará cómo el primer diferencial no trivial de la sucesión espectral de
Atiyah-Hirzebruch es una operación cohomológica estable [5], [9].
3.1. Teorema de clasificación
En el capı́tulo anterior vimos que las sucesiones espectrales eran colecciones de módulos diferen-
ciales bigraduados {E∗,∗r ,dr}, donde los diferenciales tenı́an bigrado (r,1− r), y que cumplı́an que
E p,qr ∼= H p,q(E∗,∗r−1,dr−1). Note que explı́citamente los diferenciales son morfismos entre grupos de
cohomologı́a
dr : E p−r,q−1+rr −→ E p,qr ,




Más aún, si nos fijamos en las sucesiones de Serre y Atiyah-Hirzebruch, tenemos que los dife-
renciales deben cumpler las mismas propiedades para cualquier espacio topológico al que se le
apliquen. La importancia que tienen los diferenciales para determinar los lı́mites en las sucesiones
espectrales motiva el estudio de este tipo de operaciones en general.
Definición 17: Sean G y π grupos abelianos. Una operación cohomológica θ de tipo (π,n;G,m)
es una transformación natural entre los functores Hn(−;π) y Hm(−;G), esto es, para cada espacio
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X y cada función f : X → Y , tenemos que θX : Hn(X ;π) → Hm(X ;G) es tal que el siguiente
diagrama conmuta
Hn(Y ;π) Hm(Y ;G)
Hn(X ;π) Hm(X ;G).
θY
f ∗ f ∗
θX
Al conjunto de operaciones cohomológicas lo denotaremos por O(π,n;G,m).
La ventaja que tiene estudiar las operaciones cohomológicas en general, en lugar de los diferencia-
les directamente, radica en que las operaciones cohomológicas están clasificadas en términos de la
cohomologı́a de ciertos espacios de Eilenberg-Mac Lane.
Recordaremos algunas definiciones y teoremás clásicos sin demostración, para usarlos en la prueba
del teorema que da dicha clasificación.
Definición 18: El homomorfismo de Hurewicz h : πi(X)→Hi(X ;Z), es tal que dado un generador
u ∈ Hi(Si;Z), y [ f ] ∈ πi(X), entonces h([ f ]) = f∗(u).
Teorema 10 (Hurewicz): Si X es un espacio topológico (n−1) conexo, el mapeo de Hurewicz es
un isomorfismo para i≤ n (ver [9]).
Del teorema de coeficientes universales para cohomologı́a tenemos que la secuencia
0 Ext1(Hn−1(X ;π)) Hn(X ;π) Hom(Hn(X ;π),π) 0,
es exacta corta. En particular si X es (n− 1) conexo, Ext1(Hn−1)(0,π) = 0, luego Hn(X ;π) '
Hom(Hn(X),π). Si hacemos π = πn(X) entonces
Hn(X ,πn(X))' Hom(Hn(X),πn(X)).
Identificando Hn(X)∼= πn(X), entonces h−1 corresponde a la identidad de πn(X)→ πn(x).
Definición 19: Sea X un espacio topológico n-conexo. Decimos que ιX es la clase fundamental de
X , si ι es la imagen de h−1 bajo el isomorfismo anterior en Hn(X ;πn(X)).
En particular, si X = K(G,n) denotaremos a la clase fundamental por ιn. En caso que haya más
de un espacio de Eilenberg-Mac Lane en el argumento, usaremos ιG,n para distinguir el grupo de
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coeficientes.
Teorema 11: La cohomologı́a de un espacio X está clasificada por las clases de homotopı́a del
espacio a un espacio de Eilenberg-Mac Lane, explı́citamente, existe una correspondencia uno a
uno dada por
[X ,K(π,n)]↔ Hn(X ,π),
donde para cada clase de homotopı́a [ f ] ∈ [X ,K(π,n)], se le asigna el elemento de cohomologı́a
[ f ] 7→ f ∗(ιn) (ver [5]).
Nos referifemos a este teorema como la representación homotópica de la cohomologı́a. En el caso
particular de que el espacio X también es un espacio de Eilenberg-Mac Lane podemos concluir
dos hechos interesantes.
Corolario 12: Si X = K(π,n), existe una correspondencia uno a uno entre [K(π,n),K(π ′,n)] y
Hom(π,π ′).
Demostración. De la representación homotópica de la cohomologı́a, el teorema de coeficientes
universales, y del teorema de Hurewicz tenemos que
[K(π,n),K(π ′,n)]∼= Hn(K(π,n),π ′)
∼= Hom(Hn(K(π,n),π ′))
∼= Hom(π,π ′)
Corolario 13: El tipo de homotopı́a de K(π,n) está completamente caracterizado por n y π .
Demostración. Sea n fijo, y consideremos dos grupos abelianos π y π ′ tal que π ∼= π ′. Veamos que
existe una equivalencia homotópica entre K(π,n) y K(π ′,n). Del corolario anterior todo homomor-
fismo entre π y π ′ se puede realizar por una función continua entre f : K(π,n)→ K(π ′,n). Como
todos los grupos de homotopı́a salvo el n-ésimo son triviales y la función f es la que representa el
isomorfismo entre π y π ′ entonces f induce isomorfismos en todos los grupos de homotopı́a. Co-
mo en este contexto le pedimos a los espacios de Eilenberg-Mac Lane ser CW-complejos estamos
en las condiciones para aplicar el teorema de J. H. C. Whitehead y decir que f es una equivalencia
homotópica.
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Teorema 14 (Clasificación): Existe una correspondencia uno a uno entre las operaciones coho-
mológicas de tipo (π,n;G,m) y Hm(K(π,n);G) dada por
θ(π,n;G,m)∼= Hm(K(π,n);G)
θ 7→ θ(ιn)
Demostración. Mostraremos que la asignación θ 7→ θ(ιn) tiene inversa a ambos lados.
Sea ϕ ∈ Hm(K(π,n);G) queremos construir una operación cohomológica de tipo (π,n;G,m) que
denotaremos por ϕ̄ . Para esto fijemos un espacio topológico X y definamos la operación ϕ̄X de
la siguiente manera. Sea u ∈ Hn(X ;π), tomemos f : X → K(π,n) tal que [ f ] representa a u en
el teorema de la representación homotópica de la cohomologı́a, es decir, u = f ∗(ιπ,n), entonces
definimos ϕ̄X(u) = f ∗(ϕ) ∈ Hm(X ;G).
Veamos que ϕ̄ sı́ es una operación cohomológica de tipo (π,n;G,m), para esto tenemos que probar
que ϕ̄ es una transformación natural. Fijemos un espacio topológico X , y sea g : X→Y una función
continua, debemos probar que el siguiente diagrama conmuta:
Hn(Y ;π) Hm(Y ;G)




Es decir, necesitamos verificar que g∗ ◦ ϕ̄Y = ϕ̄X ◦g∗.
Sea w ∈ Hn(Y,π), y sea h : Y → K(π,n) tal que w = h∗(ιπ,n). Por definición
g∗(w) = g∗(h∗(ιπ,n)) = (h◦g)∗(ιπ,n),
ası́, ϕ̄X(g∗(w)) = (h◦g)∗(ϕ). Por otro lado ϕ̄Y (w) = h∗(ϕ), luego
g∗(ϕ̄Y (w)) = g∗(h∗(ϕ)) = (h◦g)∗(ϕ),
de donde ϕ̄ es una transformación natural.
Finalmente, veamos que las asignaciones θ 7→ θ(ιn) y ϕ 7→ ϕ̄ son inversas a ambos lados.
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Por un lado sea θ ∈ O(π,n;G,m). Si fijamos un espacio topológico X , necesitamos verificar que
θ(ιπ,n)X = θX . En efecto, como θX : H




= θ( f ∗(ιπ,n))
= θX(u).
Por otro lado, ϕ ∈ Hm(K(π,n),G). Si X = K(π,n), necesitamos calcular ϕ̄X(ιπ,n). Note que la
función que representa a a ιπ,n es precisamente id : Kπ,n)→ K(π,n), ası́
ϕ̄(ιπ,n) = id∗(ϕ) = ϕ.
Ası́, como la asignación θ 7→ θ(ιn) tiene inversas a ambos lados, tenemos que es una correspon-
dencia uno a uno.
3.2. El tercer diferencial en la SEAH
Para la sucesión espectral de Atiyah-Hirzebruch partimos de un espacio topológico filtrado X .
En particular, se estará interesado en un espacio del tipo de homotopı́a de un CW-complejo, por
este motivo, al contar con el teorema de aproximación celular podemos considerar que todas las
funciones que consideraremos son funciones celulares.











E p,q1 = K
p+q(Y,Yp−1)
E p,q1 = K
p+q(X ,Xp−1),
f ∗ f ∗
f ∗
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es un diagrama conmutativo. Esto dice que en f induce un morfismo ( f ∗, f ∗) entre las parejas exac-
tas que definen la sucesión espectral de Atiyah-Hirzebruch para K∗(X) y K∗(Y ) y como vimos en
el capı́tulo 2, un morfismo de parejas exactas induce un morfismo entre las correspondientes suce-
siones espectrales que conmuta con los diferenciales en cada grado. Dicha conmutatividad corres-
ponde a la naturalidad de los diferenciales, más explı́citamente, como E p,q2 = H
p(X ;Kq(∗)) = E p,q3
si denotamos por f (n) al morfismo inducido en la n-ésima pareja exacta, tenemos que
f (n) ◦dY = dX ◦ f (n),
Note que, como la segunda y tercera página son iguales, y el segundo diferencial siempre es trivial,
tenemos que para el caso n = 3 la igualdad anterior es precisamente
f ∗ ◦d3 = d3 ◦ f ∗,
donde f ∗ es la función inducida en cohomologı́a, y los diferenciales corresponden a los espacios X
y Y respectivamente. Esto es, d3 es una transformación natural. De hecho, en general tenemos que
para cualquier teorı́a de cohomologı́a generalizada el primer diferencial no trivial de la sucesión
espectral de Atiyah-Hirzebruch es una transformación natural. Adicionalmente, la conmutatividad
de los diferenciales de orden superior con las funciones inducidas no corresponde a la naturalidad
usual, pero da espacio al estudio de lo que se conoce como operaciones cohomológicas de orden
superior.
Aparte de la naturalidad, el diferencial d3 satisface otra propiedad que nos será útil, esta es, que
conmuta con el isomorfismos suspensión inducido por el producto cruz relativo. Para ver esto,
usaremos un caso particular de la naturalidad. Sea (Y,A) una pareja de espacios topológicos A ↪→Y ,
entonces de la secuencia exacta larga en cohomologı́a, y del argumento anterior, tenemos que en
la tercera página E p,q3 , con q impar, el diferencial d3 es tal que el siguiente diagrama conmuta
· · · Hk(Y ;Z) Hk(A;Z) Hk+1(Y,A;Z) · · ·






Consideremos ahora A = X y Y =CX el cono de X , entonces la secuencia anterior se convierte en
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· · · Hk(CX ;Z) Hk(X ;Z) Hk+1(CX ,X ;Z) · · ·






Adicionalmente, por el isomorfismo inducido por el producto cruz reducido, sabemos que
H̃k+1(CX ,X ;Z)∼= H̃k+1(CX/X ;Z)∼= H̃k+1(ΣX ;Z),
con lo que finalmente, si denotamos por σ a la compuesta del homomorfismo conexión δ y los
isomorfimos de la ecuación anterior, tenemos el diagrama conmutativo
Hk(X ;Z) Hk+1(ΣX ;Z)




Diremos entonces que d3 es estable bajo suspensión.
4 Cuadrados de Steenrod
Como se mostró en el capı́tulo anterior, el tercer diferencial de la sucesión espectral de Atiyah-
Hirzebruch es una operación cohomológica estable, y con los cómputos de la cohomologı́a de los
espacios de Eilenberg-Mac Lane podemos concluir que sólo existen dos operaciones cohomológi-
cas que incrementan el grado en tres. Puesto que la operación trivial siempre existe, es conveniente
estudiar la operación cohomológica no trivial en estas dimensiones, el cuadrado de Steenrod Sq3 y
su extensión entera Sq3Z.
En este capı́tulo se estudiará una familia de operaciones cohomológicas que resulta ser funda-
mental en la sucesión espectral de Atiyah-Hirzebruch, los cuadrados de Steenrod. Se estudiará
la definición de estas operaciones y se hará una construcción explı́cita que garantiza la existen-
cia de dichas transformaciones naturales. El lector puede consultar las referencias [10], [4], [11],
[12],[13].
4.1. Axiomas de los cuadrados de Steenrod
Para iniciar, mostraremos un conjunto de axiomas que determinan de manera única los cuadrados
de Steenrod. Esta presentación corresponde a la caracterización axiomática que dieron Steenrod y
Epstein en 1962 y vienen motivados por el comportamiento que tiene el producto copa en coho-
mologı́a con la adición de volverse estable bajo suspensión.
Definición 20: Decimos que Sqi es un cuadrado de Steenrod si satisface las siguientes propiedades
para todo espacio topológico X :
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1. Es una operación cohomológica de tipo (Z/2,n;Z/2,n+ i), es decir, si para toda función
continua f : X → Y , se tiene que siguiente diagrama conmuta
Hn(Y ;Z/2) Hn+i(Y ;Z/2)
Hn(X ;Z/2) Hn+i(X ;Z/2).
SqiY
f ∗ f ∗
SqiX
2. El cuadrado de Steenrod en grado cero coincide con la identidad
Sq0X : H
n(X ;Z/2)→ Hn(X ;Z/2)
x 7→ x.
3. Si deg(x) = i, entonces Sqi(x) = x2, es decir, x ∈ H i(X ;Z2), sucede que
SqiX : H
i(X ;Z/2)→ H2i(X ;Z/2)
x 7→ x2 = x ^ x.
4. Si i > deg(x), SqiX(x) = 0.
5. Sqi(α +β ) = Sqi(α)+Sqi(β ).
6. Sqi(α ^ β ) = ∑
i
Sqi(α)^ Sqi− j(β ).
7. Sqi(σ(α)) = σ(Sqi(α)), donde σ : Hn(X ;Z/2)→ Hn+1(ΣX ;Z/2) es el isomorfismo indu-
cido por el producto cruz reducido.
8. Sq1 es el homomorfismo de Bockstein para la secuencia de coeficientes.
0→ Z/2→ Z/4→ Z/2→ 0,
esto es, en la secuencia larga en cohomologı́a dada por el lema de la serpiente el homomor-
fismo conexión coincide con el cuadrado de Steenrod Sq1, explı́citamente
· · · Hn(X ;Z2) Hn(X ;Z4) Hn(X ;Z2) Hn+1(X ;Z2) · · ·
Sq1
Aunque las propiedades 7 y 8 no son necesarias para que los cuadrados queden determina-
dos de manera única, y no estaban explı́citas en la formulación de Steenrod y Epstein, son
propiedades útiles que se pueden deducir de las anteriores.
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4.2. Construcción de los cuadrados
A priori no es claro que existan operaciones cohomológicas no triviales que satisfagan todos los
axiomas mencionados antes. Por esta razón haremos una construcción explı́cita de los cuadrados
de Steenrod.
Sea X un espacio topológico con punto base x0 ∈ X y consideremos a X∧2 = X ∧X = X×X/X ∨X
con punto base (x0,y)∼ (y,x0) para cualquier y ∈ X . Definamos
T : X×X −→ X×X
(x1,x2) 7−→ (x2,x1),
Esta función induce una acción de Z/2 en X∧2, explı́citamente, si escribimos Z/2 = {1,τ} con
notación multiplicativa, entonces τ2 = 1 y
1 · (x1,x2) = (x1,x2),
τ · (x1,x2) = T (x1,x2) = (x2,x1).
Adicionalmente, la función T también permite definir una acción de Z/2 en la esfera infinita
S∞ = lı́m
−→
Sn como la acción antipodal, es decir multiplicación por menos en cada componente.
Ası́, podemos definir la acción diagonal en el producto S∞×X∧2 por
τ · (s,x) = (τ · s,τ · x)
= (−s,T (x)).
Denotemos por ΓX = (S∞×X∧2)/Z/2 al espacio de órbitas. Note que esta construcción corres-
ponde a la construcción de Borel X∧2 ×Z/2 EZ/2 puesto que EZ/2 → BZ/2 es precisamente
S∞→ RP∞. De aquı́, se obtiene la fibración
X∧2 ΓX RP∞.π
Denotemos por {x0} al punto base de X∧2, entonces la inclusión S∞×{x0} ↪→ S∞×X∧2 induce
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Explı́citamente podemos definir s([x]) = [x,x0]. Note que la buena definición se tiene pues s([τ ·
x]) = [τ · x,x0] pero
(τ · x,x0)∼ τ · (τ · x,x0) = (τ2 · x,τ · x0) = (x,τ · x0),
de donde s([τ · x]) = [x,τ · x0] = [x,x0]. Si identificamos a RP∞ con su imagen bajo s, podemos
definir
ΛX = ΓX/RP∞
Como s es una sección, s(RP∞) toca en un único punto a la fibra X∧2 de donde se sigue que cuando
pasamos al cociente ΛX , ésta todavı́a contiene como fibras a X∧2.






Note que podemos realizar la misma contrucción de ΓX y ΛX reemplazando S∞ por Sn para cual-
quier entero positivo n. Ası́, encontramos espacios ΓnX ⊆ ΓX y ΛnX ⊆ ΛX . La ventaja de realizar
esta construcción para cada entero, es que permite dar una estrutura de CW-complejo de manera
natural a ΓX y ΛX .
Por notación, veremos a α ∈Hn(X ;Z/2) como una función α : X→K(Z/2,n) tal que α∗(ιn) =α ,
con ιn la clase fundamental. Si denotamos a el n-esqueleto de K(Z/2,n) por Kn entonces ιn ∈
Hn(Kn;Z/2).
Recordemos que la fórmula de Künneth nos dice que la función
H∗(X ;R)⊗R H∗(Y ;R)−→ H∗(X×Y ;R)
es un isomorfismo si X y Y son CW-complejos y H∗(Y ;R) es un R-módulo libre finitamente gene-
rado. Además, lo anterior también es cierto para el caso reducido.
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En nuestro caso, usaremos como coeficientes para la cohomologı́a al campo Z/2, y espacios to-
pológicos del tipo de homotopı́a de un CW-complejo, por lo que se satisfacen las hipótesis de la
fórmula de Künneth y obtenemos H̃(X∧2;Z/2) ∼= H̃∗(X ;Z/2)⊗Z/2 H̃∗(X ;Z/2). Denotamos los
elementos de H̃(X∧2) por α1⊗α2 y α⊗2.
El objetivo es construir λ (α) ∈ H2n(Λ;Z/2) tal que al restringir a las fibras se obtiene α⊗2.
Para construir operaciones cohomológicas necesitamos que dichas transformaciones sean natura-






donde λ (α(ιn))=α∗(λ (ιn))= λ (α). Por la naturalidad es suficiente construir λ (ιn)∈H2n(ΛKn;Z/2).
Ahora, como T ∗(ι⊗2) = ι⊗2, se tiene que si ι⊗2 ∈ H2n(K∧2n ;Z/2) entonces
ι⊗2 : K∧2n → K2n
T ∗(ι⊗2) : K∧2n → K2n
}
son funciones homotópicas como funciones que preserva el punto base
Tenemos entonces una homotopı́a H : I×K∧2n → K2n tal que
H(0,−) = ι⊗2;
H(1,−) = T ∗(ι⊗2);
que se puede completar a una función S1×K∧2n →K2n y por tanto obtenemos una función Γ1Kn→
K2n que desciende al cociente λ1 : Λ1Kn→ K2n.
Como Kn se obtiene de Sn pegando celdas de dimensión mayor a n, entonces ΛKn se obtiene de
Λ1Kn pegando celdas de dimensión 2n+1.
Puesto que S1×(Sn)∧2 tiene celdas de dimensión dim(Celdas(Sn)∧2)+dim(Celdas(S1))= 2n+1.
Ahora





Dicho λ existe sı́ y sólo sı́ [ϕ ◦ λ1] ∈ πk−1(K2n) es trivial. Como estamos pegando celdas de di-
mensión mayor a 2n+ 1, tenemos que dicho representante es trivial puesto que πi(K2n) = 0 si
i > 2n.
De esta manera tenemos que λ : ΛKn→ K2n es una función que restringida a K2n es homotópica a
ι⊗2. Además λ es única salvo homotopı́a pues el 2n−esqueleto de ΛKn está contenido en K∧2n de
donde
H2n(ΛKn;Z/2)→ H2n(K∧2n ;Z/2)
es inyectiva, a este le conoce como el argumento de unicidad. Definimos entonces para α ∈
Hn(X ;Z/2), aλ (α) por λ (α) = α∗(λ (ιn)).
Estamos ahora en condiciones para definir las operaciones cohomológicas. Note que hay una in-




Como Z/2 actúa en S∞×X∧2, entonces esto define una acción en la imagen bajo j. Explı́citamente,
τ ·( j(s,x))= τ(s,(x,x))= (−s,(x,x)). Pasando al cociente, se tiene una función RP∞×X→ΓX . Y
componiendo con el cociente ΓX→ΛX , obtenemos ∇ :RP∞×X→Λ, que al pasar a cohomologı́a
∇
∗ : H∗(ΛX ;Z/2)→ H∗(RP∞×X ;Z/2)' H∗(RP∞;Z/2)⊗H∗(X ;Z/2).
Ası́, para cada α ∈Hn(X ;Z/2), λ (α)∈H2n(ΛX ;Z/2), podemos calcular ∇∗(λ (α))∈H2n(RP∞×







donde ω j es el generador de H j(RP∞;Z/2) definimos Sqi(α) = θ n+i(α).
Veamos que la construcción anterior satisface las propiedades mencionadas
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Primero que Sqi(α +β ) = Sqi(α)+ Sqi(β ). Para esto veamos primero que λ (α +β ) = λ (α)+
λ (β )
Analizando la estructura de CW-complejos de ΛX y K∧2n , se verifica que el 2n-esqueleto de K
∧2
n
contiene el 2n-esqueleto de ΛX y por lo tanto ι∗ : H2n(ΛKn;Z/2)→ H2n(K∧2n ;Z/2) es inyectiva,
es decir, es suficiente ver que pasa en las fibras.
Por un lado,
ι
∗(λ (α +β )) = (α +β )⊗2
y por otro lado
ι
∗(λ (α)+λ (β ) = ι∗(λ (α))+ ι∗(λ (β ))
= α⊗2 +β⊗2.
Pero en Z/2, α⊗2 +β⊗2 = (α +β )⊗2.























Luego Sqi(α +β ) = Sqi(α)+Sqi(β ).
A continuación ,veamos que Sq0 = Id para todo espacio X .
Por definición Sq0 : Hn(X ;Z/2)→Hn(X ;Z/2) es una transformación natural. Dichas transforma-
ciones están clasificadas por la cohomologı́a Hn(K((Z/2,n);Z/2)) ∼= Z/2. Por lo tanto es sufi-
ciente mostrar que Sq0 no es la transformación trivial.
Como Sq0 conmuta con la suspensión, es suficiente demostrar que Sq0 : H1(S1;Z/2)→H1(S1;Z/2)
no es trivial.
Por lo tanto, es suficiente calcular Sq0 para X = S1 y n = 1.
Sea G = Z/2 = 1,τ . La construcción anterior se puede ver como
46 4 Cuadrados de Steenrod
EG×S1 EG×G (S1∧S1) EG×G (S1∧S1)/S(BG)




Lema 1: ∇∗ : H2(EG×G (S1∧S1);Z/2)/S(BG)→ H2(EG×G S1;Z/2) es inyectiva.
Demostración. Realizaremos la prueba en dos pasos 1. Sea S1 (S1∧S1)∆ via el mapeo
diagonal. Notemos que Y = S1∧S1 = S2 tiene una acción de G = Z/2 tal que
Y G = {y ∈ Y/τ · y = y} ∼= S1.









Como nuestro espacio es un CW-complejo con finitas celdas en cada dimensión, lo anterior implica
que la pareja (X ,A) es totalmente no homóloga a cero mod p en (XG,AG).
Luego, por los teoremas de VII.1.5 y VII.1.6 de [10], tenemos que




∗ : H2(EG×G (S1∧S1))/S(BG);Z/2)→ H2(EG×G S1∧S1;Z/2),
es inyectiva.
Notemos que H2(EG×G (S1∧S1)/S(BG);Z/2) = H2(EG×G (S1∧S1),EG×G ∗;Z/2).
Para estudiar π∗, podemos utilizar la sucesión exacta larga en cohomologı́a. Si
A→ X → (X ,A)
es una secuencia de parejas de espacios topológicos, entonces la secuencia larga en cohomologı́a
para parejas es
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H1(EG×G (S1∧S1);Z/2) H1(EG×G ∗;Z/2)
H2(EG×G (S1∧S1);Z/2) H2(EG×G (S1∧S1),EG×G ∗;Z/2).
π∗
Por la exactitud es suficiente probar que
H1(EG×G (S1∧S1);Z/2)→ H1(EG×G ∗;Z/2),
es sobreyectiva. Para esto compararemos dos sucesiones espectrales.
Primero, E p,q2 = H
p(Z/2;Hq(S1∧S1)) es












Por otro lado, tenemos la sucesión espectral cuya segunda página E p,q2 = H
p(Z/2;Hq(∗)) es






Del teorema de comparación de sucesiones espectrales se sigue que
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H1(EG×G (S1∧S1);Z/2) H1(EG×G ∗;Z/2)
S∞×Z/2 S2 RP∞
es un isomorfismo. Adicionalmente, consideremos la fibración
S2 S∞×Z/2 S2 RP∞.
s







Lo anterior demuestra que ∇∗ : H2(EG×G (S1 ∧S1)/S(BG);Z/2)→ H2(EG×G S1;Z/2) es in-
yectiva.
Sea α ∈ H1(S1;Z/2) no trivial. Entonces λ (α) ∈ H2(EG×G (S1∧S1)/S(BG);Z/2) es no trivial
ya que su restricción a la fibra α⊗α 6= 0 y por lo tanto
∇
∗(λ (α)) = ω⊗Sq0(α) 6= 0 =⇒ Sq0(α) 6= 0.
Como sólo existı́an dos transformaciones naturales, dadas por la identidad y la trivial, se tiene que
Sq0 = Id.
Ahora probaremos que Sqi(α ^ β ) = ∑ j Sqi(α) ^ Sqi− j(β ). Al igual que con la suma, vere-
mos que el resultado es cierto para λ salvo posiblemente un signo, sin embargo, como estamos
trabajando con coeficientes en Z2 dicho signo desaparece.
ι
∗(λ (α ^ β )) = (α ^ β )⊗2 = (α ^ β )⊗ (α ^ β ) = ρ∗1 (α ^ β )^ ρ∗2 (α ^ β )
= ρ∗1 (α)^ ρ
∗










1 (β )^ ρ
∗
2 (β ))
= α⊗2 ^ β⊗2 = ι∗(λ (α))^ ι∗(λ (β )).
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λ : Hn(X ;Z/2)→ H2n(ΛX ;Z/2).
y sea ι : X∧2→ ΛX el mapeo dado por
X∧2 S∞×Z/2 X∧2 ΛX
a z0,a (1,a).
Si tenemos que |a|= n, entonces
ι
∗(λ (α)) = α⊗α ∈ H̃n(X ;Z/2)⊗ H̃n(X ;Z/2) ↪→ H̃2n(X∧2;Z/2).
Veamos que Sqn(α) = α ^ α = α2. Sea
j : X → RP∞×X
x 7→ (z̄0,x),
donde z̄0 es un punto fijo en RP∞. Por definición de θn(α) se sigue que
θn(α) = (∇◦ j)∗(λ (α)),
lo anterior pues
j∗ : Hn(RP∞×X ;Z/2)∼=
n⊕
k=0
Hk(RP∞;Z/2)⊗Hn−k(X ;Z/2)→ Hn(X ;Z/2)
es el mapeo proyección.
Notemos que el siguiente diagrama conmuta







Sqn(α) = θn(α) = (∇◦ j)∗(λ (α)) = (ι ◦d)∗(λ (α)) = d∗(ι∗(λ (α))) = d∗(α⊗α) = α ^ α.
Esto demuestra que la construcción presentada satisface los axiomas de los cuadrados de Steenrod.
Note que en todo el capı́tulo se han considerado coeficientes en Z/2, sin embargo, los diferenciales
que usamos en la sucesión espectral de Atiyah-Hirzebruch son con coeficientes en Z. Para poder
determinar la relación del tercer diferencial con los cuadrados de Steenrod, es necesario primero
extender la construcción presentada a los coeficientes adecuados.
Sea X es un espacio topológico, y consideramos la secuencia exacta corta de coeficientes dada por
0 Z Z Z/2 0,·2 mod 2
entonces con un argumento similar al del lema de la serpiente, tenemos un homomorfismo cone-
xión en cohomologı́a que sube el grado en uno, y que denotaremos por
β : Hk(X ;Z/2)→ Hk+1(X ;Z),
a este homomorfimos se le conoce como el homomorfismo de Bockstein de la secuencia de coefi-
cientes. Para los números enteros impares 2n+1 definimos la el cuadrado de Steenrod Sq2n+1∗ con
valores enteros, por la composición de Sq2n con el homomorfismo de Bockstein β de la secuencia
anterior, explı́citamente
Sq2n+1∗ = β ◦Sq2n : H i(X ;Z/2)→ H i+2n+1(X ;Z).
Y finalmente, si denotamos por ρ : Hk(X ;Z)→ Hk(X ;Z/2) el homomorfimos inducido por la
reducción módulo 2, definimos la extensión entera del cuadrado de Steenrod Sq2n+1Z como:
Sq2n+1Z = Sq
2n+1
∗ ◦ρ = β ◦Sq2n ◦ρ : H i(X ;Z)→ H i+2n+1(X ;Z).
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Será de nuestro interés estudiar el caso particular cuando n = 1, es decir Sq3Z. Esta operación
cohomológica es de tipo (Z,n,Z,n+3) y por el teorema de clasificación de las operaciones coho-
mológicas, tenemos que hay una correspondencia biyectiva entre
O(Z,n,Z,n+3)∼= Hn+3(K(Z,n);Z).
los cálculo de la cohomologı́a de los espacios de Eilenberg-Mac Lane hechos con la sucesión
espectral de Serre, tenemos que Hn+3(K(Z,n);Z) = Z/2. Esto muestra que sólo pueden existir
dos operaciones de este tipo, y se puede verificar fácilmente de las propiedades que Sq3Z no es la
operación cohomológica trivial.
5 Determinación del tercer diferencial
Como vimos antes, sólo existen dos operaciones cohomológicas estables que pueden jugar el papel
del tercer diferencial, la operación trivial y Sq3Z. En este capı́tulo demostrará que el tercer diferen-
cial de la sucesión espectral de Atiyah-Hirzebruch es el tercer cuadrado de steenrod Sq3Z.
Para esto calcularemos la K-teorı́a de un espacio conocido directamente, y luego mostrar que si el
tercer diferencial fuera la operación trivial tendrı́amos un resultado distinto [4].
5.1. Determinación del tercer diferencial
Sea X = RP2×RP4. En el capı́tulo de sucesiones espectrales calculamos que
K∗(RP2) =
{
Z⊕Z/2 Si ∗= 0,




Z⊕Z/4 Si ∗= 0,
0 Si ∗= 1.
Para K-teorı́a también tenemos una fórmula de Künneth para el producto, de donde se obtiene
K∗(RP2×RP4) =
{
Z⊕Z/2⊕Z/2⊕Z/4 Si ∗= 0,
0 Si ∗= 1.
Calcularemos ahora, la K-teorı́a del mismo espacio usando la sucesión espectral de Atiyah-Hirzebruch.
En primero lugar necesitamos conocer la cohomologı́a con coeficientes en Z de los espacios pro-
yectivos, por un lado sabemos que
5.1 Determinación del tercer diferencial 53
H p(RP2;Z) =

Z Si p = 0,
0 Si p = 1 ó p > 2,
Z/2 Si p = 2.
H p(RP4;Z) =

Z Si p = 0,
0 Si p = 1,3, ó p > 4,
Z/2 Si p = 2,4.













Z Si p = 0, ó p > 6
0 Si p = 1,
Z/2⊕Z/2 Si p = 2,4
Z/2 Si p = 3,5,6.
Ahora, usemos la sucesión espectral de Atiyah-Hirzebruch para calcular la K-teorı́a de RP2×RP4.
Recordemos que la segunda página de la sucesión espectral es E p,q2 = H
p(RP2×RP4;Kq(∗)), ası́,
la segunda página es de la forma
























Como siempre es el caso en la SEAH para K-teorı́a, el segundo diferencial debe ser trivial, por lo
que la tercera página es igual a la segunda. Sin embargo, note que E3,23 = Z/2, el problema aquı́ es
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que si d3 = 0, entonces sucederı́a que este término sobrevivirı́a hasta la página infinito, puesto que
d3 es el último diferencial posiblemente no trivial que llega a él. Ası́, si esto ocurriera se tendrı́a
que en grado total impar la K-teorı́a de RP2×RP4 serı́a no trivial, contradiciendo los cómputos
anteriores.
Esto demuestra el siguiente teorema
Teorema 15 (Teorema Fundamental): Sea X un CW-complejo compacto. Entonces la sucesión
espectral de Atiyah-Hirzebruch converge a la K-teorı́a de X y es tal que la tercera página tiene la
forma:




H p(X ;Z) si q = 2k,
0 si q = 2k+1,
donde si q es impar, el primer diferencial posiblemente no trivial es:
d3 = Sq3Z : H




Demostración. Como se demostró en e teorema 8, Hn+3(K(Z,n);Z) = Z/2. Podemos concluir
del teorema de clasificación es las operaciones cohomológicas que sólo existen dos operaciones
cohomológicas, una trivial y una no trivial. Ası́, como tanto d3 y Sq3Z son no triviales, concluimos
que estas deben ser iguales.
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