A long stream of academic literature has established that public funding towards research and development matters for economic growth because it relates to increases in innovation, productivity and the like. The impact of public funding on the creation of new firms has received less attention in this literature despite theoretical constructs that support such association. In the present paper we study whether indeed there is a relationship between public research funds and local firm births in the context of the U.S. biotechnology industry. In doing so, we introduce a number of changes that strengthen the robustness of our findings when compared with existing literature. These changes include a direct measure of research expenditures and a considerably lengthier longitudinal dataset which allows us to capture a structural relationship and not a chance event. We empirically demonstrate that increases in the level of research funding from the National Institutes of Health towards biotechnology associate with increases in the number of biotechnology firm births at the Metropolitan Statistical Area level. Further, we reveal that public funds towards established firms associate with local firm births considerably more strongly when compared with funds towards universities and research institutes/hospitals. We conclude the paper with academic and policy implications of the present work that highlight the complexity of factors that underlie the creation of local firms in high technology industries.
Introduction
Following the Great Recession and recognizing the robustness of the U.S. knowledge economy, which sustained high employment and wages amid broad economic weakness, 1 in 2009 the U.S. government made a strategic decision to substantially increase federal funding for research and development (R&D) in high technology industries such as biotechnology (Hand, 2009; Mervis, 2009) . In 2011 Ben Bernanke, the chairman of the Federal Reserve, publicly outlined the rationale and the influential role of government investments in R&D (Bernanke, 2011) . Not surprisingly, interest in measuring the returns to public R&D investments quickly followed, not only in the U.S. (Basken, 2012) but also, in Europe, Australia, New Zealand and elsewhere (pg. 137 Stephan, 2012) . These recent developments have revitalized a general interest towards the relationship between government funded R&D and economic growth. This relationship has been the focus of a long stream of research that has stressed the contribution of public R&D to increased innovation and productivity and has concluded that the social rate of return to public R&D investment is typically high (e.g. Beise and Stahl, 1999; Mansfield, 1991 Mansfield, , 1995 Mansfield, , 1997 Narin et al., 1997; Salter and Martin, 2001; Tijssen, 2002; Toole, 2012) . Such findings have, in turn, supported continuing public R&D spending over time.
The conceptual underpinnings of such work are also strong. Investments in R&D tend to be risky, mainly due to limited knowledge appropriability and uncertainty of outcomes (Arrow, 1971) . Such characteristics can discourage private parties from investing in R&D because the expected private rate of return is low. In fact, the social rate of return from R&D investments often outweighs the private rate (Griliches, 1992; Hall, 1996) . Consequently, governments may be able to correct this market failure by funding R&D and increase the odds of socially desirable outcomes (Arrow, 1962; Nelson, 1959) . 2 This sort of argument for government intervention relies heavily on a complete understanding and accounting of the benefits from public R&D funding. Yet, one potential benefit from public R&D funding, firm creation, has received relatively limited attention in the academic literature despite the strong link between firm creation and economic growth (Van Praag and Versloot, 2007; Wennekers and Thurik, 1999) . Indeed, there are good theoretical reasons to expect that public R&D funding may encourage firm creation. For instance, increased R&D expenditures can expand the knowledge base developed in universities and other research institutions and a part of it can be commercially exploited through firm spinoffs (Chachamidou and Logothetidis, 2008; Lockett and Wright, 2005) . 3 New firms may also be formed to capitalize on non-appropriated knowledge (e.g. Acs et al., 2009; Audretsch and Keilbach, 2007) .
In this study we focus on the question of whether publicly funded R&D expenditures lead to firm births in knowledgeintensive industries and in particular in biotechnology. A number of studies have examined the relationship between R&D expenditures and firm births but most have not delineated the sources of funds that support R&D (Bade and Nerlinger, 2000; Goetz and Morgan, 1995; Karlsson and Nyström, 2011; Kim et al., 2011; Kirchhoff et al., 2007; Woodward et al., 2006) . Accordingly, our knowledge on the impact of public R&D funding on firm creation is limited.
In our review of the literature we have identified only two studies that have focused on the impact of public R&D funding on the creation of biotechnology startups: Chen and Marchioni (2008) and Zucker et al. (1998) . Both studies find a positive relationship between indicators of publicly funded R&D activity and local biotechnology firm births. Our study adds to the findings of these two studies and introduces a number of methodological and measurement improvements. For instance, these previous studies do not distinguish between the type of organization that receives the public funding and performs the R&D. Here, we recognize the potential for differential efficiencies between industrial and academic R&D organizations on the rate of firm creation (Bade and Nerlinger, 2000; Karlsson and Nyström, 2011) and examine the impacts of public R&D funds directed to universities, private firms, research institutes and research hospitals separately. The two previous studies have also measured the impact of federal R&D outlays on firm creation in the biotechnology industry for rather short periods of time (up to two years). Here, we extend the period of analysis to 18 years (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) recognizing the inherent long cycles involved in R&D funding, knowledge development and potential firm creation from such new knowledge. As well, instead of proxies of R&D intensity employed in the two previous studies (a life sciences index and a count of faculty members with grants) we use a more direct and sharper measure of R&D activity, namely, the dollar amount of R&D funding awarded to universities, private firms, research institutes and research hospitals.
We focus on firm births in the biotechnology industry for several reasons. First and foremost, because the biotechnology industry is a core part of the knowledge economy and understanding how it grows is important. Second, because the industry is a heavy recipient of federal research funds (Lazonick and Tulum, 2011) , it is a fertile ground for our investigation. 4 Third, because of the close linkage between basic biotechnology research and commercial applications, there is potential for a strong relationship between the level of R&D activity and firm births (Argyres and Liebeskind, 1998; McMillan and Narin, 2000) . Fourth, because the biotechnology industry exhibits a strong tendency to cluster in narrow geographies (Audretsch and Stephan, 1996; Powell et al., 2002; Zucker et al., 1998) , biotechnology firm births tend to concentrate in regions with large venture capital pools, specialized labor pools, and anchor institutions, like large biotechnology firms and universities (Audretsch and Stephan, 1996; Powell et al., 1996 Powell et al., , 2012 Zucker et al., 1998) . These are exactly the types of institutions and geographies that a large share of public biotechnology R&D investment is typically directed to. For these and other reasons, we expect that if a relationship between public funding of R&D and firm creation exists, it should be possible to detect in the biotechnology industry.
For our empirical analysis we construct a rich dataset that includes all R&D funds from the largest funding source, the National Institutes of Health (NIH), directed towards biotechnology research from 1992 up to 2010. We complement this dataset with information about biotechnology firm births, venture capital investments and other relevant variables from Thomson's Financial SDC Platinum Database and other sources.
We organize the rest of the paper as follows: In the next section we briefly discuss the biotechnology industry and some of its characteristics that make it attractive for our analysis. In Sections 3 and 4 we review the relevant literature and develop our theoretical expectations on the effects of federal R&D monies on biotechnology firm births. In Section 5 we describe our econometric model and estimation procedures, and in Section 6 we review the data we use. In Section 7 we present the estimation results and in Section 8 we discuss how we test the robustness of those results. Finally, in Section 9 we offer concluding comments, implications for policy and suggestions for further research.
The biotechnology industry
The scientific origins of biotechnology can be traced back to the advancements of molecular biology and related fields in the 1950s (Kenney, 1986) . However, biotechnology as an industry began to develop after the discovery of the basic technique for recombinant DNA in 1973 from Stanley Cohen of Stanford University and Herbert Boyer of University of California -San Francisco.
The fundamental discoveries in genetic engineering led to an ever-increasing rate of innovation. By the mid-1980s, a large number of novel products and processes were being pursued in a variety of industries (Mowery and Nelson, 1999) . For instance, in the pharmaceutical industry regulatory proteins (e.g. human insulin and growth hormone), vaccines, antibiotics and monoclonal antibodies for diagnostic and therapeutic uses, were early targets. In agriculture, animal health products and growth promotants, and genetically engineered plants (e.g. plants resistant to herbicides, insects, diseases, and drought), were also broadly pursued. Improved amino acids, enzymes, vitamins, lipids, were the main targets in the specialty chemicals industry. And, R&D activities extended in various other industries, from food processing to environmental remediation.
The development of waves of biotechnology innovations and associated competencies, such as genetic engineering, bioprocessing, genomics, proteomics, metabolomics and others, has since continued and has led to an ever-expanding range of potential commercial applications and in the scope of the industry (Orsenigo et al., 2001) . In parallel, scores of scholarly works have documented the industry's growth, its reliance on scientific talent and new knowledge development and transmission as well as its emergence at the core of the knowledge economy (e.g. Audretsch and Stephan, 1996; Liebeskind et al., 1996; Whittington et al., 2009; Zucker et al., 1998) .
Since its initial emergence, an important feature of biotechnology has been that new knowledge development in the lab has found immediate commercial applications in the market place. As such, biotechnology has continued to blur the distinction between basic and applied research. This feature, has led to its lasting success in attracting risk capital and in firm creation (Ernst & Young, 2012) . It has also proved a good fit and a catalyst for the emergence of the entrepreneurial university (Renault, 2006) . With regard to science, biotechnology has promoted interdisciplinary research, largely because it draws upon a number of diverse knowledge bases and housing all relevant knowledge under one roof is increasingly difficult (Pisano, 2006) . Furthermore, it has promoted intense university-industry collaboration and commercialization of university research as well as firm creation. 5 In sum, the biotechnology industry is at the center of the knowledge economy, it is heavily supported through government R&D funds, and many of its features make it an important industry to analyze the relationship between public funding of R&D activities, knowledge development and firm creation.
How can federal R&D expenditures lead to firm births?
Except, perhaps, in exceptional cases, there are inherent measurement difficulties with establishing a direct causal relationship between specific government R&D funds, ensuing new knowledge outcomes and resulting firm births by tracing some sort of lineage. In this study, we instead ask the question whether an increase in the amount of public R&D investment in some location leads to a parallel and measurable increase in firm births within some distance from the location where the R&D activity takes place. In principle, there are, at least, two mechanisms that public R&D spending may lead to firm creation. First, government R&D expenditures can lead to firm births because they can expand the level of knowledge that can be pursued commercially by research organizations with voluntary firm spinoffs and other forms of ventures that have formal ties to these organizations (e.g. joint ventures, subsidiaries, etc.). 6 Second, they can strengthen localization economies, which can attract and support the creation of new firms in a given region.
The first mechanism is straightforward. Federal funds can expand R&D outlays which, in turn, would tend to yield more knowledge (Cohen and Levinthal, 1989) . As Klevorick et al. (1995) demonstrate, public R&D expenditures can expand the scope of opportunities that can be pursued commercially. As such, voluntary spinoffs, which rely on the research and knowledge flows of research organizations, could materialize (Garvin, 1983; Ndonzuau et al., 2002) . Indeed, in knowledge industries, such as biotechnology, voluntarily spinoffs from incumbent firms as well as from public research institutions are common (Chachamidou and 5 It is not clear how many of the university spinoffs in the U.S. are biotechnology firms as AUTM does not provide details about the industrial focus of these new firms. However, from the few universities that do provide such details as well as from survey results, biotechnology startups appear to constitute a large majority (Wobbekind et al., 2012; Zhang, 2009) . 6 Often, in the literature on the determinants of firm births there is a distinction between startups which are defined as new firms without a specific scientific origin, and between spinoffs/spinouts which refer to firms that spawn from particular institutions such as universities and private firms. In order to develop our theoretical expectations we consult with research that uses both terms. Logothetidis, 2008; Lockett and Wright, 2005) . For example, the first ever biotechnology firm, Genentech, was a spinoff from the University of California, San Francisco. Similarly, Intermune Pharmaceuticals was a spin out of Connetics Corporation and Guidant of Eli Lilly (Ledbetter and Zipkin, 2002) .
The second mechanism that can encourage firm births through the strengthening of localization economies is more indirect. Localization economies are typically defined as gains from the colocation of similar firms. They can be partitioned to gains in the knowledge base of firms (knowledge spillovers, network externalities and the like) and gains from efficiencies in the costs of doing business (access to a skilled labor pool and specialized suppliers, availability of firms in complementary industries) (Döring and Schnellenbach, 2006 ). An increase in the level of R&D expenditures in a particular location can lead to improvements in localization economies and, hence, in the odds of local firm creation. 7 More specifically, confronted with substantial research expenditures, long research cycles, scientific complexities and a strict regulatory environment (DiMasi and Grabowski, 2007; Haussler and Zademach, 2007) firms in high technology industries often leverage the imperfect appropriability of knowledge (Arrow, 1962; Nelson, 1959) and its inherent difficulty of transfer over physical space (Audretsch, 1998) by sourcing knowledge and know-how from nearby research-intensive institutions. This happens via interpersonal interactions of economic actors working in similar problems, collaboration between nearby firms, participation in local professional networks and labor mobility of highly trained employees (Bathelt et al., 2004; Dahl and Pedersen, 2004; Kolympiris and Kalaitzandonakes, 2013; Liebeskind et al., 1996; Saxenian, 1991) .
As the knowledge base of research organizations increases with their R&D investment (Cohen and Levinthal, 1989) , the opportunity for knowledge acquisition by closely located firms should increase as well. Indeed, especially young firms located in proximity to research intensive institutions often achieve higher innovative outcomes potentially due to such knowledge acquisition effects (Acs et al., 1994; Anselin et al., 1997 Anselin et al., , 2000 Fischer and Varga, 2003; Jaffe, 1989) . Accordingly, the potential for knowledge acquisition can provide strong incentives for newly founded firms to locate in proximity to sources of knowledge that can be exploited (Grossman and Helpman, 1992) .
A somewhat different form of localization economies that is almost unique to the biotechnology industry, has been described by a stream of research developed by Powell and his colleagues (e.g. Powell, 1996; Powell et al., 1996 Powell et al., , 2002 Powell et al., , 2012 Whittington et al., 2009) . 8 As they explain, the diversity of local organizations (e.g. firms, universities, etc.) in a region can boost the local biotechnology birth rate. When there is diversity in the local environment, communities can more easily overcome declines and increased competition can create different standards, practices, rules and strategies that are most relevant for success. This is particularly relevant for biotechnology perhaps because its broad knowledge base favors numerous competing experimentations before reaching the most desired outcome. Among the diverse organizations, Powell and his colleagues highlighted the importance of a local anchor entity (e.g. large firm, research university, etc.) that ". . .becomes a scaffolding that, either intentionally or unexpectedly, assists subsequent connections. . ." (Powell et al., 2012) . In this context of the biotechnology industry, federal R&D funds are allocated to different types of research institutions and might increase the diversity of local research organizations. At the same time, the bulk of such funding goes to large research universities that may act as anchor organizations in various regions. As such, public R&D funding might increase firm births in the biotechnology industry through the location effects described by Powell and his colleagues. Indeed, there is significant evidence that most early biotechnology startups were founded around universities, where major breakthroughs took place (Audretsch and Stephan, 1996; Owen-Smith and Powell, 2004) .
Investments in R&D can augment knowledge spillovers among proximate firms but can also induce efficiencies in the costs of doing business of knowledge industries by enhancing specialized and localized labor pools and encouraging the presence of firms in complementary industries. Specifically in biotechnology, service providers and other suppliers such as firms with expertise in biological materials and advanced laboratory equipment tend to locate in regions with high research intensity (Stuart and Sorenson, 2003a) . Insofar as newly founded biotechnology firms are attracted by the resource endowment of a given region (Stuart and Sorenson, 2003b) an increase in the availability of research dollars can boost the attractiveness of the region as a potential startup location.
Along the same lines, an increase in R&D spending, especially through government grants to universities that train new scientists through research, can enhance the talent in the local labor pool and accordingly boost the local availability of highly skilled labor (Pouder and St. John, 1996) . Employee turnover from incumbent firms can also enhance the local labor pool (Kim and Marschke, 2005) . A region with ample highly skilled labor could therefore attract and encourage the creation of new local firms.
Regions rich in knowledge base may also lead to firm births through a mechanism described under the Knowledge Spillover Theory of Entrepreneurship (KSTE). Knowledge originally developed at incumbent organizations may be commercially pursued by alert individuals, often previous employees, who recognize the potential of these projects and mobilize local networks and other means towards the development of their firm (Acs et al., 2009; Audretsch and Keilbach, 2007) . 9, 10 
Empirical evidence on federal R&D expenditures and firm births
Empirical evidence in the literature is generally consistent with the arguments in the previous section and suggests a positive relationship between R&D expenditures and firm creation. A stream of research has documented a consistent positive association between proxies of R&D intensity, such as the number of R&D employees in a region, and the rate of local firm births (Bade and Nerlinger, 2000;  9 Previous employers can guard against the use of knowledge acquired internally (Kim and Marschke, 2005) , but significant evidence of firm spinoffs without formal ties with the parent company (Agarwal et al., 2004; Klepper and Sleeper, 2005) suggests that such protection schemes are often bypassed. 10 Bhide (1994) provides indirect evidence towards such effects by reporting that 71 percent of firm founders in his sample stated that their business originating idea came either through replication or modification of an idea encountered through previous employment. Goetz and Morgan, 1995; Karlsson and Nyström, 2011; Kim et al., 2011; Kirchhoff et al., 2007; Woodward et al., 2006) . 11 Importantly, several studies in this stream of research have sought to distinguish the relative impact of academic and industrial R&D on firm creation. These studies have found that who conducts the R&D matters to the rate of firm creation and there appears to be a stronger linkage between the creation of new firms with R&D activity occurring in firms rather than with R&D taking place in academic institutions (Bade and Nerlinger, 2000; Karlsson and Nyström, 2011) . What is difficult to infer from all these previous studies, however, is the impact of federally funded R&D on firm creation because they measure R&D activity without any reference to its funding source.
A handful of studies have examined directly the relationship between government R&D funding and firm creation and here the evidence is more limited and nuanced. Kim et al. (2011) examined the factors that influence the annual rate of firm births and deaths in the U.S. (without any specific industry focus) and found that industrial R&D expenditures had a positive effect on firm births but government R&D investments had no distinguishable effect. Samila and Sorenson (2010) also studied the relationship between federally funded R&D grants to academic institutions and the annual rate of firm births in the U.S. (again without a specific industry focus). Samila and Sorenson (2010) concluded that while in isolation federal R&D funding to academic institutions did not affect the firm birth rate in the regions where the R&D activity occurs, in regions rich in venture capital it did exhibit a positive effect. The authors then concluded that the local availability of venture capital acted as a catalyst to firm creation.
Two more studies, Chen and Marchioni (2008) and Zucker et al. (1998) , have examined the linkage between federally funded R&D and biotechnology firm births and both have documented a positive relationship. More specifically, Chen and Marchioni (2008) In turn, this index was found to have a strong explanatory power in the number of MSA biotechnology firm births. Hence, Chen and Marchioni (2008) provide indirect empirical evidence for a positive impact of public R&D funding on biotechnology firm creation but the marginal effect of such funding could not be computed. Zucker et al. (1998) studied the births of biotechnology firms in a given U.S. Functional Economic Area in 1990. They evaluated the impact of federal funding on firm creation by examining the relationship between the number of faculty members in local universities that have received federal grants between 1979 and 1980 and biotechnology firms ten years later. They found that federal R&D funding had a positive impact on biotechnology firm births but, as in the case of Chen and Marchioni (2008) , the marginal impact of such federal investments on local firm creation was not part of the analysis.
In broad strokes then, existing empirical evidence indicates that: (a) more R&D spending tends to increase firm creation; (b) who performs the R&D matters and firm R&D activities appear to have 11 Indirect evidence is also provided by studies that examine the relationship between the density of institutions that conduct R&D in a region and the rate of new firm births at that region as well as from studies that analyze the rate that academic institutions and private organizations spawn startups (e.g. Baptista a higher marginal impact than university R&D activities on firm births; and (c) increased government R&D spending may have a positive effect on firm creation under some conditions, especially in the biotechnology industry. The existing literature and empirical evidence, however, leave a number of questions unanswered, including the most basic one -just how many more firm births might one expect from, say, an additional $1 million in public R&D funding in a given region? This is the principle question we address in this study within the context of the U.S. biotechnology industry. To answer this question, we make a number of methodological improvements in what we consider to be potential limitations in previous studies.
Specifically, the cycles of R&D grant acquisition, performance of R&D, creation of new knowledge, and application of the new knowledge through the creation of new firms can be long and variable in length from one year to another. As such, we propose that the relationship between public R&D funding and firm creation must be examined over a long period of time in order to allow for sufficient lags in the process and year-to-year variations in the flows of funds and firms. 12 Since the capacity of different types of research institutions to translate knowledge into firm births might be different, we also propose that the effects of public R&D expenditures on firm creation should be considered separately by the type of recipient. Finally, we propose that instead of various indirect indicators of publicly funded R&D intensity, a direct measure of public R&D funding (dollars spent) should be used in this analysis so that the marginal effects on such spending can be calculated. 13 We implement the proposed improvements in the analysis that follows. More specifically, we use a direct measure of public R&D spending; we extend the period of analysis to 18 years (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) to ensure adequate consideration of lags and year to year variations in R&D investments and firm births; and we partition public R&D funds to those directed to universities, private firms and research institutes and hospitals.
Consistent with previous work that finds the impact of R&D activities on firm creation to materialize within a narrow geographic scope, we measure the number of firm births at the same MSA where federal funds are allocated (Karlsson and Nyström, 2011; Samila and Sorenson, 2010) . The MSA is used as the unit of analysis because it is small enough to capture the spatially bounded nature of localization economies and the tendency of spinoffs to locate close to parent organizations but it is large enough to exhibit independent economic activity (Abel and Deitz, 2012; Samila and Sorenson, 2011) . Further, MSAs are generally more homogeneous across U.S. states 14 than cities or other geographic units which allows us to provide more meaningful comparisons across MSAs of rural and urban regions.
12 For instance, in Chen and Marchioni (2008) and Zucker et al. (1998) the time span of public R&D outlays measured and the lags between outlays and the new firm counts are rather limited. Chen and Marchioni (2008) measure federal R&D spending for a two year period and Zucker et al. (1998) for a one year period. It is therefore possible, that the results could weaken or strengthen if their period of analyses were lengthened allowing for multiple funding cycles, potential longer lags between funding and firm creation as well as natural variations in external conditions that may also affect firm births over time (e.g. overall business climate and conditions in financial markets). 13 Previous measures of public R&D activity have been somewhat crude. In addition to making difficult the derivation of a direct measure of the marginal effect of public R&D spending on firm creation, they may also distort the potential relationship. For example, the count of faculty members supported by federal grants used in Zucker et al. (1998) may mask important differences across the size of grants and accordingly the level of knowledge generated and firm created from public R&D funding. 14 The MSAs are U.S. population centers and exhibit less economic and geographic heterogeneity than the component spatial units (e.g., cities, towns, suburbs, villages, neighborhoods, and boroughs).
Methods and procedures
We specify a two-way fixed effects model in which the dependent variable y it is the number of biotechnology firm births in Metropolitan Statistical Area i and year t. Given that the dependent variable is an observed count, the general form of the expected count is formulated as follows:
where X it is the 1 × 13 row vector that contains thirteen nonconstant explanatory variables, which we describe later in this section. Function m is a link function that maps the linear combination of the explanatory variables into an expected count that is non-negative. 15 The two-way unobserved components in our model are represented with the second and third terms in Eq. (1). In particular, A i equals 1 for MSA i and is 0 otherwise, and t equals 1 for year t and is zero otherwise. The year dummies can capture time-varying effects, such as favorable or unfavorable environments in financial markets on firm births (e.g. a "hot IPO market" (Lowry and Schwert, 2002) ). The MSA dummy variables are used to capture time-constant factors that may affect firm location choice for a wide range of industries, including biotechnology. For example, the MSA dummies can approximate the local effect of taxes (Bartik, 1985 (Bartik, , 1989 Rathelot and Sillard, 2008) and economic initiatives (Woolley and Rottner, 2008) , which despite potential deviations from year to year are expected to be largely time constant. 16, 17 The set of explanatory variables in Eq.
(1) includes the lagged dependent variable (i.e. the firm birth rate in each MSA at time t−1) in order to capture potentially dynamic relationships in firm births. Regions conducive to new firm creation are expected to show a historical pattern of firm births (Andersson and Koster, 2011) , so we expect a positive sign for the coefficient of the lagged dependent variable. We also use the estimate of this coefficient to distinguish between the short and long run effects of federal funds on the local firm birth rate (Wooldridge, 2009) .
Since the lagged count variable in X it is a function of the cross-sectional unobserved component (represented by the timeinvariant dummy variable A i in (1)), the presence of lagged dependent variables in panel models generally causes bias and 15 To estimate the model in (1) we use the Poisson maximum likelihood estimator. Following earlier contributions to this literature, the standard Poisson variance assumption of equal conditional means and variances may be too restrictive for much of the economic count data encountered in practice, so we relax this condition in our estimated model. When relaxed, the computed standard errors are not sensitive to any conditional variance assumption and allow for arbitrary serial correlation (Wooldridge, 1999) . 16 We should note that because some MSAs cross state borders, local taxes and economic initiatives may vary within an MSA. Accordingly, the interpretation of the region-specific dummy variable as a true fixed effect may be limited. As a robustness check, whenever the analysis is limited to the MSAs that do not cross state borders the results remain qualitatively similar to those reported in Table 3 . 17 We have also run fixed effects models using procedures that are included in popular statistical software, such as SAS and STATA, (e.g. TCOUNTREG). Unfortunately, some of these procedures are still experimental and as such they only report limited fit statistics. Furthermore, the available routines are suitable mainly for oneway count panel models but in our application we need to estimate a restricted or partial-two-way model (some cross-sectional effects are restricted to zero) because some cross-sectional observations have limited variability. In addition, in all the procedures we used, the number of observations drops drastically because the standard FE Poisson model as described in Wooldridge (2002) drops all observed zeros from the log-likelihood. As a result, the sample of such models is quite different from the base model and as such the results are not directly comparable. Given all these problems as well as the findings of Greene (2002) that the fixed effects estimator in different families of nonlinear models is biased, we opted to not present fixed effects estimates here.
inconsistency problems in the standard estimators for panel models (Wooldridge, 2002) . For one-way panel models of count data, the potential inconsistency problem may be resolved by using quasi-differenced data or an instrumental variables estimator. Given that our data may have two-way unobserved components, we use the dummy variable approach, which is roughly comparable to the within estimator. Although the within estimator is also biased for data sets with a fixed temporal dimension, the bias converges to zero as the number of time series observations becomes large. Our data set has 18 years of time-series observations, so the potential bias in the two-way ML estimator of Eq. (1) may be small for this relatively large data set, and we present alternative versions of the estimated model in order to evaluate the evidence of potential bias in the estimator.
To test whether federal funds relate to local firm births and whether the type of the recipient mediates that effect, we include the average total amount of federal grants awarded at MSA i's universities, private firms and institutes/hospitals from t−1 to t−5 18 in linear and quadratic form. The amount of funds that each MSA receives from NIH within a five year window is fairly stable due to the common multiyear nature of grants awards. Due to the similarity across adjacent observations of the lagged variables, strong correlations exist among yearly lagged observations, and we employ an average value versus separate year lags in the empirical model. We use a five year lag average because the period up to five years before firm birth is perhaps the most relevant in capturing the true effects of federal funds because a large number of grants expire after the five year window. 19 The quadratic form of the variables in question is included in the analysis in order to account for potential nonlinearities in the relationship between federal R&D monies and firm births at the MSA level.
In line with our theoretical expectation, we anticipate an overall positive contribution of NIH funds to firm births, and the rate may be increasing at an increasing rate (i.e. the quadratic coefficient is positive) or increasing at a decreasing rate (i.e. the quadratic coefficient is negative). Also in line with our theoretical expectations, we expect the magnitude of each variable that measures the amount of funds provided to a given type of institution to vary among types of institutions which would signal that different types of recipients have distinct effect on the generation of new firms from federally funded research. As well, we include three interaction terms (university funds * private firm funds, university funds * research institute funds, research institute funds * private firms funds) to account for potential synergies (positive sign of the interaction terms) or congestion effects (negative sign of the interaction terms) that may arise when funds are allocated to different recipient types/organizational forms in the same MSA.
To account for time-varying factors that can influence the yearly birth rate of a given region we add three relevant control factors in the analysis. The first control variable is the average GDP of the MSA in the five years prior to a firm birth. The variable is used to capture the effect of overall economic conditions on the yearly firm birth rate. These conditions are expected to arise from factors such as regional cost advantages, amenities and a region's prestige (Bartik and Gray, 2002; Frenkel, 2001; Stuart and Sorenson, 2003b) . 18 In order to include early years in the empirical analysis, we use a 5 year average for available observations. For example, the observation for 1995 is the average value of years 1992-1994, which is a 3 year average. Thus, the empirical analysis only omits data on the dependent variable for 1992. As we show in section 8, this empirical choice did not have a noticeable impact on our results. 19 Previous research has found 5-year windows for lag structures to be appropriate (e.g. Aharonson et al., 2008; Baum et al., 2000) . As shown in Table 5 , to test the robustness of our findings to the specification of the year lag structure we specified the relevant variables with different lag structures and found nearly identical results to those reported in Table 3 .
Given the highly localized nature of venture capital investments in biotechnology (Kolympiris et al., 2011; Powell et al., 2002) and the contribution of venture capital to regional firm birth rate Sorenson, 2010, 2011 ) the second control variable is the average total venture capital funds invested in biotechnology firms in the MSA in the five years prior to a firm birth. We expect a positive sign for the variable in question. Note that the two aforementioned control variables are specified as 5-year averages so that we could compare them with the corresponding variables that measure the 5-year average inflow of NIH dollars at a given MSA. To ensure that our empirical analysis is robust to the size of the MSA, we also include a control variable for the population of the MSA at year t.
Data sources and presentation
The data used to construct the variables that measure the yearly federal funds allocated to universities, private firms, and research institutes/hospitals (and the associated interaction and quadratic terms) were obtained from NIH's Research Portfolio Online Reporting Tools (RePORT). We collected data from 1992 20 to 2010 on the amount awarded by NIH to every principal investigator (PI) as well as each funded project's title and each PI's affiliation at the time the project was funded. 21 In order to identify biotechnology grants, a keyword search was performed for all project titles. 22 After we sorted out the biotechnology grants, we adjusted the nominal award money to 2007 values using the CPI and classified each project's PI affiliation to universities, private firms and research institutes/hospitals after consulting with the categorization of each institution as private firm, university and so on provided by RePORT. Whenever in doubt, we visited each institution's website. Then, we constructed the MSA-specific explanatory variables by adding the inflation adjusted award monies for each type of institution. 23 20 The effect of NIH money on local firm births could have been larger in the early years because the industry may have not attained complete maturity during these years. Accordingly, firm births prior to 1992 would also be of interest to the present study. Unfortunately, 1992 is the first year for which NIH data are available. Further, the boom in the biotechnology industry occurred some years later than 1992, so 1992 is still among the early years. 21 NIH's RePORT reports the PI and the institution that each project is awarded. It is possible that the PI may have more than one affiliation. Nevertheless, this does not present a problem as we allocate the funds to the institution reported in the NIH grant. NIH grants are made, principally, to an institution rather than a PI and as such the research is expected to occur in the recipient institution listed in the award. While no official statistics exist, information provided by the Office of Statistical Analysis and Reporting (OSAR) of NIH, indicates that the majority of NIH grants are individually allocated to a single institution and a single PI. As such, we allocate all awarded monies in each grant to the location of the primary recipient institution and PI. For the small number of NIH grants involving multiple institutions, this attribution scheme might lead to misallocation of funding among institutions and locations but we do not expect this type of error to be significant. We indirectly tested for the significance of such a potential error by taking advantage of a recent change in NIH grant awards. Specifically, since the beginning of 2007, NIH has allowed grants to have multiple investigators (Brainard, 2006 ). When we reestimated our base model on a limited data set for the 1992-2007 period, we found the results to be qualitatively similar to the results of Table 3 , where the analysis extended to 2010. 22 The list of biotechnology keywords was constructed after consulting with biotechnology researchers employed at the authors' institutions. Almost 400 keywords were used but 155 of them characterized 99% of all grants in our dataset. The abbreviated list is presented in Appendix The proportion of funds directed to the different types of institutions remained stable over time mainly because most grants are multiyear awards. Universities attract the largest share of the funds while private firms receive the least amount of grants from NIH. 24 Interestingly, as seen in Table 1 , the correlation coefficients between monies for the different types of institutions on a per-MSA-year base are moderate, ranging from 0.52 to 0.57. The magnitude of those correlations suggests that there is variation in funding levels across the different types of institutions within the MSAs, and this should help us to estimate the separate effects of the funds on firm births.
We used the Thomson's Financial SDC Platinum Database, the Zoominfo web-based database, and the web-based Moneytree report to identify biotechnology firm births and to construct the 24 NIH is currently required to set aside 2.5 percent of its extramural R&D budget exclusively for grants of the Small Business Innovation Research (SBIR) program (Wessner (Ed.), 2009) which mainly go to private firms. The required percentage has slightly fluctuated over time but some of the NIH funds issued to private firms are SBIR grants. Also note that the majority of funds for private firms do not come from the federal government but from other sources like venture capital funds. Hence, the overall firm-generation capacity of private firms will be underestimated here because we do not include the total research amount received by private firms (besides NIH funds). dependent variable and the time lag variable. Each firm's location and founding date were generally available in all three data sources, but missing observations were gathered from the websites of the individual firms. All three data-sources report firms that during their lifetime received funds from venture capital firms. Perhaps due to the highly selective nature of venture capital investments, venture capital-backed firms are often overperforming and generate substantial revenues and associated increases in value added and jobs; they are then precisely the type of firms that Shane (2009) argues public policy should focus on. 25 By extension, venture capital-backed firms appear a suitable sample for our study. 26, 27 Fig. 2 presents the number of firm births by year, which exhibit an increasing trend over time even though year to year 25 Shane (2009) even suggests that the criteria used by venture capitalists in choosing the firms they invest in should be adopted by federal agencies, such as NIH, that provide funds. 26 Approximately 80 percent of the firms were common in all three databases but SDC was more comprehensive in reporting the foundation date of each firm as well as its address, which were the two main pieces of information we sought from these data sources in order to assign the birth of each firm to an MSA at a certain year. Importantly, for about 90 percent of the firms we used to construct our dependent variable SDC provided the status of each firm as of the end of 2010, which is the year our analysis ends. The large majority of the firms were in business for at least 7 years after their births and some were merged or acquired. 27 Although venture capital-backed firms often locate where venture capital investments occur, because of our focus on firms of this kind we may have overlooked some firms in regions with less venture capital activity, which could lead to a potential bias in our estimates. In general, we do not expect this issue to be important as 60 percent of the firms in our sample were founded outside the three traditional venture capital hubs of San Francisco, Boston and San Diego. Furthermore, existing empirical evidence from a broad set of industries indicates that the effect of regional venture capital activity per se on firm foundings is not particularly strong Sorenson, 2010, 2011) . Empirical evidence from the biotechnology industry suggests that the impact of venture capital activity on firm births is either weakly positive and lessens even more when other factors (e.g. university presence) are explicitly considered (Stuart and Sorenson, 2003a) or it is negative, potentially due to the fact that venture capital activity favors the creation of a small number of large firms (Zucker et al., 1998) . To illustrate the spatial character of firm births, Fig. 3 presents the cumulative amount of NIH grants collected from 1992 to 2010 for all MSAs in the U.S. along with their cumulative firm births for the same period. Each MSA is represented by its principal city as defined by the U.S. Census Bureau; for those MSAs with two principal cities, the more geographically central city in the MSA is depicted in the map. MSAs are classified according to their NIH fund accumulations, and larger symbols in the figure indicate MSAs with more biotechnology firm births. The general pattern observed from Fig. 3 is that the MSAs that host institutions that have attracted large amounts from NIH have also experienced more firm births. Only 12 percent of the MSAs (9 of 75) with the highest NIH fund accumulations did not have any firm births while the corresponding percentage for MSAs with lower or no NIH fund accumulations was 76 percent (107 of the 140) and 97 percent (151 of the 156), respectively. For example, Boston's MSA had 181 firm births and the largest funds accumulation of all MSAs with more than $4.1 billion from 1992 to 2010. Also, San Francisco had 201 firm births while having the 6th highest total NIH fund accumulation. In contrast, Los Angeles had only 27 firm births while having received the 3rd total largest amount from NIH with more than $2 billion from 1992 to 2010. While Fig. 3 implies a positive association between firm births and total NIH funds, it does not provide a comprehensive picture of the relationship under consideration because it does not account for temporal, spatial, and other structural effects that might shape firm firms in various locations. The estimated count data model is therefore expected to provide more specific evidence on the conditional impact of NIH funds on firm births across the U.S.
For the remaining variables, we used data from the U.S. Bureau of Economic Analysis to construct the GDP for each MSA and we transformed the nominal GDP values to 2007 dollars using the CPI. Data available at the U.S. Census Bureau was employed to form the MSA population variable. Finally, the variable that measured the venture capital investments at a given MSA was built with data from the SDC Platinum database. SDC provided the nominal venture capital amounts awarded to biotechnology firms per year. In order to construct the variable in question, we converted these amounts to 2007 dollars using the CPI and summed up the values for all firms located in each MSA. Table 2 presents descriptive statistics for the dependent variable and selected independent variables. The average number of firm births per MSA year is 0.18 with a standard deviation of 1. The dependent variable is right-skewed because most of the MSAs did not have any firm births in a given year. On average, universities receive about $3.69 million per MSA year, research institutes receive about $1 million per MSA year, and private firms attract about $0.12 million per MSA year. Note that regardless of the type of the institution, the standard deviation of NIH funds is greater than the variable mean, which indicates the wide range of values in the observed funding levels. As with the dependent variable, these explanatory variables exhibit strong right skewness because most observations in a given year equal zero. Most MSAs did not receive biotechnology-related funds from venture capitalists but the relative size of the standard deviation of the average venture capital invested as compared with its mean (36.8 versus 4.9) indicates that when (and where) venture capital investments occurred, they were of significant magnitude. Finally, the average GDP for a given MSA was almost $19 billion with most MSAs having a GDP of more than $2.4 billion.
Estimation results
The fit statistics reported at the bottom of Table 3 come from a maximum likelihood (ML) estimation of the previously described Poisson count model which was based on an exponential specification for the conditional mean. 28 Note, however, that there might be unobserved or difficult to measure time-varying regional characteristics (for instance, the quality of support towards entrepreneurship provided in the MSA) that can boost or hinder the firm birth rate in a given MSA across years. If such unobserved factors do exist, they may lead to a violation in the assumption of independence across observations (Nichols and Schaffer, 2007; Stimson, 1985) . For this reason we compute standard errors clustered at the MSA level using generalized estimating equations (GEE). 29 This practice accounts for potential clustering effects and yields identical estimates to ML. These last estimates of the fitted Poisson count model are reported in the first column of Table 3 . As we discuss in detail in Section 8, a number of robustness checks suggest that our estimates are generally consistent across different estimators, sets of regressors, lag structures, and model specifications.
To evaluate the potential bias due to the presence of the fixed effects and the lagged dependent variables in (1), we estimate an alternative model and report the results in the second column of Table 3 . The second model includes all the independent variables previously discussed except the temporal lag. The small differences between the estimates of the two models suggest that the temporal sample period (Allison, 2008) . Accordingly, the set of MSA-specific dummies was defined as the set of 104 MSAs that over the sample period had at least one firm birth, and we use a partial or restricted form of the fixed effects specification.
29 GEE is a method to estimate the standard errors which first estimates the variability within the defined cluster and then sums across all clusters (Zorn, 2006 ). lag does not induce substantial bias in the ML parameter estimators. Accordingly, in the following discussion we refer only to the estimates of the full model in the first column.
The joint significance tests reported at the bottom of Table 3 indicate strong significance for the MSA-specific and the yearspecific variables. 30, 31 As well, the condition number for the set of explanatory variables (39.67) reduces inference concerns that relate to multicollinearity because it is within the range of the generally regarded as safe level of 30 and well below the worrisome condition number of 100 (Belsley et al., 1980) . The estimated coefficients for the NIH variables are largely positive and provide empirical support to the proposition that federal R&D spending contributes to local biotechnology firm births. Because the NIH funding variables for the recipient institutions appear in multiple terms (i.e. linear, quadratic, and cross-product terms), we have to combine the individual marginal effects to evaluate the overall marginal effect from NIH funding on firm births. The semi-elasticities for the three recipient types are reported for the two estimated Poisson models in Table 4 . For research universi- 30 We also estimated models with one-way (only MSA-specific) fixed effects, and these have largely similar results with those reported in Table 3 .
31 Separate year-specific and MSA-specific fixed effects were mostly statistically significant as well and are not reported in Table 3 for ease of exposition. Importantly, the significance of the MSA-specific dummy variables suggests that time-invariant characteristics such as fiscal policies at the regional level have an impact on the location patterns of biotechnology firm births.
Table 3
Count estimates of Poisson model with mean equal variance assumption relaxed. The dependent variable is the number of biotechnology firm births at time t in MSA i.
Model
Model 1: Poisson (without variance restriction) full model [1992] [1993] [1994] [1995] [1996] in the analysis, the averages are calculated as the average of available observations. For year 1996 for example, the average used in the model is the average NIH$ from 1992 to 1995, which is a 4 and not 5 year average.
b The omitted year is 2007. * 0.10 significance. ** 0.05 significance. *** 0.001 significance.
Table 4
Semi-elasticities for the variables that measure the rate at which federal funds towards different types of institutions associate with biotechnology firm births at the MSA level.
Model
Model 1: Poisson (without variance restriction) full model Model 2: Poisson (without variance restriction) excluding temporal lag
Percentage change in the expected number of firm births in the focal MSA at year t, given a 1 million increase in the average NIH funding level of universities located in the MSA from t−1 to t−5
5.9288
Percentage change in the expected number of firm births in the focal MSA at year t, given a 1 million increase in the average NIH funding level of research institutes/hospitals located in the MSA from t−1 to t−5 4.9923 5.2518
Percentage change in the expected number of firm births in the focal MSA at year t, given a 1 million increase in the average NIH funding level of private firms located in the MSA from t−1 to t−5 58.1078 59.2508 ties, the results of Table 4 indicate that, on average, an additional $1 million of public R&D funding awarded to universities over a 5 year period is expected to generate in the following year an increase of 5.93 percent in local firm births per MSA. Regarding the short run and long run effects of federal money on local firm births, 32 the estimated long-run effect is close to 2 percent higher than the short-run effect (0.0612 and 0.0623 respectively). With regard to the marginal effect of federal R&D funds awarded to private firms on the regional firm birth rate, the estimated 32 The long run effect is estimated with ˇ/1 − where ˇ is the short run effect and is the estimated coefficient of the lagged births variable (Wooldridge, 2009 ).
semi-elasticity reported in Table 4 implies that, on average, an additional $1 million of federal R&D funds awarded to private firms over a 5 year period is expected to increase the number of local firm births in the following year by 58.11 percent per MSA. This finding provides empirical support to the proposition that the impact of federal R&D funding on firm creation is sensitive to the recipient type. What makes this finding striking is the sheer difference in magnitude. Federal R&D funding directed to private firms is found to have an impact on firm creation that is almost ten times larger than that directed to research universities. This difference is consistent with the findings of previous studies that document differential effects between industrial and academic R&D on firm births (Bade and Nerlinger, 2000; Karlsson and Nyström, 2011 ).
Similar to the results for universities, the estimated short-run and long-run multipliers for private firms are nearly identical, and the marginal effects do not exhibit a higher order relationship that is economically relevant. With regards to federal R&D funds awarded to research institutes and hospitals we find that the impact of such funds on local biotechnology firm creation is slightly lower than that of research universities but substantially lower than that of private firms. In particular, our results show that, on average, an additional $1 million of federal R&D funds awarded to research institutes/hospitals in a five year period is expected to increase the number of biotechnology firm births in the following year by about 5 percent for the MSA of interest. Given that unlike private firms, universities and research institutes are not driven mainly by profit maximization, a possible impetus of the observed difference may be the potential tendency of private firms to direct their efforts mainly towards the end of research with higher commercial value. It may also be the result of diminishing returns of public R&D funding to firm creation (note the difference in the relative size of public R&D spending in universities and private firms), or some other factor.
The statistical insignificance of the lagged dependent variable suggests that prior local firm births do not have strong explanatory power in the rate of local firm formation and the same holds for venture capital investments, the size of the MSA and its economic growth.
Sensitivity analysis
In order to evaluate the robustness of our findings we performed a number of tests and we present the results in Table 5 .
First, we tested for the case under which our results are influenced by a "virtuous cycle" where funds go to regions that already host many firms and in turn (mainly due to the enhanced capacity of firms to generate new firms from federal funds) these regions end up with more firms. To address the issue, we computed the annual NIH funds towards private firms in the same MSA measuring only those funds that went to firms that were at least seven years old. 33 As shown in Model 1 in Table 5 , the results once again indicate that federal funds towards incumbent firms promote local firm births and imply that the estimates reported in Table 3 may represent a lower bound on the impact of such funds on the local startup rate. The estimates of the university and institutes impacts are in the same range with the estimates of Table 3 but the institute impact is no longer statistically significant.
The estimated scale parameter for the Poisson model reported in Table 3 indicates under-dispersion in the variance of the dependent variable (i.e. the observed variance is less than a standard Poisson random variable), which may be due to the large number of observations with a zero count. 34 Due to this potential under-dispersion, we also constructed a Generalized Poisson model (Famoye, 1993; Famoye and Singh, 2003) which has properties that are appropriate for under-dispersed data (Hilbe, 2011) . The results of this model are presented as Model 2 in Table 5 and are qualitatively similar 35 with the results presented in Table 3 .
In Model 3 we present estimates of a linear probability model that tests the sensitivity of our results to the exclusion of MSAs without firm births across years from the analysis that relates to 33 We are grateful to two anonymous reviewers for pointing this potential issue and for suggesting ways to address it. 34 The Poisson model with the variance equal to the mean is not reported in Table 3 because the Poisson variance assumption was not supported by the data. 35 The main difference is the statistical significance of the quadratic terms. But, their magnitude is so small that it suggests a nearly nonexistent economic impact from these higher-order terms.
the Maximum Likelihood estimator we used for the count models. In Model 3, those MSAs are included in the analysis. Although OLS ignores the count feature of the dependent variable, the estimates largely corroborate our previous findings that funds directed towards private firms have a much stronger marginal effect on local firm births than funds directed towards universities and research institutes/hospitals.
Another estimator that ignores the count feature of our data but addresses potential endogeneity between the dependent and the independent variables is the Arellano-Bond estimator (Arellano and Bond, 1991) . 36 In our application, in Model 4, we use it to test the possibility that our estimates are plagued by the potential endogeneity of the lagged dependent variable. The estimated coefficients do not provide evidence that such an issue is present in our models.
Models 5-8 test the sensitivity of our estimates to the model specification. In particular, we build models that include each funding category separately and then a model that does not include the interaction terms. The estimates of these models are largely comparable with the estimates presented in Table 3 .
Models 9 and 10 are built to test the robustness of our estimates to the construction of the time lag we used to estimate the effect of federal funds (5 year average). In model 9, the 5 year average lag is replaced by a one year lag and in model 10 the 5 year average lag is replaced by a 3 year average lag. Both models suggest that the choice of the lag structure does not significantly impact the results.
Finally, as we note at the bottom of Table 3 in order to include early years in the empirical analysis, we use a 5 year average for available observations where for example, the observation for 1995 is the average value of years 1992-1994, which is a 3 year average. In model 11 we test the potential influence of that choice in our estimates and build models that use observations only after 1997. The results are nearly identical to those presented in Table 3 .
In conclusion, the tests we conducted support the overall conclusions we have drawn from our main results reported in Table 3 and indicate that our findings are robust to alternative model specifications and data constructions.
Summary, discussion and concluding comments
Partly due to a strategic decision of the U.S. government to substantially increase funding towards R&D in order to boost the U.S. economy during the severe downturn of the late 2000s, interest in the relationship between public R&D spending and economic growth has been revitalized. A longstanding academic literature has established that public funding matters for economic growth as it increases innovation, productivity and the like. Nevertheless, the impact of public R&D funding on the creation of new firms has received little attention despite strong theoretical constructs that support the association. Indeed, empirical evidence on the relationship between public R&D funding and firm creation has been scant and indirect.
In this study, we have analyzed the relationship between federal R&D funds and local firm births in the U.S. biotechnology industry and our findings suggest that government R&D spending has a positive impact on firm creation. Our results, therefore, corroborate the empirical evidence that has been provided by a handful of 36 To construct the instruments we use a one year lag of the independent variables, which we model as weakly exogenous implying that we allow for the case that they are correlated both with "past and . . .possibly current realization of the error" (pg. 86 Roodman, 2009) . Different configurations of the set of variables we use to construct the instruments yield qualitatively similar results to those reported in Table 5 . The estimates presented in Model 4 of Table 5 are derived from the Arellano -Bond system estimator, which, in our application, yields similar estimates to the difference estimator. The log link function was used for the Poisson model. a In order to include years 1992-1996 in the analysis, the averages are calculated as the average of available observations. For year 1996 for example, the average used in the model is the average NIH$ from 1992 to 1995, which is a 4 and not 5 year average. In models 9 and 10 the estimates represent a one year lag and a three years average respectively. The square terms as well as the interaction effects are calculated accordingly.
previous studies that have also found a positive relationship between public R&D funds and regional firm births, especially in the biotechnology industry. Our analysis focused on biotechnology because it is central to the knowledge economy; it is a heavy recipient of federal research funds; it displays a close linkage between basic research and commercial application; and it tends to cluster around geographies and institutions that receive significant government R&D funding. As such, we presumed that if a positive relationship between public R&D spending and firm creation exists, it should be evident in the biotechnology industry.
By developing separate measures of the effect of federal R&D funds awarded to different types of recipient research institutions, we find that public funds dispensed for R&D to existing firms have, proportionally, a much stronger positive impact on local firm births than funds directed to universities and research institutes/hospitals. We also find that temporal and spatial factors in our analysis (two-way fixed effects) explain part of the variation in the birth rate of biotechnology firms across different Metropolitan Statistical Areas in the U.S. Hence, year-to-year variation in market conditions (e.g. "hot IPO" markets) as well as regional differences in infrastructure, business climate, taxes, initiatives and other factors tend to condition the overall impact of public R&D funding on firm creation. These findings reinforce our view that analysis of the relationship between public R&D spending and firm creation must be done over a long period of time and across large geographies to allow for lags as well as spatial and temporal variation that are inherent in such a relationship.
The specific quantitative results in our study are of particular interest. We find that, depending on the recipient of funds, a $1 million increase in the average amount of federal R&D funding associates with an increase of 5-58 percent in the number of local biotechnology firm births a few years later. Therefore, the magnitude of the effect has a considerable range. The specific size of this marginal effect is important because it relates to the jobcreation process and other direct economic benefits associated with entrepreneurship and firm creation (Van Praag and Versloot, 2007) . Given that such marginal effects have not been produced in other studies, it is important that future studies confirm and refine them. Having a deeper understanding of such marginal effects across sectors and geographies as well as of the conditions that determine them could boost the overall impact of public R&D funding on economic growth and employment. It could also provide a more accurate accounting of the extent public R&D funding corrects market failures in certain knowledge sectors.
Measurement of the marginal effects of public R&D on firm creation, like those we provide in this study, may also offer useful insights in the debate about the gradual emergence of the entrepreneurial university, which in addition to its teaching and research mission, promotes local firm births and economic development (Etzkowitz, 1998) . Our empirical estimates suggest that publicly funded R&D in universities and research institutes has a positive impact on local firm creation. Characterizing the differences in such marginal effects between universities and private firms as well as across locations and sectors may help identify their sources and improve the efficiency of the entrepreneurial universities and their impact on local economies through the creation of new ventures. Before closing, we note that our empirical models contain some unexplained variance. This variance can be reduced in a number of ways. We have discussed a number of mechanisms that have been identified in the literature and could explain the differences in the marginal effects of public R&D spending we found in this study. However, we have not tested the relevance of such mechanisms in our analysis. Explicitly accounting for the mechanisms that shape the differential impact of government R&D spending on firm creation across recipient institutions, is an important area for further investigation. Also, we treat all institutions in our three fund recipient categories (university, private firm, and research institute or hospital) as homogeneous (aside from MSA-specific difference), but there are distinct types of academic institutions (Di Gregorio and Shane, 2003) or private firms that may affect the local rate of associated firm births differently. Future research can determine if these within-group differences are significant and how the different types of subgroups perform. Finally, data limitations do not allow us to directly account for the network ties in the biotechnology industry that have been noted in previous work. Testing whether federal funds influence the creation of such ties, which can promote local firm creation, could yield important insights.
