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Abstract
We prove a bound, of Bargmann-Birman-Schwinger type, on the number of eigenvalues of the matrix Schro¨dinger
operator on the half line, with the most general self adjoint boundary condition at the origin, and with selfadjoint
matrix potentials that are integrable and have a finite first moment.
1 Introduction
In this paper we study the matrix Schro¨dinger operator on the half line
HA,Bψ := −ψ′′ + V (x)ψ, x ∈ (0,∞), (1.1)
where the prime denotes the derivative with respect to the spatial coordinate x. The wavefunction ψ(x) will be either a
column vector with n components or an n×n matrix-valued function. As it is well known, the most general selfadjoint
boundary condition at x = 0 for the operator (1.1) can be formulated in several equivalent way, see [1]-[10]. However,
it was proved in [6]-[10] that, without losing generality, it is useful to state them in terms of constant n× n matrices
A and B as follows,
−B†ψ(0) +A†ψ′(0) = 0, (1.2)
−B†A+A†B = 0, (1.3)
A†A+B†B > 0. (1.4)
Remark that A†B is selfadjoint.
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In what follows we suppose that the potential V is a n× n selfadjoint matrix-valued function
V (x) = V (x)†, x ∈ R+. (1.5)
By the dagger we designate the matrix adjoint .
Furthermore, we assume that V (x) belongs to the Faddeev class, that is to say, each entry of the matrix V is
Lebesgue measurable on (0,∞) and,
∫ ∞
0
dx (1 + x) ||V (x)|| < +∞. (1.6)
Here, ||V (x)|| designates the norm of V (x) as an operator on Cn. Of course, (1.6) holds if and only if it holds for each
entry of V .
As usual, we denote by L2 the standard Hilbert space of measurable functions defined on (0,∞) with values in Cn.
It is proven in [9] (see also Section 3 below) that the formal differential operator (1.1) has a selfadjoint, bounded
below, realization in L2, defined by quadratic forms, with the boundary condition (1.2). We also denote this selfadjoint
realization by HA,B. For this purpose, we only need that (1.5) holds and that the potential matrix is integrable,
∫ ∞
0
dx ||V (x)|| < +∞. (1.7)
Furthermore, it is proven in [9] that HA,B has no singular continuous spectrum and its absolutely continuos spectrum
is [0,∞). Moreover, HA,B has no positive or zero eigenvalues and its negative eigenvalues are of finite multiplicity and
can only accumulate at zero. If V is in the Faddeev class (1.6) the number of eigenvalues of HA,B is finite [7], [9].
Note that the matrices A,B in (1.2. 1.4) are not uniquely defined. We can multiply them on the right by an
invertible matrix T without affecting (1.2), (1.3) and (1.4), and furthermore,
HAT,B T = HA,B. (1.8)
Let U we the following matrix
U := (B − iA) (B + iA)−1 . (1.9)
In proposition 4.2 of [7] it is proven that B + iA is invertible and that U is unitary. Clearly, U is invariant under the
transformation (A,B)→ (AT,BT ) for any invertible matrix T . Let M be a unitary matrix that diagonalizes U ,
M † U M = diag
{
e2i cos θ1 , e2i cos θ2 , · · · e2i cos θn} , (1.10)
2
where 0 < cos θj ≤ pi. In the general case there are nN values with θj = pi/2 and nD values with θj = pi, and
in consequence there are nM remaining values, with nM := n − nN − nD, such that the corresponding θj-values lie
in the interval (0, pi/2) or (pi/2, pi).We allow for the special cases where any of nN, nD, and nM may be zero or n.
The subscripts N, D, and M refer, respectively, to Neumann, Dirichlet or mixed boundary conditions. In fact, in
the representation where the matrices A,B are diagonal θj = pi/2 corresponds to the Neumann boundary condition,
θj = pi to the Dirichlet boundary condition and θ in (0, pi/2) or (pi/2, pi) to mixed boundary conditions.
See Section 2 for these issues.
Let us decompose V into its positive and negative parts, i.e.,
V (x) = V+(x) − V−(x), withV±(x) ≥ 0. (1.11)
By V±(x) ≥ 0 we mean that the matrices V±(x) have nonnegative eigenvalues, or equivalently, that they are
nonnegative operators on Cn.
We denote by nM,b the number of θj with 0 < θj < pi/2. We designate by ΘT the following diagonal n×n matrix,
ΘT := diag
{
t̂an θ1, t̂an θ2, · · · , t̂an θn
}
, (1.12)
where t̂an θj = 0 if 0 < θj ≤ pi/2, t̂an θj = tan θj if pi/2 < θj ≤ pi, for j = 1, 2, · · · , n.
Our Bargmann-Birman-Schwinger bound [37], [34], [35] is the following theorem.
THEOREM 1.1. Suposse that the boundary conditions are given by (1.2) where the matrices A,B satisfy (1.3), (1.4)
and the matrix potential satisfies (1.5, 1.6. Let us denote by NA,B the number of negative eigenvalues of HA,B. Then,
NA,B ≤ nM,b + nN +
∫ ∞
0
trace
[
V−(x) (x −M ΘT M †)
]
dx. (1.13)
Note that it is necessary to have nM,b and nN in the right-hand side of (1.13), see Remark 5.1.
There is currently a considerable interest on this problem. Matrix Schro¨dinger operators on the half line are
important in quantum graphs, in quantum wires and in quantum mechanical scattering of particles with internal
structure. See, for example, [1]- [5] and [11]- [23], and the references quoted there.
The paper is organized as follows. In Section 2 we introduce notations and definitions and we state preliminary
results that we need. In Section 3, following [9], we define the matrix Schro¨dinger operator as a selfadjoint operator
by means of quadratic form techniques and we estimate the difference in the number of bound states of two matrix
Schro¨dinger operators with the same potential and with different boundary conditions. In Section 4 we state results
from [9] on the integral kernel of the resolvent in the case where the potential matrix is identically zero. In Section 5
we prove our Birman-Schwinger bound on the number of bound states.
3
2 Notations, definitions and preliminary results
We designate by C+ the upper-half complex plane, by R the real axis, and we let C+ := C+ ∪R. For any k ∈ C+
we denote by k∗ its complex conjugate. For any matrix D we designate by D† its adjoint.
By Hl, l = 1, 2, we denote the Sobolev space of order l of all square integrable, complex valued functions defined
in (0,∞) with all distributional derivatives up to order l given by square integrable functions [25]. We designate by
H1,0 the completion of C
∞
0 ((0,∞)) in the norm of H1, where C∞0 ((0,∞)) is the space of all infinitely differentiable
complex valued functions with compact support. We use the notation,
Hl := ⊕nj=1Hl, l = 1, 2, (2.1)
for the first and second Sobolev spaces of functions with values in Cn.
For any trace class operator G we denote by trace(G) its trace. For any densely defined operator D in a Banach
space we denote by ρ(D) its resolvent set, i.e., the open set of all z ∈ C such that D − z is invertible and (D − z)−1
is bounded. We denote the resolvent of D by RD(z) := (D − z)−1 for z ∈ ρ(D) [26].
Motivated by the general selfadjoint boundary condition [27, 28, 29] in the scalar case, i.e. when n = 1, we consider
the case where the matrices A,B are diagonal. We denote this special pair of diagonal matrices by A˜ and B˜, where
A˜ := −diag{sin θ1, . . . , sin θn}, B˜ := diag{cos θ1, . . . , cos θn}. (2.2)
For these matrices the boundary conditions (1.2) are,
cos θj ψj(0) + sin θj ψ
′
j(0) = 0, j = 1, 2, · · · , n. (2.3)
The real parameters θj take values in the interval (0, pi]. The the case θj = pi/2 corresponds to the Neumann
boundary condition, case θj = pi corresponds to the Dirichlet boundary condition, and the case where θj 6= pi/2, pi
corresponds to mixed boundary conditions. We suppose that there are nN values with θj = pi/2 and nD values with
θj = pi, and hence there are nM remaining values, with nM := n − nN − nD, such that the corresponding θj-values
lie in the interval (0, pi/2) or (pi/2, pi). The special cases where any of nN, nD, and nM may be zero or n are allowed.
Observe that A˜, B˜ satisfy (1.3), (1.4).
In Proposition 4.3 of [7] it is proven that for any pair of matrices (A,B) that satisfy (1.2)-(1.4) there is a pair of
diagonal matrices (A˜, B˜) as in (2.2), a unitary matrix M and a two invertible matrices T1, T2 such that,
A =M A˜T2M
† T1, B =M B˜ T2M † T1. (2.4)
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Note that T1, T2 in (2.4) correspond, respectively to T
−1
1 , T
−1
2 in Proposition 4.3 of [7]. Furthermore (see the proof
of Proposition 4.3 of [7]) the θj , j = 1, 2, · · · , n in (2.2) coincide with θj , j = 1, 2, · · · , n that appear in the diagonal
representation of the matrix U in (1.10).
We consider some n× n matrix solutions to the equation
− ψ′′ + V (x)ψ = k2 ψ, x ∈ (0,∞), k ∈ C+, (2.5)
assuming that V satisfies (1.5), (1.7).
The Jost solution ( see [24]) to (2.5) is the n× n matrix solution satisfying, for k ∈ C+ \ {0}, the asymptotics
f(k, x) = eikx[In + o(1/x)], f
′(k, x) = ik eikx[In + o(1/x)], x→ +∞, (2.6)
where In denotes the n × n identity matrix. It is well is known [6, 24], that for each fixed x, f(k, x) and f ′(k, x)
are analytic for k ∈ C+ and continuous for k ∈ C+. It follows from (2.6) that for each fixed k ∈ C+, each of the n
columns of f(k, x) decays exponentially to zero as x→ +∞.
The matrix Schro¨dinger equation (2.5) also has the n×nmatrix solution g(k, x) that satisfies , for each k ∈ C+\{0},
the following asymptotics [24]
g(k, x) = e−ikx[In + o(1/x)], g′(k, x) = −ik e−ikx (I + o(1/x)), x→∞. (2.7)
It is proven in [24] that g(k, x) and g′(k, x) are analytic in k ∈ C+ and continuous in k ∈ C+ \ {0} for each fixed x.
Equation (2.7) implies that each of the n columns of g(k, x) grows exponentially as x→ +∞ for each fixed k ∈ C+.
On page 28 of [24] it is proven that for each k ∈ C+ \ {0}, the combined 2n columns of f(k, x) and of g(k, x) form
a fundamental set of solutions to (2.5). Hence, any column-vector solution ω(k, x) to (2.5) can be written as a linear
combination of them,
ω(k, x) = f(k, x) ξ + g(k, x) η, (2.8)
for some constant column vectors ξ and η in Cn.
Another important n × n matrix solution to (2.5) is the regular solutions, ϕA,B(k, x) that satisfies the initial
conditions,
ϕA,B(k, 0) = B, ϕ
′
A,B(k, 0) = A. (2.9)
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3 The matrix Schro¨dinger operator
Here we follow [9] where details and proof are given.
3.1 The case of zero potential
See Subsection 4.1 of [9]. We denote by H0,A,B the self- adjoint realization of − d2dx2 with the boundary condition (1.2),
namely
H0,A,Bψ = − d
2
dx2
ψ, ψ ∈ D(H0,A,B), (3.1)
where
D(H0,A,B) :=
{
ψ ∈ H2 : −B† ψ(0) +A† ψ′(0) = 0
}
. (3.2)
Note that H0,AT,BT = H0,A,B for all invertible matrices T . Recall that in the particular case of the diagonal
matrices A˜, B˜ (2.2) the boundary conditions (1.2) are given by (2.3). These equations can be written as,
ψ′(0) = − cot θj ψj(0), if θj 6= pi, and ψj(0) = 0, if θj = pi. (3.3)
Let us construct the quadratic form associated to H0,A˜,B˜. We denote,
H1,j := H1,0, if θj = pi, and H1,j := H1, if θj 6= pi. (3.4)
We designate,
H1,A˜,B˜ := ⊕nj=1H1,j . (3.5)
We define the quadratic form with domain H1,A˜,B˜,
h0,A˜,B˜(ϕ, ψ) := (ϕ
′, ψ′)−
n∑
j=1
ĉotθj ϕj(0)ψj(0), (3.6)
where ĉotθj = 0 if θj = pi/2, or θj = pi, and ĉotθj = cot θj if θj 6= pi/2, pi.
The symmetric form h0,A˜,B˜ is closed and bounded below. It follows from Theorems 2.1 and 2.6 in chapter 6 of [26]
that H0,A˜,B˜ is the selfadjoint bounded below operator associated to the quadratic form h0A˜,B˜.
We define the diagonal matrix
Θ := Diag {ĉotθ1, ĉotθ2, · · · ĉotθn}. (3.7)
The quadratic form associated to H0,A,B is given by,
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h0,A,B (ϕ, ψ) := (ϕ
′, ψ′)−
n∑
j=1
〈
MΘM †ϕ(0), ψ(0)
〉
, (3.8)
where by < ·, · > we denote the scalar product in Cn, and the domain of h0,A,B is given by
D (h0,A,B) = H1,A,B where H1,A,B :=MH1,A˜,B˜ ⊂ H1. (3.9)
3.2 The case of integrable potential
See Subsection 4.2 of [9]. Suppose that V satisfies (1.5), (1.7). Let us define the following quadratic form,
hA,B (ϕ, ψ) := h0,A,B (ϕ, ψ) + (V ϕ, ψ) , D(hA,B) = H1,A,B. (3.10)
The symmetric form hA,B is closed, and bounded below. Let us denote by HA,B the associated bounded below
selfadjoint operator (see theorems 2.1 and 2.6 in chapter 6 of [26] ) . Note that [9]
D (HA,B) =
{
ψ ∈ H1,A,B : −B†ψ(0) +A†ψ′(0) = 0,−ψ′′ + V ψ ∈ L2
}
.
Actually, since D (HA,B) ⊂ H1,A,B, by Sobolev’s theorem, any function ψ in the domain of HA,B is bounded. Denote,
φ = −ψ′′ + V ψ. As ψ is bounded and V satisfies (1.7), V ψ is integrable on [0,∞). Furthermore, as φ ∈ L2, we have
that φ is integrable on [0, R] for any R > 0. Then, ψ′′ = −φ+V ψ is integrable on [0, R] for any R > 0. It follows that
ψ and ψ′ are absolutely continuous on [0,∞] and then, ψ(0) and ψ′(0) are well defined.
It proven in [9] that under the transformation (2.4)
HV,A,B =M HM†VM,A˜,B˜M
†, (3.11)
where we made explicit the dependence in V of the matrix Schro¨dinger operator. Actually, this follows from the fact
that HA,B is the selfadjoint operator associated to the quadratic form hA,B and from the uniqueness of the selfadjoint
operator associated to a quadratic form (Theorem 2.1 and Theorem 2.6 of [26]).
We wish to estimate the difference in the number of bound states of two matrix Schro¨dinger operators with the
same potential and with different boundary conditions. For simplicity we assume that V satisfies (1.5), (1.7), that it
is bounded and that V (x) = 0, 0 ≤ 0 ≤ δ for some δ > 0. In this case HA,B is just the operator sum of H0,A,B and
V and D(HA,B) = D(H0,A,B). Since the number of bound states is invariant under unitary transformations by (3.11)
it is enough to study the case where the boundary matrices are diagonal. So, let us consider two sets of diagonal
matrices by (A˜1, B˜1) and (A˜2, B˜2) where
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A˜j := −diag{sin θj,1, . . . , sin θj,n}, B˜j := diag{cos θj,1, . . . , cos θj,n}, j = 1, 2. (3.12)
Let L := {l1, l2, · · · , lq} where 1 ≤ q ≤ n be a subset of {1, 2, · · · , n}, and assume that θ1,lm = θ2,lm ,m = 1, 2, · · · , q.
We denote,
DL := {ϕ ∈ C∞([0,∞),Cn) : Form = 1, 2, · · · , q, ϕlm has compact support in [0,∞), and
cos θj,lm ϕlm(0) + sin θj,lm ϕ
′
lm
(0) = 0. For m ∈ {1, 2, · · · , n} \ {l1, l2, · · · , lq},
ϕm has compact support in (0,∞)} .
(3.13)
Let us denote by h0 the symmetric operator that acts as −∆+ V on the domain D(h0) = C∞0 (0,∞), and let us
designate by hL the symmetric operator that acts as −∆+ V on the domain D(hL) = DL. Note that HAj ,Bj , j = 1, 2
are selfadjoint extensions of hL.
Let us compute the deficiency indices of hL. We denote by h the adjoint of h0. By Theorem 3.6 of [30] and since
V is bounded,
D(h) =
{
ϕ ∈ L2 : ϕ andϕ′ are absolutely continuous in (0,∞) andϕ′′ ∈ L2} .
Since h0 ⊂ hL we have that, h∗L ⊂ h. As by Theorem 3.2 of [30] if ψ ∈ D(h), ψ and ψ′ are continuous a x = 0, it
follows integrating by parts that,
(hLϕ, ψ)− (ϕ, h∗Lψ) = ϕ′(0)ψ(0)− ϕ(0)ψ′(0), ∀ϕ ∈ D(hL), ∀ψ ∈ D(h∗L).
It follows that cos θj,lmψlm(0) + sin θj,lmψ
′
lm
(0) = 0,m = 1, 2, · · · , q for all ψ ∈ D(h∗L).
To compute the deficiency indices of hL we have to calculate the number of linearly independent solutions of,
(−∆+ V )ϕ± = ±i ϕ±,withϕ± ∈ D(h) (3.14)
such that
cos θj,lm ϕ
±
lm
(0) + sin θj,lm ϕ
±′
lm
(0) = 0,m = 1, 2, · · · , q. (3.15)
By (2.8) and since ϕ± ∈ L2,
ϕ± = f(
√±i, x) v±, for some v± ∈ Cn.
But, since V (x) = 0, 0 ≤ x ≤ δ, for some δ > 0,
f(
√±i, x)l,j = fl(
√±i, x) δl,j , l, j = 1, · · · , n, 0 ≤ x ≤ δ,
where fl(
√±i, x) =
(
a±,l ei
√±ix + b±,l e−i
√±ix
)
for some complex numbers a±,l, b±,l, l = 1, 2, · · · , n. Then,
cos θj,lm ϕ
±
lm
(0) + sin θj,lm ϕ
±′
lm
(0) =
(
cos θj,lmflm(
√±i, 0) + sin θj,lmf ′lm(
√±i, 0)
)
v±lm .
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We prove that cos θj,lmflm(
√±i, 0)+sin θj,lmf ′lm(
√±i, 0) 6= 0 for m = 1, 2, · · · , q. Suppose, on the contrary, that some
cos θj,lmflm(
√±i, 0) + sin θj,lmf ′lm(
√±i, 0) = 0. Take ξ± = (ξ±1 , ξ±2 , · · · , ξ±n ) ∈ Cn with ξ±lm = 1 and ξ±l = 0, l 6= lm.
Then, f(
√±i, x)ξ± ∈ L2 will satisfy the boundary condition −B˜† f(√±i, 0)ξ± + A˜† f ′(√±i, 0)ξ± = 0 and this is not
possible since as HA˜,B˜ is selfadjoint it can not have complex eigenvalues.
Then, (3.15) implies that v±lm = 0,m = 1, 2, · · · q. Hence, as it follows from (2.6) that the columns of f(k, x) are
linearly independent solutions of (2.5) the number of linearly independent solutions ϕ± of (3.14) that satisfy (3.15) is
n− q, and it follows that both deficiency indices of hL are equal to n− q.
Since HA˜j ,B˜j , j = 1, 2 are selfadjoint extensions of hL it follows from Lemma 2 and Theorem 3 in Section 3 of
Chapter 9 of [31] that,
NA˜1,B˜1 − q ≤ NA˜2,B˜2 ≤ NA˜1,B˜1 + q. (3.16)
4 The resolvent with zero potential
See Subsection 5.1 of [9] for the results below. We first consider the case of the diagonal matrices A˜, B˜ given in (2.2).
Let us denote by R0,A˜,B˜(z) the resolvent of H0,A˜,B˜,
Let, R0,A˜,B˜,(z)(x, y) be the integral kernel of R0,A˜,B˜(z). Then, we have that,
R0,A˜,B˜(z)(x, y) =
ϕ0,A˜,B˜(x, k) e
iky
[
J0,A˜,B˜(k)
]−1
, x ≤ y,
eikx ϕ0,A˜,B˜(y, k)
[
J0,A˜,B˜(k)
]−1
, x ≥ y,
(4.1)
where, k :=
√
z, Im k ≥ 0, ϕ0,A˜,B˜(k, x) is the regular solution (2.9) with zero potential,
ϕ0,A˜,B˜,j =

− 1
k
sin kx, if θj = pi,
− coskx, if θj = pi/2,
1
k
cos θj sin kx− sin θj cos kx, if θj 6= pi, pi/2,
(4.2)
and and J0,A˜,B˜ is the Jost matrix,
J0,A˜,B˜(k) = diag {cos θ1 + ik sin θ1, . . . , cos θnM + ik sin θnM ,−InD , ik InN} , (4.3)
We designate by R0,A,B(z) the resolvent of H0,A,B. Then, by (2.4), (3.11),
R0,A,B(z) =M R0,A˜,B˜(z)M
†, z ∈ ρ (H0,A,B) . (4.4)
Its integral kernel is given by,
R0,A,B(z)(x, y) =
{
ϕ0,A,B(x, k) e
iky [J0,A,B(k)]
−1
, x ≤ y,
eikx ϕ0,A,B(y, k) [J0,A,B(k)]
−1
, x ≥ y. (4.5)
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where J0,A,B = B − ikA is the Jost matrix. The following estimate holds [9],
|R0,A,B(z)(x, y)| ≤ CD(k) e−Imk|x−y|, D(k) := max
[
1
|k| ,
1
|cos θ1 + ik sin θ1| , . . . ,
1
|cos θnM + ik sin θnM |
]
, (4.6)
where k =
√
z
5 The number of eigenvalues
Let us first consider the case of zero potential. It is convenient to go to the diagonal representation where the boundary
matrices are given by (2.2) and the boundary conditions by (2.3) and with nN , nD, and nM defined below (2.3). It
follows from a simple calculation that the nN Neumann boundary conditions and the nD Dirichlet boundary conditions
give rise to no eigenvalues. Also the mixed boundary conditions with tan θj < 0 produce no eigenvalues. However, the
mixed boundary conditions with tan θj > 0 produce the eigenvalue −(cot θj)2. To deal with this issue we will take
advantage of the fact that changing q boundary conditions can only add q eigenvalues, to turn the mixed boundary
conditions with tan θj > 0 into boundary conditions with tan θj < 0. We will also find convenient to turn the Neumann
boundary conditions into mixed boundary conditions with tan θj < 0, to avoid a singularity at zero energy that appears
in the integral kernel of the resolvent with zero potential (4.1) when there are Neumann boundary conditions present
For any bounded below selfadjoint operator H let us denote
µn(H) := sup
ϕ1,ϕ2,··· ,ϕn−1
(
inf
{ϕ∈Q(H),‖ϕ‖=1,ϕ orthogonal to ϕ1,ϕ2,··· ,ϕn−1}
(Hϕ,ϕ)
)
, (5.1)
where Q(H) is the quadratic form domain of H . Then, by the min-max principle (Theorem XIII.1 of [32]), either
there are n eigenvalues, repeated according to multiplicity, below the bottom of the essential spectrum and µn(H) is
the nth eigenvalue repeated according to multiplicity or µn is the bottom of the essential spectrum and µn = µn+1 =
µn+2 = · · · .
Recall that under (1.5), (1.6) the operator HA,B has a finite number of negative eigenvalues, it has no zero or
positive eigenvalues and the essential spectrum is given by [0,∞) and it is absolutely continuous. For these results see
[9].
For any E < 0 we denote by NA,B(E) the number of eigenvalues, repeated according to multiplicity, of HA,B that
are smaller than E.
Let V± be defined as in (1.11). Let us denote by HA,B,V− the selfadjoint operator associated to the quadratic
form (3.10), but with V− instead of V . By NA,B,V−(E) we denote the number of eigenvalues, repeated according to
multiplicity, of HA,B,V− that are smaller than E. By the minimax principle,
NA,B(E) ≤ NA,B,V− .
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It follows that it is enough to prove Theorem 1.1 in the case V ≤ 0.
We have proven in [9] that,
RA,B(z) = R0,A,B(z)−R0,A,B(z)V2 (I + V1R0,A,B(z)V2)−1 V1R0,A,B(z), z ∈ ρ(H0,A,B) ∩ ρ(HA,b). (5.2)
where, since V ≤ 0, V1 :=
√
|V |, V2 := −
√
|V |.
We say that V ∈ C∞0 (0,∞) if each of the entries of V is a function in C∞0 (0,∞) Let Qj(x) ∈ C∞0 ((0,∞) be a
sequence of matrix potentials such that, Qj(x) ≥ 0 and
lim
j→∞
∫ ∞
0
√
1 + x
∥∥∥√|V |(x)−Qj(x)∥∥∥2 = 0.
Denote
Vj = V1,j V2,j .whereV1,j := Qj , , V2,j := −Qj .
Let us denote by HA,B,j the selfadjoint operator associated to the quadratic form (3.10) with Vj instead of V . Note
that since Vj ∈ C∞0 (0,∞) the operator HA,B,j is just the operator sum H0,A,B + Vj .
By (4.6), the operators V1 R0,A,B(z)V2 and V1,j R0,A,B(z)V2,j are Hilbert-Schmidt for z ∈ C± and
lim
j→∞
V1,j R0,A,B(z)V2,j = V1 R0,A,B(z)V2,
where the limit is on the Hilbert-Schmidt norm. We designate by RA,B,j := (HA,B,j − z)−1. Then, by (5.2),
lim
j→∞
RA,B,j(z) = RA,B(z), z ∈ C±,
in operator norm. Hence, HA,B,j converges to HA,B in norm resolvent sense, and by Theorem VIII.23 in [33], for any
E < 0 that is not an eigenvalue of HA,B
lim
j→∞
P(−∞,E)(HA,B,j) = P(−∞,E)(HA,B),
in operator norm, where P(−∞,E)(HA,B,j), respectively, P(−∞,E)(HA,B) denote the spectral projector for (−∞, E) of
HA,B,j and HA,B. Note that
NA,B(E) = dimP(−∞,E)(HA,B)L2, NA,B,j(E) = dimP(−∞,E)(HA,B,j)L2.
Then, by Theorem 6.32 in chapter one of [26],
lim
j→∞
NA,B,j(E) = NA,B(E), (5.3)
and actually the equality in (5.3) is obtained for a large enough finite j. In conclusion, it is enough to prove (1.13) for
V ∈ C∞0 (0,∞), with V ≤ 0 and this what we proceed to do now.
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It is convenient to go to the diagonal representation where the boundary matrices are given by (2.2) and the
boundary conditions by (2.3) and with nN , nD, and nM defined below (2.3)
Let us consider the operator,
HA˜,B˜(λ) := H0,A˜,B˜ + λV, (5.4)
for 0 ≤ λ ≤ 1. By perturbation theory [26] the eigenvalues of HA˜,B˜(λ) are continuous functions of λ (they are
branches of holomorphic functions) and are non increasing functions of λ because V ≤ 0. Then, by the mini max
principle the µn(HA˜,B˜(λ) are continuous non increasing functions of λ. Suppose, moreover, that there are no Neumann
boundary conditions and no mixed boundary conditions with 0 < θj < pi/2. Then, since HA˜,B˜,0 has no bound states,
µn(HA˜,B˜(0) = 0.
The crunch of the Birman-Schwinger [34], [35] method is the following. By the min-max principle,
N(HA˜,B˜)(E) = #
{
n : µn(HA˜,B˜(1) < E
}
. (5.5)
However, as µn(HA˜,B˜(0) = 0, since H0,A˜,B˜ has no eigenvalues, and µn(HA˜,B˜(λ) are non increasing functions,
N(HA˜,B˜)(E) = #
{
n : µn(HA˜,B˜(λ) = E, for some 0 < λ < 1
}
≤∑{λ:0<λ<1:µn(λ)=E,n=1,2,··· } 1λ. (5.6)
Suppose that E < 0 is an eigenvalue of HA˜,B˜(λ) with eigenvector ϕ, i.e.,(
H0,A˜,B˜ + λV − E
)
ϕ = 0. (5.7)
Equation (5.7) holds if and only if,
1
λ
V1 ϕ = V1
(
R0,A˜,B˜(E)V1
)
V1ϕ. (5.8)
But (5.8) is equivalent to
Bψ = 1
λ
ψ for some non zero ψ ∈ L2, (5.9)
where B is the operator
B := V1R0,A˜,B˜(E)V1. (5.10)
Note that B is a selfadjoint and non negative operator. Then E is an eigenvalue of HA˜,B˜(λ), if and only if 1/λ is an
eigenvalue of B and the multiplicity is the same. Equivalently µn(A˜, B˜, λ) = E, for some n = 1, 2, · · · if and only 1/λ
is an eigenvalue B and the number of n′s such that µn(A˜, B˜, λ) = E is equal to the multiplicity of the eigenvalue 1/λ
of B. Denote by ρ1, ρ2, · · · the eigenvalues of B repeated according to multiplicity. Hence, by (5.6)
N(HA˜,B˜)(E) ≤
∑
{ρn:ρn>1}
ρn ≤ trace B. (5.11)
By (4.1) B is an integral operator with continuous kernel, B(x, y),
B(x, y) := V1(x)R0,A˜ B˜(x, y)V1(y).
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Then (see [36])
N(HA˜,B˜)(E) ≤ −
∫ ∞
0
trace
[
V (x)R0,A˜,B˜(E)(x, x)
]
dx. (5.12)
Taking the limit as E → 0 (note that since there are only a finite number of eigenvalues and zero is not an eigenvalue
N(HA˜,B˜)(E) is constant for −E small enough ) and using (4.1), (4.2) and (4.3)
NA˜,B˜ := N(HA˜,B˜)(0) ≤ −
∫ ∞
0
n∑
j=1
Vj,j(x) (x− tan θj) dx. (5.13)
Let us now go back to the general case where we allow for Neumann boundary conditions and for mixed conditions
with 0 < θj < pi/2. We define
θj,+ := θj , if
pi
2
< θj ≤ pi, θj,+ = pi, if 0 < θj ≤ pi
2
, j = 1, 2, · · · , n,
and let us define A˜+, B˜+ as in (2.2) with θj,+ instead of θj and,
HA˜,B˜,+ := H0,A˜+,B˜+ + V.
Then, by (3.16) and (5.13)
NA˜,B˜ ≤ nM,b + nN −
∫ ∞
0
n∑
j=1
Vj,j(x) (x− tan θj,+) dx, (5.14)
where we denote by nM,b the number of θj with 0 < θj < pi/2. Recall that nN is the number of Neumann boundary
conditions on the diagonal representation where the boundary matrices are given by (2.2).
Let us consider the general case of matrices A,B that satisfyEquation (1.3), (1.4). Then, equation (5.14) holds
with the with the matrices A˜, B˜ in (2.4) and with the potential V˜ :=M † VM . Finally, by (3.11), since the number of
eigenvalues is invariant under a unitary transformation, and by the cyclicity of the trace, we have that equation (1.13)
holds.
REMARK 5.1. The numbers nM,b and nD are necessary in (1.13). Suppose that V˜ is a diagonal matrix.
V˜ (x) = diag
{
V˜1(x), V˜2(x), · · · , V˜n(x)
}
.
Then, as mentioned above, for each 0 < θj < pi/2 produces the eigenvalue −(cot θj)2 if the corresponding V˜j is
identically zero. Then, there are nM,b eigenvalues even if V˜ is identically zero. Moreover, each θj = pi/2 produces an
eigenvalue if V˜j = λQ(x), if Q(x) ≤ 0 it is not identically zero, and for any λ > 0. By the proof of Theorem 1.1 it is
enough to prove that for any λ > 0, there is an E < 0 such that the following operator in L2(0,∞),
BN :=
√
−Q(x) (−∆N + E)−1
√
−Q(x), (5.15)
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has an eigenvalue larger than 1/λ, where−∆N is the selfadjoint realization of −∆ in L2(0,∞) with Neumann boundary
condition at x = 0. But, as BN is Hilbert-Schmidt it is enough to prove that,
lim
E→0
‖BN‖ =∞,
and this will follow if we find a ϕ so that,
lim
E→0
∥∥∥√BNϕ∥∥∥ =∞. (5.16)
The operator −∆N is diagonalized by the cosine transform,
ϕˆ(k) :=
√
2
pi
∫ ∞
0
cos(kx)ϕ(x) dx.
Then,
lim
E→0
∥∥∥√BNϕ∥∥∥2 = lim
E→0
∫ ∞
0
1
(k2 − E)2 |ψˆ(k)|
2 dk =∞,withψ(x) :=
√
−Q(x)ϕ(x),
if we take ψ ∈ C∞0 (0,∞), ψ ≥ 0, so that ψˆ(0) > 0. Then, there is always a diagonal potential V˜ (x) = λQ(x) such
that there are nN negative eigenvalues for any λ > 0, what shows that the integer nN is necessary in (1.13).
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