A subset S of a real d−dimensional vector space V is a perfect subset of V (or perfect in V ) if the span of the set {v ⊗ v} v∈S is the full d+1 2 − dimensional vector space {v ⊗ w + w ⊗ v | v, w ∈ V } of all symmetric tensor products in V ⊗ V . In the sequel we speak simply of perfect sets if the ambient vector space is obvious.
Perfection and perfect lattices
A subset S of a real d−dimensional vector space V is a perfect subset of V (or perfect in V ) if the span of the set {v ⊗ v} v∈S is the full of all quadratic forms associated to elements in S spans the full d+1 2 −dimensional vector space of all quadratic forms (homogeneous polynomials of degree 2). Equivalently, S is perfect (in V ) if and only if the set of symmetric matrices {(a i a j ) 1≤i,j≤d } a i x i ∈S spans the vector space of all symmetric squarematrices of size d. The matrix (a i a j ) 1≤i,j≤d is, up to a scalar multiple, the orthogonal projection of V onto a i x i with respect to the scalar product with orthonormal basis x 1 , . . . , x n .
Perfect sets of vector spaces over real fields determine scalar products uniquely in the following way: A scalar product , : V × V −→ R on V × V is uniquely defined by the set { v, v } v∈S of norms of elements in S if and only if S is perfect. Remark 1.1. Perfection can be generalized as follows: A subset S of a vector space V over a field of characteristic 0 or larger than k is k−perfect in V if the elements of the set {v ⊗ v ⊗ · · · ⊗ v ∈ V ⊗ k | v ∈ S} span the n+k−1 k −dimensional subspace of all symmetric k−fold tensor powers { σ∈S k v σ(1) ⊗ v σ(2) ⊗ · · · ⊗ v σ(k) | v 1 , . . . , v k ∈ V } of V . A k−perfect subset of V is k ′ −perfect for k ′ ≤ k. Given a subset S of a d−dimensional vector space V over a field K of characteristic 0, we denote by A k the vector space spanned by the set {v ⊗ v ⊗ · · · ⊗ v ∈ V ⊗ k | v ∈ S} and by α k = dim(A k ) the dimension of A k . We use the convention A 0 = K and α 0 = 1. The generating series
is always a rational function of the form P S (t) 1−t for P S ∈ N[t] a polynomial with non-negative integral coefficients. It would be interesting to understand all possible polynomials arising in this way. In dimension d = 2 we have P S = 1 + t + t 2 + · · · + t a−1 = 1−t a 1−t where a is the number of distinct lines {Kv} v∈S defined by all elements of S.
We will make repeated use of the following trivial observation which is assertion (1) of Proposition 5.3 in [2] : Proposition 1.2. Let S be a set of non-zero elements in a d−dimensional vector space V . Suppose that V contains a hyperplan H such that S ∩ H is perfect in H and suppose that the elements S \(S ∩H) of S in the complement V \ H of H generate V . Then S is perfect.
We apply Proposition 1.2 always in the case where V is an Euclidean vector space. The hyperplan H can then be described as the orthogonal subspace H = v ⊥ of a non-zero element v in V . 
Perfect lattices
An Euclidean lattice (or lattice in the sequel) is a discrete subgroup of a finite-dimensional Euclidean vector space E. A lattice Λ of rank d = dim(Λ⊗ Z R) is isomorphic to Z d as a group. Λ is integral if the scalar product E × E ∋ (u, v) −→ u, v ∈ R has an integral restriction , : Λ × Λ −→ Z. The norm of a lattice-element λ is in the sequel always the squared Euclidean length λ, λ of λ. An integral lattice is even if all its elements have even norm. We denote by Λ min the set of shortest non-zero elements, called (d/2)! ) centered at all lattice points. Extremal lattices are lattices whose density is locally maximal (with respect to the obvious natural topology on the space of lattices of given dimension). Extremal lattices are perfect and eutactic (a positivity condition), cf. Théorème 4.6 in [2] . Perfection and eutaxy are however independent in the sense that one property does not necessarily imply the other. Thus there exist perfect lattices which are not extremal. All perfect lattices can be realized, up to similarity, as integral lattices (cf. Proposition 2.11 of [2] ) and there are only finitely many of them (up to similarity and isometry) in any given dimension, cf. Théorème 5.4 in [2] . The following definition provides a measure for perfection: Given a lattice Λ of rank d, we denote by pd(Λ) its perfection-default (called corank in the monograph [2] devoted to perfect lattices) defined as − dim(A) with A = v∈Λ min R v ⊗ v denoting the vector space spanned by {v ⊗ v} v∈Λ min . A lattice is perfect if and only if its perfection-default is zero.
The aim of this paper is the construction of a few integral integral lattices with minimum 4 (we describe also a family with minimum 3). All considered lattices are in fact sublattices of Z n for some integer n and are thus kernels of morphisms ϕ : Z n −→ A onto a suitable abelian group A. The specific form of ϕ is of crucial importance since it allows the deduction of perfection from combinatorial properties.
The sequel of this paper is organized as follows: Section 2 describes the main construction and its generalization, obtained by considering suitable d-dimensional sublattices of the (d + 1)-dimensional root lattice of type A. The rest of the paper is essentially a variation on this theme. Section 3 avoids the use of the root lattice of type A by considering the orthogonal of an integral vector having only odd coefficients. Section 4 replaces the root lattice of type A by the root lattice of type D. Section 5 considers sublattices of finite index in root lattices of type A. Section 6 considers sublattices of finite index in root lattices of type D. Section 7 discusses briefly a family of perfect lattices having mimimum 3 related to projective spaces over the field F 2 of 2 elements. The rest of the paper deals with other variations based on finite abelian groups and generalizations.
A sequence of perfect lattices
We denote by L d the even integral lattice of rank d defined by all vectors of Z d+2 orthogonal to both elements (1, 1, . . . , 1) and (1, 2, . . . , d + 2) of Z d+2 . 
span the perfect lattice L 7 . The associated Gram matrix AA t with determinant
= 2 2 · 3 3 · 5 is the reduced Gram matrix 4 2 2  1  2 2  2  2 4 2  2  1 1  0  2 2 4  2  0 2  1  1 2 2 4 −1 0 −1
at page 382 of [2] .
Proof of Theorem 2.1 Checking the formula for the determinant of
The lattice L d is obviously integral and even. Vectors of norm 2 in Z d+2 are of the form ±e i ± e j (with e 1 , . . . , e d+2 denoting the natural orthonormal basis of Z d+2 ) and are never orthogonal to both elements (1, . . . , 1) and
Vectors of norm 4 in L d are of the form e i − e i+α − e i+α+β + e i+2α+β with i ∈ {1, . . . , d − 1} and α, β two natural numbers greater than 0 such
pairs of minimal vectors. This formula, restricted to even, respectively odd, natural integers, defines a polynomial function of degree 3. Explicit expressions can be found by interpolation of four values. We prove perfection of L d by induction on d. Perfection of the lattice L 7 considered above establishes the result for d = 7.
The identity (1, 2, 3, . . . , d+3)−(1, 1, 1, . . . , 1) = (0, 1, 2, . . . , d+2) shows that the sublattice of L d+1 orthogonal to (1, 0, 0, . . . , 0) is the lattice L d which is perfect by assumption. By Proposition 1.2 it is enough to show that the vector space spanned by the set of minimal vectors with first coordinate non-zero (ie. with first coordinate ±1) has dimension d + 1. We set u = e 1 −e 3 −e 4 +e 6 and v i = e 1 −e 2 −e i−1 +e i for i = 4, . . . , d+3. Consideration of the last index i with non-zero coefficient of the vector v i shows linear independency of the d vectors v 4 , . . . , v d+3 . Computation of
shows linear independency of u from v 4 , . . . , v d+3 and ends the proof. ✷
A generalization
To a strictly increasing sequence 1 ≤ a 1 < a 2 < · · · < a k of k natural integers a 1 , . . . , a k and an integer n we associate the set I n (a 1 , . . . , a k ) defined by the n smallest elements of {1, 2, . . . 
Theorem 2.1 has the following generalization:
Theorem 2.3 is an easy consequence of the two following results:
Proof of Theorem 2.3 The result holds for k = 0 by Theorem 2.1. Removing a non-empty set of k integers from {1, 2, . . . } leaves (at most) k + 1 subsets of consecutive integers. A partition of 2(k +1) 3 −1+2 = 2(k +1) 2 +1 elements into (at most) k + 1 subsets of consecutive integers contains thus a subset having at least 2(k + 1) 2 + 1 consecutive elements and the result follows from Proposition 2.5. ✷ Proof of Proposition 2.4 Theorem 2.1 shows that result holds for d ∈ {7, . . . , 2(k + 1) 2 − 1}. As in the proof of Theorem 2.1 we use induction on d establishing the induction-step through Proposition 1.2. The sublattice of L d+1 (a 1 , . . . , a k ) consisting of all elements with last coefficient zero is the lattice L d (a 1 , . . . , a k ) which is perfect by assumption. We have thus only to prove that the set of all minimal vectors in L d+1 (a 1 , . . . , a k ) with last coefficient non-zero spans a vector space of dimension d + 1. For simplicity, we work with I d+3 (a 1 , . . . , a k ) as the set of indices for the d+3 coefficients of elements in L d+1 (a 1 , . . . , a k ). We denote by ω ≤ d+ 3+ k, respectively ψ the largest, respectively second-largest, element of I d+3 (a 1 , . . . , a k ). For every index i ∈ I d+3 (a 1 , . . . , a k ) with i < ψ we construct a linear combination u(i) = α v v of minimal elements v = (v 1 , . . . , v ω ) ending with v ω = 1 such that i is the index of the first non-zero coefficient in u(i). If i < ω − 2k − 3, there exists an integer j = j(i) in {1, . . . , k + 1} such that both integers i + j and ω − j belong to I d+3 (a 1 , . . . , a k ) and we can take u(i) = e i − e i+j − e ω−j + e ω . For i ∈ I d+3 (a 1 , . . . , a k ) such that i ∈ {ω − 2k − 2, . . . , ψ − 1} we set α = ω − i and β = ω − ψ. We have 1 ≤ β ≤ k + 1 and β ≤ α ≤ 2(k + 1). Since a 1 ≥ 2(k + 1) 2 + 2, all integers 1, 2, . . . , 1 + αβ ≤ 2(k + 1) 2 + 1 are in I and we can consider u(i) = (e 1 − e 1+α − e i + e ω ) + (e 1+α − e 1+2α − e i + e ω ) + · · · + (e 1+(β−1)α − e 1+βα − e i + e ω ) −(e 1 − e 1+β − e ψ + e ω ) − (e 1+β − e 1+2β − e ψ + e ω ) − · · · − (e 1+(α−1)β − e 1+αβ − e ψ + e ω ) = −βe i + αe ψ + (β − α)e ω which ends the proof. ✷ Proof of Proposition 2.5 Theorem 2.1 shows the result for k = 0. We assume henceforth k ≥ 1 and max(2(k + 1) 2 + 1, 9) = 2(k + 1) 2 + 1. We denote by α the smallest integer such that {α, α+1, . . . , α+2(k+1) 2 } is contained in {1, 2, . . . } \ {a 1 , . . . , a k }. For α = 1 the proof follows from Proposition 2.4. Otherwise we establish the result by induction on k and d using Proposition 1.2. We assume α > 1 and we consider L d+1 (a 1 , . . . , a k ). Since L d+1 (a 1 , . . . , a k ) with a 1 = 1 is isomorphic to L d+1 (a 2 − 1, a 3 − 1, . . . , a k − 1) (which is perfect by induction on k, the case k = 0 being covered by Theorem 2.1) we can assume a 1 > 1 . Since α > 1, the sublattice
. . , a k ) with first coefficient zero is perfect by induction on d. By Proposition 1.2 it is thus enough to show that the set of minimal elements of L d+1 (a 1 , . . . , a k ) with first coefficient non-zero spans a (d+1)−dimensional vector space. The proof is analogous to the proof of Proposition 2.4 except that we work with small coordinates instead of large ones and that we use the 2(k + 1) 2 + 1 indices α, . . . , α + 2(k + 1) 2 instead of the set {1, . . . , 2(k + 1) 2 + 1}. ✷
Examples for Theorem 2.3
Below we list a few lattices of dimension 7 or 8 illustrating Theorem 2.3 for k = 1, 2. For k = 1 we indicate the relevant integer a 1 missing in 1, 2, . . . , d+ 3 together with the determinant, the perfection-default pd(
The perfect lattice L 7 (4) of determinant 2 4 · 3 2 · 5 (and defined as the set of all integral vectors in Z 9 which are orthogonal to (1, 1, 1, 1, 1, 1, 1, 1, 1) and (1, 2, 3, 5, 6, 7, 8, 9, 10)) has a basis given by rows of
with Gram matrix AA t given by the matrix
at page 383 of [2] .
The list of lattices of the form L 8 (a i ) (with a i ∈ {2, . . . , 6} in order to avoid duplicata) with a few properties is given by
The following table lists all six perfect non-isomorphic lattices of the form L 8 (a 1 , a 2 ) obtained by removing two elements a 1 , a 2 from {2, . . . , 11} (we exclude a 1 = 1 in order to avoid perfect lattices of the form L 8 (a 1 )):
Bounds for perfection
Every finite sequence a 1 < a 2 < · · · < a k determines a maximal subset
. . , a k ) has minimum 4 and is perfect for d ∈ P(a 1 , . . . , a k ). We denote by D(a 1 , . . . , a k ) the successor of the largest missing integer in
We have d 0 = 7 by Theorem 2.1. For k = 1 we get the numbers a 1 1 2 3 4 5 6 7 8 9 ≥ 10 D(a 1 ) 7 8 8 7 8 9 7 8 8 7
Remark 2.6. Analogues of the above numbers and bounds exist of course also for most subsequent constructions.
Automorphisms and growth
The aim of this Section is to sketch a proof of the following result:
Theorem 2.7. The number of non-isomorphic perfect integral lattices of dimension d and minimum 4 grows faster than any polynomial in d.
We call the real number
We omit the proof of Lemma 2.8. Formula (1) is bounded above by 5d with asymptotical equality for γ(v) = 2 families according to their two common non-zero coefficients. We denote these families by F * * 00 , F * 0 * 0 , F * 00 * , F 0 * * 0 , F 0 * 0 * , F 00 * * where * stands for a common non-zero coefficient with the obvious linear order i < i + α < i + α + β < i + 2α + β on the indices of the four coefficients of v = ±(e i − e i+α − e i+α+β + e i+2α+β ). Families associated to complementary pairs, like F * 00 * , F 0 * * 0 or F * * 00 , F 00 * * or the remaining two sets F 0 * 0 * , F * 0 * 0 are called complementary. An element u of such a family F ∈ {F * * 00 , F * 0 * 0 , F * 00 * , F 0 * * 0 , F 0 * 0 * , F 00 * * } is adjacent to all other elements of F except perhaps for two elements u ′ , u ′′ for which we have u, u ′ = u, u ′′ = −1. In F * 00 * and F 0 * * 0 there are no exceptions: two distinct elements of F * 00 * or of F 0 * * 0 are always adjacent. An element u ∈ F is orthogonal to every element v of the complementary pair F, except perhaps for at most four elements in F. There are no exception for the complementary pairs F * 00 * or of F 0 * * 0 : every element of F * 00 * is orthogonal to every element of F 0 * * 0 . Complementary sets have always the same number of elements, given by d min(γ(v), 1 − γ(v)) + O(1) for F * 00 * or for F 0 * * 0 . The sets F * * 00 , F 00 * * associated to v = e i − e i+α − e i+α+β + e i+2α+β have d − α + O(1) elements and the sets F 0 * 0 * , F * 0 * 0 have d − α − β + O(1) elements. Up to the obvious symmetry e i −→ e d+3−i , it is thus possible to reconstruct (at least approximatively, however exact coordinates can be found) the coordinates of a minimal element v knowing all scalar products between elements of (L d ) min . This shows that the lattice L d has only four automorphisms: ±1, perhaps followed by reversal of all coordinates. The same holds for the lattices L d (a 1 , . . . , a k ): Knowledge of all scalar products between the set (L d (a 1 , . . . , a k )) min of minimal elements determines, up to signs and global reversal of all coordinates, the coefficients (and thus also the missing integers a 1 , . . . , a k ). In particular, all lattices L d (a 1 , . . . , a k ) have at most four automorphisms. In the generic case, only the two trivial automorphisms ±1 occur. In particular, the number of different lattices
2·k! and since k is arbitrary, the number of perfect integral lattices with minimum 4 grows faster than any polynomial. 
The lattice O 7 (with 29 pairs of minimal vectors) has perfection default 1 and is thus not perfect. For proving perfection we use Proposition 1.2 with H = (1, 1, 1 , 
of O 7 are linearly independent and span thus the full 7−dimensional vector space orthogonal to (1, 3, 5, 7, 9, 11, 13, 15). The union of these vectors (extended to elements of Z d+1 by appending zeros) with vectors 
(elements a k carrying a magical are removed) with increasing coefficients given by the d + 1 smallest elements of {1, 3, 5, 7, . . . } \ {a 1 , . . . , a k }.
The following analogue of Theorem 2.3 holds: ((1, 1, . . . , 1) + (1, 3, 5, . . . , a 1 , . . . )), we suppose d large enough in order to ensure perfection of the sublattice L d−1 ((a + 1)/2, (a 2 + 1)/2, . . . , (a k + 1)/2)) (which can be done using Theorem 2.3). We show now that minimal vectors e 2a+1 + e 2b+1 + e 2c+1 − e 2l+1 (with indices in {1, 3, 5, . . . (1, 3, . . . , a 1 − 2, a 1 , a 1 + 2, . . . , a k − 2, a k , a k + 2 
Every even integer 2m ≥ 4(k + 1) can be written in ⌊m/2⌋ ≥ k + 1 different ways as a sum of two odd natural numbers. For any odd integer 2l + 1 ≥ 12(k + 1) + 1 there exist thus three distinct odd natural numbers 2a+1, 2b+1, 2c+1 ∈ {a 1 , . . . , a k } with 2a+1, 2b+1 < 2c+1 and 2c+1 ∈ {2l+ 1−6(k+1), 2l+1−4(k+1)} such that 2l+1 = 2a+1+2b+1+2c+1: Indeed, we start by choosing an odd integer 2c + 1 ∈ {2l + 1 − 6(k + 1), 2l + 1 − 4(k + 1)}\{a 1 , . . . , a k }. The even integer 2l + 1− (2c+ 1) ∈ {4(k + 1), . . . , 6(k + 1)} can now be written as a sum of two distinct odd integers 2a + 1, 2b + 1 not in {a 1 , . . . , a k }. Since 2l + 1 ≥ 12(k + 1) + 1, we have 2c + 1 > 2l+1 2 and thus all three integers 2a + 1, 2b + 1, 2c + 1 ∈ {1, 3, 5, . . . , } \ {a 1 , . . . , a k } are distinct. This completes the proof of the first step.
We end now the proof by showing that the span of minimal vectors as above (ie. of the form e 2a+1 + e 2b+1 + e 2c+1 − e 2l+1 ) with 2l + 1 ≥ 12(k + 1) + 1 contains the full vector space V of all vectors which are orthogonal to (1, 3, . . . , a 1 , . . . ) and which involve only non-zero coefficients with indices ≤ 14(k + 1) + 1. We have 2a + 1 + 2b + 1 ≤ 28(k + 1) for two distinct odd integers a, b ≤ 14(k + 1) + 1. There exists thus an odd integer 2c + 1 ∈ {14(k + 1) + 3, . . . , 16(k + 1) + 3} such that 2c + 1 and 2l + 1 = 2a + 1 + 2b + 1 + 2c + 1 ≤ 44(k + 1) + 3 = 2(22(k + 1) + 1) + 1 are different from a 1 , . . . , a k . Given four distinct odd integers 2a + 1, 2b + 1, 2α + 1, 2β + 1 in {1, 3, . . . , 14(k + 1) + 1} \ {a 1 , a 2 , . . . , a k } such that 2a + 1 + 2b + 1 = 2α + 1 + 2β + 1, we can consider the vector (e 2a+1 + e 2b+1 + e 2c+1 − e 2(a+b+c)+3 ) −(e 2α+1 + e 2β+1 + e 2c+1 − e 2(a+b+c)+3 ) = e 2a+1 − e 2α+1 − e 2β+1 + e 2b+1 .
Since V is of dimension ≥ 6(k + 1) − 1 ≥ 2(k + 1) 3 + 2, these vectors are minimal vectors of a perfect lattice of dimension dim(V ) − 1 and they span thus a subspace of codimension 1 in V . Adding a vector of the form e 2a+1 + e 2b+1 + e 2c+1 − e 2l+1 with 2l + 1 ∈ {12(k + 1) + 1, . . . , 14(k + 1) + 1} which exists by the discussion above we get a generating set of V . This completes the proof of the second step and establishes Theorem 3.2. ✷ Remark 3.3. The bound in Theorem 3.2 (and similar bounds occuring elsewhere) is not optimal and can be improved by more careful arguments.
A
For the lattices O 9 (i) the data are
The lattice O 10 (1) (with determinant 11 2 ·19 and 81 pairs of minimal vectors) is perfect.
4 The even-sublattice construction (with a suitable number of additional zero-coordinates) together with minimal elements of the form −e 0 − e 1 − e i−1 + e i for i = 6, 7, . . . , d. ✷ For a strictly increasing sequence 0 ≤ a 1 < a 2 < · · · < a k of k natural integers, we denote by M d (a 1 , . . . , a k ) the d-dimensional lattice of all integral vectors with even coordinate-sum which are orthogonal to (0, 1, . . . ,
The following analogue of Theorem 4.1 holds:
Theorem 4.2. Given a finite strictly increasing sequence 0 ≤ a 1 < a 2 < · · · < a k of k natural integers, the d-dimensional lattice M d (a 1 , . . . , a k ) is perfect for d large enough.
The proof, similar to the proof of Theorem 3.2, is left to the reader.
A few data with pd indicating the perfection default and with mp indicating the number of minimal pairs in lattices M 8 (i) are
For the lattices M 9 (i) the data are
0 64 M 9 (5) 2 5 · 3 2 · 5 1 64 M 9 (6) 2 2 · 349 0 65 M 9 (7) 2 6 · 3 · 7 0 66 M 9 (8) 2 2 · 3 · 107 0 69 M 9 (9) 2 6 · 19 0 70
A construction using finite abelian groups
To a finite abelian group A indexing the coordinates of Z A we associate the integral lattice L(A) consisting of all elements v = (v a ) a∈A ∈ Z A such that a∈A v a = 0 ∈ Z and a∈A v a a = 0 ∈ A (ie. vectors v ∈ Z A of coefficient-sum zero such that the element a v a a of A is the identity 0 of the finite additive group A). The lattice L(A) is even and without roots. It has rank |A| − 1 and determinant |A| 3 . The semidirect product Aut(A) ⋉ A acts isometrically on L(A) in the obvious way. Vectors of norm 4 in L(A) determine the group A uniquely as follows: Choose one index of a basis element as the identity 0 of A. A vector e 0 − e a − e b + e c yields the identity b + c = a in A.
The number of pairs of minimal vectors of norm 4 in L(A) is given by the following result:
Proposition 5.1. The number of pairs or vectors of norm 4 in L(A) is given by
where c is the minimal number of generators of the 2−torsion subgroup in A. Equivalently, c is the largest integer such that A contains a subgroup isomorphic to the c−dimensional vector space F c 2 over the field F 2 of two elements.
Proof We count for each element a of A the number N a of solutions of the equation x + y = a with x, y two different elements in A. The total number of pairs of vectors of norm 4 in L(A) is then given by a∈A Na/2 2 since such pairs are given by ± (e x 1 + e y 1 − (e x 2 + e y 2 )) with {x 1 , y 1 } = {x 2 , y 2 } such that we have the equality
The kernel of the endomorphisme of A defined by x −→ 2x is an F 2 -vector space of dimension c. We denote by 2A its image (of size pairs of distinct elements.
Theorem 5.3. The lattice L(A) associated to an abelian group having at least 9 elements is perfect.
Some lattices L(A) associated to abelian groups A with less than 9 elements are perfect. The lattice L((Z/4Z) ⊕ (Z/2Z)) is however not perfect (the other two abelian groups with 8 elements and the cyclic group with 7 elements give rise to perfect lattices, see Sections 5.2.1 and 5.2.2).
Given a subset A of a finite abelian group A, we define the lattice L(A) as the sublattice of L(A) generated by all vectors of L(A) involving no elements of A \ A.
We have the following generalization of Theorem 5.3:
Theorem 5.4. For a fixed integer k there are only finitely many pairs (A ⊂ A) where A is a finite abelian group and where A is a subset of A with A \ A containing at most k elements such that L(A) is not perfect.
Proofs
Proof Since
is invertible, the vectors v 0 , . . . , v N −1 are linearly independent.
In the general case we have to show that linear combinations of rank 1 matrices with coefficients v a v b , a, b ∈ A for v = (v a ) a∈A ∈ L(A) min have arbitrary off-diagonal coefficients. Let (a, b) be the index of such an offdiagonal coefficient. By translation-invariance we can suppose a = 0. If b is contained in a cyclic group of order ≥ 7 we are in the previous case. We can thus assume that the cardinality of A is divisible only by primes ≤ 5.
If 5 and either 2 or 3 divide the cardinality of A, then every non-zero element of A is contained in a cyclic subgroup of order at least 10 and we are done. Otherwise, a non-trivial element of A is either contained in a cyclic group of order 25 (and we are done) or in (Z/5Z) ⊕ (Z/5Z) and L ((Z/5Z) ⊕ (Z/5Z)) is perfect by a direct computation (using a ComputerAlgebra system).
We are left with the remaining cases where every cyclic subgroup containing b is of order 2, 3, 4 or 6. If b is only contained in a cyclic group of order 2, the result follows from perfection of the two groups Proof We identify tensor products v ⊗ v defined by elements v in L(A) with symmetric matrices whose rows and columns are indexed by A. It is enough to show that all such matrices with exactly two non-zero diagonal entries and two off-diagonal non-zero entries defining a symmetric submatrix of the form −1 1 1 −1 are sums of symmetric matrices associated to minimal elements in L(A). Up to a translation (of A and all indices) we can assume that the first diagonal entry is associated to the trivial element 0 in A. The second diagonal element is then associated to a certain non-zero element b ∈ A contained in a cyclic group of order at least N and we are done by Proposition 5.5. ✷.
Proof of Theorem 5.4 As in the proof of Proposition 5.6 we want to realize a symmetric matrix corresponding to −e 0 ⊗ e 0 + e 0 ⊗ e b + e b ⊗ e 0 − e b ⊗ e b (up to a suitable translation), perhaps modulo diagonal matrices. In particular, we can suppose that A contains the trivial element 0. Proposition 5.5 shows that we can assume that every cyclic group containing b is small. The group A (if it is huge) has then a huge number of distinct subgroups. In particular, we can suppose that it contains a non-trivial translate b + B = B of a group B containing a with L(B) perfect (this is the case if B has at least 9 elements by Theorem 5.3). We can now consider the symmetric matrix P associated to the tensor-product
where α is the order of a and where v i = e 0 − e a + e b+(i+1)a − e b+ia for i = 1, . . . , α. We have P 0,a = P a,0 = α and all other non-zero coefficients of P are either diagonal or have both indices in b + B. Coefficients of the last form can be killed using perfection of L(B). ✷ Remark 5.7. Our proof of Theorem 5.4 can be unravelled in order to yield effective bounds on the size of A.
Examples
There are no interesting examples in dimension < 6.
Dimension 6
The 6-dimensional lattice L(Z/7Z) associated to the unique group with seven elements has 21 pairs of minimal elements and is perfect. A basis is given by the six rows of 
Dimension 7
There are 3 groups with 8 elements.
For the cyclic group Z/8Z we get 8 2
pairs minimal vectors in the associated 7−dimensional lattice L(Z/8Z) which is perfect and has a basis given by the seven rows of the matrix
with associated Gram matrix AA t the matrix
The lattice L((Z/4Z) ⊕ (Z/2Z)) (with 38 pairs of minimal vectors) has perfection-default 2 and is thus not perfect.
The
2 ) with 42 pairs of minimal vectors has a basis given by the seven last rows of the table 000 001 010 011 100 101 110 111 0 0 1
(with the first row showing all elements of F 3 2 corresponding to columnindices). The associated Gram matrix has only even entries. Dividing it by 2 we get the matrix
(see page 382 in [2] ) defining the root lattice D 7 .
Remark 5.8. Eveness of all scalar products between minimal vectors fails for the lattices L(F k 2 ) with k ≥ 4.
Dimension 8
Both 8-dimensional lattices L(Z/9Z) and L((Z/3Z) ⊕ (Z/3Z)) have 54 pairs of minimal vectors and are perfect. They are non-isomorphic: Every pair of minimal vectors is orthogonal to exactly 15 pairs of minimal vectors in L(Z/9Z) and every such pair is orthogonal to exactly 9 pairs of minimal vectors in L((Z/3Z) ⊕ (Z/3Z)).
Examples with one missing element
The obvious action of A on itself shows that all the lattices L(A) are isomorphic if A is all of A except one element. The lattice L(A \ {0}) has
pairs of minimal vectors with norm 4 (where c denotes the dimension of the maximal F 2 −vector space occuring as a subgroup in A).
The root lattice A 6
Working with the set A = {001, 010, 011, 100, 101, 110, 111} of all seven nonzero elements in F 3 2 we get the perfect rescaled root lattice A 6 generated by the last seven rows (with the first row indicating the index-set A) of 001 010 011 100 101 110 111 0 0 0
Identifying the seven elements of A in the obvious way with the seven points of the Fano plane (projective plane over F 2 ) we can consider pairs of minimal vectors of L(A) (ie. pairs of opposite roots of A 6 ) as projective lines endowed with marked points (or, dually, as points together with incident lines) as follows: The two coordinates corresponding to coefficients 1 and the two coordinates corresponding to coefficients −1 of a minimal vector define projective lines which meet at a point on the projective line associated to the three coordinates corresponding to coefficients 0. Up to multiplication by −1, this construction is one-to-one and yields the 21 = 7 × 3 pairs of roots of A 6 . The Gram matrix associated to the basis of L(A) given above is twice the matrix
(which is the Gram matrix with respect to the basis e 0 − e 1 , . . . , e 0 − e 6 of A 6 ) in Chapter XIV of [2] .
Two perfect examples of dimension 7
Working with A = {1, . . . , 8} ⊂ Z/9Z, we get a perfect 7−dimensional lattice L(A) with 30 pairs of minimal vectors. A basis is given by the seven rows of the matrix 
in Chapter XIV of [2] .
6 The even sublattice construction for abelian groups 
Removing an element
(One can infact remove an arbitrary element from F 3 2 .) The even lattice associated to all 7 non-zero elements F 3 2 \ {0} of F 3 2 is the lattice generated by the seven vectors 
see [2] , page 382, defining the exceptional root lattice E 7 .
7 A construction with minimum 3 using F In order to prove perfection, we consider a symmetric matrix S with 2 c − 1 rows and columns indexed by all non-zero elements of F c 2 . A non-zero diagonal coefficient c a,b of S can be eliminated by subtracting
has only three non-zero coefficients on the diagonal corresponding to rows (and columns) indexed by a, b and c = a + b. It is thus associated to the diagonal coefficient of a projective line over has determinant −24 and is thus invertible. This shows that we can get rid diagonal coefficients using the "diagonal" projectors onto projective lines by embedding them into projective planes. More precisely, given a point a ∈ F c of a projective plane Π, the projector
is the diagonal projector onto the diagonal element indexed by a where P L is the projector and the graph Γ is thus a strongly regular graph on 27 vertices with parameters (v, k, λ, µ) = (27, 10, 1, 5). Otherwise stated, the graph Γ has v = 27 vertices. It is of degree k = 10 and diameter 2 such that two adjacent vertices in Γ have always λ = 1 common neighbours and two non-adjacent vertices of Γ have always µ = 5 common neighbours. λ = 1 is equivalent to the fact that every edge of Γ is contained in a unique triangle (complete graph on 3 vertices) of Γ.
Such a graph is unique and it (or sometimes its complement) is called the Schläfli graph.
Remark 7.3. (i) The even sublattice of the lattice T (F 2 3 ) is (up to rescaling) the root lattice E 7 consisting of all vectors of the lattice M (F 3 2 ) (see Section 6.2) not involving the basis vector e 0 associated to the identity 0 of the additive group F 3 2 . Its 63 pairs of minimal vectors can be described as follows: Every line {i, j, k} gives rise to 2 3 = 8 pairs of minimal vectors by considering a vector with zero coordinates corresponding to i, j, k and with coordinates ±1 associated to points not in {i, j, k}. This gives 7 · 8 = 56 pairs of minimal vectors (of norm 4). Seven additional pairs are given by ±2e i and are associated to the seven points of the projective plane.
(ii) Restricting to vectors with zero coordinate-sum of the even sublattice of T (F 3 2 ), we get the rescaled root lattice A 6 of Section 5.4.
of pairs of elements of norm 2(k + 1) in C q−1,k is given by (a 1 ,...,a k )∈F k q N (a 1 , . . . , a k ) 2 (2) where N (a 1 , . . . , a k ) ≤ q is the number of constants a 0 ∈ F q such that the polynomial x k+1 + k i=0 a i x i has exactly k + 1 distinct roots in F q . Proof N (a 1 , . . . , a k ) is also the number of subsets {x 1 , . . . , x k+1 } of k + 1 distinct elements in F q such that In particular, for a fixed value of k, the lattice C q−1,k should have asymptotically (at least) Remark 8.4. A close relative of the lattice C q−1,2 is the lattice associated to the Sidon set {(x, x −1 )} x∈F * q ⊂ F 2 q for F q a finite field of odd characteristic. It is of dimension q − 2, has minimum 6 (except for a few small values of q) and consist of all elements (λ x ) x∈F * q ∈ Z F * q (integral vectors with indices in F * q ) such that x∈F * q λ x = 0 and x∈F * q λ x x = x∈F * q λ x x −1 = 0 ∈ F q . As already mentionned, Conjecture 8.5 holds for all primes q which are smaller than 2000.
