Introduction
In this paper, we consider the following singularly perturbed nonlinear delay differential equation (DDE) with small shifts:
on Ω = (0, 1) with the interval conditions
where 0 < ε ≪ 1 is the singular perturbation parameter, δ and η are called the delay and the advance parameters, sometimes referred to as negative shift and positive shift, respectively, as in [16, 17] ; precise assumptions will be given in the next section. This type of differential equation plays an important role in the mathematical modeling of various practical phenomena, for instance, variational problems in control theory [6] , description of the so-called human pupil-light reflex [19] , evolutionary biology [34] , and a variety of models for physiological processes or diseases [21] . * Correspondence: dr amery@yahoo.com 2010 AMS Mathematics Subject Classification: 65L11; 65L03; 34L30; 65L10.
It is well known that the solution of a singularly perturbed differential equation generally exhibits boundary layer behavior. Usually, the standard discretization methods for solving these problems are not useful and fail to give accurate results, especially when the perturbation parameter ε tends to zero. This motivates the need for other methods that have ε-uniform convergence. In general there are two strategies to construct ε-uniform methods. The first one is the fitted operator method, which reflects the qualitative behavior of the solution; such fitted methods can be found in [3 − 5, 22, 26, 28] and references therein. The second one is the fitted mesh method, which contains finite difference operators on specially designed mesh in the boundary-layer regions, such as Shishkin mesh [5, 22, 27] and grid equidistribution [18, 23, 25] .
The linear case of singularly perturbed differential equations with small shifts has been investigated very often, e.g., see [10 − 12, 16, 17, 23, 24, 29] . In contrast, there are few works on singularly perturbed nonlinear DDEs. Lange and Miura [15] considered singularly perturbed nonlinear DDE with layer behavior and discussed the existence and uniqueness of their solutions. Kadalbajoo and Sharma [13, 14] and Kadalbajoo and Kumar [9] studied the numerical solutions of singularly perturbed nonlinear DDE with small negative shift using quasilinearization together with fitted mesh methods. Wang and Ni [33] considered the numerical solution of a singularly perturbed nonlinear DDE with interior layer via a method of boundary function and fractional steps. In most of the previous works, authors used Taylor series expansions for approximating the terms containing these shifts, provided they are of o(ε). However, this process may lead to a bad approximation in the case when these shifts are of O(ε).
In this paper, we propose a generic method for solving (1.1) that is useful and effective in both cases when shifts are of o(ε) or O(ε). To overcome the defect and weakness of the standard methods, we construct the proposed method on a piecewise-uniform mesh, and to cope with the terms containing shifts, we use cubic interpolation. Both cases, when the boundary layer occurs in the left and right side of the interval, will be studied. We show that this method is useful for obtaining a numerical solution of the considered problem in both cases.
The rest of the paper is organized as follows. Some assumptions on the continuous problem and estimates of the derivatives of its solution are given in Section 2 . In Section 3 , we describe the piecewise-uniform Shishkin mesh and we present in detail the construction of the numerical method. A study of the convergence analysis of the iterative process is presented in Section 4 . Section 5 contains the error and the convergence analysis of the proposed method. Furthermore, we derive a bound of the global error. In Section 6 , some numerical examples are presented to show the applicability and the effectiveness of the proposed method. The numerical results are reported with the maximum absolute error and the rate of convergence. Finally, the conclusion is given in Section 7.
In general, solution u has a boundary layer near the origin. The existence and uniqueness of the solution u follow from the arguments given in [2, 31, 32] . Throughout this paper, C is a generic positive constant independent of ε and discretization parameter (N ), and for a mesh function g = (
we use the
Proof The stability inequality given in Theorem 2 in [20] gives |u(x)| ≤ C for all x ∈ Ω . Firstly, we prove
By the mean value theorem, there exists a point ξ ∈ (0, ε) such that
and therefore |εu ′ (ξ)| ≤ ∥u∥ . Then (2.4) holds for k = 1 . Using (1.1), we can obtain the required bounds for k = 1 , and the estimate for k ≥ 2 follows by induction and differentiation of (1.1).
Multiplying both sides of (1.1) by exp(A(x)/ε) and integrating over (0, x) and taking the modulus on both sides we get
Then using (2.4) for k = 1 we get
The proof for k ≥ 2 follows by induction process and differentiation of (1.1). 2
The discretization
In this section, we derive a fitted mesh method for solving (1.1) on a piecewise-uniform Shishkin mesh. Before constructing the method, we make precise the Shishkin mesh to be considered.
Shishkin mesh
Shishkin mesh is a piecewise-uniform mesh that is dense in the boundary layer region and coarse in the outer region, as ε → 0. This is achieved by the use of a transition parameter σ , which depends on ε and N . Thus for given values of ε and N , the interval is divided into two subintervals using σ = min{1/2, σ 0 ε ln N } , where the constant σ 0 will be chosen later. In the case of the boundary layer at the left end, the piecewise-uniform Shishkin mesh is constructed by dividing the interval 
Then each of the subintervals is divided into N/2 mesh elements of equal length. Therefore, the mesh points are given by
Similarly, when the boundary layer occurs on the right side of the interval, we partition the interval into two
, and the mesh points are given by
In the following, we discuss the case when the solution exhibits a single boundary layer on the left side of the interval, i.e. when a(x) ≥ 2β > 0. The other case, when a boundary layer occurs on the right side of the interval ( a(x) ≤ −2β < 0), one can follow the same procedure as we use for the case of the left boundary layer. 
Let us denote the local step sizes by
h i = x i − x i−1 in each subinterval [x i−1 , x i ], i = 1, 2, · · · ,
Description of the method
We derive a fitted mesh operator compact implicit (FMOCI) method for Eqs. (1.1) and (1.2) as follows:
where
and
3)
The coefficients r 
and advance terms are approximated at nonmesh points by using cubic interpolation defined as
The development of the present method is based on computing the local truncation error as follows:
Since u is sufficiently smooth, and using Taylor expansion, τ i,u can be written in the form
2 r
The truncation error is said to be of order p if
Here we construct our method by the conditions
These conditions were first proposed for the case of uniform mesh in [1] . From the conditions (3.6) and (3.7), we get 
(ii) For x i ∈ [σ, 1) , we must define two different cases depending on the relation between h m and ε.
In the first case, when h m ∥a∥ < 2ε, the coefficients q 
While in the second case, when h m ∥a∥ ≥ 2ε, the coefficients q 
Convergence analysis
In this section, we discuss the existence of the approximate solution obtained by the FMOCI method described in the previous section, and we study the convergence of the iterative process. For this purpose, we rewrite the FMOCI method (3.1)-(3.3) in the following matrix form:
where L N is a (N − 1) × (N − 1) tridiagonal matrix and F (U ) is the right-hand-side vector of order (N − 1) , which are given by
Existence of the approximate solution
The existence of the solution of the nonlinear system (4.1) can be proved by the following lemma. 
and also suppose that
Then the FMOCI method defined by (4.1)-(4.3) satisfies the following, for
Proof From (3.9) it is clear that q 
which is positive (using the above argument). Secondly, for N/2 ≤ i ≤ N − 1 and h m ∥a∥ ≥ 2ε holds; the proof is trivial. While in the last case when h m ∥a∥ < 2ε, using the coefficients q * i , * = −, c, + defined by (3.9) with the condition h m ∥a∥ < 2ε , it is straightforward to prove that r [8] . This ensures the existence of the solution of the nonlinear system (4.1). Moreover, the operator L N satisfies a maximum principle.
Lemma 4.2 (Discrete maximum principle). Let ψ i be a mesh function and satisfy
ψ 0 ≤ 0, ψ N ≤ 0 , and L N ψ i ≥ 0, i = 1, 2, · · · , N − 1 . Then ψ i ≤ 0, 0 ≤ i ≤ N .
The iterative process and its convergence
The numerical solution of the nonlinear system (4.1) can be computed by the following iterative process:
with the starting vector U 0 .
To show the convergence of the iterative process (4.8), we consider the following condition:
N ∥ ∞ in the above condition will be computed later, wherein we will show that it is very small especially when ε → 0. Therefore, it is dominant on the left side of the inequality (4.9) . Proof From (4.8) and (4.10), we have
Again, using (4.10) and the fact that
Using the condition (4.9), the sequence
converges. It is clear that the solution of (4.1) is the limit of this sequence. 2
We repeat the above process with suitable initial value until the solution profiles do not differ from iteration to iteration within a desired accuracy. For computational purposes, the iterative process (4.8) stops at the nth iteration if the following condition is satisfied
where Tol. is a given tolerance.
Error estimates
In the previous section, we proved that the iterative process (4.8) converges to the solution of the nonlinear system (4.1). Here, we analyze the ε-uniform error estimate of the FMOCI method (4.1)-(4.3), and we derive a bound on global error. To estimate ε-uniform convergence of the present method, we need more precise bounds on the exact solution of the problem (1.1) rather than those in Lemma 2.2. To obtain these bounds, we decompose the solution u n+1 into regular and singular components at the (n + 1) th iteration as follows:
where v n+1 and w n+1 are the regular and singular components, respectively. We further express the regular component v n+1 in the form
where the functions v i , 0 ≤ i ≤ 4 are defined to be the solutions for the following first order problems 2) and the last function v 5 satisfies the second order problem
Thus, v n+1 and w n+1 satisfy 
for some constant C independent of ε.
Proof Firstly, the bounds on the regular component v n+1 and its derivatives are proved as follows From (5.2), since the solutions v i , i = 0, 1, 2, 3, 4 are independent of ε, we obtain
Furthermore, v 5 is the solution of the problem similar to (1.1); hence using Lemma 2.2 it follows that
Therefore, combining (5.8), (5.9), and (5.1), we obtain the required estimates for v n+1 and its derivatives. To obtain the required bounds on the singular component w n+1 , define
where κ is a positive constant. Then, for a sufficiently large value of κ , and using the bounds on v n+1 , we
Therefore, using the maximum principle given in Lemma 2.1, we get Ψ ± (x) ≤ 0, for all x ∈ Ω, which gives
To find the bound on the derivatives of w n+1 , we introduce the function
It is clear that L ε φ ≤ 0, φ(0) = 0, φ(1) = 1 and 0 ≤ φ(x) ≤ 1 . Therefore, w n+1 can be written as
Using (5.5) and imposing the boundary value of φ at 0 and 1 , it follows that
Now, using (5.5) and the above estimates, we obtain the bound on d 2 w n+1 /dx 2 . The proof for k ≥ 3 follows by differentiating (5.5) and using the bounds on the derivatives obtained previously. This completes the proof. 2
It is easy to show that the local truncation error (3.5) can be written as
where a < ξ < b . In the following, when h i ≤ ε we use the derivative form of R n , and when ε ≤ h i , the integral form will be used.
Lemma 5.2 Let the hypothesis (4.4) of Lemma 4.1 be satisfied. Then the local truncation error given by (5.10) satisfies the following:
Proof The estimate of the truncation error depends on the location of the mesh point x i and the relation between the step size mesh h i and ε , so that we consider different cases as follows. 
Case1 (Inner region
) .
Using the bounds (2.3) for derivatives of u, it follows that
Case2 (Outer region). For N/2 ≤ i ≤ N − 1 , the truncation error is split into two parts τ i,v and τ i,w
corresponding to v and w . Thus
Here we consider two subcases depending on the relation between h m and ε .
(i) In the case h m ∥a∥ < 2ε, using (3.11), (5.10) and the bounds on the derivatives of v given in Theorem 5.1, we have
Similarly,
using y k e −y ≤ C, for all y ≥ 0, k is a positive integer, in the last inequality.
(ii) For the case h m ∥a∥ ≥ 2ε, we use the following estimate for the local truncation error:
(5.12) Using (3.11) and (5.7) in (5.11) and integration by parts, we deduce that
In a similar way, we obtain
Using (5.12) and the previous bounds, we obtain
Likewise
Now, at the transition point x N/2 = σ , following the above argument, we get
For the layer component, since W N/2 is the solution of a homogeneous difference equation L
From (3.11) and (5.11), we deduce that
where we use exp(ϕ) ≥ 0 and exp(ϕ) ≤ 1 + Cϕ in bounded intervals of ϕ in the above inequality. Hence, combining |τ i,v | and |τ i,w | in the above two cases, we have
This completes the proof. 2
To prove the uniform convergence of the present method, we will use the discrete maximum principle with the following barrier functions:
where µ is a positive constant.
Lemma 5.3 Let the assumptions in Lemma 4.1 be satisfied and let µ ≤ β . Then for some constant C(µ), we have
Proof Applying the operator L N to the discrete function Φ i , we obtain
Thus, using (3.8), (4.5) , and that µ ≤ β , we obtain the desired results. 
Moreover, for the Shishkin mesh defined in the previous section, we have
for some positive constant C.
Proof For 1 ≤ i ≤ N − 1 and using that µ ≤ β , we have
and using the inequalities
yields the desired estimate (5.13). 15) and using the inequality [5] (
Moreover, using that
we deduce that
where the condition (4.4) and that µ ≤ β imply that 2µσ 0 ln N < N . 
Proof We begin with the outer region. Thus, for N/2 ≤ i ≤ N − 1 we consider the following mesh function:
] .
Using (5.13) and Lemmas 5.2 and 5.3, we have
Thus, applying the discrete maximum principle to
It follows from (4.4) that µh/ε < 1. Using this and (5.14), we obtain
Now, in the inner region, we consider the following barrier function:
Again, applying the discrete maximum principle and using h = 2σ 0 εN −1 ln N , we get
Thus the proof is complete. in the boundary layer region, and it is second order ε-uniform convergent outside the boundary layer region provided that µσ 0 ≥ 2. Now we investigate a bound on the global error. Before analyzing the error bound, we introduce some notation. Denote by ω(x) the error of the piecewise cubic interpolation for u(x) defined as
.
where u and U are the solutions of (1.1) and (4.1), respectively. It is easy to verify that Ω = O(N −3 ). The main result on error estimate is given by the following theorem. 
we get the following:
and we have
,
It is clear that, if
Thus,
Using the cubic interpolation, we get
Similarly, we obtain
which, using the condition (4.9), is equivalent to
To obtain a bound on E , let U i,θ be the approximation of u(x i + θh i+1 ); then we have
Consequently, combining the above inequality with (5.16) and using Theorem 5.5, we obtain the desired estimate. 2
, and let A = −αB + I −βB T with I being the identity matrix. Letα +β = 1,α,β ≥ 0 . Then
Proof see [30] . 
Proof We will follow the procedure as done in [7] . Letα = −r . Therefore, using Lemma 5.7, we have
From (3.8) and (3.9) , it follows that
Using ( 
Numerical results
In this section, we present the numerical results obtained by the FMOCI method described in Section 3 . In order to demonstrate the accuracy of the present method to solve nonlinear singularly perturbed differential equations with small shifts, we consider four examples including both cases, when the boundary layer occurs on the left as well as on the right side of the interval. The computational results are listed with the maximum pointwise errors and orders of convergence for different values of δ, η , and ε. The solutions of the considered examples are plotted for different values of δ and η to illustrate the effect of delay and advance parameters on the boundary layer behavior of the solution.
Example 6.1 Consider the following nonlinear singularly perturbed boundary value problem with small delay
Example 6.2 Consider the problem with small positive shift
Example 6.3 Consider the problem with mixed type of small shift
Example 6.4 Consider the following problem with right-hand side boundary layer
The exact solutions of the above problems are not known and so the maximum pointwise error is evaluated using the double mesh principle [3] ,
Furthermore, the ε-uniform maximum pointwise error E N and the corresponding ε-uniform order of convergence p N are computed by
) . 
Conclusion
An efficient high order uniform method has been developed for solving nonlinear singularly perturbed delay differential equation with small shifts. Both cases, when the boundary layer occurs on the left and on the right side of the interval, are studied. The proposed method is analyzed for convergence and the bound of global error is also discussed. Error analysis is carried out and it has been shown that the present method is ε-uniform convergent with third-order accuracy. The advantages of this method are the higher order of accuracy, the simplicity of implementation, and the strong performance in both cases, when the delay and advance parameters are of O(ε) or o(ε).
The effect of small shifts on the layer behavior of the solution has been discussed by considering both cases of boundary layers. It is observed that in the case of the left boundary layer, the thickness of the layer decreases as the delay parameter δ increases while it increases when the advance parameter η increases as shown in Figure 1 . In the right boundary layer, the impact of these shifts is the reverse, i.e. as δ increases, the thickness of the boundary layer increases and it decreases when η increases as shown in Figure 2 . Moreover, we observe that the effect of delay parameter is more in the case of the left boundary layer in comparison to the right boundary layer case, whereas the advance parameter affects more in the right side boundary layer case.
