In this paper, we derive some new conditions for absolute exponential stability (AEST) of a class of recurrent neural networks with multiple and variable delays. By using the Holder's inequality and the Young's inequality to estimate the derivatives of the Lyapunov functionals, we are able to establish more general results than some existing ones. The first type of conditions established involves the convex combinations of column-sum and row-sum dominance of the neural network weight matrices, while the second type involves the p-norm of the weight matrices with p ∈ [1, +∞].
Introduction
Dynamics of artificial neural networks has attracted considerable research interests in recent years. Stability analysis plays a fundamental role in some applications of neural networks such as signal processing and optimization solving problems.
Stability of neural networks without delays has recently been extensively investigated [11] . However, neural network models with delays are more practically meaningful because the signal transmissions in biological neural systems have time delays, and delays also exist in circuits implementation of neural networks due to finite switching speed of circuit elements. So far, there have been many results concerning stability analysis of neural networks with delays. Various neural network models have been considered such as delayed Hopfield neural networks [7, 10, 12, 17, 28] , delayed bidirectional associative memory networks [20] , delayed cellular neural networks (DCNNs) [2, 1, 6, 5, 19, 21, 25, 26] , and other neural network models with delays [4, [14] [15] [16] 18, 22, 23, 30, 29, 32] . In these previous works, some consider neural network models with constant delays, while others with time-varying delays; some consider networks with single delay, while others with multiple delays. The activation functions of neural networks also take different forms.
In this paper, we investigate the absolute exponential stability (AEST) of a general class of recurrent neural networks with multiple and variable delays. AEST means that the neural network has unique equilibrium to which any solution converges with an exponential speed for any given input vector and activation function belonging to a specific function class. Many types of stability have been involved in the literature, such as global asymptotical stability (GAS), exponential stability, local stability, etc., but AEST is the most strong one.
Definition 1.
A neural network is said to be AEST with respect to a function class F if for any given input vector and any activation function belonging to F the neural network has unique equilibrium which is globally exponentially stable. [11] ). A function g = (g 1 , g 2 , . . . , g n ) : R n → R n is said to belong to the function class {G m } in the finite sector case if the functions g i : R → R are monotonic nondecreasing and there exist constantsḠ i , 0 <Ḡ i < +∞, i = 1, 2, . . . , n, such that for any s, t ∈ R, s = t
Definition 2 (Forti and Tesi
Definition 3. GL denotes the class of global Lipschitz functions, i.e., f = (f 1 , f 2 , . . . , f n ) ∈ GL if there exist constants 0 <F i < +∞, i = 1, 2, . . . , n, such that for any s, t ∈ R,
Definition 4. LDS denotes the class of Lyapunov diagonally stable matrices, i.e., a square matrix A ∈ LDS if there exists a positive diagonal matrix P such that P A+A T P is positive definite. Z denotes the class of square matrices with nonpositive off-diagonal elements.
In this paper, we consider a neural network model described bẏ
where 0 ij (t) are multiple and variable delays, x(t) = (x 1 (t), . . . , x n (t)) t ∈ R n is the state vector, 't' in the upper-right corner denotes the transpose of a vector or a matrix. T = (t ij ) n×n is the feedback matrix and S = (s ij ) n×n is the delayed feedback matrix, u = (u 1 , . . . , u n ) t represents a constant input vector, and g(x(t)) = (g 1 (x 1 (t) ), . . . , g n (x n (t))) t is the activation function and g ∈ {G m } in the finite sector case.
We also consider a more general neural network with nonmonotonic delayed activation functionṡ Lemma (Berman and Plemmons [3] , Liang [17] ). For an n × n matrix A = (a ij ), if A ∈ Z, then each of the following conditions is equivalent to the statement "A is a nonsingular M-matrix".
• M1: All principal minors of A are positive.
• M2: The real part of each eigenvalue of A is positive.
• 
• M5: A ∈ LDS. 
AEST of neural networks with delays
where q ∈ (1, +∞) satisfying 1/p + 1/q = 1, and for a real number y, y + represents max{y, 0}.
Proof. If condition (5) holds, it can always find a positive number > 0 (may be very small) such that for i = 1, 2, . . . , n, we have
Suppose x(t) and y(t) are two arbitrary solutions of (3), define
where function
For Eq. (7), define a Lyapunov functional of the following form:
Obviously, V (z)(t) > 0 for (z 1 , z 2 , . . . , z n ) = 0 and V (z)(t) = 0 only at (z 1 , z 2 , . . . , z n ) = 0. Calculating the upper right Dini-derivative D + V /dt along solutions of (7), we have
where the function (z 1 , z 2 ) is defined by sign(z 1 ) when z 1 = 0 and sign(z 2 ) when z 1 = 0 [27] , and sign(·) is the signum function. The third term in (10) can be estimated as follows:
where the second inequality in (11) 
The fourth term in (10) can be estimated in a way similar to (11) as
The last term in (10) is
Substituting (11), (12) and (13) into (10), we have
where
From (6), it follows that i < 0, i = 1, 2, . . . , n. This implies that D + V /dt < 0, from the definitions of z(t) and V (t), it follows that x(t) − y(t) exponentially converges to zero as t → +∞, for two arbitrary solutions x(t) and y(t) of (3). In particular, for any fixed t, let y(t) = x(t − t), since u is a constant input vector, y(t) is also a solution of (3), therefore we have x(t) − x(t − t) → 0 when t → +∞ for any t > 0. This indicates that x(t) is a Cauchy sequence when t is large enough, by the Cauchy principle, x(t) approaches a constant vector x * which is also a solution of (3) . Thus x * is an equilibrium of (3), this proves the existence of equilibrium. In order to prove the uniqueness of equilibrium, suppose y * is another equilibrium point, then lim t→+∞ |x * i − y * i | = 0, this means x * = y * . Now fixed y(t) to x * , and define z(t) = [x(t) − x * ]e t , from the definition of V (t), we have
, where x p denotes the p-norm of a vector x defined by x p = { n i=1 |x i | p } 1/p , this implies that x(t) exponentially converges to x * when t → +∞ with a speed of at least e − t in the p-norm sense. This completes the proof of Theorem 1.
For the more general neural network model (4), a similar sufficient condition can be established:
Theorem 2. The neural network (4) is AEST with respect to
where q ∈ (1, +∞) and 1/p + 1/q = 1.
Proof. The proof of Theorem 2 is similar to that of Theorem 1, except that in the definition of the Lyapunov functional (8),Ḡ j and G j (z j ( )) are replaced byF j and F j (z j ( )), respectively, the functions F j (z j (t)) are defined by
In estimation of D + V /dt (Eq. (15) 
Proof. In this and the next corollaries, we always take c 1 = 1 and c 2 = c. Notice that (18) is equivalent to
if (23) Notice that A ∈ Z, from M3 of Lemma, there exists another positive diagonal matrix also denoted by such that the diagonal elements of A are positive and A is strictly row-sum dominant. This results in condition (19) . Condition (20) is equivalent to A ∈ LDS, and from M5 of Lemma, this is equivalent to (18) and (19) .
In order to prove condition (21), we first prove that if
then the neural network (3) is AEST. Condition (24) is in fact the limit case of (5) when p → +∞ (and hence q → 1 from the right-hand side).
Next, by applying variable transformations x i (t) = i v i (t), neural network (3) turns to
where it is easy to see that the functions 
Remark 1. When all the delays are time-invariant, i.e., ij (t) = ij , then c = 1, we can fix c 1 = c 2 = 1 in Theorems 1 and 2. Condition (5) is reduced to
Since 1/p + 1/q = 1, this condition is somewhat a convex combination of the columnand row-sum of the weight matrices. Condition (26) turns to
This condition has previously been derived by Chen [7] for global exponential stability (Corollary 2.1 of [7] ). Condition (27) was also obtained in [7] (Corollary 1.1 of [7] ) for neural networks with constant delays. This implies that the result in Theorem 1 is a generalization to results in [7] . 
ii , when c = 1, these are special cases of condition (18) .
Also notice that conditions (20) and (22) are independent to each other. In the following, we will derive sufficient conditions in terms of matrix p-norm (p ∈ [1, +∞] ). In this case we consider neural networks with delays ij (t) satisfying the assumption ij (t) = j (t), i = 1, 2, . . . , n. 
where q ∈ (1, +∞) with 1/p + 1/q = 1, and · p stands for the p-norm of a square matrix induced by the vector p-norm, andḠ are diagonal matrices defined by
Proof. The proof of this theorem is very similar to that of Theorem 1, we briefly outline the process. Consider a Lyapunov functional
Calculate the Dini upper-right derivative of V along the trajectories of (7), the expression of D + V /dt is same as (10) except the last term. Estimate the third term in (10) with (11), and the fourth term in a way different from (12)
The second inequality employs the Holder's inequality x t y x p y q for any two nonnegative vector x and y, and for any n × n matrix M and n × 1 vector
p is also used in (31). After alike procedures as in Theorem 1, D + V /dt can be estimated as
If (29) is satisfied, there must exist a small 0 > 0 such that all i ( 0 ) < 0, i = 1, 2, . . . , n, and thus D + V /dt < 0. The remaining argument is similar to that of Theorem 1. (1)
where · 1 and · ∞ are matrix column norm and row norm, respectively, defined by
Proof. Since i d i > 0, condition (34) is equivalent to
and if condition (37) holds, there must exist a pair of p 0 and q 0 with p 0 very close to 1 and q 0 very large such that (29) is satisfied, and therefore from Theorem 3, (34) is a sufficient condition for AEST of (3). Condition (35) is the limit case of (29) when p → +∞ by using the continuous property of matrix p-norm:
is a special case of (29) when p = q = 2.
For more general neural network model (4), a similar result can be derived as 
where q ∈ (1, +∞) such that 1/p + 1/q = 1.
The proof of this theorem is similar to Theorem 2 and Theorem 3, and thus omitted. (1)
These three conditions are special cases of condition (38) when p → 1 (q → +∞), p → +∞ (q → 1) and p = q = 2, respectively.
We now consider the neural network model (3) allowing nonmonotonic activation functions g i ∈ GL and with constant delays ij (t) = ij . For such a model, we can get a sufficient condition for AEST: 
Notice that in this and next theorem we allow p, q ∈ [1, +∞], the infinite closed interval, when p = +∞ or q = +∞, we have 1/p = 1 or 1/q = 1. The proof of this theorem is like that of Theorem 1 with c = 1 and in the estimation of the Dini upper-right derivative D + V , unlike in (9), (10), the terms containing t ii are treated in the same way as t ij , i = j by using the property |G i (z i )| Ḡ i |z i |. Similar results have been previously obtained in [7, 32] (Theorem 3 of [7] and Theorem 3 of [32] ). Our condition (42) thus generalizes these results to any convex combinations of the row-and column-sum.
Remark 4.
For DCNNs that is a special model of (3), (42) [21] , which are very special cases of (18) and (19) in Corollary 1 with = I ,Ḡ = I and c = 1.
Similar to Theorem 5, the following theorem is a sufficient condition ensuring AEST of (4) with respect to activation functions of class GL when ij (t) = j . 
where q ∈ [1, +∞] such that 1/p + 1/q = 1.
Some researchers studied stability of the pure delayed neural network models in which each neuron has only delayed feedback (see, for example, [10, 14, 18, 28] ). When T = 0, our model (3) reduces to such neural network. In this situation, condition (43) turns to
In [18] , a model ( 1 , 2 , . . . , n ), and = diag ( 1 , 2 , . . . , n ). When i = 1, these two conditions are identical, but in general, they are different. Some special cases of condition (44) for specific p were derived in the literature. For example, when p = 1, and = I , the condition −d i + SḠ 1 < 0 is equivalent to D −1 SḠ 1 < 1 that was derived in [12] ; When p = 2, D = I and = I , the condition (44) reduces to −1 + SḠ 2 < 0, a similar condition was established in [4] ; The row norm case when p = ∞ and = I in (44) was derived in [10] and a more general case when p = ∞ was presented in [14] . Except in [18] , all these references addressed global asymptotic stability rather than AEST.
Numerical simulations
In this section, numerical simulations are conducted to illustrate the usefulness of the stability conditions in the previous section. Consider a network with two neuronṡ x 1 (t) = −x 1 (t) − 0.5f (x 1 (t)) + 0.8f (x 2 (t)) + af (x 1 (t − )) + bf (x 2 (t − )), x 2 (t) = −x 2 (t)+0.4f (x 1 (t))−0.6f (x 2 (t))+bf (x 1 (t − ))+bf (x 2 (t − )), (45) where, for simplicity, some coefficients are fixed and only two parameters a and b are allowed to vary, and the delay is assumed to be identical and constant, so c = 1. We also assume that different neurons have identical activation function f, defined by 
For different p and q, this condition gives rise to different stability regions in the a − b parameter plane. For three particular cases: p = q = 2; p = +∞, q = 1; and p = 1, q = +∞, the three regions are, respectively, given by, R 1 : |a| + |b| 0.9 and |b| 0.5; R 2 : |a| + |b| 0.2 and |b| 0.3; R 3 : |a| + |b| 1.1 and |b| 0.4. In this case, R 2 is included in R 1 and R 3 , while R 1 and R 3 do not include each other. We numerically integrate Eq. (45) by choosing parameters |a| = |b| = 0.45 which is in region R 1 but not R 3 , and |a| = 0.7, |b| = 0.35 which is in R 3 but not R 1 . Fig. 1 shows the waveforms of x 1 (t) and x 2 (t) with different parameters and initial conditions, the stability is obviously evident.
Conclusion
In this paper we derive some conditions for absolute exponential stability of neural networks with multiple and variable delays. The conditions are categorized into two types. One type is expressed in terms of the convex combinations of column-and row-sum of the neural network weight matrices and the other is in terms of the p-norms (p ∈ [1, +∞]) of the weight matrices. These conditions are obtained by constructing appropriate Lyapunov functionals and deliberately estimating their derivatives, making use of the Holder's and Young's inequality. The conditions generalize and extend some existing results in the literature.
