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Two-dimensional layered transition metal dichalcogenide (TMDC) materials often exhibit exotic quantum
matter phases due to the delicate coupling and competitions between the charge, lattice, orbital, and spin de-
grees of freedom. Surprisingly, we here present, based on first-principles density-functional theory calculations,
the incorporation of all such degrees of freedom in a charge density wave (CDW) of monolayer (ML) TMDC
1T -TaS2. We reveal that the CDW formed via the electron-phonon coupling is significantly stabilized by the
orbital hybridization. The resulting lattice distortion to the “David-star” superstructure constituted of one cental,
six nearest-neighbor, and six next-nearest-neighbor Ta atoms is accompanied by the formation of quasimolecu-
lar orbitals due to a strong hybridization of the Ta t2g orbitals. Furthermore, the flat band of the quasimolecular
orbital at the Fermi level has a spin splitting caused by an intramolecular exchange, yielding a full spin polariza-
tion with a band-gap opening. Our finding of the intricate charge-lattice-orbital-spin coupling in ML 1T -TaS2
provides a framework for the exploration of various CDW phases observed in few-layer or bulk 1T -TaS2.
PACS numbers: 71.20.Ps, 73.22.-f, 81.07.-b
Low-dimensional electron systems realized in layered 2D
materials have attracted much attention in contemporary
condensed-matter physics because they tend to exhibit an in-
teresting variety of quantum matter phases, such as charge
density wave (CDW) [1–4], magnetism [5], and superconduc-
tivity [6]. These macroscopic quantum condensates are asso-
ciated with the interactions of quasi-particles that involve the
charge, lattice, orbital, and spin degrees of freedom. Specifi-
cally, the CDW formation driven by the Fermi surface nest-
ing [7] or the strong coupling between an electron charge
modulation and a periodic lattice distortion [8, 9] has been
widely observed in metallic layered transition metal dichalco-
genide (TMDC) materials with van der Waals interlayer inter-
actions [1–4].
As a prototype of layered TMDCs, bulk 1T -TaS2 exhibits
a variety of CDW phases including an incommensurate CDW
phase below 550 K, a nearly commensurate CDW phase be-
low 350 K, and a commensurate CDW phase below 190 K.
Especially, a nearly commensurateCDW phase is transformed
into a commensurate CDW one with accompanying a metal-
insulator transition [10–12]. The latter CDW phase has been
known to be a 2D Mott insulator [11, 13–17]. According to
this CDW-driven Mott scenario, the CDW is also accompa-
nied by the so-called David-star (DS) distortion within a large
unit cell of
√
13×
√
13 [see Fig. 1(a)], which substantially re-
duces the bandwidth at the Fermi level EF to invoke a Mott
insulator with the enhanced on-site electron-electron interac-
tion U . This scenario features the generation of two types
of gaps: i.e., the CDW gap ∆CDW and Mott gap ∆Mott [17].
By contrast, a recent combined angle-resolved photoemission
spectroscopy (ARPES) and density-functional theory (DFT)
study reported that the CDW within the 2D TaS2 layers in-
volves the complex orbital textures, which play a crucial role
in determining the band dispersion and gap structure through
their interlayer interactions [18]. Meanwhile, the DFT calcu-
lation without including an on-site U showed that the CDW
in monolayer (ML) 1T -TaS2 produces a gap opening caused
solely by spin polarization [19], implying that this gap seems
not to be related with Mott physics alone. Therefore, despite
many theoretical and experimental studies [10–19], the mi-
croscopic nature of the CDW as well as the origin of the gap
openings in 1T -TaS2 are still veiled. It is, however, more
likely that the CDW formation would involve the intricate in-
terplays among the charge, lattice, orbital, and spin degrees of
freedom.
Here, we focus on the microscopic nature of a CDW in
an isolated ML, which is a basic building block of the lay-
ered structure of 1T -TaS2. Recently, the micromechanical
exfoliation technique can realize ultra-thin films of 1T -TaS2
with ML [20] and few-layer thicknesses [21]. Based on first-
principles DFT calculations, we find that the DS distortion
takes place barrierlessly with a strong orbital hybridization.
As the lattice distortion increases, the Ta t2g orbitals hy-
bridize with each other to form the bonding (B), nonbonding
(NB), and antibonding (AB) quasimolecular orbitals (QMOs)
around EF. This lattice-orbital coupling significantly sta-
bilizes the CDW with the gap openings (corresponding to
∆CDW) between the QMOs. Specifically, the NB QMO fea-
tures a quasilocalized electron around the central Ta atom in
the DS unit, forming a flat band at EF. We reveal that this half-
filled band is spin-polarized due to the local polarization effect
caused by an intramolecular exchange (i.e., Stoner parameter
I), giving rise to a gap opening corresponding to ∆Mott [22].
The results elucidate that the underlyingmechanism of the gap
openings in the CDW phase of ML 1T -TaS2 is associated with
the intricate charge-lattice-orbital-spin coupling. This com-
plex, unique picture offers the framework in which the still
perplexing features of various CDW phases and their transi-
tions in few-layer or bulk 1T -TaS2 have to be understood.
Our DFT calculations were performed using the the Vi-
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2FIG. 1: (Color online) (a) Optimized 1×1 structure of ML 1T -TaS2.
The DS distortion with the
√
13×
√
13 periodicity is indicated by the
arrows, with the pattern of the DS. The large and small (dark and
bright) circles represent Ta and S (upper and lower) atoms, respec-
tively. For the analysis of orbital characters, we choose the x, y, and
z axes pointing nearly along the three Ta−S bonds. The Brillouin
zones of the 1×1 and
√
13×
√
13 structures are drawn in (b). The
ellipses represent the Fermi surface with qCDW. The 1×1 band struc-
ture together with the partial DOS projected onto the Ta 5d and S 3p
orbitals is shown in (c). The charge character of the t2g states, which
is integrated over an energy window between EF−0.15 and EF+0.15
eV, is displayed in (d). In the inset, the side view is drawn with the
lattice unit vectors a, b, and c.
enna ab initio simulation package (VASP) code with the
projector-augmented wave (PAW) method [23, 24]. For
the treatment of exchange-correlation energy, we employed
the generalized-gradient approximation functional of Perdew-
Burke-Ernzerhof (PBE) [25] and the hybrid functional of
Heyd-Scuseria-Ernzerhof (HSE) [26]. The ML 1T -TaS2 sys-
tem was modeled by a periodic slab geometry with ∼25 A˚
of vacuum in between the slabs. A plane wave basis was
employed with a kinetic energy cutoff of 400 eV, and the k-
space integration was done with the 21×21 and 6×6 meshes
in the Brillouin zones of 1×1 and
√
13×
√
13, respectively.
All atoms were allowed to relax along the calculated forces
until all the residual force components were less than 0.005
eV/A˚.
We begin to optimize the 1×1 structure of ML 1T -TaS2 us-
ing the PBE calculation. The optimized 1×1 structure and
its Brillouin zone are displayed in Fig. 1(a) and 1(b), respec-
tively. Figure 1(c) shows the calculated band structure and
partial density of states (DOS) of the 1×1 structure. There
are three bands around EF, which originate mostly from the
Ta dxy, dyz, and dzx orbitals. Meanwhile, the Ta dz2 and dx2−y2
states are located at around 3.8 eV below EF, which overlap
with the S px, py, and pz orbitals. Therefore, Ta d states are
split into the upper t2g states with a large band width of 4.05
eV [see Fig. 1(c)] and the lower eg states that participate in
covalent bonds with S atoms. We find that the lowest t2g state
crosses EF , indicating a metallic feature. As shown in Fig.
1(d), the charge character of the t2g states near EF represents a
strong electron accumulation around Ta atoms with a negligi-
ble amount of charges at S atoms. This weak hybridization of
t2g with the S 3p orbitals indicates a direct nearest neighbors
hopping between t2g orbitals, which can be enhanced by the
DS distortion. This feature leads to the formation of QMOs
caused by the lattice-orbital coupling, as discussed below.
As shown in Fig. 1(b), the Fermi surface of the 1×1 struc-
ture consists of six elliptically shaped electron pockets around
the M1 points, in good agreement with previous DFT calcula-
tions [27, 28] and ARPES measurements [29, 30]. It is noted
that the Peierls-type CDW formation is driven by an electron
charge modulation due to Fermi surface nesting [7–9]. The
present nesting vector qCDW corresponding to the periodic√
13×
√
13 lattice distortion is drawn in Fig. 1(b), connecting
flat parts of the Fermi surface [27, 29]. However, this topol-
ogy of the Fermi surface was reported to produce weak peaks
around qCDW in the imaginary part of the static electronic sus-
ceptibility, implying that Fermi surface nesting is not a plau-
sible explanation for the CDW instability [19]. Instead, it has
been accounted for in terms of the electron-phonon coupling
(EPC) [19, 30]. However, the driving force of how this EPC
occurs is still missing. We will show below that the EPC-
driven CDW is significantly stabilized by the formation of
QMOs with a strong lattice-orbital coupling. Interestingly, as
shown in Fig. 1(b), each electron pocket at the Fermi surface
exhibits an identical orbital character among the degenerate
dxy, dyz, and dzx orbitals. Note that the electron pockets in the
opposite k directions have the same orbital character. As the
lattice distortion increases, this k-dependent orbital character
easily induces a hybridization of the dxy, dyz, and dzx orbitals
(see Fig. S1 of the Supplemental Material [31]). Thus, we
can say that the EPC is accompanied with the lattice-orbital
coupling to form the CDW in ML 1T -TaS2.
To explore how the electronic states change during the
CDW formation, we calculate the band structure and DOS as a
function of the lattice distortion, defined as the fractional ratio
rd = ∆d/d0. Here, ∆d represents the displacement of a nearest-
neighbor (or next-nearest neighbor) Ta atom from the 1×1
structure, with d0 referring to the full displacement obtained
at the DS structure. The present value of d0 for the nearest-
neighbor (next-nearest neighbor) Ta atoms is 0.21 (0.25) A˚, in
good agreement with previous DFT calculations [19]. The
calculated d-orbitals projected band structure is given as a
function of rd in Fig. S2 of the Supplemental Material [31],
while its total DOS in Fig. 2(a). We find that the hybridiza-
tion of the dxy, dyz, and dzx orbitals increases with increasing
the lattice distortion. As a consequence of this lattice-orbital
coupling, it is seen in Figs. 2(a) and 2(b) that, when rd >
∼0.4, the t2g states are split into the S1 (doublet), S2, and S3
(doublet) states near EF. Specifically, at rd = 1 (DS structure),
the band gaps ∆CDW and ∆
∗
CDW become 0.22 and 0.23 eV [see
Figs. 2(b) and 2(c)], respectively. According to the scanning
tunneling spectroscopy (STS) experiment of Cho et al. [17],
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FIG. 2: (Color online) (a) Calculated total DOS with respect to rd
and (b) band structure obtained at rd = 1. The energy zero represents
the Fermi level. In (c), the total-energy variation relative to the DS
structure (rd = 1) is given as a function of rd . The variations of ∆CDW
and ∆∗CDW are also given in (c).
two prominent peaks were observed at −0.19 and +0.23 eV,
which were interpreted as the lower and upper Hubbard bands,
respectively. Beyond such a Mott gap ∆Mott ∼ 0.42 eV, an ad-
ditional peak was observed at around −0.30 eV, giving rise
to ∆CDW ∼ 0.30 eV [17]. This CDW gap is well comparable
with our prediction of ∆CDW.
Figure 3(a) shows the partial DOS projected onto thirteen
Ta atoms in the DS unit. The charge densities ρI, ρII, and ρIII,
integrated over the three energy windows I (between EF−0.45
and EF−0.15 eV), II (between EF−0.15 and EF+0.15 eV), and
III (between EF+0.15 and EF+0.43 eV), are displayed in Figs.
3(b), 3(c), and 3(d), respectively. Note that these energy win-
dows I, II, and III separately cover the S1, S2, and S3 states
[see Fig. 2(b)], respectively. We find that the partial DOS and
charge characters of the S1, S2, and S3 states represent the B,
NB, and AB QMOs, respectively: i.e., (i) ρI exhibits a charge
delocalization encircling the six nearest-neighbor Ta atoms,
(ii) ρII has a quasilocalization around the central Ta atom, and
(iii) ρIII is evenly distributed over the thirteen Ta atoms. Such
characters of the QMOs can be seen as rd increases (see Fig.
S3 of the Supplemental Material [31]), indicating that the lat-
tice distortion-induced hybridization of the t2g states produces
the B, NB, and AB QMOs. Specifically, the quasilocalized
charge character of the NB QMO [see Fig. 3(c)] agrees well
with a previous DFT result [18] that the electron density of the
highest occupied state of bulk 1T -TaS2 exhibits a complex or-
bital texture pointing along the c axis. Since the total energy
decreases monotonically up to ∼0.36 eV per DS unit at rd =
1 [see Fig. 2(c)], we can say that the EPC-driven CDW is sig-
nificantly stabilized by the formation of the B, NB, and AB
QMOs.
It is noticeable that the NB QMO has a half-filled band with
a very narrow bandwidth of 0.03 eV [see Fig. 2(b)]. Due to
such a flat-band character of the NB QMO, the spin-polarized
configuration corresponding to the ferromagnetic (FM) state
is found to be more stable than the non-spin-polarized one by
42.5 meV per DS unit. The band structure of this FM state is
displayed in Fig. 4(a), showing a band-gap opening of 0.15
eV with a full spin polarization. As shown in Fig. 4(b), the
spin density of the FM state is distributed around the cental
Ta atom (labeled as Ta1). We note that the charge character
of the NB QMO represents a quasilocalized electron that is
not only localized at Ta1 but also some distributed over the
DS cluster centered at Ta1 [see Fig. 3(c)]. Such a charge
distribution of the NB QMO in ML 1T -TaS2 is found to be
almost the same as that of the highest occupied molecular or-
bital (HOMO) of an isolated DS molecule (see Fig. S4 of the
Supplemental Material [31]). This implies that ML 1T -TaS2
has a weak electronic coupling between neighboring DS clus-
ters. Considering the fact that the ground state of an isolated
DS molecule is spin polarized (see Fig. S4 of the Supplemen-
tal Material [31]), we can say that the spin splitting of the NB
QMO in ML 1T -TaS2 is attributed to the local polarization
effect caused by an intramolecular exchange (i.e., Stoner pa-
rameter I). It is noted that, if the HSE functional with a mixing
factor of α = 0.125 controlling the amount of exact Fock ex-
change energy is employed [26], the spin-polarization gap in
ML 1T -TaS2 increases to 0.35 eV (see Fig. S5 of the Supple-
mental Material [31]), close to ∆Mott = 0.42 eV measured [17]
from 1T -TaS2. Therefore, we can say that the gap opening
of ∆Mott is most likely to be associated with an intramolecu-
lar exchange interaction within the DS cluster. Indeed, in the
spin-polarized DFT scheme, it was known that I representing
intramolecular-exchange or self-exchange energy is the on-
site Coulomb interactionU [22].
Figure 4(c) shows that the spin polarization of ML 1T -TaS2
appears from rd > 0.5, where both ∆CDW and ∆
∗
CDW begin to
open [see Fig. 2(c)]. This indicates that, as the flat band of
the NB QMO is created, its full spin polarization takes place
simultaneously. Therefore, all the FM states in rd > 0.5 have
a total spin moment of 1 µB per DS unit. However, since the
spin moment is calculated by integrating the spin density in-
side the PAW sphere with a radius of 1.62 (1.03) A˚ for Ta
(S), the sum of the spin moments of all atoms is less than
1 µB [see Fig. 4(c)]. Interestingly, it is seen that, as rd in-
creases, the spin moments of the central and nearest-neighbor
Ta atoms increase while those of the next-nearest-neighbor Ta
atoms decrease, reflecting more localization around the cen-
tral Ta atom.
To examine how large intermolecular exchange interaction
exists in ML 1T -TaS2, we perform an additional PBE calcu-
lation for the antiferromagnetic (AFM) state with twice larger
unit cell. We find that the AFM state is less stable than the
FM one by 1.9 meV per DS unit. As shown in Fig. S6 of the
Supplemental Material [31], the AFM state has a band gap
of 0.12 eV, smaller than that (0.15 eV) of FM. This indicates
4FIG. 3: (Color online) (a) Calculated partial DOS projected onto thirteen Ta atoms in the DS unit. The labeling of each Ta atom is given in
(b). The top views of the charge densities ρI, ρII, and ρIII, integrated over the three energy windows I, II, and III, are displayed in (b), (c), and
(d), respectively. Here, ρI and ρIII are drawn with the isosurface of 0.006 e/A˚
3, while ρII with 0.003 e/A˚
3. The side view (in lower panel) is
drawn in the vertical plane along the dashed line in (c).
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FIG. 4: (Color online) (a) Calculated band structure and (b) spin
density distribution of the FM state obtained at rd = 1. The majority
and minority bands in (a) are drawn with the solid and dashed lines,
respectively. The spin density in (b) is displayed with an isosurface
of 0.0015 e/A˚3. The spin moments arising from the central, nearest-
neighbor (NN), and next-nearest-neighbor (NNN) Ta atoms and S
atoms are decomposed in (c).
that the AFM spin ordering gives a relatively lower electronic
energy gain, compared to the FM one. From the energy differ-
ence between the AFM and FM states, the exchange coupling
constant J between the magnetic moments of neighboring DS
clusters is estimated to be as small as ∼2 meV. This weak
intermolecular exchange interaction is consistent with the ex-
perimental observation of low-temperature paramagnetism in
1T -TaS2 [32].
Although the present results are based on a single ML of
1T -TaS2, the proposed formation mechanisms of ∆CDW and
∆Mott will be useful for understanding the CDW phase of bulk
1T -TaS2. It is noteworthy that the energy gain caused by
∆CDW formation [see Fig. 2(c)] is about nine times larger
than that (∼42.5 meV) for ∆Mott formation, indicating that
the CDW is much more stable against perturbation compared
to the spin polarization. Especially, ∆Mott generated by the
spin splitting of the NB QMO may be very susceptible to
the interlayer interactions which can be varied by changing
the layer stacking. Indeed, a recently combined ARPES and
DFT study [18] showed that the bands (relevant to ∆Mott) near
EF are strongly affected by different layer stackings due to
their variation of the interlayer hybridization with the com-
plex orbital textures, giving rise to metallic and semiconduct-
ing states. On the other hand, the bands (relevant to ∆CDW)
away from EF remain intact. Therefore, taking into account
the presently proposed QMOs and spin polarization in the
CDW formation, more accurate understanding of the effect
of the interlayer interactions on ∆CDW and ∆Mott will be an
interesting subject for future work.
In summary, we have performed a first-principles DFT
study to explore the microscopic nature of a CDW in ML 1T -
TaS2. We found that the DS distortion within the
√
13×
√
13
unit cell is accompanied with a strong hybridization of the
Ta t2g orbitals, giving rise to the formation of the B, NB, AB
QMOs. This lattice-orbital coupling significantly stabilizes
the CDW formation with a gap opening of ∆CDW. Further-
more, the flat band of the NB QMO is spin-polarized due
to the local polarization effect caused by an intramolecular
exchange, opening a gap corresponding to ∆Mott. Therefore,
we demonstrated the presence of the intricate charge-lattice-
orbital-spin coupling behind the CDW formation in ML 1T -
TaS2. This complex, unique feature of the 2D CDW phase
is anticipated to shed new light on various CDW phases and
their transitions in few-layer or bulk 1T -TaS2, the microscopic
5nature of which has been elusive.
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6Supplemental materials for ”Coupling between Charge,
Lattice, Orbital, and Spin in a Charge Density Wave of
1T -TaS2
1. Orbital characters of the band crossing the Fermi level
FIG. S1: Ta dxy, dyz, and dzx orbital characters of the state crossing EF, obtained from (a) rd = 0 (1×1 structure), (b) rd = 0.4, (c) rd = 0.7,
and (d) rd = 1 (DS structure). The dxy, dyz, and dzx orbital components are mapped by using red, purple, and green color channels with their
brightness, respectively. It is seen that, as rd increases, the mixing of the three components are enhanced, indicating that the clear k-dependent
Ta dxy, dyz, and dzx orbital components in rd = 0 easily hybridize with each other as the lattice distortion increases. The Billouin zones of the
1×1 and
√
13×
√
13 structures are drawn together.
2. d-orbitals projected band structures with respect to the lattice distortion
FIG. S2: Calculated d-orbitals projected band structures of 1T -TaS2 with respect to rd. The bands projected onto Ta dxy, dyz, and dzx orbitals
are drawn with red, purple, and green circles, respectively. Here, the radii of the circle are proportional to the weights of the corresponding
orbitals. The energy zero represents the Fermi level EF. It is seen that the hybridization of the Ta dxy, dyz, and dzx orbitals increases with
increasing the lattice distortion.
73. Charge characters of the QMOs with respect to the lattice distortion
FIG. S3: Charge characters of the B, NB, and AB QMOs at rd = 0.4 and 0.7. As rd increases, the charge characters of the B, NB, and AB
QMOs become apparent, indicating that the lattice distortion-induced hybridization of the t2g states produces the B, NB, and AB QMOs.
4. Charge and spin characters of an isolated DS molecule
FIG. S4: (a) Calculated charge distribution of the non-spin-polarized HOMO state of an isolated DS molecule. This charge distribution is
almost the same as that of the NB QMO in ML 1T -TaS2. The charge density is drawn with an isosurface of 0.003 e/A˚
3. The spin density
distribution of the spin-polarized ground state of an isolated DS molecule is given in (b). The spin density is drawn with an isosurface of
0.0015 e/A˚3. The S atoms at the boundary of an isolated DS molecules are passivated by pseudohydrogen atoms with 23e.
85. Calculated band structure of ML 1T -TaS2 obtained using the HSE functional
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FIG. S5: Calculated band structure of ML 1T -TaS2 obtained using the HSE functional with a mixing factor of α = 0.125. The majority and
minority bands are drawn with the solid and dashed lines, respectively.
6. Calculated band structure of the AFM state in ML 1T -TaS2
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FIG. S6: Calculated band structure of the AFM state in ML 1T -TaS2, obtained using the PBE functional. The band gap is found to be 0.12 eV.
