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Abstract
Let A = lim
−→
An be an AF algebra, G be a compact group. We consider
inductive limit actions of the form α = lim
−→
αn, where αn : G y An is an
action on the finite dimensional C*-algebra An which fixes each matrix
summand. If each αn is inner, such actions are classified by equivariant K-
theory in [4]. However, if the actions αn are not inner, we show that such
actions are not classifiable by equivariant K-theory. We give a complete
classification of such actions using twisted equivariant K-theory.
1 Introduction
Throughout the whole paper, we shall restrict our attention to compact group
actions, although some of the definitions and results are valid for more general
groups.
Following the convention in [11], if α : G y A is an action, we shall also use
(G,A, α) to denote this action and call A a G-C*-algebra. All actions are
assumed to be continuous in the point-norm topology, i.e. for each a ∈ A, the
map g → αg(a) is continuous.
Definition 1.1. Let A = lim
−→
An be a C*-algebra, G be a compact group.
Let αn : G y An be a sequence of actions such that the connecting maps
φn,m : An → Am are all equivariant. Then there is an induced action α : Gy A.
We call α an inductive limit action in this case. We shall write
(G,A, α) = lim−→ (G,An, αn).
We say α is locally representable if each αn is induced by a representation
G → U(An). We say α is locally spectrally trivial if each αn induces trivial
action on the spectrum of An.
We shall say that α is an inductive limit action on an AF algebra if each An
is finite dimensional in the above definition.
The classification of C*-algebras admitting an inductive limit structure has been
extensively studied. However, the equivariant version is far less well-understood.
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For example, it’s not known how to classify all inductive limit actions of a finite
group on a general AF algebra, except when the group is finite cyclic; see [3]
and [8]. There is a number of results on classification of locally representable
inductive limit actions, see e.g. [4], [7], [1] and [2]. On the other direction,
inductive limits of actions on certain homogeneous algebras, which acts trivially
on the fiber but non-trivially on the spectrum, has been classified in [13].
The major invariant used in aforementioned results is the equivariant K-
theory. For the class of actions we shall consider, we will show that equivariant
K-theory is not enough for classification. We shall introduce the twisted equiv-
ariant K-theory for compact group actions on C*-algebras, which generalize the
ordinary equivariant K-theory. The main result of this paper is a complete clas-
sification using this new invariant. We expect that this new invariant will be
useful in future classifications of group actions on C*-algebras.
2 Actions on full matrix algebras
We start our analysis from actions on matrix algebras. we shall soon see that
one has to go beyond representable actions and look for more invariants than
just equivariant K-theory. For the definition of equivariant K-theory and it’s
properties, our standard reference is [11].
Let Mn be the n × n complex matrix algebra. Let α : G y Mn be an action.
Its easy to see that Aut(Mn) is isomorphic to PUn as groups, where PUn =
Un/T is the complex projective unitary group. One can check that they are
actually isomorphic as topological groups, where PUn has the standard quotient
topology. Note that for n > 1, there is no continuous section from PUn to Un,
so a continuous map G → PUn does not necessarily lift to a continuous map
G→ Un. However, by a result of Dixmier, there is always a Borel section from
PUn to Un, so any continuous map G → PUn admits a lift G → Un which is
Borel.
The above argument shows that there is a Borel family of unitaries Ug such
that αg = AdUg for each g ∈ G. Now use the identities αgαh = αgh and
(αgαh)αk = αg(αhαk), we can show that there is a Borel function λ : G×G→ T
such that:
(1) UgUh = λg,hUgh,
(2) λg,1 = λ1,g = 1, λg,hλgh,k = λg,hkλh,k.
Definition 2.1. A Borel function λ : G×G→ T satisfying the second condition
above is called a 2-cocycle. A Borel map pi : G→ Un satisfying UgUh = λg,hUgh
for some 2-cocycle λ is called a λ-representation, or a cocycle representation
(also called projective representation in some literature) if we do not want to
stress λ. If λ is trivial (i.e. λg,h = 1 for all g, h), we will simply say pi is a
representation.
Remark 2.2. What we have just defined should be “unitary” λ-representation.
Since we will not talk about non-unitary ones, we shall make this convention for
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the rest of the paper. Most concepts for representations carry over to cocycle
representations naturally, like direct sum, tensor product, unitary equivalence
etc, we shall use these terminologies freely. We refer to [6] for basic facts of
cocycle representations.
Now suppose {Vg} is another Borel family of unitaries inducing α, let λ˜ be the
corresponding 2-cocycle. Then there exist a Borel function µ : G→ T such that
Ug = µgVg λg,h =
µgµh
µgh
λ˜g,h
A Borel function s : G × G → T of the form µgµh/µgh for some µ : G → T is
called a 2-coboundary. In this case, we shall write
s = dµ.
Two cocycles differ by a coboundary is said to be cohomologous. Let Z2(G,T) be
the set of 2-cocycles and B2(G,T) be the set of 2-coboundaries. Its easy to see
that B2(G,T) becomes a subgroup of Z2(G,T) under pointwise multiplication.
If λ ∈ Z2(G,T), we shall use either λ¯ or λ−1 to denote the inverse of λ, where
λ¯ is the complex conjugate of λ.
Definition 2.3. ([9]) The second (measurable) cohomology group of G, denoted
by H2m(G,T), is the quotient group Z
2(G,T)/B2(G,T).
By the above analysis, for any action α : G y Mn , there is a well-defined
element [λα] ∈ H
2
m(G,T). We can see that [λα] = [λβ ] if α and β are conjugate,
and α is inner (induced by a representation) if and only if [λα] is the identity
element. On the other hand, any λ-representation induces an action. The
induced action is continuous because a Borel homomorphism between two Polish
groups is automatically continuous, by a classical theorem of Banach.
In general, H2m(G,T) could be non-trivial, even for finite abelian groups G. It is
known that for any λ ∈ Z2(G,T), there is at least one λ-representation. So if we
pick some λ-representation such that [λ] is not the identity element ofH2m(G,T),
then it will induce an action which is pointwisely inner but not inner. Using
cocycle representations, we can actually produce examples of two actions with
the same equivariant K-theory, but are not conjugate.
Example 2.4. Let G = Z/3Z ⊕ Z/3Z. Denote the generators of G by e1 and
e2. Let ω be a primitive 3rd root of unity. Set
A1 =

 1 0 00 ω 0
0 0 ω2

 , A2 =

 1 0 00 ω2 0
0 0 ω

 , B =

 0 1 00 0 1
1 0 0

 .
For i = 1, 2, let pii : G→ U3 be defined by
pii(e
r
1e
s
2) = A
r
iB
s, for 0 ≤ r, s ≤ 2.
Straightforward computation shows that pii is a cocycle representation corre-
sponding some 2-cocycle λi . Denote the trivial cocycle by 1, then one can check
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that [1], [λ1] and [λ2] are all different in H
2
m(G,T) (Actually H
2
m(G,T) = Z/3Z).
For i = 1, 2, let αi : GyM3 be the action induced by pii. Then α1 and α2 are
not conjugate. But their equivariant K-theories KG0 (A,αi) are isomorphic. To
see this, we first check that both crossed products A ⋊αi G are isomorphic to
M9. This could be proved either by elementary methods or referring to Example
3.11 in the next section. By Julg’s theorem, KG0 (A,α1)
∼= KG0 (A,α2) as groups.
For abelian group actions, one can identify the representation ring R(G) with
Z(Gˆ), and the module structure on the equivariant K0-groups is induced by
the dual action Gˆ y A ⋊αi G. Since both crossed products are isomorphic to
a matrix algebra, the dual group Gˆ acts trivially on K0(A ⋊αi G). Therefore
KG0 (A,α1)
∼= KG0 (A,α2) as modules over the representation ring.
A counter-example for actions on infinite dimensional C*-algebras could also
be obtained, but the construction is more sophisticated.
Example 2.5. We still let G = Z/3Z⊕ Z/3Z and let pii, λi, αi be constructed
as in Example 2.4. Let A be the the UHF-algebra M3∞ . As a consequence of
[14], one can find two product-type actions (infinite tensors of inner actions on
M3 ) β1, β2 : Gy A such that β1 has the tracial Rokhlin property but not the
Rokhlin property, while β2 has the Rokhlin property. Let γi = αi ⊗ βi be the
tensor product action, for i = 1, 2. Then KG0 (A, γ1)
∼= KG0 (A, γ2) but γ1 and γ2
are not conjugate.
Viewing γi as an inductive limit action onM3⊗A ∼= A in the natural way, we
can see that at each finite stage, γi is induced by some λi-representation. Hence
the crossed products are both isomorphic to some full matrix algebra. Arguing
as in Example 2.4, and using the fact that equivariant K-theory is sequentially
continuous:
KG0 (A,α) = lim−→K
G
0 (An, αn)
One can show that KG0 (A, γ1)
∼= KG0 (A, γ2). That γ1 and γ2 are not conjugate
is an immediate consequence of the following fact:
Proposition 2.6. Let α : Gy A be an action of a finite group G on a simple
C*-algebra A. Let β : G y Mn be an arbitrary action. Then α has the tracial
Rokhlin property if and only if α ⊗ β has the tracial Rokhlin property. α has
the Rokhlin property if and only if α⊗ β has the Rokhlin property.
Proof. We shall only deal with the tracial Rokhlin property part. The proof of
the Rokhlin property part is similar. One direction is easy: if α has the tracial
Rokhlin property then so does α ⊗ β. The converse is true if β is an inner
action, by Lemma 3.9 of [12]. For arbitrary β, suppose it is induced by some
λ-representation pi. Let β¯ be the action induced by p¯i, the contragredient of pi.
We see that p¯i is a λ¯-representation, therefore pi⊗ p¯i is a genuine representation.
Now assume α⊗β has the tracial Rokhlin property, then so does α⊗β⊗ β¯. But
now β ⊗ β¯ is an inner action, by Lemma 3.9 of [12], α has the tracial Rokhlin
property.
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3 Twisted equivariant K-theory
The example in previous section suggest us to look for additional invariant in
order to obtain classification result. Before we describe the new invariant, we
need some basic facts about cocycle representations.
Definition 3.1. Let G be a compact group, let λ be a 2-cocycle. We let V λ(G)
be the set of equivalent classes of λ-representations of G. It becomes an abelian
semigroup under direct sum of representations. We use Rλ(G) to denote the
Grothendieck completion of V λ(G), i.e. Rλ(G) is the group of formal differences
of equivalent classes of λ-representations.
We shall call Rλ(G) the λ-representation group. We also use the term cocycle
representation group when the 2-cocycle λ is not specified. Rλ(G) becomes an
ordered abelian group with V λ(G) being the positive cone. When λ is trivial,
i.e. λ(g, h) = 1 for any g, h ∈ G, we simply write Rλ(G) by R(G), which is just
the representation ring of G.
Unlike ordinary representations, when λ is nontrivial, the group Rλ(G) does
not form a ring under tensor product. This is because if ρi is a λi -representation,
for i = 1, 2, then ρ1⊗ρ2 is a λ1λ2 -representation. Instead, tensor product gives
us a bunch of pairings
Rλ1(G)×Rλ2(G)→ Rλ1λ2(G),
which are commutative and associative in the sense that
(1) [ρ1]⊗ [ρ2] = [ρ2]⊗ [ρ1].
(2) ([ρ1]⊗ [ρ2])⊗ [ρ3] = [ρ1]⊗ ([ρ2]⊗ [ρ3]).
Proposition 3.2. If λ1 and λ2 are cohomologous, then R
λ1(G) and Rλ2(G)
are isomorphic as ordered abelian group.
Proof. Since λ1 and λ2 are cohomologous, there is some Borel function µ : G→
T such that λ2 = dµλ1. Let ρ : G → U(H) be a λ1 -representation. Let
L(ρ) : G → U(H) be defined by L(ρ)(g) = µ(g)ρ(g). Then L(ρ) is a λ2-
representation. Its an easy exercise to check that L defines an isomorphism
of V λ1(G) and V λ2(G), with inverse defined by R(ρ)(g) = µ−1(g)ρ(g). Hence
it defines an isomorphism of the ordered abelian groups.
Note however that there is no natural choice of µ in the above proof, and
different choices may lead to different isomorphisms. Now we are ready to de-
fine our invariant, which is certain twisted version of equivariant K-theory. The
main idea is to generalize the construction of equivariant K-theory by using
cocycle representations of the group instead of ordinary representations. In the
following we shall fix an action α : Gy A of a compact group on a C*-algebraA.
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Definition 3.3. (Definition 2.4.1, [11]) Let λ be a 2-cocycle. Let (G,H1, ρ1)
and (G,H2, ρ2) be two λ-representations. Let L(H1, H2) be the set of all linear
maps from H1 to H2 . If dim(H1) = m and dim(H2) = n, then we can identify
L(H1, H2) with Mm,n(C). One checks that
g · t = ρ2(g) · t · ρ1(g)
−1
defines an action of G on L(H1, H2).
We identify L(H1, H2)⊗A with a set of A-module homomorphisms from H1⊗A
to H2 ⊗A, by formula
(t⊗ a)(ξ ⊗ b) = tξ ⊗ ab, t⊗ a ∈ L(H1, H2)⊗A, ξ ⊗ b ∈ H1 ⊗A.
When A is unital, we can also identify L(H1, H2)⊗A with Mm,n(A).
Give L(H1, H2) ⊗ A the diagonal action, so that g · (t ⊗ a) = (gt ⊗ αg(a)),
for t ∈ L(H1, H2) and a ∈ A. Define the product of s ∈ L(H2, H1) ⊗ A and
t ∈ L(H3, H2) ⊗ A to be their product as A-module homomorphisms. Then
one has (s ⊗ a)(t ⊗ b) = (st ⊗ ab). We also define an adjoint operation from
L(H1, H2)⊗A to L(H2, H1)⊗A by (t⊗a)
∗ = (t∗⊗a∗). We see that multiplication
and adjoint are preserved by the G-action.
We write L(H) for L(H,H).
Definition 3.4. Let (G,A, α) be a G-C*-algebra. Let λ be a 2-cocycle. We de-
fine Pλ(G,A, α) be the the set of pairs (p, pi), where (G,H, pi) is a λ-representation
and p is an invariant projection of L(H) ⊗ A (The action on L(H) is induced
by pi). If (p1, pi1) and (p2, pi2) are two such pairs, we define an addition
(p1, pi1)⊕ (p2, pi2) : = (diag{p1, p2}, pi1 ⊕ pi2)
Two pairs (p1, pi1) and (p2, pi2) are called Murray-von Neumann equivalent if
there is an G-invariant element u ∈ L(H1, H2) ⊗ A such that u
∗u = p and
uu∗ = q.
We let V λ(G,A, α) be the set of equivalence classes in Pλ(G,A, α). The addition
in Pλ(G,A, α) respect the equivalence relation, therefore defines an addition on
V λ(G,A, α). Just like ordinary K-theory, one can show that V λ(G,A, α) is an
abelian semigroup with identity.
If φ : (G,A, α) → (G,B, β) is an equivariant homomorphism of G-C*-algebras,
we define
φ∗ : V λ(G,A, α)→ V λ(G,B, β) by φ∗([(p, pi)]) = [((idL(H) ⊗ φ)(p), pi)].
Lemma 3.5. (Lemma 2.4.3, [11]) V λ(∗) is a covariant functor from G-C*-
algebras to abelian semigroups with identity.
Definition 3.6. If A is unital, we define Kλ0 (G,A, α) to be the Grothendieck
completion of V λ(G,A, α). If A is non-unital, Let A˜ be the unitalization of
A and α˜ be the natural extension of α. Let p : (G, A˜, α˜) → (G,A, α) be the
canonical projection. Then Kλ0 (G,A, α) is defined to be ker p
∗. If G and A are
clear from the context, we shall simply write Kλ0 (α). We shall write K
λ
0 (α)+
for the image of V λ(G,A, α) in Kλ0 (α) under the canonical map.
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When A is stably finite, it becomes an ordered abelian group with Kλ0 (α)+
being the positive cone. One checks that Kλ0 (∗) is a covariant functor from
stably finite G-C*-algebras to ordered abelian groups.
Now for any pairs of 2-cocycles λ1 and λ2 , there is a natural map:
Rλ1(G)×Kλ20 (α)→ K
λ1λ2
0 (α),
induced by
[(G,H1, pi1)]× [(p, pi2)]→ [(p⊗ 1, pi2 ⊗ pi1)],
Which becomes an element in
Hom(Rλ1(G), Hom(Kλ20 (α),K
λ1λ2
0 (α))).
We shall call this map the partial action of Rλ1(G) on Kλ20 (α). The reason for
using this terminology is that, if we take the direct sum of Kλ0 (α) for different
2-cocycle λ, then Rλ1(G) indeed gives an action. As a special case, when λ1 is
trivial, the partial action of Rλ1(G) = R(G) gives Kλ20 (α) a module structure
over the representation ring.
One can check that this map is compatible with the pairing between cocycle
representation groups in the sense that the following diagram commutes:
Rλ1(G) ×Rλ2(G)×Kλ30 (α) R
λ1λ2(G)×Kλ30 (α)
Rλ1(G) ×Kλ2λ30 (α) K
λ1λ2λ3
0 (α)
When A is unital, there is one special element lives in K0(α) (λ is trivial)
which is represented by (1A, pit), where pit is the trivial representation. We shall
denote this element by [1α].
Let φ : (G,A, α) → (G,B, β) be an equivariant homomorphism. Then we can
check that the induced map
φ∗ : Kλ0 (α)→ K
λ
0 (β)
is compatible with the partial actions of the cocycle representation groups in
the sense that the following diagram commutes:
Kλ20 (α) K
λ2
0 (β)
Kλ1λ20 (α) K
λ1λ2
0 (β)
φ∗
Rλ1 (G) Rλ1 (G)
φ∗
Just like equivariant K-theory, there is also a module picture of the twisted
equivariant K-theory. One can also talk about K1, but we will not need it in
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this paper.
The following theorem could be proved by mimicking the proof of the original
Julg’s theorem. We refer the reader to [10] for the definition of twisted crossed
product and its basic properties.
Theorem 3.7. (Julg’s theorem) Let (G,A, α) be an G-C*-algebra, where G is
compact. Then:
Kλ0 (α)
∼= K0(A⋊α,λ¯ G),
where λ¯ is the complex conjugate of λ (viewed as a complex function), and
A⋊α,λ¯ G is the twisted crossed product.
The Kλ-groups are sequentially continuous and commute with direct sums:
Proposition 3.8. If (G,A, α) = lim−→ (G,An, αn), then for any 2-cocycle λ, we
have
Kλ0 (α)
∼= lim−→K
λ
0 (αn).
Moreover, the partial actions of Rλ(G) commutes with inductive limit.
Proposition 3.9. Let (G,A, α) and (G,B, β) be two G-C*-algebras, then for
any 2-cocycle λ, we have
Kλ0 (G,A⊕B,α⊕ β)
∼= Kλ0 (α) ⊕K
λ
0 (β),
which are compatible with the partial actions of the cocycle representation
groups.
We now give some examples of twisted equivariant K-theory.
Proposition 3.10. Let α : GyMn be an action induced by a λ1-representation
ρ. Then there is an ordered group isomorphism between Kλ20 (α) and R
λ1λ2(G),
for each 2-cocycle λ2. Furthermore, under these isomorphisms, the partial ac-
tion of Rλ3(G) on Kλ20 (α) becomes the pairing between R
λ3(G) and Rλ1λ2(G)
(induced by tensor product). The special element [1α] becomes [ρ].
Proof. The map between Kλ20 (α) and R
λ1λ2(G) is induced by:
[(p, pi)]→ [(pi ⊗ ρ) | p].
Its routine to check that this is a well-defined group homomorphism which
preserves the positive cone. Its also easy to see that this map is injective.
To show that this map is surjective, we need only to show that any λ1λ2-
representation pi′ is in the image. Let ρ¯ be the contragredient representation of
ρ, then ρ¯⊗ρ is an ordinary representation. It contains the trivial representation
pit as a subrepresentation, because
〈χρ¯⊗ρ, χpit〉 =
∫
G
χρ¯(g)χρ(g) dg = 〈χρ, χρ〉 > 0.
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Let e be the 1-dimensional projection correspond to a trivial subrepresenta-
tion of ρ¯ ⊗ ρ. Now consider [(1 ⊗ e, pi′ ⊗ ρ¯)], which is evidently an element of
Kλ20 (α) being mapped to [pi
′].
Finally, it following from the definition of the isomorphism that [1α] corresponds
to [ρ].
Example 3.11. Let G = Z/3Z⊕Z/3Z. Let pii, λi and αi be constructed as in
Example 2.4. Then Rλi(G) ∼= Z, generated by [pii].
Proof. See Lemma 2.4 of [5].
4 Equivariant Classification
Definition 4.1. Let α : G y A be an action, where G is compact. The scale
of K0(α) is
D(α) = {[(p, pit)] ∈ K0(α) | p ∈ A, pit is the trivial representation}.
We use ξα to denote [1α] if A is unital, and the scale D(α) if A is non-unital.
Following the convention in the Elliott’s classification program, we will write
the invariant of (G,A, α) by Ell(G,A, α), or Ell(α) for short if G and A is clear
from the context. It consists of the collection of the ordered abelian groups
Kλ0 (α) together with ξα, and all the partial actions by R
λ(G).
Let α : Gy A and β : Gy B be two actions. A homomorphism
T : Ell(α)→ Ell(β)
is understood to be a collection of ordered group homomorphisms
T λ : (Kλ0 (α),K
λ
0 (α)+)→ (K
λ
0 (β),K
λ
0 (β)+),
which are compatible with the partial actions of the cocycle representations
groups. That is, the following diagram is commutative for any 2-cocycles λ1
and λ2:
Kλ20 (α) K
λ2
0 (β)
Kλ1λ20 (α) K
λ1λ2
0 (β)
Tλ2
Rλ1 (G) Rλ1 (G)
Tλ1
We say T is unital if T sends [1α] to [1β ]. We say T is contractive if it preserves
the scales. We say T is an isomorphism if each T λ is an isomorphism and it
sends ξα to ξβ .
Now we are ready to state the main theorem of this paper:
Theorem 4.2. Let G be a compact group. Let A, B be two AF algebras.
Let α : G y A and β : G y B be two inductive limit actions which are locally
spectrally trivial. Suppose A, B are either both unital or both non-unital. Then
α and β are conjugate if and only if
Ell(α) ∼= Ell(β).
9
Just like classification of AF algebras, the proof is divided into two steps.
The first step is to establish an existence theorem and a uniqueness theorem
for actions on finite dimensional C*-algebras. The second step is to use the
intertwining argument to get the desired isomorphisms. Since we are assuming
that the actions on finite dimensional C*-algebras are spectrally trivial, they are
direct sum of actions on each simple summand. So let’s look at what happens
for actions on matrix algebras first.
Proposition 4.3. Let α : G y Mn and β : G y Mk be two actions. Suppose
that they are induced by some cocycle representations piα and piβ , respectively.
Then there is a nontrivial equivariant homomorphism between the two G-C*-
algebras if and only if there is some cocycle representation piγ and some nonzero
projection p ∈Mk, invariant under piβ , such that piβ | p is equivalent to piα ⊗ piγ
.
Proof. One direction is easy: if such cocycle representation exist, then the map
a→ Up(a⊗ 1)pU∗ is equivariant, where U is a unitary implementing the equiv-
alence between piβ | p and piα⊗piγ . For the other direction, let T be a nontrivial
equivariant homomorphism. Set p = T (1), which is a nonzero projection in Mk.
It’s easy to check that p is invariant under β. Restricting the action to β | pMkp,
we may without loss of generality assume that T is unital.
Let A = T (Mn)
′ , the commutant of T (Mn). Using the fact that T is equiv-
ariant, we can show that A is a subalgebra of Mk invariant under β. Consider
the map S : A ⊗Mn → Mk , induced by S(a ⊗ b) = aT (b). This map is an
equivariant homomorphism if we define the action on A ⊗Mn by (β |A) ⊗ α.
Now it’s elementary to check that A is actually a matrix algebra, say isomorphic
to Mr, such that Mr ⊗Mn ∼= Mk . (In particular, S is an isomorphism). Let
piγ be a cocycle representation on Mr inducing β |A under the isomorphism of
A and Mr. Let γ be the action on Mr induced by piγ . Then up to conjugate,
β and α⊗ γ are the same. Hence
piβ = µgU(piα ⊗ piγ)U
∗, for some U ∈Mk and µg ∈ T.
Replacing piγ by µpiγ , we get the desired cocycle representation.
Proposition 4.4. Let α : G y Mn and β : G y Mk be two actions. Then for
any unital homomorphism Γ: Ell(α) → Ell(β), there is an unital equivariant
homomorphism T : Mn →Mk such that T
∗ = Γ. Furthermore, if T1 and T2 are
two unital equivariant homomorphism such that T ∗1 = T
∗
2 , then T1 and T2 are
conjugate by some unitary.
Proof. Suppose α is induced by a λα-representation piα, β is induced by a λβ
-representation piβ . By Proposition 3.10, there is an ordered group isomorphism
between Kλ0 (α) and R
λλα(G), for each 2-cocycle λ. Furthermore, under these
isomorphisms, the partial action of Rλ0 (G) on K
λ
0 (α) becomes the pairing be-
tween Rλ(G) and Rλλα(G) (induced by tensor product). The special element
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[1α] becomes [piα]. Similar conclusion holds for β. We now claim that, un-
der these isomorphisms, there is some λαλβ -representation piγ , such that the
homomorphisms Γ becomes
Γλ : Rλλα(G)→ Rλλβ (G), Γλ([pi]) = [pi ⊗ piγ ]
To see this, consider the map
Γλα : Rλαλα(G) = R(G)→ Rλαλβ (G).
Let pit be the trivial representation. Then [pit] ∈ R(G). Choose piγ such that
[piγ ] = Γ
λα [pit]. Now let [pi] ∈ R
λλα(G) be an arbitrary element. Since the
homomorphisms Γλ is compatible with the partial actions, we have
Γλ([pi]) = [pi]Γλ([pit]) = [pi][piγ ] = [pi ⊗ piγ ],
which completes the proof of our claim.
Since [piα ⊗ piγ ] = [piβ ], we see that piα ⊗ piγ and piβ are equivalent. Now let
γ : GyMr be the action induced by piγ . We have Mn ⊗Mr ∼=Mk. The map
Mn →Mn ⊗Mr, a→ a⊗ 1
induces an equivariant map T : Mn → Mk. From the construction of T we see
that T ∗ is induced by tensor with [piγ ], hence T
∗ = Γ.
Now suppose T1 and T2 are two equivariant maps such that T
∗
1 = T
∗
2 . From
the above proof, we may assume that Ti is induced by tensoring with some
cocycle representations piγi , for i = 1, 2. Since T
∗
1 ([1α]) = T
∗
2 ([1α]), we have
that piα ⊗ piγ1 and piα ⊗ piγ2 are equivalent. Therefore T1 and T2 are conjugate
by some unitary.
Remark 4.5. From the proof of the above proposition, we can actually see that
for any homomorphism Γ: Ell(G,Mn, α) → Ell(G,B, β), the homomorphism
is entirely determined by the image of [pit], where [pit] is the equivalent class
of the trivial representation, viewed as an element of Kλα(G,Mn, α) under the
isomorphism Kλα(G,Mn, α) ∼= R(G).
One can also get a non-unital version from the above proof.
Corollary 4.6. Let α : GyMn and β : GyMk be two actions. Let
Γ: Ell(α)→ Ell(β)
be a contractive homomorphism. Then there is an equivariant homomorphism
T : Mn →Mk such that T
∗ = Γ. Furthermore, if T1 and T2 are two equivariant
homomorphisms such that T ∗1 = T
∗
2 , then T1 and T2 are conjugate by some
unitary.
We can now extend Proposition 4.4 to actions on finite dimensional C*-
algebras which are spectrally trivial:
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Proposition 4.7. Let A, B be two finite dimensional C*-algebras, let α : Gy
A and β : G y B be two spectrally trivial actions. Then for any contractive
homomorphism Γ: Ell(α) → Ell(β), there is an equivariant homomorphism
T : A → B such that T ∗ = Γ. We can choose T to be unital if Γ is unital.
Furthermore, if T1 and T2 are two equivariant homomorphism such that T
∗
1 = T
∗
2
, then T1 and T2 are conjugate by some unitary.
Proof. A finite dimensional C*-algebra is a direct sum of matrix algebras, and
a spectrally trivial action is a direct sum of actions on each matrix algebra. Let
A = A1⊕A2⊕· · ·Al , let B = B1⊕B2⊕· · ·Bs , where Ai =Mni and Bj = Mkj
are matrix algebras. Let αi be the induced action on Ai and βj be the induced
action on Bj . In view of Proposition 3.9, we may write
Ell(α) ∼= ⊕li=1Ell(G,Ai, αi), Ell(β)
∼= ⊕sj=1Ell(G,Bj, βj).
Now let Γi,j be the partial maps from Ell(G,Ai, αi) to Ell(G,Bj, βj) induced by
Γ. Then by Corollary 4.6, there exists equivariant homomorphisms φi,j : Ai →
Bj such that φ
∗
i,j = Γi,j . Since T is contractive, we have
⊕li=1Γi,j([1αi ]) = [(p, pit)],
where pit is the trivial representation and p ∈ Bj is invariant under βj . Under
the identification of Kλ(G,Bj , βj) and R
λλβj (G), we can see that Γi,j([1αi ])
are equivalent to subrepresentations of piβj | p such that the direct sum is equal
to piβj | p. Conjugating suitable unitaries if necessary, we can arrange that the
homomorphisms φi,j have orthogonal range. Then the partial maps φi,j will give
a homomorphism φ : A→ B such that φ∗ = Γ. It is unital if Γ is. Arguing as in
Proposition 4.4, one can see that if T1 and T2 are two equivariant homomorphism
such that T ∗1 = T
∗
2 , then T1 and T2 are conjugate by some unitary.
We can now use the intertwining argument to prove our main result Theo-
rem.
Proof. (Proof of Theorem 4.1) Let G be a compact group. Suppose that
(G,A, α) = lim
−→
(G,An, αn) (G,B, β) = lim−→
(G,Bn, βn),
where An, Bn are finite dimensional C*-algebras and the actions αn and βn are
spectrally trivial. Let Γ: Ell(α) → Ell(β) be an isomorphism. By Proposition
3.8, we have
Ell(α) ∼= lim−→Ell(αn), Ell(β)
∼= lim−→Ell(βn).
Set n0 = 1. Consider the homomorphism Γn0 : Ell(αn0) → Ell(β) which is
the composition of the connecting map and Γ. We want to show that this
homomorphism pulls back to finite stage. Since (G,An0 , αn0) is a finite direct
sum of actions on matrix algebras, without loss of generality we may assume that
An0 is a matrix algebra. Suppose αn0 is induced by some λn0 -representation
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pin0 . From Remark 4.5, we see that Γn0 is determined by the image of [pit]. Here
[pit] is the equivalent class of the trivial representation, viewed as an element of
Kλn0 (α) under the isomorphism
Kλn0 (α) ∼= Rλn0λn0 (G) = R(G).
The image of [pit] can certainly be pulled back to finite stage: there is some m0
and certain element c ∈ Kλn0 (G,Bm0 , βm0) such that the image of c in K
λ
0 (β)
is Γλn0 ([pit]).
Now for any 2-cocycle λ, we can define a homomorphism
Θλ : Kλ0 (G,An0 , αn0)→ K
λ
0 (G,Bm0 , βm0), θ([pi]) = [pi]c.
It’s then easy to verify that {Θλ} defines homomorphisms which are compatible
with the partial actions by Rλ(G).
If A, B are unital, enlarge m0 if necessary, we may assume that Θ([1αn0 ]) =
[1βm0 ]. If A, B are both non-unital, since Γn0 [1αn0 ] ∈ D(β), enlarge m0 if
necessary, we may assume that Θ([1αn0 ]) = [(p, pit)], for some p ∈ Bm0 (pit
is the trvial representation). In any case, we have the following commutative
diagram.
Ell(αn0)
Ell(βm0) Ell(β)
Θ
Γn0
While the homomorphisms in the above diagram are all contractive. Similarly,
the map Γ−1m0 : Ell(βm0) → Ell(α) can be pulled back to some Ell(αn1). By
Remark 4.5, if γ : GyMn is an action on matrix algebra and θ : Gy C is an
arbitrary action, then any homomorphism (not necessarily preserve the special
element)
Ell(G,Mn, γ)→ Ell(G,C, θ)
is determined by the image of the trivial representation. Enlarge n1 if necessary,
we can match the images of the trivial representations in the following diagram,
hence making it commutative:
Ell(αn0) Ell(αn1) Ell(αn1)
Ell(βm0)
Γ−1m0
We can further assume that all homomorphisms are contractive by enlarging n1
if necessary.
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Continuing this way, we get the following commutative diagram:
Ell(αn0) Ell(αn1) · · · Ell(α)
Ell(βm0) Ell(αm1) · · · Ell(β)
By Proposition 4.7 we can lift the commutative diagram to the diagram
(G,An0 , αn0) (G,An1 , αn1) · · · (G,A, α)
(G,Bm0 , βm0) (G,Bm1 , αm1) · · · (G,B, β)
By Proposition 4.7 again, the above diagram commutes up to conjugation by
unitaries. Hence we can make it truly commutative by conjugating suitable
unitaries. Let T : (G,A, α) → (G,B, β) be the induced homomorphism. Then
it’s easy to see that T is an equivariant isomorphism such that T ∗ = Γ.
5 Simplification of the invariant
Let α : Gy A be an action, where G is compact. When we define the invariant
Ell(α), we made use of all possible 2-cocycles λ. There is some redundancy that
we can get rid of. First, we note the following:
Proposition 5.1. Let λ and λ1 be two cohomologous 2-cocycle. Then there is
an isomorphism between Kλ(α) and Kλ1(α).
Proof. Let µ : G → T be a Borel map such that λ1 = (dµ)λ. Let [(p, pi)]
be an element in V λ(α). Let pi1 = µpi. It’s easy to check that pi1 defines a λ1-
representation. Since pi1 and pi induce the same action, we see that p is invariant
under α ⊗ Adpi1. Hence [(p, pi1)] defines an element in V
λ1(α). Let us denote
this map [(p, pi)] → [(p, pi1)] by fµ. One can check from the definition that
fµ is a semigroup homomorphism, with the obvious inverse map fµ−1 . Hence
fµ defines an semigroup isomorphism, which induces an isomorphism between
Kλ(α) and Kλ1(α).
Now we can show that, in order to have a homomorphism for the invariants,
it’s enough to use a complete set of representatives of 2-cocycles containing the
trivial 2-cocycle.
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Proposition 5.2. Let (G,A, α) and (G,B, β) be two G-C*-algebras, where G
is compact. Let {λi | i ∈ I} be a complete set of representatives of H
2
m(G,T).
Suppose we have a collection of homomorphisms
Γλi : (Kλi0 (α),K
λi
0 (α)+)→ (K
λi
0 (β),K
λi
0 (β)+),
which are compatible with the partial actions of all cocycle representation groups
of the form Rλ
−1
i λj (G):
Kλi0 (α) K
λi
0 (β)
K
λj
0 (α) K
λj
0 (β)
Γλi
R
λ
−1
i
λj (G) Rλ
−1
i
λj (G)
Γλj
Then there is a homomorphism T : Ell(α) → Ell(β) such that T λi = Γλi , for
each i ∈ I.
Proof. Any two 2-cocycle λ is cohomologous to some λi. Pick any Borel function
µ such that λ = (dµ)λi. Let the map fµ be defined as in the proof of 5.2. We
define a map:
T λ : (Kλ0 (α),K
λ
0 (α)+)→ (K
λ
0 (β),K
λ
0 (β)+)
by T λ = fµ ◦ Γ
λi ◦ fµ−1 . We want to show that these homomorphisms are
compatible with the partial actions. So let ωi, ωj be two 2-cocycles such that
ωi = (dµi)λi and ωj = (dµj)λj . Let T
ωi , Tωj be defined as above. Let pi be
a ω−1i ωj-representation. Let p˜i = µiµ
−1
j pi, which is a λ
−1
i λj-representation. We
then have the following diagram:
Kλi0 (α) K
λi
0 (β)
Kωi0 (α) K
ωi
0 (β)
K
λj
0 (α) K
λj
0 (β)
K
ωj
0 (α) K
ωj
0 (β)
Γλi
[p˜i] [p˜i]fµi
f
µ
−1
i
[pi]
Tωi
[pi]
Γλj
fµj
f
µ
−1
j
Tωi
The top and bottom squares are commutative by the definition of T λ, the
back square is commutative by assumption. We now check that the right square
is commutative. Let [p, pi0] ∈ K
λi
0 (β). Then we have:
[pi]fµi([(p, pi0)]) = [pi][(p, µipi0)] = [p⊗ 1, (µipi0)⊗ pi].
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Therefore
fµj ([p˜i][(p, pi0)]) = fµj ([(p⊗ 1, pi0 ⊗ p˜i)])
= [(p⊗ 1, µj(pi0 ⊗ µiµ
−1
j pi))]
= [(p⊗ 1, (µipi0)⊗ pi)] = [pi]fµi([(p, pi0)]).
Hence the right square is commutative. Similar computation shows that the
left square is commutative. Hence the front square is also commutative, which
finishes the the proof.
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