Abstract. Group testing refers to the situation in which one is given a set of objects O, an unknown subset P ⊆ O, and the task of determining P by asking queries of the type "does P intersect Q?", where Q is a subset of O. Group testing is a basic search paradigm that occurs in a variety of situations such as quality control testing, searching in storage systems, multiple access communications, and data compression, among others. Group testing procedures have been recently applied in computational molecular biology, where they are used for screening libraries of clones with hybridization probes and sequencing by hybridization.
Introduction and contributions.
In group testing, the task is to determine the positive members of a set of objects O by asking subset queries of the form "does the subset Q ⊆ O contain a positive object?" The answer to each query informs the tester whether or not the subset Q (in common parlance called a pool) has a nonempty intersection with the subset of positive members denoted by P. A negative answer to this question informs the tester that all the items belonging to pool Q are negative, i.e., nonpositive. The aim of group testing is to identify the unknown subset P using as few queries as possible.
Group testing was originally introduced as a potential approach to economical mass blood testing [23] . However, due to its basic nature, it has been proven to be applicable in a surprising variety of situations, including quality control in product testing [52] , searching files in storage systems [36] , sequential screening of experimental variables [40] , efficient contention resolution algorithms for multiple-access communication [36, 55] , data compression [31] , and computation in the data stream model [16] . Group testing has also exhibited strong relationships with several disciplines such as coding theory, information theory, complexity, computational geometry, and computational learning theory, among others.
Probably the most important modern applications of group testing are in the realm of computational molecular biology, where it is used for screening libraries of clones with hybridization probes [5, 10, 9] and sequencing by hybridization [45, 49] . We refer to [6, 24, 29, 32] for an account of the fervent development of the area. The applications of group testing to biological screening present some distinctive features that pose new and challenging research problems. For instance, in the biological setting, screening one pool at the time is far more expensive than screening many pools in parallel. This strongly encourages the use of nonadaptive procedures for screening, that is, procedures in which all tests must be specified in advance without the tester knowing the outcomes of other tests. Instead, in adaptive group testing algorithms the tests are performed one by one, and the outcomes of previous tests are assumed known at the time of determining the current test. Unfortunately, nonadaptive group testing strategies are inherently much more costly than adaptive algorithms. This can be seen by observing that nonadaptive group testing algorithms are essentially equivalent to superimposed codes [25, 28, 36] (equivalently, cover-free families) and by using known nonexistential results on the latter [30, 25, 51] . More precisely, any nonadaptive group testing algorithm must use a number of tests Ω((p 2 / log p) log n), where p is the maximum number of positives and n = |O|, and the best known algorithms use a number of tests O(p 2 log n). Closing the gap between the above upper and lower bounds would also imply solving a major open problem in extremal combinatorics, that is, that of estimating the exact maximum size of p-cover-free families [28] . In contrast, adaptive algorithms that use an optimal number of tests O(p log n) are known [24] .
A nearly nonadaptive algorithm that is of considerable interest for screening problems is the so called trivial two-stage algorithm [37] . Such an algorithm proceeds in two stages. In the first stage certain pools are tested in parallel; in the second stage individual objects may be tested separately, depending on the outcomes of the first stage. The following quotation from [37, p. 371] well emphasizes the importance of such an algorithm:
It is generally feasible to construct a number of pools (much fewer than the number of clones) initially by exploiting parallelism, but adaptive construction of pools with many clones during the testing procedure is discouraged. The technicians who implement the pooling strategies generally dislike even the 3-stage strategies that are often used. Thus the most commonly used strategies for pooling libraries of clones rely on a fixed but reasonably small set on nonsingleton pools. The pools are either tested all at once or in a small number of stages (usually at most 2) where the previous stage determines which pools to test in the next stage. The potential positives are then inferred and confirmed by testing of individual clones. In most biological applications each positive clone must be confirmed even if the pool results unambiguously indicate that it is positive. This is to improve the confidence in the results, given that in practice the tests are prone to errors. Our first result is rather surprising: we prove that the best trivial two-stage algorithms are asymptotically as efficient as the best fully adaptive group testing algorithms, that is, algorithms with arbitrarily many stages. More precisely, we prove that there are trivial two-stage algorithms that determine all positives using a worstcase number of tests equal to the information-theoretic lower bound on the problem.
The information-theoretic lower bound is evidently a lower bound on the number of tests required by any algorithm, and it is independent from the number of performed stages.
There is another feature that differentiates biologically motivated group testing problems from traditional ones. In the classical scenario it is assumed that the presence of a single positive object in a pool is sufficient for the test to produce a positive result. However, recent work [29, 56] suggests that classical group testing procedures should take into account the possibility of the existence of "inhibitory items," that is, objects whose presence in the tested set could render the outcome of the test meaningless, as far as the detection of positive objects is concerned. In other words, if during the execution of an algorithm we tested a subset Q ⊆ O containing positive items and inhibitory items, we would get the same answer as if Q did not contain any positive object. Similar issues were considered in [20] , where further motivations for the problem were given. Our contribution to the latter issue is an algorithm that determines all positives in a set of objects, containing also up to a certain number of inhibitory items, and that uses the optimal worst-case number of tests, considerably improving the results of [21] and [29] . An interesting feature of our algorithm is that it can be implemented to run in only four stages.
We also consider the important situation in which a trivial two-stage strategy is used to find the set of positives, given that some prior information about them has been provided in terms of a Bernoulli probability distribution; that is, it is assumed that each object has a fixed probability q of being positive. Usually q is a function q(n) of n = |O|. This situation has received much attention [7, 8, 9, 43] , starting from the important work [37] . The relevant parameter in this scenario is the average number of tests necessary to determine all positives. We prove that trivial two-stage strategies can asymptotically attain the information-theoretic lower bound for a large class of probability functions q(n). It should be remarked that for two-stage group testing algorithms there are values of q(n) for which lower bounds on the average number of tests exist that are better than the information-theoretic lower bounds [7, 37] .
Our results depend on a combinatorial structure we introduce in this paper: (k, m, n)-selectors, to be formally defined in section 2. Our definition of (k, m, n)-selectors includes, as particular cases, well-known combinatorial objects such as superimposed codes [36, 28] and k-selectors [13] . Superimposed codes and k-selectors are very basic combinatorial structures and find application in a variety of areas such as cryptography, data security [39, 54] , computational molecular biology [6, 21, 24, 32] , multiaccess communication [24, 36] , database theory [36] , pattern matching [34] , distributed coloring [41] , circuit complexity [12] , broadcasting in radio networks [13, 15] , and other areas in computer science. We believe that our (k, m, n)-selectors will prove useful in several different areas.
Previous results.
We refer the reader to the excellent monographs [1, 2, 24] for a survey of the vast literature on group testing. The papers [32, 37, 29] include a very nice account of the most important results on biologically motivated group testing problems. To the best of our knowledge, our paper is the first to address the problem of estimating the worst-case complexity of trivial two-stage group testing algorithms. The problem of estimating the minimum expected number of tests of trivial two-stage group testing algorithms when it is known that any item has a probability p = p(n) of being positive has been studied in [7, 8, 9, 37, 43] . The papers most closely related to our results are [37, 8] . In particular, the paper [37] proves that, for several classes of probability functions p(n), trivial two-stage group testing procedures are inherently more costly than fully adaptive group testing procedures (interestingly, we prove that this is not so in the worst-case analysis). The paper [8] , with a real tour de force of the probabilistic method, provides a sharp estimate of the minimum expected number of tests of trivial two-stage procedures for an ample class of probability functions p(n). Our approach is simpler and still allows us to obtain the correct order of magnitude of the minimum expected number of tests of the trivial two-stage group testing procedure for several classes of probability functions. A more detailed comparison of our results with those of [8] will be given at the end of section 4. Finally, the study of group testing in the presence of inhibitory items, the subject of section 5, was initiated in [29] , continued in [21] and, under different models, also appears in [22] and [20] .
1.2. Summary of the results and structure of the paper. In section 2 we formally define our main combinatorial tool, (k, m, n)-selectors, and we give bounds on their sizes. These bounds will be crucial for all our subsequent results. In section 3 we present a two-stage group testing algorithm with asymptotically optimal worstcase complexity. In section 3 we also present some related results of independent interest. For instance, we prove an Ω(k log n) lower bound on the size of k-selectors defined in [13] , improving on the lower bound Ω( k log k log n) mentioned in [35] . This bound shows that the construction in [13] is optimal. Also in section 3 we establish an interesting link between our findings and the problem of learning Boolean functions in a constant number of rounds, in the sense of [17] . In section 4 we present our results on two-stage group testing algorithms for the case when a probability distribution on the possible set of positives is assumed. Finally, in section 5 we present a worst-case optimal algorithm for group testing in the presence of inhibitory items, improving on the algorithms given in [21, 29, 33] . We conclude the paper with a discussion of our main findings and of possible future lines of research. One can prove that k-cover-free families [28] , disjunctive codes [24] , superimposed codes [36] , and strongly selective families [15, 13] correspond to our notion of a (k + 1, k + 1, n)-selector. The k-selectors of [13] coincide with our definition of (2k, 3k/2 + 1, n)-selectors.
We are interested in providing upper and lower bounds on the minimum size t = t(k, m, n) of (k, m, n)-selectors. Upper bounds will be obtained by translating the problem into the hypergraph language. Given a finite set X and a family F of subsets of X, a hypergraph is a pair H = (X, F). Elements of X will be called vertices of H, and elements of F will be called hyperedges of H. A cover of H is a subset T ⊆ X such that for any hyperedge E ∈ F we have T ∩ E = ∅. The minimum size of a cover of H will be denoted by τ (H). A fundamental result by Lovász [42] implies that
where Δ = max x∈X |{E: E ∈ F and x ∈ E}|.
Essentially, Lovász proves that, by greedily choosing vertices in X that intersect the maximum number of yet nonintersected hyperedges of H, one obtains a cover of a size smaller than the right-hand side of (1). Our aim is to show that (k, m, n)-selectors are covers of properly defined hypergraphs. Lovász's result (1) will then provide us with the desired upper bound on the minimum selector size.
We shall proceed as follows. Let X be the set of all binary vectors x = (x 1 , . . . , x n ) of length n containing n/k 1's (the value n/k is a consequence of an optimized choice whose justification can be skipped here). For any integer i, 1 ≤ i ≤ k, let us denote by a i the binary vector of length k having all components equal to zero with the exception of the component in position i, that is, 
t < ek
where e = 2.7182 . . . is the base of the natural logarithm. Proof. From the arguments preceding the theorem and (1), in order to upper bound t we need only evaluate the quantities
is the union of k − m + 1 disjoint sets E a,S ; therefore it has cardinality
To compute Δ, observe that each x ∈ X belongs to
distinct sets E a,S , and each E a,S belongs to
Hence one has
Moreover, using the well-known inequality
The theorem now follows from (2) and the above inequalities.
Remark. Applying the above theorem to (k, k, n)-selectors, that is, to (k − 1)-cover-free-families, one recovers the usual upper bound of O(k 2 log n) on their sizes [25, 28] . Applying the above theorem to (2k, 3k/2 + 1, n)-selectors (that is, to kselectors in the sense of [13] ), one gets the same upper bound of O(k log n) on their sizes, with a better constant (22 versus 87). By concatenating (k, αk, n)-selectors, α < 1, of suitably chosen parameter k, one gets in a simple way the important combinatorial structure of [38] , with the same asymptotic upper bound given therein, but our constants are much better (44 versus ∼ 5 · 10 5 , according to [11] ). To present our first lower bound on the size of (k, m, n)-selectors, we need to recall the definition of (p, q)-superimposed codes [21, 25] .
Definition 2. Given integers p, q, and n, with p + q ≤ n, we say that a Boolean matrix M with n columns and t rows is a (p, q)-superimposed code if for any choice of two subsets P and Q of columns of M , where P ∩ Q = ∅, |P | = p, and |Q| = q, there exists a row in M in which entries corresponding to the columns in P contain at least one nonzero value and all entries corresponding to the columns in Q are set to zero. The integers n and t are the size and the length of the (p, q)-superimposed code, respectively. The minimum length of a (p, q)-superimposed code of size n will be denoted by t s (p, q, n).
It can be seen that (k, m, n)-selectors are (k − m + 1, m − 1)-superimposed codes with additional properties. Therefore, lower bounds on the length of (p, q)-superimposed codes translates into lower bounds on selectors. The following theorem provides a lower bound on the length of (p, q)-superimposed codes, and its proof uses the techniques developed in [3, 51] to lower bound the length of classical (1, q)-superimposed codes. The theorem improves the results of [25] . A similar result also has been obtained by Dyachkov [27] .
Theorem 2. For any positive integers p, q, and n, with n > q 2 /(4p) the minimum length t s (p, q, n) of a (p, q)-superimposed code of size n is bounded from below by
Proof. For q < 2p the stated bound immediately follows from Proposition 2 of [25] , which implies
, and from the well-known inequality
Let us consider the case when q ≥ 2p and assume for the moment that q is a multiple of 2p.
Let F be the family associated with a (p, q)-superimposed code M of length t and size n; that is, F is a family of subset of {1, . . . , t}, |F| = n, such that the column vectors of M are the characteristic vectors of the subsets in F. By Definition 2 we have that for any p + q pairwise different members F 1 , . . . , F p , G 1 , . . . , G q it holds that
To prove our lower bound we first transform F into a family F with members of size at most 2t/q . As long as F contains a set H of size larger than 2t/q , we remove H from F and replace any other set G ∈ F with G = G \ H. Since the elements of F are subsets of {1, . . . , t}, this process terminates after at most ≤ q/2 steps. If for
Notice that there are no more than p − 1 such sets; otherwise there would be p sets whose union is contained in H 1 ∪ · · · ∪ H , thus violating (4). The resulting family F therefore has size |F | ≥ |F| − p + 1 − q/2 and it results in |F | ≤ 2t/q for any F ∈ F . It is possible to see that
for any choice of p + q/2 sets F 1 , . . . , F p , G 1 , . . . , G q/2 ∈ F . Assume by contradiction that F contains F 1 , . . . , F p , G 1 , . . . , G q/2 such that 
From the above inequality and from inequality (3) it follows
To obtain the lower bound in the theorem, we need to deal with the case when q ≥ 2p is not a multiple of 2p. In this case, we observe that any (p, q)-superimposed code is a (p, 2p q/2p )-superimposed code and, exploiting lower bound (7), we get the following lower bound that holds for any q ≥ 2p and n ≥ q 2 /4p:
Inequalities (6) and (8) 
3. Application of (k, m, n)-selectors to optimal two-stage group testing. We have a set of objects O, |O| = n and a subset P ⊆ O of positives |P| ≤ p. Our task is to determine the members of P by asking subset queries of the form "does the subset Q ⊆ O contain a positive object?" We focus on the so-called trivial twostage algorithms. Recall that these algorithms consist of two stages: in the first stage certain pools are tested in parallel and in the second stage only individual objects are tested (always in parallel). Which individual objects are tested may depend on the outcomes of the first stage.
In the following we provide a two-stage algorithm that uses an asymptotically optimal number of tests. We associate each item of the input set O with a distinct column of a (k, p+1, n)-selector M = [M (i, j)]. Let t denote the size of the (k, p+1, n)-selector. For i = 1, . . . , t, we define T i = {j ∈ {1, . . . , n} : M (i, j) = 1}. The first stage of the algorithm consists of testing the t pools T 1 , . . . , T t in parallel. Let f denote the binary vector collecting the answers of the t tests (here a "yes" answer to test T i corresponds to a 1 entry in the ith position of f , and a "no" answer corresponds to a 0 entry). If O contains q ≤ p positive items, then f is the Boolean sum of the q columns associated with the q positives. It is easy to see that, in addition to the columns associated with the positives items, there are at most k − q − 1 columns "covered" by f , that is, have the 1's in a subset of the positions in which the vector f also has 1's. Let y 1 , . . . , y q denote the q positives. Assume by contradiction that there are more than k − q − 1 columns, other than those associated with y 1 , . . . , y q , which are covered by f . Let z 1 , . . . , z k−q denote k − q ≥ k − p such columns and let us consider the submatrix of M consisting of y 1 , . . . , y q , z 1 , . . . , z k−q . By Definition 1, this submatrix contains at least p + 1 rows of the identity matrix I k . At least one of these p + 1 rows of I k has a 1 in one of the columns z 1 , . . . , z k−q . Let denote the index of such a row. Since the columns associated with y 1 , . . . , y q have the th entry equal to 0, then the th entry of f is 0, thus contradicting the hypothesis that f covers all columns z 1 , . . . , z k−q . Using this argument, one concludes that if we discard all columns not covered by f , then we are left with k − 1 columns, q of which correspond to the q positives. Stage 2 consists of individually probing these k − 1 elements. The following theorem holds.
Theorem 3. Let t be the size of a (k, p + 1, n)-selector. There exists a two-stage group testing algorithm for finding up to p positives out of n items and that uses a number of tests equal to
From Theorems 1 and 3 we get the following.
Corollary 2. For any integers k, p, and n, with 1 ≤ p < k ≤ n, there exists a two-stage group testing algorithm for finding up to p positives using a number of tests less than
By optimizing the choice of k to k = 2p in (10), we get the main result of this section.
Corollary 3. For any integers p and n, with 1 ≤ p ≤ n, there exists a two-stage group testing algorithm for finding up to p positives using a number of tests less than
The two-stage algorithm of the above corollary is asymptotically optimal because of the information-theoretic lower bound on the number of tests given by
that holds also for fully adaptive group testing algorithms. Corollaries 2 and 3 also can be used to solve the open problem, mentioned in [29] , of providing estimates for the maximum size of a search space in which it is possible to successfully search for p positives, using at most v pools and no more than h tests involving single elements. This problem is equivalent to fixing the cardinality of the search space and trying to minimize the number of constructed pools. This equivalent problem is solved by the above corollaries since in our algorithm the number of pools coincides with the number of performed tests. Deriving a lower bound on the size of (k, m, n)-selectors via twostage group testing. Let g(p, n) denote the minimum number of tests needed to identify p positive items out of n items by a group testing strategy. Theorem 3 and the information-theoretic lower bound (11) give
3.1.
from which we get the following result that also provides a lower bound on the size of (k, m, n)-selectors for values of k and m not covered by (9) . Theorem 4. For any integers k, m, and n,
The bound given in Theorem 4 improves on the bound given in Corollary 1 for all values of k and m such that m = αk for constant α, 0 < α < 1. Theorem 4 also implies a lower bound of Ω(k log n k ) on the size of the k-selectors of [13] (that is, of our (2k, 3k/2 + 1, n)-selectors), improving on the lower bound of Ω( k log k log n k ) mentioned in [35] . Our lower bound is optimal since it matches the upper bound on the size of k-selectors given in [13] .
A remark on learning monotone Boolean functions.
We consider here the well-known problem of exact learning of an unknown Boolean function of n variables by means of membership queries, provided that at most k of the variables (attributes) are relevant. This is known as attribute-efficient learning. By membership queries we mean the following [4] : The learner chooses a 0-1 assignment x of the n variables and gets the value f (x) of the function at x. The goal is to learn (identify) the unknown function f exactly, using a small number of queries. Typically, one assumes that the learner knows in advance that f belongs to a restricted class of Boolean functions, since the exact learning problem in the full generality admits only trivial solutions. In this scenario, the group testing problem is equivalent to the problem of exactly learning an unknown function f , where it is known that f is an OR of at most p variables.
Recently, in a series of papers [17, 18, 19] Damaschke studied the power of adaptive versus nonadaptive attribute-efficient learning. In this framework he proved that adaptive learning algorithms are more powerful than nonadaptive ones. More precisely, he proved that in general it is impossible to learn monotone Boolean functions with k relevant variables in less than Ω(k) stages, if one insists that the total number of queries be of the same order as that used by the best fully adaptive algorithm (i.e., an algorithm that may use an arbitrary number of stages; see [17, 18] for details). In view of Damaschke's results, we believe it worthwhile to state our Corollary 3 in the following form.
Corollary 4. Boolean functions made by the disjunction of at most p variables are exactly learnable in only two stages by using a number of queries of the same order as that of the best fully adaptive learning algorithm.
The above remark raises the interesting problem of how to characterize monotone Boolean functions which are "optimally" learnable in a constant number of stages. Another example of a class of functions optimally learnable in a constant number of stages will be given at the end of section 5.
4. Two-stage algorithms for probabilistic group testing. In this section we assume that objects in O, |O| = n, independently of each other, have some probability q = q(n) of being positive. This means that the probability distribution on the possible subsets of positives is a binomial distribution, which is a standard assumption in the area of probabilistic group testing (see, e.g., [7, 8, 37] ). In this scenario one is interested in minimizing the average number of queries necessary to identify all positives. Shannon's source coding theorem implies that the minimum average number of queries is lower bounded by the entropy
It is also known [7, 37] that for two-stage group testing algorithms there are values of the probability q(n) for which the lower bound (12) is not reachable, in the sense that better lower bounds exist. Our algorithm for the probabilistic case is very simple and is based on the following idea. Given the probability q = q(n) that a single object in O is positive, we estimate the expected number of positives μ = nq(n). We now run the two-stage algorithm described in section 3, using a (k, m, n)-selector with parameters m = (1 + δ)μ + 1, with δ > 0, and k = 2(1 + δ)μ. Denote by X the random variable taking the value i if and only if the number of positives in O is exactly i. X is distributed according to a binomial distribution with parameter q and mean value μ. If the number of positives is at most (1 + δ)μ, and this happens with probability P r[X ≤ (1 + δ)μ], then by the result of section 3 the execution of the queries of Stage 1 will restrict our search to 2(1 + δ)μ − 1 elements, which will be individually probed during Stage 2. Stage 1 requires O(m log n m ) queries. If, on the contrary, the number of positives is larger than (1 + δ)μ, then the feedback vector f might cover more than 2(1 + δ)μ − 1 columns of the selector. Consequently a larger number of elements, potentially all n elements, must be individually probed in Stage 2. The crucial observation is that this latter unfavorable event happens with probability P r[X > (1 + δ)μ]. Altogether, the above algorithm uses an average number of queries E given by
Choosing δ ≥ 2e and by recalling that m = (1 + δ)μ + 1, we get from (13) and by the Chernoff bound (see [46, p. 72] ) that
A similar idea was used in [8] . However, the authors of [8] used classical superimposed codes in the first stage of their algorithm, and since these codes have sizes much larger than our selectors, their results are worse than ours. Recalling now the information-theoretic lower bound (12) on the expected number of queries, we get from (14) that our algorithm is provably asymptotically optimal whenever the probability function q(n) satisfies the condition
For instance, q(n) = c log n n for any positive constant c or q(n) such that q(n)n log n → ∞ satisfy (15) . The previous two cases were explicitly considered in [7] , where the authors obtained results similar to ours, with better constants. Nevertheless, our condition (15) is more general. Also, our method is rather flexible since one can "tune" the choice of m to some value f (n)δμ, for a suitably chosen function f (n), in order to get good performances also when q(n) does not satisfy (15) .
The main difference between our results and those of [7] consists of the following. Here we estimate the average number of queries of our explicitly defined algorithm. Instead, the authors of [7] estimate the average number of queries performed by a twostage algorithm, where the Boolean matrix used in the first stage is randomly chosen among all m×n binary matrices, where the choice of m depends on q(n). Using a very complex yet accurate analysis, they probabilistically show the existence of two-stage algorithms with good performances. For several classes of probability functions q(n), they are able to give asymptotic upper and lower bounds on the minimum average number of queries that differ in several cases only by a multiplicative constant.
5. An optimal four-stage group testing algorithm for the GTI model. In this section we consider the group testing with inhibitors (GTI) model introduced in [29] . We recall that, in this model, in addition to positive items and regular items, there is also a category of items called inhibitors. The inhibitors are the items that interfere with the test by hiding the presence of positive items. As a consequence, a test yields a positive feedback if and only if the tested pool contains one or more positives and no inhibitors. We present an optimal worst-case four-stage group testing algorithm to find p positives in the presence of up to r inhibitors. If we test pools T 1 ∪ Q, . . . , T t ∪ Q, then the feedback vector f has the ith entry equal to 0 if and only if T i contains one or more inhibitors. Hence, the feedback vector f is equal to the intersection (Boolean product) of the bitwise complement of the s columns associated with the inhibitors. Let f be the bitwise complement of f . The column f is equal to the Boolean sum of the s columns associated with the s inhibitors. Using an argument similar to that used for the two-stage group testing algorithm of section 3, one has that f covers at most k − s − 1 columns in addition to those associated with the s inhibitor items. We set apart all k − 1 items covered by f . These k − 1 items will be individually probed in Stage 4 since some of them might be defective.
Stage 3. The goal of this stage is to discard a "large" number of regular items from the set of n − k items remaining after Stage 2. The present stage is similar to Stage 1 of our two-stage algorithm of section 3. We associate each of the n − k items with a distinct column of a (k , p + 1, n − k )-selector M . Let t be the size of the selector. For i = 1, . . . , t we construct the pool T i = {j ∈ {1, . . . , n} : M (i, j) = 1} and test pools T 1 , . . . , T t . Notice that after Stage 2 there is no inhibitor among the searched set of items and, consequently, the feedback vector f is equal to the Boolean sum of the columns associated with the positive items in the set (those which have not been set apart in Stage 2). After these t tests we discard all items but those corresponding to columns covered by the feedback vector f . Hence, we are left with k − 1 items.
Stage 4. We individually probe the k − 1 items returned by Stage 2 and the k − 1 items returned by Stage 3.
The above algorithm provides the following general result. Theorem 5. Let k , k , n, p, and r be integers with 1 ≤ r < k < n and 1 ≤ p < k < n − k . There exists a four-stage group testing algorithm for finding p positives in the presence of up to r inhibitors by
tests.
The following main corollary of Theorem 5 holds. Proof. By setting k = 2r and k = 2p in Theorem 5 and using the bound of Theorem 1 on the size of selectors, one gets the following upper bound on the number of tests performed by the four-stage algorithm:
We now prove that the above upper bound is asymptotically optimal. In [21] the authors proved the following lower bound of
on the number of tests required by any algorithm (using any number of stages) to find p defectives in the presence of r inhibitors. It is easy to see that any (p, r)-superimposed code of size n − p − 1 and length t can be transformed into a (p, r)-superimposed code of size n and length t + p + 1. Indeed, let M be a (p, r)-superimposed code of size n − p − 1 and length t, and let c j , j = 1, . . . , p + 1, denote the binary column of length t + p + 1 with all entries, except that in position t + j, equal to zero. If we add p + 1 entries equal to zero at the end of each column of M and introduce the columns c 1 , . . . , c p+1 in the resulting code, then we obtain a (p, r)-superimposed code of size n and length t + p + 1. It follows that t s (p, r, n − p − 1) + p + 1 = Ω (t s (p, r, n) ) and, consequently, the lower bound (18) 
It is remarkable that for r = O(p) Corollary 6 implies that our deterministic algorithm attains the same asymptotic complexity O((r + p) log n) of the randomized algorithm presented in [29] .
Notice that the algorithm presented in this section actually discovers both the positives and the inhibitors. Therefore, in the same spirit of section 3.2, we observe that the problem of finding p positives and r inhibitors is equivalent to the problem of learning an unknown Boolean function of the form (
Hence, the above results can be rephrased as follows.
Corollary 7. For any p and r, Boolean functions of the form ( 6. Final discussion. The main result obtained in this paper is the first twostage group testing algorithm that uses a number of tests of the same order as the information-theoretic lower bound on the problem. In retrospect, it could be useful to see how we have reached our goal. The first stage of our algorithm is conceptually similar to a classical totally nonadaptive group testing algorithm that first encodes the items of the search space O with the column vectors of a superimposed code and then performs tests according to the subsets of O specified by the rows of the matrix constituting the code (recall section 3). Unfortunately, any matrix that represents a superimposed code has Ω((p 2 / log p) log n) number of rows, where p is the known upper bound on the number of positive elements, and therefore the number of performed tests is well above the information-theoretic lower bound log n p . Hence, we are lead to look for combinatorial objects satisfying weaker conditions and having a number of rows at most O(p log n) so that, by using them to specify the tests of the first stage, we would remain close to the information-theoretic lower bound. Of course, if we used such objects, whatever they are, at the end of the first stage we would necessarily have unclassified items (recall the lower bound of Ω((p 2 / log p) log n) on the number of tests for one-stage algorithms that correctly discriminate all items in positives and negatives). Luckily, by using our selectors of length O(log n p ), at the end of the first stage the number of unclassified items is very small, at most 2p − 1, and by testing them one by one we find all positives, and we remain asymptotically within the border of the information-theoretic lower bound. We recall that our algorithm uses an overall number of tests that is less than 7p log n p + O(p); therefore the relevant constant in O(p log(n/p)) is also reasonably small.
It would be interesting to see whether this approach of "weakening" combinatorial structures that are used in totally nonadaptive search procedures could be used also for other problems to obtain "few-stages" algorithms, with the same asymptotic performances of totally adaptive algorithms. The general approach should be the following: since it may be too expensive to determine in a totally nonadaptive fashion the exact solution to the problem, one first nonadaptively individuates an "approximate" solution to the problem, that is, a small set of potential solutions, and thereafter one searches for the exact solution in this small set.
There are numerous problems that are possible candidates for such an investigation; potentially, many of the search problems mentioned in [2, 24] , for which there exists a gap between the complexity of adaptive and nonadaptive algorithms, could be studied in this light. A particularly interesting one is the so-called "group testing for complexes" [26, 44] . Here the elements of O are positive or negative not by themselves, but only in conjunction with some others (imagine some chemical substances that react with others and therefore cannot be mixed with them, but yet are nonreacting with other, different substances). The problem is to identify all positive subsets, that is, to remain in the chemical scenario, to identify all groups of mutually reacting substances. The best nonadaptive algorithm for the above problem has huge complexity [26] , and an interesting open problem would be to see whether our approach could lead to efficient "few-stage" algorithms.
In general, our study raises the following question: How much adaptiveness is really needed in search procedures to obtain the optimal performances of fully adaptive algorithms? Our results show that in group testing one needs to use adaptiveness only once. There are other situations in which this phenomenon occurs. For instance, for the well-known Renyi-Ulam game [48, 50, 53] , in which one looks for an unknown number by asking arbitrary yes/no questions, at most a fixed number of which can receive an erroneous answer, the authors of [14] have shown that there exist twostage search strategies using a number of questions exactly equal to the informationtheoretic lower bound, and that one-stage search strategies cannot reach this lower bound. Conversely, it is also known that there are natural search problems for which fully adaptive algorithms are better than any k-stage algorithm (see, e.g., [47] ). A better understanding of the above issues is worth pursuing.
