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Introduction to effective field theories∗
3. Bloch–Nordsieck effective theory, HQET
Andrey Grozin
Budker Institute of Nuclear Physics SB RAS
and Novosibirsk State University
Abstract
This is a continuation of the lectures [1, 2]. In this part we discuss interaction of
electrons with soft photons in QED [3] and Heavy Quark Effective Theory (HQET,
see [4, 5, 6]).
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1 Bloch–Nordsieck effective theory
1.1 Heavy electron effective theory (HEET)
Photonia has imported a single electron from Qedland, and physicists are studying its
interaction with soft photons (both real and virtual) which they can produce and detect
so well. The aim is to construct a theory describing states with a single electron plus soft
photon fields.
The ground state (“vacuum”) of the theory is the electron at rest (and no photons). It
is natural to define its energy to be 0. When the electron has momentum ~p, its energy is
ε(~p ) =
~p 2
2M
, (1.1)
where M is the electron mass (in the on-shell renormalization scheme), our large mass
scale. The electron velocity is
~v =
∂ε(~p )
∂~p
=
~p
M
. (1.2)
At the leading (0-th) order in 1/M , the mass shell of the free electron is
ε(~p ) = 0 . (1.3)
At this order, the electron velocity is
~v =
∂ε(~p )
∂~p
= ~0 . (1.4)
The electron does not move; it always stays in the point where it has been put initially.
The Lagrangian
L = h+i∂0h , (1.5)
where h is the 2-component spinor electron field, leads to the equation of motion
i∂0h = 0 . (1.6)
This means that the energy of an on-shell electron is ε = 0. Thus the Lagrangian (1.5)
reproduces the mass shell (1.3), and can be used to describe the free electron at the leading
order in 1/M .
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The electron has charge −e. Therefore, when placed in an external electromagnetic
field, it has energy
ε = −eA0 (1.7)
instead of (1.3). Therefore, the equation of motion is
iD0h = 0 (1.8)
instead of (1.6), where
Dµ = ∂µ − ieAµ (1.9)
is the covariant derivative. It can be obtained from the HEET Lagrangian [7]
L = h+iD0h . (1.10)
This Lagrangian is not Lorentz-invariant. It is invariant with respect to the gauge trans-
formation
Aµ → Aµ + ∂µα(x) , h→ eieα(x)h . (1.11)
Of course, the full Lagrangian is the sum of (1.10) and the Lagrangian of the photon
field. This gives the equation of motion for the electromagnetic field
∂µF
µν = jν , (1.12)
where the current jµ has only 0-th component
j0 = −eh+h (1.13)
(the interaction term in the Lagrangian (1.10) is −jµAµ). The electron produces the
Coulomb field.
At the leading order in 1/M , the electron spin does not interact with electromag-
netic field. We can rotate it without affecting physics. Speaking more formally, the La-
grangian (1.10) has, in addition to the U(1) symmetry h → eiαh, also the SU(2) spin
symmetry [8]: it is invariant with respect to transformations
h→ Uh , (1.14)
where U is a SU(2) matrix (U+U = 1).
In fact, the electron has magnetic moment ~µ = µ~σ proportional to its spin ~s = ~σ/2, and
this magnetic moment interacts with magnetic field: the interaction Hamiltonian is −~µ · ~B.
But by dimensionality the magnetic moment µ ∼ e/M , and this interaction only appears
at the level of 1/M corrections. Namely, µ = −µB (up to small radiative corrections),
where
µB =
e
2M
(1.15)
is the Bohr magneton. The Lagrangian thus has an additional term describing this mag-
netic interaction,
Lm = − e
2M
h+ ~B · ~σh . (1.16)
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This term violates the SU(2) spin symmetry at the 1/M level.
If we assume that there are nf flavours of heavy fermions,
L =
nf∑
i=1
h+i iD0hi , (1.17)
then the Lagrangian has U(1)×SU(2nf ) symmetry (even when the massesMi are different).
The spin-flavour symmetry is broken at the 1/Mi level by both the kinetic-energy term
and the magnetic-interaction term.
At the leading order in 1/M , not only the spin direction but also its magnitude is
irrelevant. We can, for example, switch the electron spin off:
L = ϕ∗iD0ϕ , (1.18)
where ϕ is a scalar field (with charge −e). This is the most convenient form of the La-
grangian in all cases when we are not interested in 1/M corrections. If we consider the
scalar and the spinor fields together,
L = ϕ∗iD0ϕ+ h
+iD0h , (1.19)
then this Lagrangian has U(1)× SU(3) symmetry [9]. The superflavour SU(3) symmetry
contains, in addition to SU(2) spin transformations (1.14) and phase rotations ϕ→ e2iαϕ,
h → e−iαh, also transformations which mix spin-0 and spin-1
2
fields. In the infinitesimal
form,
δ
(
ϕ
h
)
= i
(
0 ε+
ε 0
)(
ϕ
h
)
, (1.20)
where ε is an infinitesimal spinor parameter. So, this SU(3) is a supersymmetry group. If
we want, we can consider, e. g., spins 1
2
and 1; the corresponding Lagrangian has SU(5)
superflavour symmetry. The superflavour symmetry is broken at the 1/M level by the
magnetic-interaction term in the Lagrangian (1.16).
1.2 Feynman rules
For now, we are working at the leading order in 1/M . The HEET Lagrangian expressed
via the bare fields and parameters is
L = ϕ∗0iD0ϕ0 −
1
4
F0µνF
µν
0 −
1
2a0
(∂µA
µ
0 )
2 , Dµ = ∂µ − ie0A0µ . (1.21)
It gives the usual photon propagator. From the free electron part ϕ∗0i∂0ϕ0 we obtain the
momentum-space free electron propagator
p
= iS0(p) , S0(p) =
1
p0 + i0
. (1.22)
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It depends only on p0, not on ~p. If we use the spin-
1
2
field h0 instead of the spin-0 field ϕ0,
then the unit 2 × 2 spin matrix is assumed here. The coordinate-space propagator is its
Fourier transform:
0 x
= iS0(x) , S0(x) = S0(x0)δ(~x ) , S0(t) = −iθ(t) . (1.23)
The infinitely heavy (static) electron does not move: it always stays at the point where
it has been placed initially. Alternatively, instead of Fourier-transforming (1.22), we can
obtain (1.23) by direct solving the equation
i∂0S0(x) = δ(x) (1.24)
for the free x-space propagator. Finally, the interaction term e0ϕ
∗
0ϕ0A
0
0 in (1.21) produces
the vertex
µ
= ie0v
µ , (1.25)
where
vµ = (1,~0 ) (1.26)
is the 4-velocity of our laboratory frame (in which the electron is nearly at rest all the
time).
The static field ϕ0 (or h0) describes only particles, there are no antiparticles. Therefore,
there are no pair creation and annihilation (even virtual). In other words, there are no
loops formed by propagators of the static electron. The electron propagates only forward
in time (1.23); the product of θ functions along a loop vanishes. We can also see this in
momentum space: all poles of the propagators (1.22) in such a loop are in the lower p0
half-plane, and closing the integration contour upwards, we get 0.
It is easy to find the propagator of the static electron an an arbitrary external electro-
magnetic field Aµ(x). It satisfies the equation
iD0S(x, x
′) = (i∂0 + e0A
0(x))S(x, x′) = δ(x− x′) (1.27)
instead of (1.24) (the derivative ∂0 acts on x). Its solution is
S(x, x′) = S(x0, x
′
0)δ(~x− ~x ′) , S(x0, x′0) = S0(x0 − x′0)W (x0, x′0) , (1.28)
where
W (x0, x
′
0) = exp ie0
x0∫
x′0
Aµ(t, ~x )vµdt (1.29)
is the straight Wilson line from x′ to x (along v). The same formula can be used when
the electromagnetic field is quantum (operator Aµ0 (x)), but the exponent (1.29) has to be
path-ordered: operators referring to earlier points (along the path) are placed to the right
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from those for later points. This is usually denoted by P exp; when the path is directed to
the future, P -ordering coincides with T -ordering. The Wilson line has a useful property
D0W (x, x
′)ϕ0(x) = W (x, x
′)∂0ϕ0(x) . (1.30)
Properties of Wilson lines were investigated in many papers, see, e. g., [10, 11, 12]. Many
results now considered classics of HQET were derived in the course of these studies be-
fore HQET was invented in 1990. In particular, the HQET Lagrangian (1.18) has been
introduced [11] as a technical device for investigation of Wilson lines.
If we choose the gauge A0(x) = 0, then the field ϕ0(x) in (1.21) does not interact
with the electromagnetic field (and thus becomes free). However, this gauge is rather
pathological. The static electron creates the Coulomb electric field ~E (because is has the
charge density (1.13)). In the A0 = 0 gauge, ~A has to depend on t linearly in order to
reproduce this electric field. Imagine trying to solve the hydrogen atom problem in this
gauge: the Hamiltonian is time-dependent, there are no stationary states, etc. We can
formally express the field ϕ0(x) in any gauge via a free field ϕ
(0)(x):
ϕ0(x) =W (x)ϕ
(0)(x) , (1.31)
where
W (x0, ~x ) = P exp i
x0∫
−∞
Aµ0 (t, ~x )vµdt (1.32)
is the straight Wilson line from −∞ to the point x along v (Fig. 1). Then from (1.30) we
have W−1(x)D0W (x) = ∂0, and the leading-order Lagrangian becomes free:
L = ϕ(0)∗i∂0ϕ
(0) .
~x
x0
(x0, ~x )
Figure 1: A straight Wilson line from the infinite past to x along time
As discussed in Sect. 1.1, the lowest-energy state (“vacuum”) in HEET is a single
electron at rest, and it is convenient to use its energy as the zero level. In the full theory,
its energy is M , and
E = M + ε , (1.33)
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where E is the energy of some state (containing a single electron) in the full theory, and ε
is its energy in HEET (it is called the residual energy). We can re-write this relation in a
relativistic form:
P µ = Mvµ + pµ , (1.34)
where P µ is the 4-momentum of some state (containing a single electron) in the full theory,
pµ is its momentum in HEET (the residual momentum), and vµ is 4-velocity of a reference
frame in which the electron always stays approximately at rest. In other words, HEET is
applicable if there exists such a 4-velocity v that, after decomposition (1.34), the compo-
nents of the electron residual momentum p are always small, and components of all photon
momenta pi are also small:
pµ ≪M , pµi ≪M . (1.35)
This condition does not fix v uniquely; it can be varied by δv ∼ p/M . Effective theories
corresponding to different choices of v must produce identical physical predictions. This
requirement is called reparametrization invariance [13]. It produces relations between some
quantities of different orders in 1/M , as we’ll see later.
We can re-write the Lagrangian (1.21) in a relativistic form [14]:
L = ϕ∗0iv ·Dϕ0 + (light fields) . (1.36)
This Lagrangian is not Lorentz-invariant, because it contains a fixed vector v. It gives the
free propagator
S0(p) =
1
p · v + i0 . (1.37)
The mass shell of the static electron is
p · v = 0 . (1.38)
If we want to consider the spin-1
2
electron, it is described by the 4-component (Dirac)
spinor field hv which satisfies the condition
/vhv = hv (1.39)
(so that in the v rest frame the field has only 2 upper components non-vanishing). The
Lagrangian [14]
L = h¯v0iv ·Dhv0 + (light fields) (1.40)
gives the propagator
S0(p) =
1 + /v
2
1
p · v + i0 (1.41)
and the vertex ie0v
µ (1.25).
And what can our friends from Qedland say about this theory? They are not surprised.
The finite-mass free electron propagator S0(P ) with P = Mv + p (1.34), M → ∞ can be
approximated as
S0(Mv + p) =
M +M/v + /p
(Mv + p)2 −M2 + i0 =
1 + /v
2
1
p · v + i0 +O
( p
M
)
. (1.42)
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Diagrammatically, it is related to the HEET propagator:
Mv + p
=
p
+O
( p
M
)
. (1.43)
When a QED vertex ie0γ
µ is sandwiched between two propagators (1.41), it can be replaced
by the HEET vertex ie0v
µ:
1 + /v
2
γµ
1 + /v
2
=
1 + /v
2
vµ
1 + /v
2
. (1.44)
But what if there is an external spinor u(P ) after the vertex (or u¯(P ) before it)? From the
Dirac equation we have
/vu(Mv + p) = u(Mv + p) +O
( p
M
)
,
so that we may insert the projectors (1 + /v)/2 before u(Pi) and after u¯(Pi), too, and
the replacement (1.44) is applicable. We have derived the HEET Feynman rules from the
QED ones in the limitM →∞. Therefore, we again arrive at the HEET Lagrangian (1.40)
which corresponds to these Feynman rules.
We have thus proved that at the tree level any QED diagram is equal to the corre-
sponding HEET diagram up to O(p/m) corrections. This is not true at loops, because
loop momenta can be arbitrarily large. Renormalization properties of HEET (anomalous
dimensions, etc.) differ from those in QED. In Sect. 1.5 we shall see that QED loop dia-
grams can be decomposed into integration regions, with some loops hard (momenta ∼M)
and some soft (momenta ∼ p). Then hard loops produce local interactions (in the effective
theory language, they follow from local operators in the HEET Lagrangian); soft loops can
be calculated as in HEET.
1.3 One-loop diagrams
Let’s calculate the simplest one-loop diagram (Fig. 2)
1
iπd/2
∫
ddk
Dn11 D
n2
2
= (−2ω)d−n1−2n2I(n1, n2) ,
D1 = −2(k + p)0 − i0 , D2 = −k2 − i0 .
(1.45)
It depends only on the residual energy ω = p0, not ~p; the power of −2ω is clear from
dimensional counting. If ω > 0, real pair production is possible, and we are on a cut. We
shall consider the case ω < 0, when the integral is an analytic function of ω. If n1 is integer
and n1 ≤ 0, I(n1, n2) = 0 because this is a massless vacuum diagram. If n2 is integer and
n2 ≤ 0, I(n1, n2) = 0 because the diagram contains an HQET loop.
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k + p
k
p p
n1
n2
Figure 2: One-loop propagator diagram
It is easy to calculate this diagram in coordinate space. Static propagators in p and x
space are related by ∫ +∞
−∞
e−iωt
(−2ω − i0)n
dω
2π
=
i
2Γ(n)
(
it
2
)n−1
e−0tθ(t) , (1.46)
∫
∞
0
e(iω−0)t
(
it
2
)n−1
dt = − 2iΓ(n)
(−2ω − i0)n ; (1.47)
massless propagators — by∫
e−ip·x
(−p2 − i0)n
ddp
(2π)d
=
i
(4π)d/2
Γ(d/2− n)
Γ(n)
(
4
−x2 + i0
)d/2−n
, (1.48)∫ (
4
−x2 + i0
)n
eip·xddx = −i(4π)d/2Γ(d/2− n)
Γ(n)
1
(−p2 − i0)d/2−n . (1.49)
Our diagram in x space (Fig. 3, x = vt) is just the product of the heavy propagator (1.46)
and the light one (1.48) (where −x2/4 = −t2/4 = (it/2)2):
−1
2
1
(4π)d/2
Γ(d/2− n2)
Γ(n1)Γ(n2)
(
it
2
)n1+2n2−d−1
θ(t) .
The inverse Fourier transform (1.47) gives our diagram (1.45) in p space
i
(4π)d/2
I(n1, n2)(−2ω)d−n1−2n2 ,
where
I(n1, n2) =
Γ(n1 + 2n2 − d)Γ
(
d
2
− n2
)
Γ(n1)Γ(n2)
. (1.50)
n1
n2
0 x
Figure 3: One-loop propagator diagram in coordinate space
9
Now we shall re-calculate the one-loop diagram (1.45) (Fig. 2) using α parametrization
1
an
=
1
Γ(n)
∫
∞
0
dααn−1 e−aα . (1.51)
We get
1
Γ(n1)Γ(n2)
∫
dααn2−1 dβ βn1−1 ddk eX , X = αk2 + 2β(k + p) · v
(α has dimensionality 1/m2, and β — 1/m). We shift the integration momentum k =
k′ − β
α
v to eliminate the linear term in the exponent:
X = αk′2 − β
2
α
+ 2βω .
The Wick rotation k0 = ikE0 brings us into Euclidean momentum space (k
2 = −k2E). Now
it is easy to calculate the momentum integral:∫
ddk eαk
2
= i
∫
ddkE e
−αk2
E = i
(π
α
)d/2
. (1.52)
Therefore,
(−2ω)d−n1−2n2I(n1, n2) = 1
Γ(n1)Γ(n2)
∫
dααn2−1 dβ βn1−1 α−d/2 exp
(
−β
2
α
+ 2βω
)
.
Now we make the substitution β = αy and integrate in α:
Γ
(
n1 + n2 − d2
)
Γ(n1)Γ(n2)
∫
∞
0
dy yn1−1
[
y(y − 2ω)]d/2−n1−n2 . (1.53)
The HQET Feynman parameter y has the dimensionality of energy and varies from 0 to
∞. The y integral can be easily calculated in Γ functions, and we again obtain (1.50).
Equivalently, we can use the HQET Feynman parametrization from the beginning.
Multiplying two copies of (1.51),
1
an11 a
n2
2
=
1
Γ(n1)Γ(n2)
∫
dβ βn1−1 dααn2−1 e−a1β−a2α ,
substituting β = αy and integrating in α, we obtain the HQET Feynman parametrization
1
an11 a
n2
2
=
Γ(n1 + n2)
Γ(n1)Γ(n2)
∫
∞
0
yn1−1dy
(a1y + a2)n1+n2
. (1.54)
For (1.45) this gives
Γ(n1 + n2)
Γ(n1)Γ(n2)
∫
yn1−1 dy ddk
(−k2 − 2y(k + p) · v)n1+n2 .
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Shifting the integration momentum k = k′ − yv and using (2.10) from [1], we again
get (1.53). One more method of calculating this diagram is discussed in Appendix A.
Tensor integrals similar to (1.45) but with kµ1 · · · kµn in the numerator can be expressed
via gµν and vµ. Writing down a general form of the result with unknown coefficients and
solving the linear system, we can find any such integral. However, it may be easier to use
the explicit finite sum [15]
1
iπd/2
∫
Pn(k)d
dk
Dn11 D
n2
2
=
(−2ω)d−n1−2n2
∑
m
I(n1, n2;n,m)
(−2ω)2m
m!
(
−1
4
∂
∂kµ
∂
∂kµ
)m
P (k)
∣∣∣∣
k→2ωv
,
(1.55)
where
Pn(λk) = λ
nP (k)
is a homogeneous polynomial (it may contain tensor indices), and
I(n1, n2;n,m) =
Γ(n1 + 2n2 − n− d)Γ
(
d
2
− n2 + n−m
)
Γ(n1)Γ(n2)
. (1.56)
Some other kinds of one-loop diagrams are considered in Appendix A, see also [16, 17].
1.4 Renormalization
The full propagator of the static electron S(p) depends only on the residual energy ω = p0,
not on ~p. It has the structure
= + + + · · ·
(1.57)
where the electron self-energy
= −iΣ(ω) (1.58)
is the sum of one-particle-irreducible self-energy diagrams (which cannot be separated into
two disconnected parts by cutting a single electron line). We have
iS(ω) = iS0(ω) + iS0(ω)(−i)Σ(ω)iS0(ω) + iS0(ω)(−i)Σ(ω)iS0(ω)(−i)Σ(ω)iS0(ω) + · · ·
(1.59)
where S0(ω) = 1/ω is the free propagator (1.22). This series implies S(ω) = S0(ω) +
S0(ω)Σ(ω)S(ω), or S
−1(ω) = S−10 (ω)− Σ(ω):
S(ω) =
1
ω − Σ(ω) . (1.60)
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At one loop (Fig. 4)
Σ(ω) = i
∫
ddk
(2π)d
ie0v
µ i
k0 + ω
ie0v
ν−i
k2
(
gµν − ξ kµkν
k2
)
, (1.61)
where ξ = 1−a0. In the numerator, we may replace (k · v)2 = (k0+ω−ω)2 → ω2, because
if we cancel k0 + ω in the denominator the integral vanishes. Using (1.50), we obtain
Σ(ω) =
e20(−2ω)1−2ε
(4π)d/2
[
2I(1, 1) +
ξ
2
I(1, 2)
]
=
e20(−2ω)1−2ε
(4π)d/2
Γ(1 + 2ε)Γ(1− ε)
d− 4
(
ξ +
2
d− 3
)
.
(1.62)
This correction vanishes in the d-dimensional Yennie [18] gauge
a0 =
2
d− 3 + 1 . (1.63)
k + p
k
p p
Figure 4: One-loop static-electron self-energy
Let us also re-derive this result in x space. Using the heavy-quark propagator (1.23)
and the gluon propagator
D0µν(x) =
iΓ(d/2− 1)
8πd/2
(1 + a0)x
2gµν + (d− 2)(1− a0)xµxν
(−x2 + i0)d/2 , (1.64)
we obtain
Σ(x) = −e20D0µν(vt)vµvνθ(t) = ie20
Γ(d/2− 1)
8πd/2
(d− 3)
(
ξ +
2
d− 3
)
(it)2−dθ(t) . (1.65)
Transforming this to p space (1.47), we recover (1.62).
The static quark propagator up to one loop is
S(ω) = S0(ω)
[
1− e
2
0(−2ω)−2ε
(4π)d/2
2Γ(1 + 2ε)Γ(1− ε)
d− 4
(
ξ +
2
d− 3
)
+O(e40)
]
. (1.66)
In x space (1.46)
S(t) = S0(t)
[
1− e
2
0
(4π)d/2
(
it
2
)2ε
Γ(−ε)
(
ξ +
2
d− 3
)
+O(e40)
]
, (1.67)
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where S0(t) = −iθ(t) (1.23). It is real in the Euclidean space t = −iτ . Re-expressing (1.66)
via renormalized quantities we obtain
S(ω) = S0(ω)
[
1 +
α
4πε
e−2Lε
(
3− a + 4ε+O(ε2))+O(α2)] ,
where
L = log
−2ω
µ
.
This should be equal to Zh(α(µ), a(µ))Sr(ω;µ) where the renormalization constant Zh has
the minimal form, and the renormalized propagator Sr(ω;µ) is finite at ε→ 0. We obtain
Zh(α, a) = 1− (a− 3) α
4πε
+O(α2) , (1.68)
and the anomalous dimension of the static electron field is
γh(α, a) = 2(a− 3) α
4π
+O(α2) . (1.69)
It vanishes in the Yennie gauge [18] a = 3. We can analyze (1.67) in a similar way.
Re-expressing it via renormalized quantities we obtain
S(t) = S0(t)
[
1 +
α
4πε
e2Ltε
(
3− a+ 4ε+O(ε2))+O(α2)] ,
where
Lt = log
iµt
2
+ γE
(γE is the Euler constant). This should be equal to Zh(α(µ), a(µ))Sr(t;µ), and we again
arrive at (1.68).
In fact, the static electron propagator can be calculated exactly [19]! Suppose we
calculate the one-loop correction to the static electron propagator in coordinate space.
Let us multiply this correction by itself. We obtain an integral in t1, t2, t
′
1, t
′
2 with
0 < t1 < t2 < t, 0 < t
′
1 < t
′
2 < t. The ordering of primed and non-primed integration times
can be arbitrary. The integration area is subdivided into six regions, corresponding to the
six diagrams:
0 tt1 t2
× 0 tt
′
1 t
′
2
= + +
+ + +
(1.70)
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This is twice the 2-loop correction to the propagator. Continuing this drawing exercise,
we see that the one-loop correction cubed is 3! times the 3-loop correction, and so on.
Therefore, the exact all-order propagator is the exponential of the one-loop correction:
S(t) = S0(t) exp
[
− e
2
0
(4π)d/2
(
it
2
)2ε
Γ(−ε)
(
ξ +
2
d− 3
)]
. (1.71)
In particular, in the d-dimensional Yennie gauge (1.63) the exact propagator (1.71) is free.
There are no corrections to the photon propagator in HEET (1.21) because static-
electron loops don’t exist1. Therefore, the photon field is not renormalized: ZA = 1 (this
also means that the gauge-fixing parameter is not renormalized, a = a0).
Now let’s discuss the operator J0 = ϕ
∗ϕ. The integral
Q0 =
∫
J0(x0, ~x)d
3~x (1.72)
is the operator of the full number of static electrons (we are considering the space of
eigenstates of this operator having the eigenvalue 1). If we write Q0 = ZJ(α(µ))Q(µ) then
ZJ = 1 because Q0 needs no renormalization. The same is true for the current: J0 = J(µ).
We can also prove this using the Ward identity. The Green function
<0|ϕ∗0(x)J0(0)ϕ(x′)|0> = δ(~x)δ(~x ′)G(x0, x′0) =
x0 x
′
0t t′
(1.73)
consists of the vertex function Γ(t, t′) = δ(t′−t)+Λ(t, t′) (the sum of one-particle-irreducible
diagrams not including the external line) and two full propagators. Starting from each
diagram for Σ, we can obtain a set of diagrams for Λ by inserting the J0 vertex into each
electron propagator. For example,
t t′t1 t2 ⇒
t t′t1 t20 +
t t′t1 t20 +
t t′t1 t2 0
= θ(−t)θ(t′)t t
′t1 t2
(1.74)
(the 3 vertex diagrams have the integration regions t ≤ 0 ≤ t1 ≤ t2 ≤ t′, t ≤ t1 ≤ 0 ≤ t2 ≤
t′, t ≤ t1 ≤ t2 ≤ 0 ≤ t′; their union the the integration region of the self-energy diagram
t ≤ t1 ≤ t2 ≤ t′). Therefore,
Λ(t, t′) = −iθ(−t)θ(t′)Σ(t′ − t) . (1.75)
1This argument works up to the order 1/M3. At 1/M4 a 4-photon interaction appears, see [1]. However,
the only correction to the photon propagator at this order vanishes (eq. (2.9) in [1]). The first non-vanishing
correction involves two 4-photon vertices, and appears at 1/M8.
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Alternatively, we can start from diagrams for S(t, t′) (including one-particle-reducible
ones), and obtain
G(t, t′) = iθ(−t)θ(t′)S(t′ − t) . (1.76)
Here the left-hand side should be equal to ZhZJGr and the right-hand side is ZhSr, where
the renormalized Green functions Gr, Sr are finite at ε → 0. Then ZJ is finite; but the
only minimal renormalization constant finite at ε→ 0 is ZJ = 1.
We can also consider this Green function in momentum space:
G(ω, ω′) =
ω ω′
q
= iS(ω) Γ(ω, ω′) iS(ω′) , (1.77)
where q is the momentum entering the J0 vertex (q0 = ω
′−ω) and Γ(ω, ω′) = 1+Λ(ω, ω′).
Starting from each diagram for Σ(ω), we can obtain a set of diagrams for Λ(ω, ω′) by
inserting the J0 vertex into each electron propagator. Due to the elementary identity
ω ω′
q
= − i
ω′ − ω
[
ω′
−
ω
]
, (1.78)
each diagram in this set becomes a difference. For example,
ω ω ⇒
ω ω′q
+
ω ω′q
+
ω ω′q
= − i
ω′ − ω
[
−
+ −
+ −
]
= − i
ω′ − ω
[
ω′ ω′ − ω ω
]
. (1.79)
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All terms cancel each other, except the extreme ones, and we obtain the Ward identity
Λ(ω, ω′) = −Σ(ω
′)− Σ(ω)
ω′ − ω or Γ(ω, ω
′) =
S−1(ω′)− S−1(ω)
ω′ − ω (1.80)
(this equality can also be derived by Fourier transforming (1.75)). Therefore, the Green
function (1.77) is
G(ω, ω′) =
S(ω′)− S(ω)
ω′ − ω (1.81)
(this equality can also be derived by considering all diagrams for G(ω, ω′), including one-
particle-reducible ones, and using the identity (1.78), or by Fourier transforming (1.76)).
The electron–photon vertex function in HEET is
ω ω′
q
= ie0v
µΓ(ω, ω′) (1.82)
(the external photon is always attached to the static electron line). The Ward iden-
tity (1.80) implies ZΓZh = 1 (see Sect. 3.6 in [1]). Therefore, the charge renormalization
constant Zα = (ZΓZh)
−2Z−1A = Z
−1
A = 1 — the electron charge is not renormalized in
HEET (see Sect. 2.3, 2.4 in [1]). Owing to the absence of charge and photon-field renor-
malization, we may replace e0 → e, a0 → a in the bare propagator (1.71). This propagator
is made finite by the minimal renormalization constant Zh, which is just the exponential
of the one-loop term
Zh = exp
[
−(a− 3) α
4πε
]
, (1.83)
and the anomalous dimension is exactly equal to the one-loop contribution
γh = 2(a− 3) α
4π
. (1.84)
Note that it vanishes in the Yennie gauge where divergences in the propagator are absent.
1.5 Electron field in QED and HEET
Operators of full QED can be written as series in 1/M via HEET operators:
O(µ) = C(µ)O˜(µ) +
1
2M
∑
i
Bi(µ)O˜i(µ) + · · · (1.85)
The coefficients C(µ), Bi(µ), . . . are obtained by matching on-shell matrix elements: the
effective theory must reproduce matrix elements calculated in the full theory and expanded
in 1/M up to some finite order.
In particular, the bare electron field in QED can be written as
ψ0(x) = e
−iMv·x
[
z
1/2
0 hv0(x) + · · ·
]
, (1.86)
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where the factor e−iMv·x reflects the difference in the momentum definitions (1.34) of the
fields in the two theories. The on-shell matrix elements of the QED and HEET fields are
<0|ψ0|e(P )> =
(
Zosψ (e0)
)1/2
u(P ) , <0|hv0|e(p)> = (Zosh (e′0))1/2 uv(p) , (1.87)
where the Dirac spinor u(P ) (P = Mv + p) can be expressed via the HEET spinor uv(p)
(satisfying /vuv(p) = uv(p)) by the Foldy–Wouthuysen transformation (see Sect. 1.9); e0 is
the bare charge in QED and e′0 in HEET (it is the same as in QPD [1]). At the moment
we don’t consider 1/M corrections; the leading bare matching coefficient is
z0 =
Zosψ (e0)
Zosh (e
′
0)
. (1.88)
The on-shell wave function renormalization constant in the effective theory is Zosh = 1 (all
loop corrections contain no scale); in QED it is gauge invariant to all orders [20, 21]. The
renormalized fields ψ(µ) and hv(µ) are related by the formula similar to (1.86) but with
the renormalized matching coefficient
z(µ) =
Zh(α
′(µ), a′(µ))
Zψ(α(µ), a(µ))
z0 , (1.89)
where α(µ), a(µ) are the MS renormalized QED quantities, and α(µ), a′(µ) are those in
HEET (in fact they don’t depend on µ and are equal to the bare ones, see [1]); Zh(α
′, a′)
is given by (1.83).
Now we shall prove that z(µ) is gauge invariant [22]. The bare matching coefficient
z0 = Z
os
ψ is gauge invariant; logZh = (3−a′)α′/(4πε) (1.83), where α′ = αos; in Appendix B
we demonstrate that logZψ = −a(µ)α(µ)/(4πε) + (gauge invariant); finally, decoupling
relations [1] state that a(µ)α(µ) = a′α′, and the gauge dependence cancels in log(Zh/Zψ).
Collecting together 2-loop results for Zosψ (see [16]), Zψ (Appendix B), and Zh (1.83),
we obtain
z(M) = 1− α
π
+
(
π2 log 2− 3
2
ζ3 − 55
48
π2 +
5957
1152
)(α
π
)2
+ · · · (1.90)
The 3-loop correction has been obtained in [22].
We can look at the relation between the electron fields in the two theories from a slightly
different point of view. Let’s consider the QED electron propagator near the mass shell,
P = (M + ω)v where the on-shell mass is M = M0 + δM and ω ≪ M . The electron
self-energy has 2 Dirac structures
Σ(P ) = Σ0(ω) + Σ1(ω)(/v − 1) . (1.91)
The propagator is
S(P ) =
1
/P −M0 − Σ(P ) =
1
[M + ω − Σ1(ω)] /v −M + δM − Σ0(ω) + Σ1(ω) .
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Its denominator
[M + ω − Σ1(ω)]2 − [M − δM + Σ0(ω)− Σ1(ω)]2
should vanish at ω = 0, therefore the mass counterterm is given by
δM = Σ0(0) . (1.92)
The propagator is
S(P ) =
1
[M + ω − Σ1(ω)] /v −M − Σ0(ω) + Σ0(0) + Σ1(ω)
=
[M + ω − Σ1(ω)] /v +M + Σ0(ω)− Σ0(0)− Σ1(ω)
[M + ω − Σ1(ω)]2 − [M + Σ0(ω)− Σ0(0)− Σ1(ω)]2
;
its denominator at ω → 0 is
[M − Σ1(0) + ω − Σ1(ω) + Σ1(0)]2 − [M − Σ1(0) + Σ0(ω)− Σ0(0)− Σ1(ω) + Σ1(0)]2
≈ 2 (M − Σ1(0)) [ω − Σ0(ω) + Σ0(0)] ,
and its numerator at ω → 0 is (M − Σ1(0)) (1 + /v). Finally, the electron propagator at
ω → 0 can be written as
S(P ) ≈ 1 + /v
2
1
ω − Σ0(ω) + Σ0(0) . (1.93)
At one loop (Fig. 5)
Σ0(ω) =
1
4
Tr(1 + /v)Σ(P ) = −ie20
∫
ddk
(2π)d
1
2D1D2[
(d+ 2)M − (d− 2)ω − (d− 2)D2 +M
2
M + ω
+
ξω2
D2
D2 + 4Mω + ω
2
M + ω
]
,
where P = (M + ω)v,
D1 =M
2 − (k + P )2 , D2 = −k2 .
k + P
k
P P
Figure 5: One-loop electron self-energy
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According to the method of regions [23, 24], it is the sum of two contributions, hard and
soft.
In the hard region k ∼M ,
D1 = Dh − (D2 −Dh + 2M2) ω
M
− ω2 ,
where Dh = M
2 − (k +Mv)2; Dh ∼ M2, D2 ∼ M2, and we can expand the integrand in
Taylor series in ω. Each term is a loop integral with a single scale M :
Σh(ω) =
e20M
1−2ε
(4π)d/2
Γ(ε)
d− 1
d− 3
(
1− ω
M
+ · · ·
)
. (1.94)
Thus we obtain the on-shell mass renormalization
δM =M
[
e20M
−2ε
(4π)d/2
Γ(ε)
d− 1
d− 3 + · · ·
]
(1.95)
(it is gauge invariant to all orders) and the on-shell wave-function renormalization
Zosψ =
1
1− Σ′0(0)
= 1− e
2
0M
−2ε
(4π)d/2
Γ(ε)
d− 1
d− 3 + · · · (1.96)
(in QED it is also gauge invariant to all orders).
In the soft region k ∼ ω,
D1 = MDs − (k + ωv)2 ,
where Ds = −2(k · v + ω); Ds ∼ ω, D2 ∼ ω2, and we can expand the integrand in Taylor
series in 1/M . Each term is a loop integral with a single scale ω:
Σs(ω) = Σ(ω)
[
1 +O
( ω
M
)]
, (1.97)
where Σ(ω) is the HEET self-energy (1.62).
We arrive at the following conclusion. The full QED propagator near the mass shell
S(p) =
1 + /v
2
1
ω − Σ′h(0)ω − Σs(ω)
= z0S(ω) , (1.98)
where
S(ω) =
1 + /v
2
1
ω − Σ(ω) (1.99)
is the HEET propagator, and
z0 = Z
os
ψ =
1
1− Σ′h(0)
. (1.100)
Higher terms in Σh lead to 1/M
n corrections to the expression for ψ0 via hv0; higher terms
in Σs lead to corrections to S(ω) due to 1/M
n terms in the HEET Lagrangian.
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Now we shall discuss power counting. We are considering QED processes with small
characteristic residual momenta p, and the small parameter is λ ∼ p/M . When acting
on soft fields (h, A), ∂µ ∼ λ; also A ∼ λ (see [1]), so that the covariant derivative is
homogeneous: D ∼ λ. The static electron propagator is
<T{h(x)h+(0)}> ∼
∫
d4p
(2π)4
e−ip·x
1
p · v + i0 ,
and from p ∼ λ we obtain h ∼ λ3/2. The leading-order Lagrangian scales as h+iD0h ∼ λ4,
this means that the characteristic action is of order 1. The first power corrections to the
Lagrangian h+ ~D 2h ∼ λ5, h+ ~B · ~σh ∼ λ5, and their contributions to the action are ∼ λ.
1.6 Heavy–heavy current
Suppose the electron substantially changes its 4-velocity (due to some hard-photon inter-
action). In the HEET framework this can be described by the current (Fig. 6)
J0 = ϕ
∗
v′0ϕv0 = ZJ(ϑ)J(µ) , (1.101)
where coshϑ = v · v′. If v′ = v then ZJ(0) = 1 (Sect. 1.4); but for ϑ 6= 0 non-trivial
renormalization appears. This anomalous dimension of an angle (cusp) on a Wilson line
has been studied in a number of papers; we shall see that in QED it is very simple.
v v′
Figure 6: Heavy–heavy current
We shall calculate the one-loop anomalous dimension of the current (1.101) by several
methods. The first one is based on considering real photon radiation (Fig. 7). Its matrix
element is
Mµ = e
(
vµ
k · v −
v′µ
k · v′
)
. (1.102)
kk
k −k
Figure 7: Real photon radiation
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The probability to emit a photon with energy ω (in the v rest frame) integrated over
directions is
F (ω) = − e2
∫
ddk
(2π)d
2πδ(k2) δ(k · v − ω)
(
v
k · v −
v′
k · v′
)2
= − 2
Γ(1− ε)
e2
(4π)d/2
1
ω1+2ε
+1∫
−1
dc
[
1 +
2 cothϑ
c− cothϑ +
1
sinh2 ϑ
1
(c− cothϑ)2
]
=
8
Γ(1− ε)
e2
(4π)d/2
ϑ cothϑ− 1
ω1+2ε
. (1.103)
This is the soft radiation function in classical electrodynamics [25].
Now we shall use Bjorken sum rule [26]. Let ξ be the amplitude not to emit a photon.
The full probability is
ξ2 +
∞∫
0
F (ω) dω = 1 .
Therefore,
ξ = 1− 1
2
∞∫
λ
F (ω) dω = 1− 2 α
4πε
(ϑ cothϑ− 1) ,
where λ is an IR regulator, and only the UV 1/ε pole is retained in the result. Hence the
renormalization constant is
ZJ = 1− 2 α
4πε
(ϑ cothϑ− 1) , (1.104)
and the one-loop anomalous dimension
Γ(ϑ) = (ϑ cothϑ− 1)α
π
(1.105)
is given by the classical soft radiation function. It should be included in The Guinness
Book of Records as the anomalous dimension being known for a longest time (probably,
> 100 years).
Next we shall calculate it again in coordinate space [10]. The one-loop contribution to
the vertex function is (Fig. 8a; see (1.64))
Λ(t, t′;ϑ) = ie2D0µν(x)v
µv′νθ(t)θ(t′) (1.106)
= − e
2
8πd/2
Γ(1− ε)θ(t)θ(t′)(1 + a)x
2 cosh ϑ+ (d− 2)(1− a)(t+ t′ coshϑ)(t′ + t coshϑ)
(−x2 + i0)d/2 ,
where x = vt + v′t′. In momentum space it is
Λ(ω, ω′;ϑ) =
∫
dt dt′ eiωt+iω
′t′Λ(t, t′;ϑ) .
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0−vt v′t′
a
k
k + p k + p′
b
Figure 8: One-loop vertex of the heavy–heavy current in coordinate and momentum space
Substituting t = τ(1 + ξ)/2, t′ = τ(1− ξ)/2, we get
Λ(0, 0;ϑ) = − e
2
16πd/2
Γ(1− ε)
T∫
0
dτ
τ 1−2ε
+1∫
−1
dξ
× (1 + a) coshϑ(c
2 − s2ξ2) + (d− 2)(1− a)(c4 − s4ξ2)
(−c2 + s2ξ2)d/2 ,
where T is an IR regulator, and c = cosh(ϑ/2), s = sinh(ϑ/2). Retaining only the UV 1/ε
pole, we have
ZΓ(ϑ) = 1− α
4πε
+1∫
−1
dξ
[
(1+a)
coshϑ
2 cosh2(ϑ/2)
1
1− ξ2 tanh2(ϑ/2)+(1−a)
1− ξ2 tanh4(ϑ/2)
[1− ξ2 tanh2(ϑ/2)]2
]
.
Substituting ξ = tanhψ/ tanh(ϑ/2) we obtain
ZΓ(ϑ) = 1− α
4πε
+ϑ/2∫
−ϑ/2
dψ
[
2 cothϑ+
1− a
sinh ϑ
cosh 2ψ
]
= 1− α
4πε
(2ϑ cothϑ+ 1− a) .
We see that ZJ(ϑ) = ZΓ(ϑ)Zh is gauge invariant and coincides with (1.104).
Finally, we shall do the calculation in momentum space. The vertex function Λ(ω, ω′;ϑ)
(Fig. 8b) depends on ω = p · v and ω′ = p′ · v′. We only need the UV divergence; it is
sufficient to consider the case ω′ = ω. In the Feynman gauge
Λ(ω, ω;ϑ) = −ie20v · v′
∫
ddk
(2π)d
1
(k · v + ω)(k · v′ + ω)k2 = 4I(1, 1, 1) coshϑ
e20(−2ω)−2ε
(4π)d/2
,
where
1
iπd/2
∫
ddk
Dn11 D
n2
2 D
n3
3
= (−2ω)d−n1−n2−2n3I(n1, n2, n3) ,
D1 = −2(k · v + ω) , D2 = −2(k · v′ + ω) , D3 = −k2 .
(1.107)
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This integral is considered in [27] in detail. Using HQET Feynman parametrization (1.54)
we have
(−2ω)−2εI(1, 1, 1) = 2
∫
ddk
iπd/2
dy dy′
[−k2 − 2y(k · v + ω)− 2(k · v′ + ω)]3
= Γ(1 + ε)
∫
dy dy′
[(yv + y′v′)2 − 2ω(y + y′)]1+ε .
Substituting y = zx, y′ = z(1− x) and integrating in z, we get
I(1, 1, 1) = Γ(2ε)Γ(1− ε)
1∫
0
dx
A1−ε
,
A = x2 + (1− x)2 + 2x(1− x) coshϑ = [1− (1− eϑ)x] [1− (1− e−ϑ)x] .
The result for this integral is [27]
I(1, 1, 1)
Γ(2ε)Γ(1− ε) = 2F1
(
1, 1− ε
3/2
∣∣∣∣ 1− coshϑ2
)
=
ϑ
sinh ϑ
+O(ε)
(it is easy to calculate the integral in x at ε = 0). Finally,
Λ(ω, ω;ϑ) = 2
α
4πε
ϑ cothϑ+O(1) ,
and we arrive at the same result.
Now we shall prove that the exact anomalous dimension of the heavy–heavy current
in HEET is given by the one-loop term (1.105), just like the anomalous dimension of the
static electron field (1.84). To this end, let’s consider the full Green function of ϕ∗v0, ϕv′0,
and J0 (1.101). After singling out the obvious δ-functions, it can be written as G(t, t
′;ϑ)
(Fig. 9). The exponentiation argument (see (1.70)) holds for this heavy-quark world line
with an angle, too. Therefore,
G(t, t′;ϑ) = θ(t)θ(t′) exp
[
e2
(4π)d/2
F (t, t′;ϑ)
]
,
0
v′t′−vt
Figure 9: Green function with the insertion of the heavy–heavy current
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where F (t, t′;ϑ) is just the one-loop correction. Let us divide this by G(t, t′; 0) = iS(t+ t′)
θ(t)θ(t′) at t > 0, t′ > 0:
G(t, t′;ϑ) = G(t, t
′;ϑ)
iS(t + t′)
= exp
[
e20
(4π)d/2
(F(t, t′;ϑ)− F(t, t′; 0))
]
, (1.108)
where F(t, t′;ϑ) is the one-loop correction which has the J0 vertex inside (shown in Fig. 8);
corrections to the external legs cancel here. If this ratio is re-expressed via the renormalized
quantities (this is trivial, because in this theory e = e0 and a = a0), it should be equal to
ZJ(ϑ)Gr(t, t′;ϑ), where Gr(t, t′;ϑ) is finite at ε→ 0. Therefore,
ZJ(ϑ) = exp
[ α
4πε
(f(ϑ)− f(0))
]
,
where
εeγεF(t, t′;ϑ) = f(ϑ) +O(ε) .
The anomalous dimension is exactly equal to the one-loop contribution:
Γ(ϑ) = (ϑ cothϑ− 1)α
π
. (1.109)
The anomalous dimension is obviously even: Γ(−ϑ) = Γ(ϑ); therefore, at ϑ→ 0
Γ(ϑ) = Γ0(α)ϑ
2 +O(ϑ4) , (1.110)
Γ0(α) =
α
3π
. (1.111)
At ϑ→∞
Γ(ϑ) = Γ∞(α)ϑ+O(ϑ0) , (1.112)
Γ∞(α) =
α
π
. (1.113)
We could start from calculating the anomalous dimension of an angle ϑE on a Wilson
line in Euclidean space. The result is
ΓE(ϑE) = (ϑE cotϑE − 1)α
π
. (1.114)
Here cosϑE ∈ [−1, 1]; Γ(ϑE) can be analytically continued to the whole complex plane with
a cut from −1 to −∞ (Fig. 10). The region ϑE = iϑ, cosϑE = cosh ϑ ≥ 1 corresponds to
the Minkowski result (1.109). The branch point cosϑE = −1 corresponds to a degenerate
Wilson line: it goes straight from infinity to some point, then returns to infinity along the
same ray. When ϑE = π − δ, δ ≪ 1 (Fig. 11), the anomalous dimension behaves as
ΓE(π − δ) = −α
δ
+O(δ0) . (1.115)
We’ll see in a moment that this behaviour is determined by the Coulomb potential.
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Figure 10: Complex plane of cos ϑE
The cut cosϑE ≤ −1 corresponds to production (or annihilation) of a heavy particle–
antiparticle pair; v points to the future and v′ to the past (or vice versa), and v · v′ ≤ −1.
The physical side of the cut is the lower one v ·v′−i0 (Fig. 10), because this prescription [28]
reproduces the correct sign of i0 in (1.106). This means ϑ = ϑ0 − iπ (or ϑE = π + iϑ0)
where ϑ0 is the angle between the particle velocity v and the antiparticle one −v′. The
anomalous dimension
Γ(ϑ0 − iπ) = [(ϑ0 − iπ) cothϑ0 − 1] α
π
(1.116)
gets an imaginary part [28]
ImΓ(ϑ0 − iπ) = −α cothϑ0 .
Matrix elements of processes where a heavy particle–antiparticle pair is produced (or anni-
hilates) satisfy renormalization group equations with this anomalous dimension; its imag-
inary part produces Coulomb phase factors in such matrix elements [29].
When ϑ0 = u ≪ 1, the heavy particle–antiparticle pair is nonrelativistic, and u is the
relative velocity:
ImΓ(u− iπ) = −α
u
+O(u0) .
This result can be easily checked in the Coulomb gauge. The heavy particle and the
antiparticle interact via the instantaneous Coulomb potential
V (r) = − e
2
4πr1−2ε
(the power of r is obvious from dimension counting; there are no corrections to this formula,
because no loop can be inserted into the Coulomb photon propagator). The Wilson line
(Fig. 11) is
W = exp
[
−i
∫ T
0
V (ut) dt
]
,
where T is an IR regulator. Keeping only 1/ε divergences, we find the renormalization
constant
Z = exp
[
i
α
2uε
]
.
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Figure 11: Wilson line for heavy particle–antiparticle production
There are no self-energy corrections (because the interaction is instantaneous). The anoma-
lous dimension is
Γ =
d logZ
d logµ
= −iα
u
. (1.117)
So, the 1/u term in ImΓ(u− iπ) is determined by the particle–antiparticle potential [29].
Substituting u = iδ we reproduce the Euclidean result (1.115).
1.7 Kinetic energy
Now we shall discuss 1/M corrections to the HEET Lagrangian. Unlike the leading term,
these corrections depend on the electron spin. In this Section, we’ll discuss spin-0 electron
case, because it is simpler. Then there is only one dimension-5 operator which can be
incorporated into the Lagrangian:
L = L0 +
1
2M
C0kO
0
k = L0 +
1
2M
Ck(µ)Ok(µ) , (1.118)
namely, the kinetic energy of the heavy electron
O0k = ϕ
∗
0
~D 2ϕ0 = Z(µ)Ok(µ) . (1.119)
There is no need to include the operator ϕ∗0D
2
0ϕ0: it can be eliminated by a field redefinition
ϕ0 → ϕ0 + c
2M
D0ϕ0 .
Generally speaking, any effective Lagrangian of a nonrelativistic field can be written in a
canonical form where the time derivative appears only in the leading term: L = ϕ∗0D0ϕ0−
V (ϕ0); the field energy
∫
V (ϕ0)d
3~x depends only on the field configuration at a given
moment, and hence V (ϕ0) contains only space derivatives. All higher-dimensional terms
containing D0 can be eliminated by suitable field redefinitions. The kinetic energy operator
can be written in relativistic form:
O0k = −ϕ∗0D2⊥ϕ0 , (1.120)
where Dµ
⊥
= gµν
⊥
Dν , g
µν
⊥
= gµν − vµvν . Here Zk(µ) is a minimal renormalization constant,
and Ck(µ) = Z(µ)C
0
k is finite at ε→ 0; M is the on-shell electron mass. This Lagrangian
gives the mass shell of the free electron ε = C0k~p
2/(2M), and hence C0k = 1 at the tree
level.
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The kinetic-energy term gives the new vertices
p p
= i
C0k
2M
p2
⊥
,
p p′
µ
= i
C0k
2M
e′0(p+ p
′)µ
⊥
,
µ ν
= i
C0k
2M
e′20 g
µν
⊥
.
(1.121)
Let’s denote by −i(C0k/(2M))Σk(ω, p2⊥) the sum of all bare one-particle-irreducible self-
energy diagrams at the order 1/M . Each of these diagrams contains a single kinetic-energy
vertex (1.121). The momentum p⊥ flows through the static electron line. No-photon
kinetic vertices are quadratic in it; one-photon vertices are linear; 2-photon vertices are
independent of p⊥. The p
2
⊥
term comes from diagrams with a no-photon kinetic vertex.
Terms linear in p⊥ vanish due to the rotational symmetry. The coefficient of p
2
⊥
in a
no-photon kinetic vertex is iC0k/(2M). Therefore, the coefficient of p
2
⊥
in the sum of all
diagrams is the sum of the leading-order HEET diagrams with a unit operator insertion
into each static electron propagator in turn. This sum is just −idΣ/dω, and hence
Σk(ω, p
2
⊥
) =
dΣ(ω)
dω
p2
⊥
+ Σk0(ω) . (1.122)
This result can also be derived in another way. Let’s consider the variation of Σ for
v → v + δv with an infinitesimal δv (v · δv = 0). There are two sources of this variation.
The expansion of the heavy-quark propagators 1/(p · v + i0) produces insertions ipi · δv
into each propagator in turn. Variations of the electron–photon vertices produce ie′0δv
µ
for each vertex in turn. Now let’s consider the variation of Σk for p⊥ → p⊥ + δp⊥ with
an infinitesimal δp⊥. No-photon kinetic vertices produce i(C
0
k/M)pi · δp⊥; single-photon
kinetic vertices produce i(C0k/M)e
′
0δp
µ
⊥
; 2-photon kinetic vertices do not change. Therefore,
∂Σk
∂pµ
⊥
= 2
∂Σ
∂vµ
. (1.123)
This is the Ward identity of reparametrization invariance. Taking into account ∂Σk/∂p
µ
⊥
=
2(∂Σk/∂p
2
⊥
)pµ
⊥
and ∂Σ/∂vµ = (dΣ/dω)pµ
⊥
, we obtain
∂Σk
∂p2
⊥
=
dΣ
dω
. (1.124)
The right-hand side does not depend on p2
⊥
, and hence we arrive at (1.122).
The coefficients in the effective Lagrangian are obtained by equating on-shell scattering
amplitudes in full QED and in HEET with the required accuracy in 1/M . A prerequisite
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for this matching is the requirement that the mass shell itself is the same in both theories,
to the accuracy considered. The mass shell is defined as the position of the pole of the full
electron propagator. In QED it is p0 =
√
M2 + ~p 2, where M is the on-shell mass. To the
first order in 1/M , this means ω = ~p 2/(2M). In HEET, the mass shell is the zero of the
denominator of the bare heavy-electron propagator:
ω − Σ(ω)− C
0
k
2M
[
~p 2 − dΣ(ω)
dω
~p 2 + Σk0(ω)
]
= 0 . (1.125)
We can expand this equation in ω up to linear terms; Σ(0) = 0, (dΣ(ω)/dω)ω=0 = 0,
Σk0(0) = 0, because these loop corrections are scale-free, and the mass shell is
ω =
C0k
2M
~p 2 . (1.126)
This is correct if C0k = Z
−1
k (µ)Ck(µ) = 1. The minimal renormalization constant Zk has
to make Ck(µ) finite; here this means
Zk(µ) = 1 . (1.127)
The kinetic-energy operator is not renormalized; its anomalous dimension is zero to all
orders. The coefficient of the kinetic-energy operator in the HEET Lagrangian is exactly
unity,
Ck(µ) = C
0
k = 1 , (1.128)
to all orders in perturbation theory, due to the reparametrization invariance!
On-shell scattering amplitudes in full QED expanded in 1/M to the first order should be
reproduced by the HEET Lagrangian. Let’s consider the simplest process — electron scat-
tering in an external electromagnetic field. In full QED the on-shell scattering amplitude
of spin-0 electron is determined by one form factor:
eos ϕ
∗(P ′)F (q2)(P + P ′)µϕ(P ) , (1.129)
where P is the initial electron momentum, P ′ is the final one, q = P ′−P , and eos = e′os = e′0
is the on-shell charge. The current of a free spin-0 particle is Jµ = 2P µ|ϕ(P )|2; in the non-
relativistic normalization J0 = 1 this means ϕ(P ) = 1/
√
2E, and this can be replaced by
1/
√
2M with the needed accuracy. The form factor can be expanded as
F (q2) = 1 + F ′(0)
q2
M2
+ · · · (1.130)
where F (0) = 1 due to the Ward identity, and prime means the derivative in q2/M2
(<r2> = 6F ′(0)/M2 is the charge radius squared). Taking into account P (′) = Mv + p(′)
(to the first approximation p · v = p′ · v = 0), we obtain the scattering amplitude up to
1/M :
eos
[
vµ +
(p+ p′)µ
⊥
2M
]
. (1.131)
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In HEET all loop corrections to the scattering amplitude vanish (no scale). At the tree
level there is the leading vertex (1.25) and the one-photon kinetic-energy one (1.121):
e′0
[
vµ +
C0k
2M
(p+ p′)µ
⊥
]
. (1.132)
We have again obtained (1.128).
We can also explicitly see reparametrization invariance of the Lagrangian. Let
Lv′ = ϕ
∗
v′iv
′ ·Dϕv′ − Ck
2M
ϕ∗v′D
′2
⊥
ϕv′ (1.133)
be the HEET Lagrangian for v′ = v + δv. The field ϕv′ is related to ϕv as
ϕv′ = e
iM δv·x
(
1 +
i δv ·D
2M
)
ϕv . (1.134)
Up to terms linear in 1/M and δv we have
Lv′ = Lv − (Ck − 1)ϕ∗vi δv ·Dϕv ;
so, the Lagrangian is invariant if Ck = 1.
1.8 Magnetic moment
Now we return to the realistic case of spin-1
2
electron. There are 2 dimension-5 operators
which can appear in the Lagrangian at the 1/M level, the kinetic energy and the magnetic
moment interaction:
L = L0 +
1
2M
C0kO
0
k +
1
2M
C0mO
0
m = L0 +
1
2M
Ck(µ)Ok(µ) +
1
2M
Cm(µ)Om(µ) ,
O0k = h
+
0
~D 2h0 = −h¯v0D2⊥hv0 = Zk(µ)Ok(µ) ,
O0m = −e0h+0 ~B0 · ~σh0 =
1
2
e0h¯v0F
0
µνσ
µνhv0 = Zm(µ)Om(µ) ,
(1.135)
where σµν = i
2
[γµ, γν ] (in the v rest frame, only spatial µ, ν contribute). As in the spin-0
case (Sect. 1.7), Zk(µ) = 1, Ck(µ) = C
0
k = 1.
The magnetic interaction term breaks the spin symmetry (Sect. 1.1). It produces the
vertex
µ
q
=
ie′0C
0
m
2M
[/q, γµ] . (1.136)
The magnetic interaction coefficient Cm is determined by matching the scattering am-
plitude of an on-shell electron (with a physical polarization) in external magnetic field
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in full QED (expanded up to the first order in 1/M) and in HEET. In full QED it is
determined by 2 form factors:
eos u¯
′(P ′)
[
F1(q
2)γµ + F2(q
2)
[/q, γµ]
4M
]
u(P )
= eos u¯
′(P ′)
[(
F1(q
2) + F2(q
2)
)
γµ − F2(q2)(P + P
′)µ
2M
]
u(P )
= eos u¯
′(P ′)
[
F1(q
2)
(P + P ′)µ
2M
+
(
F1(q
2) + F2(q
2)
) [/q, γµ]
4M
]
u(P ) ,
(1.137)
where
F1(q
2) = 1 + F ′1(0)
q2
M2
+ · · · , F2(q2) = F2(0) + · · · (1.138)
(F1(0) = 1 due to the Ward identity). In QED the anomalous magnetic moment F2(0) is
finite: it contains no IR divergences at all orders in α. This is proved in Appendix C.
The QED scattering amplitude (1.137) expressed via the HEET spinors and expanded
up to 1/M is
eos u¯
′
v(p
′)
[
vµ +
(p+ p′)µ
⊥
2M
+ (1 + F2(0))
iσµνqν
2M
]
uv(p) .
In HEET there are no loop corrections (no scale). At the tree level there is the lead-
ing vertex (1.25), the one-photon kinetic-energy one (1.121), and the magnetic-moment
one (1.136):
e′0 u¯
′
v(p
′)
[
vµ +
C0k
2M
(p+ p′)µ
⊥
+
C0m
2M
iσµνqν
]
uv(p) .
Therefore
C0k = 1 , C
0
m = 1 + F2(0) . (1.139)
What’s important here is the fact that C0m is finite at ε→ 0; it needs no renormalization:
Zm(µ) = 1. Therefore the magnetic interaction operator (1.135) does not renormalize; its
anomalous dimension is 0. The magnetic interaction coefficient Cm(µ) = C
0
m = 1 + F2(0)
is the full electron magnetic moment (in Bohr magnetons). It is non-trivial: it contains all
orders in α. It is not fixed by reparametrization invariance.
We can also explicitly see reparametrization invariance of the Lagrangian. The field hv′
is related to hv as
hv′ = e
iM δv·x
(
1− δ/v
2
+
i δv ·D
2M
)
hv .
Up to terms linear in 1/M and δv we have
Lv′ = Lv − (Ck − 1)h¯vi δv ·Dhv .
The Lagrangian is invariant if Ck = 1; Cm is not constrained.
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1.9 1/M2 corrections to the Lagrangian
Two dimension-6 operators appear in the HEET Lagrangian at the 1/M2 level, the spin–
orbit interaction Os and the Darwin interaction Od:
L = L0 +
1
2M
C0kO
0
k +
1
2M
C0mO
0
m +
1
4M2
C0sO
0
s +
1
4M2
C0dO
0
d ,
O0s = −
i
2
e′0h
+
0
(
~D × ~E0 − ~E0 × ~D
)
· ~σh0 = − i
2
e′0h¯v0
[
Dµ
⊥
, F λν0
]
+
vλσµνhv0 ,
O0d =
1
2
e′0h
+
0
(
~D · ~E0 − ~E0 · ~D
)
h0 =
1
2
e′0h¯v0v
µ [Dν
⊥
, F0µν ]hv0 .
(1.140)
The scattering amplitude of an on-shell electron in an external electromagnetic field in
HEET at the tree level is
e′0 u¯
′
v(p
′)
[
vµ + C0k
(p+ p′)µ
⊥
2M
+ C0m
[/q, γµ]
4M
+ C0d
q2
8M2
vµ + C0s
[/p, /p′]
8M2
vµ
]
uv(p) . (1.141)
All loop corrections vanish because are scale-free; these corrections contain both UV and
IR divergences, but they cancel each other.
In full QED the scattering amplitude is given by 2 form factors (1.137). A QED
Dirac spinor u(P ) (P = Mv + p is on shell, and hence p · v = −p2/(2M)) is related to
the corresponding HEET spinor uv(p) (which has only the upper 2 components in the v
rest frame, /vuv = uv) by the Foldy–Wouthuysen transformation [30]. The 2-component
spinor uv(p) is just the Dirac spinor in the P rest frame, and hence the Foldy–Wouthuysen
transformation is simply the boost to the v rest frame:
u(P ) = c
(
1 +
/p
2M
)
uv(p) . (1.142)
The normalization factor c is determined by the requirement that the particle density in
the v rest frame u¯/vu is given just by u¯vuv:
c =
[(
1− p
2
2M2
)(
1− p
2
4M2
)]−1/2
= 1 +
3
8
p2
M2
+ · · · (1.143)
Then the amplitude (1.137) can be rewritten with the 1/M2 accuracy as
eos u¯
′
v(p
′)
{
F1(q
2)
[
vµ +
(p+ p′)µ
⊥
2M
− q
2 + [/p, /p′]
8M2
]
+
(
F1(q
2) + F2(q
2)
) [ [/q, γµ]
4M
+
q2 + [/p, /p′]
4M2
]}
uv(p) .
(1.144)
Comparing it with the HEET amplitude (1.141), we obtain
C0k = 1 , C
0
m = 1+F2(0) , C
0
s = 1+2F2(0) , C
0
d = 1+2F2(0)+8F
′
1(0) . (1.145)
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As discussed, in QED the anomalous magnetic moment F2(0) is IR finite to all orders.
Hence the spin–orbit interaction coefficient C0s is finite at ε → 0 and needs no renormal-
ization, just like C0m. They are related by reparametrization invariance:
Cs = 2Cm − 1 . (1.146)
The electron magnetic moment Cm = 1+F2(0) interacts with the magnetic field in the elec-
tron rest frame; this contribution to the spin–orbit interaction (the second line in (1.144))
is proportional to Cm. But there is another contribution due to the non-commutativity of
the boosts to the P and P ′ rest frames (the first line in (1.144)). This is a purely kine-
matic relativistic effect (Thomas precession); it produces −1 in (1.146), and, naturally,
there are no radiative corrections to it. If we neglect radiative corrections (F2(0)), Thomas
precession cancels 1
2
of the magnetic-moment contribution.
The Darwin term is non-zero only inside the sources of the external electromagnetic
field (where Jν = ∂µF
µν 6= 0). Its coefficient is not fixed by reparametrization invariance:
it contains a new quantity F ′1(0). Unlike F2(0), F
′
1(0) is IR divergent starting from one
loop. Indeed, the full electron scattering cross section, including both virtual corrections
and real photon emission, must be IR finite:
1 + 2F ′1(0)
q2
M2
+
∼M∫
0
F (ω) dω = finite ,
where the soft photon emission probability F (ω) is given by (1.103) with ϑ2 = −q2/M2,
and hence
F ′1(0) = −
2
3
α
4πε
+ finite . (1.147)
This divergence is IR; as discussed above, loop corrections to the HEET scattering ampli-
tude vanish due to cancellation of UV and IR divergences. IR behaviour of the full QED
and HEET is the same; therefore, C0d contains the UV divergence, which has to be removed
by the UV renormalization constant Zd(α(µ)). This means that the Darwin interaction
operator Od(µ) and its coefficient Cd(µ) depend on µ.
Let’s briefly discuss an alternative method to derive the effective Lagrangian which can
be easily extended to higher orders in 1/M but only at the tree level (see [4]). We start
from the QED Lagrangian
L = ψ¯(i /D −M)ψ .
The electron field can be written as
ψ = e−iMv·x(hv +Hv) ,
where /vhv = hv, /vHv = −Hv. Then
L = h¯viv ·Dhv + H¯vi /D⊥hv + h¯vi /D⊥Hv − H¯v (2M + iv · /D)Hv .
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The equations of motion are
iv ·Dhv = −i /D⊥Hv ,
(2M + iv ·D)Hv = i /D⊥hv .
We can express the small field Hv from the second equation [31]:
Hv =
i /D⊥
2M + iv ·Dhv =
i /D⊥
2M
hv +O
(
1
M2
)
(this is equivalent to integrating Hv out in the functional integral [32]). Then
L = h¯viv ·Dhv − 1
2M
h¯v /D
2
⊥
hv = h¯viv ·Dhv − 1
2M
h¯vD
2
⊥
hv +
e
4M
h¯vFµνσ
µνhv .
At higher orders in 1/M , terms containing v · D appear; they should be eliminated by
appropriate field redefinitions. One can also obtain the canonical Lagrangian containing
v · D only in the leading term by Foldy–Wouthuysen transformation of the field [33].
However, these algebraic methods cannot help us to derive loop corrections in interaction
coefficients in the Lagrangian.
2 Muon magnetic moment
Now we shall consider QED with muons having a large mass M and electrons having a
small mass m. Namely, we’ll discuss some contributions to the muon anomalous magnetic
moment. The leading one-loop term (Fig. 12a) is given by the formula (3.93) in [1]. We
shall concentrate on the electron-loop contribution (Fig. 12b). The exact expression for
it is (3.94) in [1], where we should substitute m → M , and Π(k2) is the electron-loop
contribution to the photon self-energy. According to the method of regions [23, 24], it is
the sum of two contributions, hard and soft.
a b
Figure 12: Muon anomalous magnetic moment: (a) the leading diagram, (b) the electron
loop contribution
In the hard contribution k ∼ M , D1 ∼ D2 ∼ M2. We can expand Π(k2) in Taylor
series in m2, each term is a loop integral with a single scale k2 ∼M2:
Π(k2) = −2d− 2
d− 1
e20(−k2)−ε
(4π)d/2
G1
[
1 +O
(
m2
k2
)]
, (2.1)
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where
G1 =
Γ
(
2− d
2
)
Γ2
(
d
2
− 1)
Γ(d− 2) = −
2
(d− 3)(d− 4)
Γ(1 + ε)Γ2(1− ε)
Γ(1− 2ε) .
Calculating the integral in k, we find the hard contribution
µh
µ0
= 32
(d− 2)(d2 − 7d+ 11)
(d− 1)(d− 4)(d− 5)(3d− 8)(3d− 10)
e20M
−2ε
(4π)d/2
Γ(1 + ε)R
[
1 +O
(
m2
M2
)]
, (2.2)
where
R =
Γ(1 + 2ε)Γ2(1− ε)Γ(1− 4ε)
Γ(1 + ε)Γ(1− 2ε)Γ(1− 3ε) = 1 +O(ε
2) .
Re-expressing via renormalized α(µ) at µ =M , we arrive at
µ0 + µh =
α(M)
2π
[
1− 25
18
α
π
]
. (2.3)
To this accuracy, α(M) = α′(M), where α′(M) is the MS coupling in the effective theory
without muons (see [1]):
α′(M) = α′(m)
(
1 +
2
3
α
π
log
M
m
)
,
and α′(m) can be replaced by αos:
µ0 + µh =
αos
2π
[
1 +
2
3
α
π
(
log
M
m
− 25
12
)]
. (2.4)
Of course, including other 2-loop diagrams will change the constant added to the logarithm
in (2.4).
Now we’ll consider the soft region k ∼ m, where
D1 = MDs +D2 , Ds = −2k · v , D2 = −k2
(Ds ∼ m, D2 ∼ m2). We can expand the integrand in Taylor series in 1/M ; each term is
a loop integral with a single scale m:
µs =
−2ie20
(d− 1)(d− 2)M
∫
ddk
(2π)d
Π(k2)
[
8
D3s
+
d2 − 4d+ 5
DsD2
+O
(m
M
)]
. (2.5)
This is an HEET on-shell integral with a massive loop (Π(k2) where k2 ∼ m2).
Let’s discuss the class of integrals (Fig. 13)
F (n1, n2) =
1
iπd/2
∫
Π(k2) ddk
Dn11 D
n2
2
, D1 = −2k · v − i0 , D2 = −k2 − i0 , (2.6)
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Figure 13: On-shell HEET diagrams
where Π(k2) is an arbitrary function [34]. We can construct an identity in which Π′(k2)
terms cancel:
∂
∂k
·
(
k − 2D2
D1
v
)
Π(k2)
Dn11 D
n2
2
=
[
d− n1 − 2− 4(n1 + 1)D2
D21
]
Π(k2)
Dn11 D
n2
2
.
Integrating it, we obtain an integration-by-parts relation
(d− n1 − 2)F (n1, n2) = 4(n1 + 1)1++2−F (n1, n2) . (2.7)
Let’s call integrals with even n1 apparently even, and with odd n1 — apparently odd
(they would be even and odd in v if we neglected i0 in the denominator). These two classes
of integrals are not mixed by the recurrence relation (2.7). We can use this relation to
reduce all apparently even integrals to vacuum integrals with n1 = 0 (Fig. 14). Apparently
odd integrals with n1 < 0 can be reduced to n1 = −1. Substituting n1 = −1 to (2.7),
we see that these integrals vanish, and hence all integrals with odd n1 < 0 vanish too.
Apparently odd integrals with n1 > 0 can be reduced to n1 = 1 (Fig. 14); however, they
are not related to those with n1 = −1.
n1
n2
0
0
0
0
0
Figure 14: Integration by parts
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The solution of the recurrence relation can thus be written as
F (n1, n2) =


(−4)−n1/2 Γ
(
d
2
)
Γ
(
d−n1
2
) Γ (1−n12 )
Γ
(
1
2
) F(0, n2 + n1
2
)
even n1 ,
21−n1
Γ
(
d−1
2
)
Γ
(
n1+1
2
)
Γ
(
d−n1
2
)F(1, n2 + n1 − 1
2
)
odd n1 > 0 ,
0 odd n1 < 0 .
(2.8)
Some of these properties can be understood more directly. If n1 < 0, i0 in D
−n1
1 can be
safely neglected; averaging this factor over k directions, we obtain 0 for odd n1 and the
upper formula in (2.8) for even n1. We see that this formula also holds for even n1 > 0.
Now let’s consider the 2-loop diagram (Fig. 15)
F (n1, n2, n3, n4) =
1
(iπd/2)2
∫
ddk1 d
dk2
Dn11 D
n2
2 D
n3
3 D
n4
4
, (2.9)
where
D1 = −2k1 · v − i0 , D2 = −k21 − i0 ,
D3 = 1− k22 − i0 , D4 = 1− (k1 + k2)2 − i0 .
It is symmetric with respect to 3↔ 4, and vanishes if n3 or n4 is integer and non-positive.
It can be calculated using α parametrization [34]:
F (n1, n2, n3, n4) = (2.10)
Γ
(
n1
2
)
Γ
(
d−n1
2
− n2
)
Γ
(
n1−d
2
+ n2 + n3
)
Γ
(
n1−d
2
+ n2 + n4
)
Γ
(
n1
2
+ n2 + n3 + n4 − d
)
2Γ(n1)Γ(n3)Γ(n4)Γ
(
d−n1
2
)
Γ(n1 + 2n2 + n3 + n4 − d)
.
In full accordance with (2.8), integrals F (n1, n2, n3, n4) with even n1 reduce to the well-
known 2-loop vacuum integral F (0, n2 + n1/2, n3, n4), and thus to the master integral
I20 = ; (2.11)
k1
k1
k2
k1 + k2
1
2 3
4
Figure 15: Two-loop on-shell HEET integrals with mass
those with odd n1 < 0 vanish, and with odd n1 > 0 reduce to F (1, n2+ (n1− 1)/2, n3, n4),
and thus to the master integral
J0 = = 2
4d−9π2
Γ(5− 2d)
Γ2
(
2− d
2
) . (2.12)
Now we can easily calculate the leading soft contribution (2.5). It is suppressed by the
factor m/M , and is given by the apparently odd integral (2.12):
µs =
−2ie20
M
∫
ddk
(2π)d
Π(k2)
DsD2
=
α2
4
m
M
. (2.13)
3 Heavy quark effective theory
3.1 HQET propagator
QCD problems with a single heavy quark having small characteristic residual momentum
can be described by Heavy Quark Effective Theory (HQET) which is the non-abelian
version of the Bloch–Nordsieck effective theory. At the leading order in 1/M its Lagrangian
is (1.10); we can rotate or switch off the heavy-quark spin without changing physics, and
use the simpler Lagrangian (1.18).
Unlike the abelian case, the simple exponentiation (1.71) is no longer valid for the
propagator in coordinate space. A more complicated non-abelian exponentiation [35] is
valid instead:
S(t) = −iθ(t) exp
[
CF
g20
(4π)d/2
(
it
2
)2ε
S + CF
g40
(4π)d
(
it
2
)4ε
(CASA + TFnlSl) (3.1)
+ CF
g60
(4π)3d/2
(
it
2
)6ε (
C2ASAA + CFTFnlSF l + CATFnlSAl + (TFnl)
2 Sll
)
+ · · ·
]
.
Not all possible colour structures appear in the exponent, but only maximally non-abelian
(also called colour-connected) ones.
Diagrams for the HQET propagator up to 2 loops are shown in Fig. 16. If the colour
factors of first 3 2-loop diagrams were the same as that of the one-particle-reducible dia-
gram, i. e. equal to the square of the colour factor CF of the one-loop diagram (as in the
abelian case), then the sum of these diagrams would be equal to 1
2
of the square of the
one-loop correction SF . However, the colour factor of the second 2-loop diagram differs
from C2F by −CFCA/2, which is the colour factor of the diagram with a 3-gluon vertex:
= − ,
or [ta, tb] = ifabctc. We should include this contribution with −CFCA/2 instead of its
full colour factor into the term SFA. Of course, the diagram with 3-gluon vertex also
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1Figure 16: Heavy-quark propagator up to 2 loops
contributes to SFA. The diagrams with the one-loop gluon self-energy contribute to SF l
(quark loop) and SFA (gluon and ghost loops).
Now we shall discuss how to calculate 2-loop propagator diagrams in HQET [36]. There
are 2 topologies of such diagrams. The first one is (Fig. 17)
1
(iπd/2)2
∫
ddk1 d
dk2
Dn11 D
n2
2 D
n3
3 D
n4
4 D
n5
5
= I(n1, n2, n3, n4, n5)(−2ω)2d−n1−n2−2(n3+n4+n5) , (3.2)
D1 = −2(k10 + ω) , D2 = −2(k20 + ω) , D3 = −k21 , D4 = −k22 , D5 = −(k1 − k2)2 .
It is symmetric with respect to 1↔ 2 and 3↔ 4, and vanishes if two adjacent indices are
≤ 0.
k10 + ω k20 + ω
k1 k2
k1 − k2
n1 n2
n3 n4n5
Figure 17: Two-loop diagram 1
If n5 = 0,
I(n1, n2, n3, n4, 0) =
n1 n2
n3 n4
= I(n1, n3)I(n2, n4) . (3.3)
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If n1 = 0, the inner loop gives G(n3, n5)(−p2)d/2−n3−n5, and
I(0, n2, n3, n4, n5) =
n2
n4
n3
n5
=
n5
n3
×
n2
n4 + n3 + n5 − d/2
= G(n3, n5)I(n2, n4 + n3 + n5 − d/2)
(3.4)
(the case n2 = 0 is symmetric). If n3 = 0, the inner loop gives I(n1, n5)(−2ω)d−n1−2n5 , and
I(n1, n2, 0, n4, n5) =
n1 n2
n4
n5
=
n1
n5
×
n2 + n1 + 2n5 − d
n3
= I(n1, n5)I(n2 + n1 + 2n5 − d, n4)
(3.5)
(the case n4 = 0 is symmetric).
But what can we do when all the indices are positive? We use integration by parts [36].
Applying (∂/∂k2) · k2 or (∂/∂k2) · (k2 − k1) to the integrand of (3.2) we obtain vanishing
integrals. On the other hand, we can calculate the derivatives explicitly; using 2k2 · v =
−D2 − 2ω and 2(k2 − k1) · k2 = D3 −D4 −D5, we get (3.2) with
d− n2 − n5 − 2n4 − 2ω n2
D2
+
n5
D5
(D3 −D4) ,
d− n2 − n4 − 2n5 + n2
D2
D1 +
n4
D4
(D3 −D5)
inserted under the integral sign. This means that I (3.2) satisfies the recurrence relations[
d− n2 − n5 − 2n4 + n22+ + n55+(3− − 4−)
]
I = 0 , (3.6)[
d− n2 − n4 − 2n5 + n22+1− + n44+(3− − 5−)
]
I = 0 . (3.7)
Applying (∂/∂k2) · v we derive[−2n22+ + n44+(2− − 1) + n55+(2− − 1−)] I = 0 . (3.8)
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There is also the homogeneity relation. Let’s apply ω(d/dω) to (3.2):[
2(d− n3 − n4 − n5)− n1 − n2 + n11+ + n22+
]
I = 0 . (3.9)
This is the sum of the (∂/∂k2) · k2 relation (3.6) and the symmetric (∂/∂k1) · k1 one.
A useful recurrence relation can be obtained by subtracting the 1− shifted homogeneity
relation (3.9) from the (∂/∂k2) · (k2 − k1) relation (3.7):[
d−n1−n2−n4−2n5+1−
(
2(d−n3−n4−n5)−n1−n2+1
)
1−+n44
+(3−−5−)]I = 0 . (3.10)
Let’s solve it for I(n1, n2, n3, n4, n5):
I =
(2(d− n3 − n4 − n5)− n1 − n2 + 1)1− + n44+(5− − 3−)
d− n1 − n2 − n4 − 2n5 + 1 I .
Each application of this relation reduces n1 + n3 + n5 by 1 (Fig. 18). Therefore, after a
finite number of steps, any integral I will reduce to the boundary cases (3.3), (3.4), (3.5).
Figure 18: Integration by parts
The second topology is (Fig. 19)
1
(iπd/2)2
∫
ddk1 d
dk2
Dn11 D
n2
2 D
n3
3 D
n4
4 D
n5
5
= J(n1, n2, n3, n4, n5)(−2ω)2d−n1−n2−n3−2(n4+n5) ,
D1 = −2(k10 + ω) , D2 = −2(k20 + ω) , D3 = −2(k10 + k20 + ω) ,
D4 = −k21 , D5 = −k22 .
(3.11)
It is symmetric with respect to 1 ↔ 2, 4 ↔ 5; it vanishes if n4 ≤ 0 or n5 ≤ 0 or two
adjacent heavy indices (1 . . . 3) are ≤ 0.
If n3 = 0, it is given by (3.3); if n1 = 0 — by (3.5) (the case n2 = 0 is symmetric). In
general, we use the fact that the denominators are linearly dependent: D1+D2−D3 = −2ω.
Therefore
J = (1− + 2− − 3−)J . (3.12)
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k1
k2
k10 + ω k10 + k20 + ω
k20 + ωn1 n3
n2
n4
n5
Figure 19: Two-loop diagram 2
This relation reduces n1 + n2 + n3 by 1 (Fig. 18); therefore, after a finite number of steps,
any integral J will reduce to the boundary cases. In principle, the integral (3.11) can
contain a numerator (k1 ·k2)n which does not reduce to the denominators. This wider class
of integrals can also be easily calculated [15].
Let’s summarize. There are 2 generic topologies of 2-loop propagator integrals in HQET
(Fig. 20). For all integer indices ni they can be reduced to 2 master integrals
= I21 , = I2 (3.13)
(all ni = 1 here). Here the L-loop HQET sunset is
· · · = IL = Γ(2L+ 1− Ld)ΓL
(
d
2
− 1) = Γ(1 + 2Lε)ΓL(1− ε)
(1− L(d− 2))2L . (3.14)
Figure 20: Generic topologies of 2-loop propagator diagrams in HQET
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Now it is easy to calculate the heavy-quark self-energy up to 2 loops [36]:
Σ(ω) = −CF g
2
0(−2ω)1−2ε
(4π)d/2
(d− 3)I1A
+ CF
g40(−2ω)1−4ε
(4π)d
{
−16(d− 2)(2d− 5)
(d− 4)(d− 6) I2P − CF
4(d− 3)2(2d− 5)
d− 4 I2A
2
+
(
CF − CA
2
)
2(d− 3) [(d− 3)I21 − 2(2d− 5)I2]A2
− CA(d− 3)
[
(d− 3)I21 + 2
2d− 5
d− 4 I2
]
A(1− a0)
}
,
(3.15)
where
A = a0 − 1− 2
d− 3 ,
and the one-loop self-energy insertion into the gluon propagator is proportional to
P = TFnl −
3d− 2 + (d− 1)(2d− 7)ξ − 1
4
(d− 1)(d− 4)ξ2
4(d− 2) CA
(ξ = 1− a0).
The heavy-quark propagator is
ωS(ω) = 1 + CF
g20(−2ω)−2ε
(4π)d/2
2(d− 3)I1A
+ CF
g40(−2ω)−4ε
(4π)d
{
32
(d− 2)(2d− 5)
(d− 4)(d− 6) TFnlI2
+ 8
(d− 3)(2d− 5)(2d− 7)
d− 4 A
2CF I2 − 4(d− 3)ACAI21
+ 8
(2d− 5)(2d− 7)
(d− 3)(d− 4)(d− 6)[
(d− 2)2(d− 5)
(d− 3)(2d− 7) + (d
2 − 4d+ 5)A− 1
4
(d− 3)(d2 − 9d+ 16)A2
]
CAI2
}
.
(3.16)
Fourier-transforming it to coordinate space we obtain
S(t) = −iθ(t) exp
{
CF
g20
(4π)d/2
(
it
2
)2ε
Γ(−ε)A
+ CF
g40
(4π)d
(
it
2
)4ε
Γ2(−ε)
[
2
d− 2
(d− 3)(d− 6)(2d− 7)TFnl
+
1
2(d− 3)2(d− 6)
(
(d− 2)2(d− 5)
(d− 3)(2d− 7) + (d
2 − 4d+ 5)A− 1
4
(d− 3)(d2 − 9d+ 16)A2
)
CA
− A
d− 3
Γ2(1 + 2ε)
Γ(1 + 4ε)
CA
]}
. (3.17)
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This result has the structure (3.1) thus providing a strong check of (3.15). After re-
expressing the propagator (3.17) via the renormalized quantities αs(µ), a(µ) it still has
the exponential form with the same colour structures. This means that the wave-function
renormalization constant has such a form, too, and in the anomalous dimensions only
maximally non-abelian (colour-connected) structures appear:
γh = 2CF (a− 3)αs
4π
+ CF
[
CA
(
a2
2
+ 4a− 179
6
)
+
32
3
TFnl
](αs
4π
)2
+ · · · (3.18)
The heavy–quark propagator and γh are calculated up to 3 loops in HQET [37] (there
you can find a detailed discussion of the colour structures in the exponent (3.1) at 3
loops); γh was first found earlier [21] from an on-shell massive QCD calculation and the
requirement that the matching coefficient z(µ) (Sect. 1.5) is finite.
3.2 Heavy–light currents
Now we shall consider the QCD operators
j0 = q¯0ΓQ0 = Zj(µ)j(µ) , (3.19)
where Γ is a Dirac matrix. They can be expressed via HQET operators:
j(µ) = e−iMv·x
[
CΓ(µ)˜(µ) +
1
2M
∑
i
Bi(µ)Oi(µ) + · · ·
]
, (3.20)
where
˜0 = q¯0Γhv0 = Z˜j(µ)˜(µ) (3.21)
is the HQET heavy–light current, and Oi are dimension-4 operators with appropriate
quantum numbers. We shall not discuss 1/M corrections here.
First we discuss the HQET currents (3.21). The Dirac matrix Γ can be moved outside
any diagram with such a current. Therefore, we can consider the current ˜0 = q¯0ϕv0 with
the spin-0 heavy quark instead. The vertex function
Γ˜(ω, p) = 1 + Λ˜(ω, p) =
ω p
+ + · · · (3.22)
should be Z˜ΓΓ˜r, where Z˜Γ is a minimal renormalization constant, and Γ˜r is finite at ε→ 0.
The UV divergence of Λ˜(ω, p) does not depend on its external momenta, and we may set
them to 0:
Λ˜(0, 0) = −iCF g20
∫
ddk
(2π)d
γµ/kvν
k0(k2)2
[
gµν − (1− a0)kµkν
k2
]
= −iCF g20a0
∫
ddk
(2π)d
1
(k2)2
= CFa
αs
4πε
,
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where we took into account /k = k0γ
0−~k ·~γ, and the integral of ~k vanishes (of course, some
IR regulator is implied here). Then
Z˜j = Z
1/2
q Z
1/2
h Z˜Γ = 1 +
3
2
CF
αs
4πε
is gauge independent, and we obtain the 1-loop anomalous dimension.
The 2-loop vertex Λ(ω, 0) can be calculated using the methods described in Sect. 3.1;
the anomalous dimension is [36, 38]
γ˜j = −3CF αs
4π
+ CF
[(
−8
3
π2 +
5
2
)
CF +
(
2
3
π2 − 49
6
)
CA +
10
3
TFnl
](αs
4π
)2
. (3.23)
The 3-loop term has been calculated in [37].
Now we shall discuss the QCD/HQET matching. There are 8 Dirac structures giving
non-vanishing quark currents in 4 dimensions:
Γ = 1 , γ0 , γi , γiγ0 ,
γ[iγj] , γ[iγj]γ0 , γ[iγjγk] , γ[iγjγk]γ0 ,
(3.24)
Those in the second row can be obtained from the first row by multiplying by the ’t Hooft–
Veltman γHV5 . We are concerned with flavour non-singlet currents only, therefore, we may
also use the anticommuting γAC5 (there is no anomaly). The renormalized QCD currents
with different prescriptions for γ5 are related by (A.18), (A.19) in [1]. The anomalous
dimension of the HQET current (3.21) does not depend on the Dirac structure Γ. Therefore,
there are no factors similar to ZP,A in HQET. Multiplying Γ by γ
AC
5 does not change the
matching coefficient. Therefore, the matching coefficients for the currents in the second
row of (3.24) are not independent; they can be obtained from those for the first row:
ZP (µ) =
CγAC5 (µ)
CγHV5 (µ)
=
C1(µ)
Cγ0γ1γ2γ3(µ)
,
ZA(µ) =
CγAC5 γ0(µ)
CγHV5 γ0(µ)
=
Cγ0(µ)
Cγ1γ2γ3(µ)
=
CγAC5 γ3(µ)
CγHV5 γ3(µ)
=
Cγ3(µ)
Cγ0γ1γ2(µ)
,
ZT (µ) =
CγAC5 γ0γ1(µ)
CγHV5 γ0γ1(µ)
=
Cγ0γ1(µ)
Cγ2γ3(µ)
=
CγAC5 γ2γ3(µ)
CγHV5 γ2γ3(µ)
=
Cγ2γ3(µ)
Cγ0γ1(µ)
= 1 .
(3.25)
In particular, two matching coefficients are equal:
Cγiγ0(µ) = Cγ[jγk](µ) . (3.26)
In order to find the matching coefficients CΓ(µ), we equate on-shell matrix elements of
the left- and right-hand side of (3.20). They are obtained by considering transitions of the
heavy quark with momentum P =Mv + p to the light quark with momentum k:
<q(k)|j(µ)|Q(Mv + p)> = CΓ(µ)<q(k)|˜(µ)|Qv(p)>+O
(
p, k
M
)
. (3.27)
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Both on-shell matrix elements of the renormalized currents are UV-finite; both contain IR
divergences, which are the same on the left- and right-hand sides. The on-shell matrix
elements are
<q(k)|j(µ)|Q(P )> = u¯(k)Γ(P, k)u(P )Z−1j (µ)Z1/2Q Z1/2q ,
<q(k)|˜(µ)|hv(p)> = u¯(k)Γ˜(p0, k)uv(p) Z˜−1j (µ)Z1/2h Z˜1/2q ,
(3.28)
where Γ(P, k) and Γ˜(p0, k) are the bare vertex functions, ZQ and Zq are the on-shell wave-
function renormalization constants of the heavy and the light quark in QCD, Zh is the
on-shell wave-function renormalization constant of the HQET quark field hv, and Z˜q differs
from Zq because there are no Q loops in HQET. The difference between u(Mv + p) and
uv(p) is of order p/M , and can be neglected. It is most convenient to use p = k = 0, then
the O(1/M) term is absent. The QCD vertex
Γ(Mv, 0) = 1 + Λ(Mv, 0) =
Mv 0
+ + · · · (3.29)
has 2 Dirac structures:
Γ(Mv, 0) = Γ · (A+Bγ0) .
This leads to
u¯(0)Γ(Mv, 0)u(Mv) = Γ¯ u¯(0)Γu(Mv) with Γ¯ = A +B .
The HQET vertex has just one Dirac structure. Therefore,
CΓ(µ) =
Γ¯Z−1j (µ)Z
1/2
Q Z
1/2
q
Γ˜(0, 0)Z˜−1j (µ)Z
1/2
h Z˜
1/2
q
. (3.30)
Here M is the on-shell mass of the heavy quark (because the external heavy quark with
p2 = M2 should be on its mass shell). Therefore, mass-counterterm vertices have to be
taken into account on all Q lines. If all flavours except Q are massless, all loop corrections
to Γ˜(0, 0), Zh, and Z˜q contain no scale and hence vanish: Γ˜(0, 0) = 1, Z˜Q = 1, Z˜q = 1.
The QCD quantities Γ(Mv, 0), ZQ, and Zq contain a single scale M . The ratio Zq/Z˜q is
the light-quark field decoupling coefficient (Sect. 3.5 in [1]).
There exists an exact relation [39] between the matching coefficients C1(µ) and Cγ0(µ).
Namely, the renormalized vector and scalar currents are related by
i∂αj
α =M(µ)j(µ) , (3.31)
where M(µ) is the MS mass of the heavy quark Q. Taking the on-shell matrix element
of this equality between the heavy quark with P = Mv and the light quark with k = 0
and re-expressing both QCD matrix elements via the matrix element of the HQET current
with Γ = 1, we obtain
MCγ0(µ) = M(µ)C1(µ) . (3.32)
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Now we are going to calculate the QCD vertex Γ¯ with the 1-loop accuracy. Initially, we
make no assumptions about properties of the Dirac matrix Γ. The one-loop diagram (3.29)
can be written as a sum of terms of the form
u¯(0)γµ1 . . . γµlΓγν1 . . . γνru(Mv) · Iµ1...µl;ν1...νr , (3.33)
where I is some integral over the loop momentum, l is even, and l + r ≤ 4. After the
integration, Iµ1...µl;ν1...νr can contain only gµν and vα. The resulting contractions of pairs
of γ-matrices on the left, and of pairs on the right, merely produce additional terms of the
form (3.33), with smaller values of l+r. Before performing the remaining contractions, one
may anticommute γ-matrices, so as to arrange things such that /v occurs only on the extreme
left or on the extreme right, with the contracted indices in between occurring in opposite
orders on the left and right of Γ. The additional terms arising from the anticommutations
have fewer γ-matrices, with l remaining even. Repeating this procedure for all values of
l + r, from 4 down to 0, we may cast the 1-loop diagram in the form
u¯(0) [Γ(x′1 + x
′
2/v) + /vγµΓγ
µ(x′3 + x
′
4/v) + γµγνΓγ
νγµx′5] u(Mv) ;
Λ¯ = u¯(0)
(∑
i
xiLiΓRi
)
u(Mv) ,
where
x1 = x
′
1 + x
′
2 , x2 = x
′
3 + x
′
4 , x3 = x
′
5 ,
Li × Ri = 1× 1 , /vγµ × γµ , γµγν × γνγµ .
The coefficients xi can be found by calculating the double traces
yi =
〈
L¯i × R¯i,Λ
〉
,
〈
L¯i × R¯i, LΓR
〉 ≡ 1
4
Tr L¯L · 1
4
Tr R¯R ,
L¯i × R¯i = 1× (1 + /v) , γα/v × (1 + /v)γα , γαγβ × (1 + /v)γβγα .
Solving the linear system, we obtain
 x1x2
x3

 = 1
2(d− 1)(d− 2)

 (d− 2)(3d− 2) 0 −(d − 2)0 2d −2
−(d − 2) −2 1



 y1y2
y3

 . (3.34)
Now we assume
/vΓ = σΓ/v , σ = ±1 , γµΓγµ = 2σh(d)Γ , (3.35)
where
h(d) = η
(
n− d
2
)
, η = (−1)n+1σ (3.36)
for the antisymmetrized product of n γ-matrices. The effect of each contraction is then
to produce a factor 2σh. Terms with an odd number of contractions necessarily contain
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/v on the left, which yields an extra σ when moved to the right, where it merely gives
/vu(Mv) = u(Mv). Thus the result involves only powers of h:
Λ¯ = x1 + x2 · 2h+ x3(2h)2 .
Substituting the solution (3.34) for xi, we obtain Λ¯ = 〈P,Λ〉,
P =
1
2(d− 1)(d− 2)
[
(d− 2)(3d2 − 2− 4h2)1× (1 + /v)
+ 4h(d− 2h)γα/v × (1 + /v)γα −
(
d− 2− 4h(1− h))γαγβ × (1 + /v)γβγα] .
Now we can apply the projector P to the integrand of the one-loop diagram (3.29) and
reduce it to a scalar expression quadratic in h:
Λ¯ =
iCF g
2
0
2(d− 1)
∫
ddk
(2π)d
2(d− 1) + (dD2/M2 + 4)h− 2(D2/M2 + 4)h2
D1D2
,
D1 = M
2 − (k +Mv)2 , D2 = −k2 ,
(3.37)
where terms with D1 in the numerator have been omitted as they yield 0. The integral
can be easily calculated once, and for all currents. We obtain the one-loop result
Λ¯ = −CF g
2
0M
−2ε
(4π)d/2
Γ(ε)
(1− h)(d− 2 + 2h)
(d− 2)(d− 3) . (3.38)
This on-shell vertex is gauge-invariant.
At last, we can combine all pieces of (3.30). With 1-loop accuracy [7]
CΓ(M) = 1 + CF
αs(M)
4π
[
3(n− 2)2 + (2− η)(n− 2)− 4]+ · · · (3.39)
They satisfy the relations (3.25) and (3.32). The 2-loop corrections have been calculated
in [39, 40], and the 3-loop ones in [41].
We are now in the position to apply our results to the matrix elements between a B or
B∗ meson with momentum p and the vacuum. They are defined through
<0| (q¯γAC5 Q)µ |B> = −iMBfPB (µ) ,
<0|q¯γαγAC5 Q|B> = ifBP α ,
<0|q¯γαQ|B∗> = iMB∗fB∗eα ,
<0| (q¯σαβQ)
µ
|B∗> = fTB∗(µ)(P αeβ − P βeα) ,
(3.40)
where eα is the B∗ polarization vector. The corresponding HQET matrix elements are
<0| (q¯γAC5 hv)µ |B(~p )>nr = −iF (µ) ,
<0| (q¯~γhv)µ |B∗(~p )>nr = iF (µ)~e ,
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where the single-meson states are normalized by the non-relativistic condition
nr
<B(~p ′)|B(~p )>
nr
= (2π)3δ(~p ′ − ~p ) ,
in contrast to the usual relativistic one
<B(~p ′)|B(~p )> = (2π)32P0δ(~p ′ − ~p ) .
We also remind the reader that q¯Γγ0hv = q¯Γhv, so that there are only two currents. These
two matrix elements are characterized by a single hadronic parameter F (µ) due to the
heavy-quark spin symmetry. As a result, we have
fB =
√
2
MB
Cγ0(µ)F (µ)
[
1 +O
(
ΛQCD
M
)]
,
fB∗ =
√
2
MB∗
Cγi(µ)F (µ)
[
1 +O
(
ΛQCD
M
)]
,
(3.41)
and similar formulas for fPB (µ), f
T
B∗(µ). These matrix elements are ∼ 1/
√
M , up to effects
of anomalous dimensions and power corrections.
Taking the matrix element of (3.31) we obtain [39]
fPB (µ)
fB
=
MB
M(µ)
. (3.42)
Here MB = M + Λ¯ + O(Λ2QCD/M) where Λ¯ is the residual energy of the ground-state
B meson in the limit M → ∞. Neglecting 1/M corrections, we see that this equation
coincides with (3.32).
The ratio
fB∗
fB
=
Cγi(µ)
Cγ0(µ)
+O
(
ΛQCD
M
)
= 1− 2CF αs(M)
4π
+O
(
α2s,
ΛQCD
M
)
(3.43)
does not depend on µ. The 2-loop correction has been calculated in [39], and the 3-loop
one in [41].
Let’s consider the ratio fB/fD. It is convenient to use µ = Mb in (3.41) because
then there are no large logarithms. The hadronic matrix element F (µ) here is F (4)(µ),
the matrix element in HQET with nl = 4; its evolution is determined by the anomalous
dimension (3.23). A similar formula can be written for fD; F
(4)(Mc) is related to F
(3)(Mc)
by a decoupling relation [40, 34], their difference is O(α2s). Therefore,
fB
fD
=
√
Mc
Mb
(
α
(4)
s (Mc)
α
(4)
s (Mb)
)6/25 [
1 +O
(
αs,
ΛQCD
Mb,c
)]
. (3.44)
Perturbative corrections up to α2s have been obtained in [37].
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We can also look at re-expressing QCD operators via HQET ones from the point of
view of the method of regions. Let’s consider the decay Q→ qlν¯ with the αs accuracy. Its
matrix element is
(
ZosQ
)1/2
Mv p
+
Mv p
(3.45)
(Zosq = 1 at 1 loop because it has no scale, p
2 = 0). Let’s consider the case of a small
light-quark energy p0 ≪M (nearly all energy goes to the virtual W and then to the lepton
pair). The 1-loop QCD diagram here contains 2 scales, M and p0. It is given by the sum
of 2 contributions. In the hard region k ∼M , we expand the integrand in the Taylor series
in p (we are going to keep only the leading term, the value at p = 0). In the soft region
k ∼ p, we expand the integrand in the Taylor series in 1/M (again we keep only the leading
term). The result is
Mv p
=
Mv 0
+
0 p
. (3.46)
The hard contribution (together with the 1-loop term in ZosQ which also contains only the
hard scale M) produces the QCD/HQET matching coefficient; the soft one is the HQET
diagram. The decay matrix element becomes
0 p
C
+
0 p
. (3.47)
Higher corrections in the hard contribution correspond to higher-dimensional HQET op-
erators (with their matching coefficients) in the expansion of the QCD current. Higher
corrections in the soft contribution correspond to HQET diagrams with insertions of 1/Mn
suppressed terms in the HQET Lagrangian.
3.3 Heavy–heavy currents
Not only the static-quark propagator (3.1) (straight Wilson line) but also the Green func-
tion with a heavy–heavy current insertion (Wilson line with an angle) is given by an expo-
nent of a series containing only maximally non-abelian (colour-connected) structures [35]:
G(t, t′;ϑ) = exp
[
CF
g20
(4π)d/2
F + CF
g40
(4π)d
(CAFA + TFnlFl) + · · ·
]
. (3.48)
If the colour factors of all 2-loop diagrams with two gluons attached to the heavy-quark
line were equal to C2F (as in the abelian case), they would produce the F
2 term in the
expansion of the exponential. In the non-abelian case, the colour factors of some diagrams
also contain a non-abelian part CFCA, which should be taken into account separately (these
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parts contribute to FA). The ratio (1.108) can be written similarly. Only the diagrams
with the J0 vertex inside the correction (Fig. 21) contribute to FA and Fl (the diagrams
of Figs. 21b,d should be taken with the non-abelian part of their colour factors, CFCA).
Therefore, the renormalization constant has a similar structure:
ZJ = exp
[
CF
αs
4πε
(f(ϑ)− f(0))
+ CF
( αs
4πε
)2 (
CA (fA(ϑ)− fA(0)) + TFnl (fl(ϑ)− fl(0))
)
+ · · ·
]
.
In particular, this means that the 2-loop anomalous dimension contains no C2F term.
a b
c d
Figure 21: Diagrams contributing to the exponent
These diagrams have been calculated in [28] (except the easiest one, Fig. 21a with the
quark-loop correction, which gives fl(ϑ) and was found in [42]; see Sect. 8.4 in [6] for a
simple derivation). The result obtained in [28] contained two single integrals which were
not expressed via known functions. One of them has been calculated in [6] (see (7.15)); the
last one has been calculated in [43], and the result has been written in terms of logarithms,
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Li2 and Li3 only:
Γ(ϑ) = 4CF (ϑ cothϑ− 1)αs
4π
+ 8CF
{[
CA
(
67
18
− π
2
6
)
− 10
9
TFnl
]
(ϑ cothϑ− 1)
+ CA
[
coth2 ϑ
(
Li3
(
e−2ϑ
)
+ ϑLi2
(
e−2ϑ
)
+
ϑ3
3
+
π2
6
ϑ2 − ζ3
)
+ cothϑ
(
Li2
(
e−2ϑ
)− 2ϑ log (1− e−2ϑ)− ϑ3
3
− ϑ2 − π
2
6
ϑ− π
2
6
)
+ ϑ2 +
π2
6
+ 1
]}(αs
4π
)2
+ · · ·
(3.49)
It is, of course, even with respect to ϑ → −ϑ, though some polylogarithmic identities are
needed to prove this.
At small angles (1.110)
Γ0 =
4
3
CF
αs
4π
+ CF
[
CA
(
376
27
− 8
9
π2
)
− 80
27
TFnl
](αs
4π
)2
+ · · · (3.50)
At large angles, Γ(ϑ) is linear in ϑ (1.112) to all orders in αs [28], and
Γ∞ = 4CF
αs
4π
+ CF
[
CA
(
268
9
− 4
3
π2
)
− 80
9
TFnl
](αs
4π
)2
+ · · · (3.51)
This quantity is related [42] to the asymptotics of the evolution kernel Pqq(z) at z → 1:
Pqq(z) = Γ∞
(
1
1− z
)
+
+ Cδ(1− z) +O((1− z)0) ; (3.52)
Pqq(z) is currently known up to 3 loops [44], and hence Γ∞ is also known with the same
accuracy [45]. The asymptotics of the Brodsky–Lepage evolution kernel Vqq(x, y) at x−y →
0 is also governed by Γ∞.
The imaginary part of Γ(δ − iπ) at δ → 0 is determined by the quark–antiquark
potential [29]; it is currently known up to 3 loops [46].
It is remarkable that one of the finest perturbative-HQET papers [28] was written
several years before the HQET gold rush of 1990–91.
We don’t consider matching full QCD currents and the effective-theory operator J here,
see, e. g., [4] and Chapter 7 in [6].
3.4 Chromomagnetic interaction
In order to find the chromomagnetic interaction coefficient Cm in the HQET Lagrangian,
we match the amplitudes of scattering of an on-shell heavy quark in an external chromo-
magnetic field in QCD and HQET. It is convenient to use the background field method [47].
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At one loop [48] (Fig. 22)
F2(0) =
g20M
−2ε
(4π)d/2
Γ(ε)
2(d− 3)
[
2(d− 4)(d− 5)CF − (d2 − 8d+ 14)CA
]
. (3.53)
The diagram Fig. 22b is IR divergent, unlike the abelian case (Sect. 1.8).
a
k
k + P k + P + q
q
b
k + P
k k − q
q
Figure 22: One-loop vertex
If all flavours except Q are massless, all loop corrections in HQET vanish. Both QCD
and HQET scattering amplitudes are renormalized and hence UV-finite; both have IR
divergences. These divergences are the same, because HQET has been constructed to
reproduce the IR behaviour of QCD. Vanishing loop corrections in HQET have UV and IR
divergences which cancel each other. The UV divergences of C0m are removed by Z
−1
m (µ);
the IR ones match those of 1 + F2(0).
The 1/ε term in (3.53) gives the 1-loop anomalous dimension [48] of the chromomagnetic
operator Om. The 2-loop contribution has been calculated in [49, 50]:
γm = 2CA
αs
4π
+
4
9
CA(17CA − 13TFnl)
(αs
4π
)2
+ · · · (3.54)
The 3-loop term has been derived in [51]. Of course, this anomalous dimension vanishes
in the abelian case (Sect. 1.8): the HEET operator Om does not renormalize.
The renormalized chromomagnetic coefficient with the 1-loop accuracy is [48]
Cm(µ) = 1 + 2
(
−CA logM
µ
+ CF + CA
)
αs(M)
4π
+ · · · (3.55)
The 2-loop correction has been found in [50], and the 3-loop one in [51]. It is convenient to
use Cm(M) (containing no large logarithms) as the initial condition for the renormalization
group equation. In the abelian case Cm(µ) does not depend on µ, and is just the electron
magnetic moment.
The most prominent physical effect caused by the chromomagnetic interaction is the
mass splittings of hadronic doublets which are degenerate at M = ∞ due to the heavy-
quark spin symmetry. The mass splitting MB∗ −MB is ∼ 1/Mb; therefore, M2B∗ −M2B is
constant (up to power corrections):
M2B∗ −M2B =
4
3
C(4)m (µ)µ
2
G(4)(µ) +O
(
ΛQCD
Mb
)
, (3.56)
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where the index “(4)” means that we are considering the nl = 4 flavour HQET, and
µ2G(4)(µ) is the matrix element of Om(µ) over the ground-state meson. It is most natural to
choose µ =Mb in (3.56) because then Cm contains no large logarithms. A similar formula
can be written for D mesons. The running of µ2G(nl)(µ) is governed by the anomalous
dimension (3.54). The matrix elements µ2G(4)(Mc) and µ
2
G(3)(Mc) are related by decoupling,
see [6]; their difference is O(α2s). In the leading logarithmic approximation we obtain from
the 1-loop anomalous dimension (3.54)
M2B∗ −M2B
M2D∗ −M2D
=
(
α
(4)
s (Mc)
α
(4)
s (Mb)
)−9/25 [
1 +O
(
αs,
ΛQCD
Mb,c
)]
. (3.57)
This agrees well with the experimental value 0.88. Unfortunately, higher perturbative
corrections [51] are large and negative; no convergence is seen, and the agreement with the
experiment becomes much worse. Also the ΛQCD/Mc power correction is expected to be
quite large.
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A One-loop self-energy diagram
Here we shall discuss the massive diagram (Fig. 23):
In1n2(m, p0) =
1
iπd/2
∫
ddk
Dn11 D
n2
2
,
D1 = −2(k + p)0 − i0 , D2 = m2 − k2 − i0 .
(A.1)
It has a cut from the threshold ω = m to +∞. It vanishes at integer n2 ≤ 0 because of the
HQET loop. At integer n1 ≤ 0 it is the vacuum diagram (2.10) in [1] with a numerator;
in particular,
I0n(m,ω) = m
d−2nV (n) .
k + p
k
p p
n1
n2
Figure 23: One-loop propagator diagram
53
The limit m→ 0 is smooth if it does not produce IR divergence:
lim
m→0
In1n2(m,ω) = (−2ω)d−2n1−n2I(n1, n2) if n2 <
d
2
, (A.2)
see (1.50).
Using the HQET Feynman parametrization (1.54), we obtain
In1n2(m,ω) =
Γ
(
n1 + n2 − d2
)
Γ(n1)Γ(n2)
∫
∞
0
yn1−1(y2 − 2ωy +m2)d/2−n1−n2 dy . (A.3)
It is easy to calculate this integral at ω = 0:
In1n2(m, 0) = I0(n1, n2)m
d−n1−2n2 ,
I0(n1, n2) =
Γ
(
n1
2
)
Γ
(
n1−d
2
+ n2
)
2Γ(n1)Γ(n2)
=
π1/2
2n1
Γ
(
n1−d
2
+ n2
)
Γ
(
n1+1
2
)
Γ(n2)
(A.4)
(it vanishes at odd negative integer n1 because the integrand is odd in k). It is also easy
to find this diagram at the threshold. At ω < 0 the result is [52]
In1n2(m,ω) =m
d−n1−2n2
Γ
(
n1 + n2 − d2
)
Γ(n1 + 2n2 − d)
Γ(n2)Γ(2(n1 + n2)− d)
× 2F1
(
n1
2
, n1−d
2
+ n2
n1 + n2 − d−12
∣∣∣∣ 1− ω2m2
)
.
(A.5)
The point ω = 0 is regular; when we go from a small ω < 0 to ω > 0 along some path in
the complex plane, we make a full cycle around the branch point of the hypergeometric
function, and arrive at another Riemann sheet. A similar hypergeometric representation
has been derived in [53].
This diagram can also be calculated by first taking the integral in dd−1~k (after the Wick
rotation) [17] (cf. [54]):
In1n2(m,ω) =
Γ
(
n2 − d−12
)
π1/2Γ(n2)
∫ +∞
−∞
dkE0
(k2E0 +m
2)(d−1)/2−n2
(−2ω − 2ikE0)n1 .
If ω < 0, we can deform the integration contour (Fig. 24):
In1n2(m,ω) = 2
Γ
(
n2 − d−12
)
π1/2Γ(n2)
cos
[
π
(
d
2
− n2
)]∫
∞
m
dk
(k2 −m2)(d−1)/2−n2
(2k − 2ω)n1 . (A.6)
This integral is
In1n2(m,ω) =m
d−n1−2n2
Γ
(
n1 + n2 − d2
)
Γ(n1 + 2n2 − d)
Γ(n2)Γ(2(n1 + n2)− d)
× 2F1
(
n1, n1 + 2n2 − d
n1 + n2 − d−12
∣∣∣∣ 12
(
1 +
ω
m
))
.
(A.7)
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iω
im
−im
C
kE0
Figure 24: Integration contour
Using the quadratic transformation (15.8.18) [55], we again arrive at (A.5); note, however,
that (A.7) is valid not only for ω < 0, but also for ω ∈ (0, m).
At m = 0 (A.6) gives the massless result
I(n1, n2) =
22n2−d+1
π1/2
cos
[
π
(
d
2
− n2
)]
Γ(d− 2n2)Γ(n1 + 2n2 − d)Γ
(
n2 − d−12
)
Γ(n1)Γ(n2)
. (A.8)
Using the well-known properties of the Γ function
Γ(2x) = π−1/222x−1Γ(x)Γ
(
x+ 1
2
)
, Γ(x)Γ(1− x) = π
sin πx
,
we can simplify this result to (1.50).
We can investigate asymptotics of our diagram using the method of regions [23, 24]. If
ω ≪ m, there is one integration region k ∼ m. We may expand D−n11 in ω and obtain
In1n2(m,ω) = m
d−n1−2n2
∞∑
n=0
I0(n1 + n, n2)
(n1)n
n!
(
2ω
m
)n
= md−n1−2n2I0(n1, n2)
[
2F1
(
n1
2
, n1−d
2
+ n2
1
2
∣∣∣∣ ω2m2
)
+
Γ
(
n1+1
2
)
Γ
(
n1−d+1
2
+ n2
)
Γ
(
n1
2
)
Γ
(
n1−d
2
+ n2
) 2ω
m
2F1
(
n1+1
2
, n1−d+1
2
+ n2
3
2
∣∣∣∣ ω2m2
)]
.
(A.9)
This is a regular Taylor series in ω; the fractional power of m follows from dimension
counting. At ω < 0 it is equivalent to (A.5).
Now let’s consider −ω ≫ m. There are two regions: hard k ∼ ω and soft k ∼ m,
In1n2(m,ω) = Ih + Is. This is called OPE, see [23] for more detail. In the hard region, we
may expand D−n22 in m
2:
Ih = (−2ω)d−n1−2n2
∞∑
n=0
I(n1, n2 + n)
(n2)n
n!
(
−m
2
4ω2
)n
= (−2ω)d−n1−2n2I(n1, n2) 2F1
(
n1−d
2
+ n2,
n1−d+1
2
+ n2
n2 + 1− d2
∣∣∣∣ m2ω2
)
.
(A.10)
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This is a regular Taylor series in m2; the fractional power of −2ω follows from dimension
counting. In the OPE terms, this is the (one-loop) coefficient function of the unit operator.
In the soft region, we may expand D−n11 in k (all odd terms vanish):
Is = m
d−2n2(−2ω)−n1
∞∑
n=0
I0(−2n, n2)(n1)2n
(2n)!
(
m2
4ω2
)n
= md−2n2(−2ω)−n1V (n2) 2F1
(
n1
2
, n1+1
2
d
2
− n2 + 1
∣∣∣∣ m2ω2
)
.
(A.11)
This is a regular Taylor series in ω (after extraction of the leading (−2ω)−n1); the fractional
power of m follows from dimension counting. In the OPE terms, this is the series of pertur-
bative (one-loop) vacuum averages of local operators (with 2n derivatives) accompanied
by their tree-level coefficient functions. Now we see that the leading term in Ih (A.10)
dominates over the leading term in Is (A.11) at m→ 0 if n2 < d/2, cf. (A.2).
Finally, we shall calculate this diagram using the Mellin–Barnes method. It is easy to
check the identity
1
(a+ b)n
=
a−n
Γ(n)
1
2πi
∫ +i∞
−i∞
dz Γ(−z)Γ(n + z)
(
b
a
)z
. (A.12)
Here the integration contour is chosen in such a way that all poles of Γ(· · · + z) (they
are called left poles) are to the left of the contour, and all poles of Γ(· · · − z) (they are
called right poles) are to the right of it. Indeed, closing the contour to the right we get
the expansion of the left-hand side in b/a; closing it to the left — the expansion in a/b. In
particular, it is often convenient to write the massive propagator in the form [56]
1
(m2 − p2)n =
m−2n
Γ(n)
1
2πi
∫ +i∞
−i∞
dz Γ(−z)Γ(n + z)
(−p2
m2
)z
,
n =
m−2n
Γ(n)
1
2πi
∫ +i∞
−i∞
dz Γ(−z)Γ(n + z)m−2z −z .
(A.13)
A massive line can be replaced by a massless one (raised to the power −z) at the price of
one extra integration in z.
Now it is easy to calculate our massive diagram using the massless result (1.50):
In1n2(m,ω) =
m−2n2(−2ω)d−n1
Γ(n1)Γ(n2)
1
2πi
∫ +i∞
−i∞
dz Γ(n1 − d− 2z)Γ
(
d
2
+ z
)
Γ(n2 + z)
(−2ω
m
)2z
.
(A.14)
If we close the integration contour to the right, then the sum over residues of the right
poles gives us the expansion in ω/m. In our case, their is one series of right poles zn =
(n+n1− d)/2 (n = 0, 1, 2. . . ), and we obtain (A.9). If we close the integration contour to
the left, then the sum over residues of the left poles gives us the expansion in m/ω, thus
providing the analytic continuation of (A.9). In our case, there are two series of left poles,
zhn = −n− n2 and zsn = −n− d2 ; they produce Ih (A.10) and Is (A.11), correspondingly.
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B Electron field renormalization in QED
Suppose we consider a gauge in which the free photon propagator has a longitudinal part
∆(k)kµkν :
D0µν(k) =
1
k2
(
gµν − kµkν
k2
)
+∆(k)kµkν
(then the full photon propagator Dµν(k) has the same longitudinal part). Then the full
electron propagator has the form [57]
S(x) = SL(x)e
−ie20(∆˜(x)−∆˜(0)) , ∆˜(x) =
∫
∆(k)e−ikx
ddk
(2π)d
, (B.1)
where SL(x) is the Landau-gauge propagator. This property follows from the simple gauge
transformation of the electron field in QED, and does not generalize to non-abelian theories.
Various derivations of this formula are considered, e. g., in [58, 20, 59, 60, 21]. In the usual
covariant gauge ∆(k) = a0/(k
2)2; therefore, ∆˜(0) = 0 in dimensional regularization.
The electron field renormalization does not depend on its mass. For simplicity, we shall
consider the massless electron, whose propagator has a single Dirac structure:
S(x) = S0(x)e
σ(x) ,
where
S0(x) =
Γ(d/2)
2πd/2
/x
(−x2 + i0)d/2
is the d-dimensional free massless electron propagator. Then
σ(x) = σL(x) + a0
e20
(4π)d/2
(
−x
2
4
)ε
Γ(−ε) .
Re-expressing via renormalized quantities, we have
σ(x) = σL(x) + a(µ)
α(µ)
4π
(
−µ
2x2
4
)ε
eγEεΓ(−ε) .
This should be equal to logZψ+σr(x), where logZψ contains all negative powers of ε, and
σr(x) — all non-negative ones. Therefore,
logZψ(α, a) = logZL(α)− a α
4πε
, (B.2)
where the Landau-gauge ZL(α) starts from α
2. In QED
d log(a(µ)α(µ))
d logµ
= −2ε
exactly, because ZAZα = 1. Hence the anomalous dimension
γψ(α, a) = 2a
α
4π
+ γL(α) (B.3)
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contains a only in the one-loop term.
Let’s see how this works up to 2 loops. In momentum space, for the massless electron
we have
S(p) =
1
/p− Σ(p) , Σ(p) = /pΣV (p
2) , ΣV (p
2) = s1
e20(−p2)−ε
(4π)d/2
+ s2
e40(−p2)−2ε
(4π)d
+ · · ·
In coordinate space we obtain, using (1.48),
S(x) = S0(x)
[
1 + s1
Γ(2− 2ε)
Γ(2− ε)Γ(1 + ε)
e20
(4π)d/2
(
−x
2
4
)ε
+ (s21 + s2)
Γ(2− 3ε)
Γ(2− ε)Γ(1 + 2ε)
e40
(4π)d
(
−x
2
4
)2ε
+ · · ·
]
,
or
σ(x) = s1
Γ(2− 2ε)
Γ(2− ε)Γ(1 + ε)
e20
(4π)d/2
(
−x
2
4
)ε
+
[
(s21 + s2)
Γ(2− 3ε)
Γ(2− ε)Γ(1 + 2ε) −
1
2
(
s1
Γ(2− 2ε)
Γ(2− ε)Γ(1 + ε)
)2]
e40
(4π)d
(
−x
2
4
)2ε
+ · · ·
Calculation of s1 and s2 is discussed in [16] in detail. Substituting them, we arrive at
σ(x) = a0Γ(−ε) e
2
0
(4π)d/2
(
−x
2
4
)ε
+
[
2
(d− 2)(d− 4)
(d− 3)(d− 6)(3d− 8)nf −
1
2
d+ 4
3d− 8 −
(d− 6)(3d− 10)
4(d− 3)2 R
]
Γ2(−ε) e
4
0
(4π)d
(
−x
2
4
)2ε
+ · · ·
where nf is the number of lepton flavours (nf = 1 in the usual QED), and
R =
Γ(1− 3ε)Γ(1− ε)Γ2(1 + ε)
Γ2(1− 2ε)Γ(1 + 2ε) = 1 + 6ζ3ε
3 + · · ·
The one-loop term is linear in a0; the coefficient of a0 agrees with our derivation based
on (B.1). The one-loop correction to the propagator vanishes in the Landau gauge a0 = 0;
this means that σL(x) starts from α
2. All a0-dependent terms have cancelled in the 2-loop
term. Thus we have completely checked a0-dependent terms in the 2-loop self-energy s2.
Re-expressing σ(x) via renormalized quantities, we obtain
logZψ(α, a) = −a α
4πε
+
(
nf +
3
4
)
1
ε
( α
4π
)2
+ · · ·
and hence
γψ(α, a) = 2a
α
4π
− (4nf + 3)
( α
4π
)2
+ · · · (B.4)
in full agreement with the general arguments. This anomalous dimension has been calcu-
lated up to 4 loops [61].
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C Electron magnetic moment is IR finite
Let Γ(λ) be the vertex (expanded in q up to the linear term and projected onto the
magnetic-moment structure) with an IR cutoff λ≪M . Then the magnetic moment is
µ(λ) = Zosψ (λ)Γ(λ) . (C.1)
We want to calculate µ(λ′) for λ′ ≪ λ. Essential contributions to Γ(λ′) are given by the
skeleton diagrams
Γ(λ′) = + (C.2)
+ + +
+ + + + · · ·
where both ends of each soft photon line are attached to the external electron line. When
the momenta ki of all L soft photon lines→ 0, the residual momenta pi of all 2L soft electron
lines also → 0, thus producing an IR divergence. Each photon propagator in (C.2) is the
full photon propagator with a small momentum ki < λ, and is equal to Z
os
A (λ)D0(ki).
Each electron propagator in (C.2) is the full electron propagator with a small residual
momentum pi < λ, and is equal to Z
os
ψ (λ)S0(Mv+pi). Each virtual-photon vertex in (C.2)
is the full vertex with nearly on-shell momenta, and is equal to ZosΓ (λ)e0γ
µ. Finally, each
external-photon vertex in (C.2) is the full vertex Γ(λ).
Let’s multiply Γ(λ′) (C.2) by Zosψ (λ). Then each virtual-photon vertex will contain
Zosψ (λ)
[
ZosA (λ)
]1/2
ZosΓ (λ) = eos(λ), and the external-photon vertex will be Z
os
ψ (λ)Γ(λ) =
µ(λ). IR divergences in (C.2) can be reproduced in the effective theory:
Zosψ (λ)Γ(λ
′) = + (C.3)
+ + +
+ + + + · · ·
(propagators are free, virtual-photon vertices contain eos(λ), and external-photon vertices
contain µ(λ)). The electron lines attached to the external-photon vertex may be considered
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on-shell and the polarizations physical (the electron-propagator numerators (1+γ0)/2 just
project onto the upper spinor components), so that this vertex can be written in terms of
2 form factors (1.137); we select the magnetic-moment structure iσµνqν/(2M). It contains
q; hence q may be neglected everywhere else. We arrive at
Zosψ (λ)Γ(λ
′) = µ(λ)
[
+ (C.4)
+ + +
+ + + + · · ·
]
.
We also need Zosψ (λ
′). The on-shell electron wave-function renormalization is (see (1.96))
Zosψ =
1
1− Σ′0(0)
, Σ0(ω) =
1
4
Tr(1 + /v)Σ((M + ω)v) . (C.5)
Essential contributions to
[
Zosψ (λ
′)
]−1
are given by the skeleton diagrams[
Zosψ (λ
′)
]−1
= + (C.6)
+ + +
+ + + + · · ·
Let’s multiply it by Zosψ (λ):
Zosψ (λ)
[
Zosψ (λ
′)
]−1
= + (C.7)
+ + +
+ + + + · · ·
(propagators are free, vertices contain eos(λ)). At last, dividing (C.4) by (C.7), we obtain
µ(λ′) =
Zosψ (λ)Γ(λ
′)
Zosψ (λ)
[
Zosψ (λ
′)
]−1 = µ(λ) . (C.8)
Thus we have proved that the electron magnetic moment in QED is not sensitive to an IR
cutoff.
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