it has the same properties, we also shall say that $u$ has the maximal regularity. Just for this need of smoothness, our results are obtained by means of methods more classic and traditional than the ones in [9] .
We can subdivide the paper into three parts. The first one concerns problem $(P)$ when the operators $L(t)$ and $M(t)$ are in fact independent of $t$ and take their values in a reflexive Banach space. Then we are able to extend [1] and [15] Using these spaces, that we can also characterize with the help of $L(tM+L)^{-1},$ $t>0$, we obtain both strict solutions $+time/space$ regularity provided that some assumptions are satisfied on $(1-P)fand/or(1-P)f$ and We can dispense with such a projection if we content us with strict or else classical solutions to $(P)$ on $(0, T]$ , because then it is enough that $f$ is H\"older continuous and $v_{0}\in R(T)$ in accordance with [9] , see Theorem 3 . Notice that now the initial condition in $(P)$ is always read in the norm of $X$ .
The extension of these results to the general case deservers some difficulties, since even if we make the rather restrictive hypothesis that $\overline{R(T(t)}$ ) $\equiv R,$ $0\leqq t\leqq T$ , where $T(t)=M(t)L(t)^{-1}$ , the corresponding projections $P(t)$ depend on $t$ and we should be compelled to make some differentiability assumptions on $P(t)$ .
These problems are already pointed out for algebraic-differential equations in finite-dimensional spaces (we refer to the treatment given in [17] ) and depend upon the fact that the singularities of $T(t)$ may arise either in $r=0$ only or in all a neighbourhood of $t=0$ .
Further, the corresponding interpolation spaces $(\overline{R(T(t})),$ $R(T(t)))_{\theta,\infty}$ may change suddenly from $\overline{R(T(0}$ )) to $\{0\}$ , where $r_{0}\geqq 0$ , for example and this does not allow to use the well-known results on maximal space regularity described in [1] or elsewhere. These remarks account for the second part of the paper, where problem $(P)$ is faced and only time regularity is discussed.
However, since we now need no hypothesis of abstract potential type on the operators $T(t)$ for a projection argument, it is possible to weaken the assumptions on $||L(t)(zM(t)+L(t))^{-1}$ ; $X(X)||$ to an estimate as $||L(t)(zM(t)+L(t))^{-1}$ ; $\mathcal{L}(X)||\leqq C(1+|z|)^{\alpha}$ , 0;$ $t\leqq T$ , [9] and also establish the corresponding space and time regularity for their solutions according to paragraphs 1 and 2. Such equations have the form
and they were previously considered in a lot of papers. We only quote [2, 4, 10, 11, 12, 13, 16] , where some types of weak solutions are studied.
These 
Then it is well known (see [20, It easily follows that an estimate analogous to (3) is satisfied in a sector If $X$ is reflexive, we immediately deduce that the bounded linear operator $T=ML^{-1}$ satisfies (2) .
Denote by $P$ the projection operator onto $N(T)$ defined by
In the paper [5, p. 220] it has been shown that the restriction
We now consider the initial value problem
Analogously to the definition for the regular situation $M=I$, we introduce
In order to treat the maximal regularity property of $(P_{1})$ , to which we are mainly interested, we define
Known characterizations of these interpolation spaces [11] say that $x\in X_{\theta}$ if and only if $x\in R(T)$ and $\sup_{t>0}t^{\theta}||T-1(t+T^{-1})^{-1}x;X||<+\infty$ .
On the other hand, clearly, the preceding $\sup$ coincides with
We establlsh our first result, extending [15] to $(P_{1})$ . THEOREM 1. Assume that (3) is satisfied in a reflexive Banach space $X$ .
Then there exists a unique strict solution $u$ of PROOF. Define $u(t)=u_{1}(t)+u_{2}(t),$ $0\leqq t\leqq T$ , where 
Notice that the integral converges also for $t=0$ in view of the regularity im-
We also have:
and
The statement is completely proved. $\#$
The results in [15] give also existence (and uniqueness) of both strict and classical solutions. Accordingly, we define
where
Let us describe how it is possible to use the theorems in [15] to have the strict solution for $(P_{1})$ and the classical solution for $(P_{2})$ , of course without maximal regularity.
We begin with $(P_{1})$ . To this end, we transform it into
by means of the change of variable $Lu=v$ .
Consider then the Cauchy problem in
Thus we know that
We conclude THEOREM 2. Let $X$ be a rejlexive Banach space. Assume (3) and
The same reasoning as in the preceding proof, this time by using [15, Theorem 4.4] leads to
has a unique classical solution PROOF. It suffices to observe that $z_{0}\in\overline{D(T^{-1})}$ and hence we can apply [15, Theorem 5.4] to problem (6) . $\#$ THEOREM 5. Let $X$ be a reflexive Banach space, with (3) 
PROOF. We want to apply [15, Theorem 5.5] . For this, we observe that in equation (5) $\tilde{T}(1-P)Lu_{0}=z_{0}\in R(T)=D(\tilde{T}^{-1})$ and
In this section we consider problem $(P)$ in its generality, also when the In that paper the equation $BMu+Lu=h$ was studied under the assumptions which we now recall for convenience of the reader.
is a closed linear operator from the complex Banach space $E$ into itself such that $\forall z\in C,$ $|\pi-\arg z|\leqq\varphi<\pi/2$ or $z=0,$ $B-z$ has a bounded inverse
and $M$ are closed linear operators from the complex Banach space
where $\alpha\in[0,1)$ . [7] is that the exponent If $\omega$ is chosen sufficiently small so that $a_{1}<1$ , we can apply Theorems 1/2 in [7] and deduce the result. We also observe that then, by a change of independent variable argument, it is not restrictive to take $s=0$ in these theorems.
APPLICATION. Let $L(t),$ $M(t),$ $0\leqq t\leqq T$ , be two families of closed linear operators from the Banach space $X$ into itself, such that TO apply THEOREM 6 we use also [7, With $f\in X$, we calculate
$\frac{\partial}{\partial t}(zT(t)+1)^{-1}f=-z(zT(t)+1)^{-1}M'(t)L(t)^{-1}(zT(t)+1)^{-1}f$ $+L'(t)L(t)^{-1}(zT(t)+1)^{-1}f-(zT(t)+1)^{-1}L'(t)L(t)^{-1}(zT(t)+1)^{-1}f$ .
In virtue of $(K5)$ and the moment inequality,
It follows that $|| \frac{\partial}{\partial t}(zT(t)+1)^{-1}f;X||SC[(1+|z|)^{1-\beta+2a}+(1+|z|)^{2a}]||f;X||$ $\leqq C'(1+|z|)^{1-\beta+2\alpha}||f;X||$ .
We also have for all $f\in X$, $\frac{\partial^{2}}{\partial t^{2}}(zT(t)+1)^{-1}f$
$=-z \{\frac{\partial}{\partial t}R(z, t)\}T'(t)R(z, t)f-zR(z, t)T''(t)R(z, t)f-zR(z, t)^{-1}T'(t)$
. $\{\frac{\partial}{\partial t}R(z, t)\}f$ , where we have used $R(z, t)$ for $(zT(t)+1)^{-1}$ .
A trivial calculation shows that 
there is a unique strict solution $u$ of 
is verified if we take $\beta=1-1/m$ .
On the other hand, $T'(O)=0$ , and thus condition (7) reduces to
which says how $u_{0}$ has to be chosen so that $t^{m}u(t)$ vanishes in $t=0$ , our actual initial condition in $(P)$ .
The assumption $m\geqq 2$ seems to be too restrictive and is due to ( $H3$ ii). In fact it can be refined to $m>1$ if we make use of the following general 
If
$\alpha<\varphi(1-\sigma)(\delta-a)^{-1}=\alpha^{*}$ , then for any
there is a unique strict solution
PROOF. In view of [7] and THEOREM 7, it suffices to observe that if 
These hypotheses imply that in a sector $\Sigma$ containing ${\rm Re} z\geqq 0$ and for any $0\leqq$ $t\leqq T$ , the estimates I $L(t)(zm(t)+L(t))^{-1}$ ; $X(X)||\leqq C_{1}$ hold.
NOW, since
It is not too difficult to see that also the estimates $|| \frac{\partial}{\partial t}R(z, t)-\frac{\partial}{\partial s}R(z, s);\mathcal{L}(X)||\leqq C(1+|z|)^{2-\eta}|t-s|^{\varphi}$ , $\varphi=\min\{\epsilon, \nu\}$ , hold and hence we can apply THEOREM 9 with $\alpha=0,$ $\sigma=1-\eta,$ $\delta=2-\eta,$ $\varphi=$ $\min\{\epsilon, \nu\}$ , so that $\alpha^{*}=\eta\varphi$ .
REMARK. If $m(t)=t^{m},$ $m>1$ , then all preceding assumptions are true, with
3. Let $V\subseteqq H\subseteqq V^{*}$ be given complex Hilbert spaces, with
Denote by $M\in \mathcal{L}(H),\tilde{L}\in X(V, V^{*})$ the operators induced by these sesquilinear forms; by Assumptions (11), (12) allow to estimate suitably 1 $(\partial/\partial t)R(z, t);\mathcal{L}(X)||$ and $||(\partial/\partial t)R(z, t)-(\partial/\partial s)R(z, s);\mathcal{L}(X)||$ as in Application 1 provided that $\rho>2(1-$ $\beta)(2-\beta)^{-1}$ . Therefore we obtain a strict solution $u$ to $(P)$, with $tarrow(\partial/\partial t)(m(t$ ,
then (10) is verified. Since
holds with $\beta=1-1/q$ . Also (12) is satisfied if one takes $\varphi=\min\{q-1,1\}$ . Therefore to use the preceding result it suffices to suppose $2(q+1)^{-1}<\rho\leqq 1$ , since $\alpha=(1-\rho)(2-\rho)^{-1}$ . 
Let $(C+1){\rm Re}\lambda+|{\rm Im}\lambda|\geqq\epsilon_{0}>0$ . We then deduce that there is $K>0$ such that $\int_{j0.1\zeta}|u'(x)|^{2}|u(x)|^{p-2}dx\leqq K||f;X||||u;X||^{p-1}$ .
In virtue of (13) , this implies [16, p. 184] . We want to this purpose to quote the thesis of Brown [3] . 7 . We could treat equations of the type $\frac{\partial}{\partial t}(m(t, x)u(t, x))+L(t, x, D)u(t, x)=f(t, x)$ , $0\leqq t\leqq T$ , $x\in\Omega\subset R^{n}$ where $C_{1}m(x)\leqq m(t, x)\leqq C_{2}m(x),$ $C_{1},$ $C_{2}>0,$ $m(x)\geqq 0$ vanishes only on a part of the boundary $\partial\Omega$ of $\Omega$ , by help of the weight-spaces $L_{\sqrt{m}}^{2}(\Omega)$ and $L_{1/\sqrt{m}}^{2}(\Omega)$ , as it has been done in [16] . Now one assumes higher regularity in time to obtain some solution $u$ for which $tarrow L(t, \cdot, D)u\in C^{\omega}[O, T;L_{1/\sqrt{}}^{2}\overline{m}(\Omega)]$ .
