Abstract. This paper generalises previous work of the author to the setting of overconvergent p-adic automorphic forms for a definite quaternion algebra over a totally real field. We prove results which are analogues of classical 'level raising' results in the theory of mod p modular forms. Roughly speaking, we show that an overconvergent eigenform whose associated local Galois representation at some auxiliary prime l is (a twist of) a direct sum of trivial and cyclotomic characters lies in a family of eigenforms whose local Galois representation at l is generically (a twist of) a ramified extension of trivial by cyclotomic.
Introduction
In the paper [18] , we proved some results related to the levels of overconvergent p-adic automorphic forms associated with definite quaternion algebras over Q (as defined by Buzzard [4] ). The main result is, roughly speaking, that an overconvergent automorphic form whose associated local Galois representation at some auxiliary prime l is (a twist of) a direct sum of trivial and cyclotomic characters, lies in a family of eigenforms whose local Galois representation at l is generically (a twist of) a ramified extension of trivial by cyclotomic. Any classical member of such a family necessarily generates an automorphic representation whose local factor at l is (a twist of) Steinberg, so this can be regarded as an analogue of the level raising results of Ribet [22] and Diamond-Taylor [12] . Such results were conjectured by Paulin in his work on local-global compatibility [19] (see also [20] ).
In this paper we generalise results of [18] to definite quaternion algebras over a totally real field F . Something which we would like to emphasize in this paper, which was not made clear in our previous work, is that our results apply to many p-adic automorphic forms whose attached Galois representation is reducible -we only have to exclude things which look something like a weight 2 Eisenstein series.
We briefly set-up some notation so we can describe a version of our main theorem, Theorem 4.3. Let D be a definite quaternion algebra over a totally real number field F . Fix a prime p and let n be an ideal of O F , coprime to p and the discriminant δ of D. Denote by E D (n) the nilreduction of the eigenvariety of tame level U 1 (n) 1 constructed in [5, Part III] . Let l be a prime ideal of O F , coprime to pδ. As remarked above, our results do not apply to certain points of E D (n) -they all have reducible associated Galois representations, and their weights are, up to a shift in central character and twist by a finite order character, of parallel weight two. We call such points 'very Eisenstein' -more precisely, the points correspond to very Eisenstein maximal ideals of Hecke algebras in the sense of definition 3.1.
Date: September 24, 2014. 1 by which we mean the usual subgroup of (D ⊗ F A F,f ) × , see section 2.1
Theorem. Suppose we have a point φ ∈ E D (n) which is not very Eisenstein, and with T . In particular, all the classical points in this family arise from automorphic representations of (D ⊗ F A F )
× whose factor at l is a special representation 4 .
We also give some examples of p-adic Hilbert modular forms to which our main theorem applies. In fact, all our examples are p-ordinary. The first collection (see 4.2.1) only exists if Leopoldt's conjecture is false for F and p, and for these examples it is crucial that our results hold in the reducible case. The second kind of example (see 4.2.2) is found by doing some explicit computations with members of a Hida family -we just discuss the case F = Q for simplicity. We have also taken the opportunity to include some corrections to [18] at the end of the paper.
In comparison to [18] , we have to generalise our arguments to work over a higher dimensional base (since weight space has dimension greater that 1), and also take care of any possible Leopoldt defect. These modifications could be avoided if one was happy to just work over, say, the one-dimensional subspace of 'parallel weights' in weight space. On the other hand, one of the main technical ingredients in our work is a form of Ihara's lemma (lemma 2.15) which requires a more complicated combinatorial argument in this setting, regardless of the region of weight space one works over.
These results also provide a technical input to some recent work on the question of local-global compatibility at Steinberg places for Hilbert modular forms of partial weight one [17] .
Modules of p-adic overconvergent automorphic forms and Ihara's lemma
In this section we will prove the results we need about modules of p-adic overconvergent automorphic forms for quaternion algebras over totally real fields.
2.1. Some notation and definitions. We begin by setting out some notation and definitions, following the presentation of [5, Part III] . Let p be a fixed prime, and fix a totally real field F of degree g over Q, with ring of integers O F . Let K 0 denote the closure in Q p (a fixed algebraic closure of Q p ) of the compositum of the images of all the field homomorphisms F → Q p . We let K be any complete extension of K 0 , and denote by I the set of field homomorphisms F → K. If we fix an isomorphism C ∼ = Q p then we may identify I with the set of real places of F . We let J denote the set of primes of F dividing p. For j ∈ J we denote by F j the completion of F at j, with ring of integers O j . Set O p = O F ⊗ Z Z p and F p = F ⊗ Q Q p . Then O p = j∈J O j and F p = j∈J F j . Fix uniformisers π j of each F j and let π ∈ F p be the element with jth component π j for each j ∈ J. We also use π to denote the ideal of O F which is the product of the prime ideals over p.
Any i ∈ I gives a map F p → K, factoring through the projection F p → F j for some j := j(i) ∈ J. The map i → j(i) hence induces a natural surjection I → J. For any set S, (a j ) ∈ S J and i ∈ I we write a i to denote a j(i) . Let D be a totally definite quaternion algebra over F with discriminant δ prime to p.
for all finite places v of F where D splits. Note that these induce isomorphisms 
For a J-tuple α ∈ Z J ≥1 , we let M α denote the monoid of matrices
We will be interested in two key examples of open compact subgroups of D × f . For n an ideal of O F coprime to δ, we define U 0 (n) (respectively U 1 (n)) to be the subgroup of D × f given by the product v U v , where
× for primes v|δ, and U v is the matrices in D
and A a module over a commutative ring R, with an R-linear right action of
If we fix a set {d i : 1 ≤ i ≤ r} of double coset representatives for the finite double quotient D × \D × f /U , and write Γ i for the group d
Note that we can now also write
as follows: we decompose U ηV into a finite union of right cosets i U x i and define
2.2. Overconvergent automorphic forms. We let W denote the weight space defined in [5, pg. 65 ] -it is a rigid analytic space over K with dimension g + 1 + d, where d is the defect in Leopoldt's conjecture for (F, p). Affinoid K-spaces X equipped with a map to W correspond bijectively with continuous group homo-
× , such that the kernel of κ contains a subgroup of
We write κ = (n, v) where n :
× is the composition of the map γ → (γ, 1) with κ, and v :
× is defined similarly with respect to the second component of O
We define locally algebraic points in the weight space W following [5, §11] (although we use a different notation for weights of Hilbert modular forms). Suppose we have k ∈ Z I ≥2 , w ∈ Z such that the components k i of k are all congruent to w mod 2, and ε : O × p → K ′× a finite order character (with K ′ /K a finite extension). Then we denote by (k, w, ε) ∈ W (K ′ ) the point corresponding to the map
In the above a i denotes the image in K of a j(i) ∈ F j under the embedding i (and similarly for b i ). Let N K denote the set {|x| :
J we define B r as in [5, pp. 64-65] -it is a rigid analytic subvariety of the unit g-polydisc over K. For all complete extensions K ′ /K we have
Supposing we have a map of rigid spaces X → W , where X is a reduced Kaffinoid. We have an associated continuous group homomorphism κ = (n, v) :
× . The map n factors as a product (over j ∈ J) of maps
We say that κ is r-analytic if for each j ∈ J the character n j is induced by a morphism of rigid analytic varieties n j : B × r ×X → G m . Now for r ∈ (N K ) J we define A X,r to be the K-Banach algebra O(B r × X). We endow A X,r with the supremum norm. Suppose we have α ∈ Z J ≥1 . We let r|π α | denote the element of (N × K ) J with j component equal to r j |π αj j |. If κ is r|π α |-analytic then we can define a (continuous, norm-decreasing) right action of M α on A X,r as in [5, pp. 71-72 ]. First we extend v to a map v :
× by setting v(π j ) = 1 for all j ∈ J. The formula 'on points' for the M α -action is that if
where x ∈ X(K ′ ) and z ∈ B r (K ′ ). It follows from [5, Proposition 8.3 ] that for fixed (κ, r) as above, there exists an α such that κ is r|π α |-analytic. We now define spaces of overconvergent automorphic forms, as in [5, Part III] . 
It is enough to check that the natural map
is an isomorphism. Denote by e X the idempotent projection onto the Γ i -invariants, so that A
We also have
and it is clear that
, so we deduce that both these inclusions are equalities, and in particular
There are maps from spaces of classical automorphic forms into our spaces of overconvergent automorphic forms (with classical weight), which we now describe.
, and choose
Suppose we have a classical weight (k, w, ε), with (k, w) corresponding to suitable (n, v). Then as in [5 
for the left action of ∆, induced by f → f |u −1 . As described in [5, §9] , for any r ∈ (N K ) J there is an embedding (equivariant with respect to the Hecke operators defined below)
2.
3. An explicit description of the action of special elements of M α on A X,r . Later in this paper we will have to perform a rather explicit calculation involving A X,r and the action of a certain element of M α . Suppose we have r ∈ (N K ) J such that for every j ∈ J, r j = |x j | for some x j ∈ K (we can always enlarge K to ensure this). Let I r denote the ideal in O p whose elements are y ∈ O p such that |y j | ≤ r j for each j ∈ J. Let S ⊂ O p denote a set of representatives for O p /I r . We write B r as a disjoint union of connected rigid spaces
where we have
J denote the element with 1 in every component. There is an isomorphism
which maps (s, z) on the left hand side to (z i x i + y i ) i∈I ∈ B s r . This induces an isomorphism ν * r : A X,r → s∈S A X,1 . We choose N a positive integer, sufficiently large so that |π j | N < r j for all j ∈ J, and compute how ν r intertwines the action
Proof. This is a simple calculation. Note that the assumption on N implies that (z i x i + y i + π N ) i∈I remains in the connected component B 
α , so it acts on D X,r . This allows us to make the following definition: Definition 2.4. For X, κ, r, α and U as above, we define the space of dual r-overconvergent automorphic forms of weight X and level U to be the O(X)-module V D X (U ; r) := L (U, D X,r ). As in 2.2, we have a norm preserving isomorphism
Thus V D X (U ; r) is a Banach O(X)-module, not necessarily satisfying the property (P r) (since D X,r is not necessarily ONable).
If
Hecke operators.
For an ideal a of O F , we define the Hecke algebra away from a, T (a) , to be the free commutative O(X)-algebra generated by symbols T v , S v for finite places v of F prime to a. If δp divides a then we can define the usual action of T As remarked above, for a classical weight (k, w, ε) (with associated n, v), there is an embedding
The well-known classicality criterion in this setting (for example, it is a special case of [14, Theorem 3.9.6]) tells us that generalised eigenvectors for the operator U π on the right hand side of the above map, with eigenvalue of sufficiently small slope, lie in the image of ι. We do not need to recall the precise criterion here, it will be sufficient to record its consequences for Zariski density of classical points in the eigenvariety.
Definition 2.5. Let E D (n) be the reduction of the eigenvariety of tame level U 1 (n) constructed (as in [5] ) from the spaces of overconvergent forms defined in Definition 2.1, the compact operator U π and the Hecke algebra T (δpn) . It comes equipped with a map E D (n) → W . We say that a point of E D (n) is classical if it corresponds to a system of Hecke eigenvalues arising in the image of ι, with the caveat that we exclude points arising from f = ι(f 0 ) where
, and denote the set of classical points by Z cl . We say that a point x of E D (n) is essentially classical if there exists a p-adic character ψ of Gal(F /F ), unramified above places not dividing pδn, such that the twist by ψ of the p-adic Galois representation associated to x is isomorphic to the Galois representation associated to some cuspidal Hilbert modular form.
The reason for our terminology is that the classical points correspond to cuspidal Hilbert modular eigenforms of cohomological weight. Note that we could formulate the definition of essentially classical purely in terms of Hecke eigenvalues, but it seems simplest to give the Galois theoretic description. We have to use the notion of essentially classical to avoid assuming Leopoldt's conjecture for (F, p): the Zariski closure of the classical weights in W has dimension 1 + g whilst W has dimension 1 + g + d. See also [7] , before the statement of Theorem 5.9, for the same notion.
The following is a consequence of [5, Part III] (see also [7] , following the statement of Theorem 5.9).
2.6. A pairing. In this section X, κ, r, α and U will be as in Definition 2.1. We will denote by V another compact open subgroup of wild level ≥ π α . We fix double coset representatives
where O ×,+ F denotes the group of totally positive units.
Proof. For the first item, observe that conjugation by u maps the coset space
Similarly the second item follows from considering conjugation by g. Finally, we have
Remark 2.9. The quantity γ U (x) is the natural measure of the size of the group
We define an O(X)-bilinear pairing between the spaces S D X (U ; r) and V D X (U ; r) by
X (U ; r) and on the right hand side of the above definition ·, · denotes the pairing between A X,r and D X,r given by evaluation.
This pairing is independent of the choice of the double coset representatives
and γ U (g) = γ U (dgu). Combining this observation with the isomorphisms (1) and (2) we see that our pairing identifies V D X (U ; r) with S D X (U ; r) * . The following proposition is a mild generalisation of [18, Proposition 3] . We give the proof here since the proof in loc. cit. omits a factor.
Proof. We have
where we pass from the third line to the fourth line by substituting x = dv −1 and observing that under the map 
and we can identify S
Q is a projective finitely generated O(X)-module. Since we have already identified V D X (U ; r) Q with the dual of M , to prove the lemma we need to show that we can identify
We apply the exact functor Hom O(X) (M, −) to the short exact sequence of O(X)-
to obtain a short exact sequence
Since M is finitely generated, the quotient Hom
, we deduce the lemma.
2.8. Old and new. Fix a non-zero ideal n of O F (the tame level) coprime to p and fix another finite place l ∤ npδ. Let X → W be a reduced affinoid. We assume X is such that the associated character κ is r|π
To simplify notation we set
Since the map i is defined by double coset operators with trivial component at all places dividing p it commutes with U π and thus gives a well defined map between these spaces of Q-bounded forms. Regarding f and g as functions on
The image of i inside M will be referred to as the space of oldforms.
We also define a map
. We regard the kernel of i † as a space of l−new forms. The maps i and i † commute with Hecke operators T v , S v , where v ∤ nplδ.
The same double coset operators give maps
Using Proposition 2.10 we have
A calculation shows that i † i acts on the product L × L = L 2 by the matrix (acting on the right)
We have exactly the same double coset operator formula for the action of
l U ] respectively on L * . Also, the double coset U η l U is the same as U ̟ l η −1 l U , since the matrix which is the identity at every factor except l and 0 1 1 0 at l is in U. From these two facts we deduce that, in terms of Hecke operators, j † j acts on L * × L * by the matrix (again acting on the right)
Lemma 2.12. Suppose A is an integral domain, which we assume to be normal and equidimensional of dimension d. Suppose B is an A-algebra which is integral over A and torsion free. Then B is equidimensional of dimension d. Proof. We assume without loss of generality that X is connected. Let L 0 be the
, and denote by 2 S l vanishes at a classical point, which violates the Hecke eigenvalue bounds given by the Ramanujan-Petersson conjecture for Hilbert modular forms ([2, Theorem 1]) (alternatively, the local factor at l of a cuspidal automorphic representation of GL 2 (A F ) must be generic, and the Hecke eigenvalue condition implies that we are in the non-generic principal series). We obtain a contradiction, so the kernel L 0 must be zero.
Note that the injectivity of i † i implies the injectivity of i. The above shows that if X is as in the statement of Proposition 2.13, we have ker(i † ) ∩ im(i) = 0 so the forms in M cannot be both old and new at l. However, if we look at overconvergent automorphic forms with weight a smaller dimensional affinoid in W (which does not contain a Zariski dense set of classical weights), then i † i may have a kernelthis corresponds to families of p-adic automorphic forms which are both old and new at l.
2.9.
We begin this section by noting that the injectivity of i † i implies the injectivity of j † j:
is an injective endomorphism of a finite dimensional vector space, it is an isomorphism, so we see that λ = µ = 0. Hence j † j (thus a fortiori j) is injective. We now define two chains of modules which will prove useful:
We note that Λ 0 ⊃ Λ 1 ⊃ Λ 2 ⊃ Λ 3 , and that
with analogous statements for the starred modules. We fix the usual action of T (nδpl) on all these modules. We can now describe some pairings between them which will be equivariant under the T (nδpl) action. They will not all be equivariant with respect to the action of T l .
We have a (perfect) pairing , :
which in turn induces a pairing
The fact that this pairing is perfect follows from [18, Lemma 6] (the proof of which applies verbatim to the more general setting of this paper). In exactly the same way, we have a perfect pairing
. The final pairing we will need is induced by the pairing between M and M * . It is straightforward to check that this gives a perfect pairing:
2.
10. An analogue of Ihara's lemma. We can generalise the version of Ihara's lemma appearing in [18] to this setting. We want to obtain information about the 
× and T v y = ψ(̟ v )(Nv + 1)y. The field F ′ (and the cover Y ′ ) may be chosen independent of y.
Proof. Suppose y is as in the statement of the lemma. First we show that n is a finite order character. Suppose we have u ∈ U such that u p ∈ SL 2 (F p ) and u v is the identity away from p. Then, since N m(u) = 1, y(g) = y(gu) = y(g) · u p for all g ∈ D × f . If we denote by u a the element of U with p factor equal to 1 a 0 1 for a ∈ O p , and other factors equal to the identity, then we see that
is constant in z (for fixed x), since non-constant rigid analytic functions have discrete zero sets.
, so if we denote be u 0 the element of U with p factor equal to 1 0 π α 1 and other factors the identity, then again we have
is, for fixed x ∈ Y , a constant function of z. Let n be a positive integer such that |π
which implies that the character n : O 
and r ∈ Z ≥1 . Therefore, setting
with finite cokernel. Therefore we have Y ′ and ψ as in the statement of the lemma, with ψ| (1+π r Op) = v| −1 (1+π r Op) . We let F ′ be the class field for the (narrow) ray class group
(such an x exists because ̟ v has trivial image in the narrow ray class group).
Suppose a finite place v of F splits completely in F ′ and is coprime to nδpl. Since N m(U 1 (nπ α+n )) = O D ⊗ Z Z, we may choose u 0 in U 1 (nπ α+n ) such that we have an equality in A 
Now we can compute Without loss of generality (by extending K if necessary) we can assume that for every j ∈ J, r j = |x j | for some x j ∈ K. With this assumption, we define an isomorphismν We have
Now by lemma 2.3 we havẽ
Sublemma 2.16. Suppose
Proof. We show that for every monomial T j s we have
We induct on (Z ≥0 ) I using colexicographic ordering (which is a well-ordering, with minimal element (0, ..., 0)). Note that we fix an ordering of I (e.g. as we have done previously we label the elements of I as 1, ..., g) . We recall the definition of the colexicographic ordering.
if there is an m ∈ I such that for all i > m we have j i = j ′ i and we have j m > j ′ m . We now proceed with our inductive proof. Suppose we have j = (j 1 , ..., j g ) ∈ (Z ≥0) )
I , and for all j ′ ∈ (Z ≥0) ) I with j ′ < colex j
we have b
.., j g ). Then we have This fact presumably has a representation-theoretic interpretation.
Now this final pairing is just equal to
2.11. Very Eisenstein modules. We will soon apply the preceding lemma to give a form of Ihara's lemma for modules of overconvergent automorphic forms and dual overconvergent forms. First we need a technical definition to take care of the exceptional case in lemma 2.14.
Definition 2.19. Denote by H the image of T
(δpnl) in End(M ). Suppose N is an H -module which is finitely generated as an O(X)-module. We say that N is very Eisenstein if every prime ideal P of H in the support of N , with p = P ∩ O(X), satisfies:
• the induced character
has finite order • there exists a finiteétale K-algebra extension O(X)/p ֒→ A, a finite Abelian extension F ′ /F and a continuous character ψ : Proof. Since the support of B is contained in the union of the support of A and the support of C, the first part is obvious.
For the second part, since
To prove the proposition, it suffices to prove that kernel of the map
QY , so it in fact suffices to prove that the kernel of the natural 'level raising'
. Therefore y 2 and y 2 |η l are both invariant under the action of the group U , so y 2 is invariant under the action of the group generated by U and η l U η
It follows as in the proof of [18, Proposition 8] that y 1 and y 2 factor through N m and now lemma 2.14 shows that Tor
Lemma 2.23. Let Y ֒→ X be a closed, reduced and irreducible sub-affinoid. The module Tor
Proof. We proceed as in the proof of lemma 2.22. With the help of lemma 2.11 and lemma 2.15, we obtain the desired result.
The following consequence of the preceding two lemmas will be the most convenient analogue of Ihara's lemma for our applications.
Lemma 2.24.
(
tors is equal to 0.
Proof. Since X is a disjoint union of reduced and irreducible admissible open affinoids, we may assume without loss of generality that X is reduced and irreducible (hence O(X) is an integral domain). We begin by proving the first part of the lemma. Suppose P is an associated prime ideal (in H ) of (M/iL 2 ) tors . So we have m ∈ M/iL 2 and 0 = α ∈ O(X) with αm = 0 and ann H (m) = P. Since α is not a zero-divisor, the H -submodule of α-torsion elements in M/iL 2 is isomorphic to Tor
So it suffices to prove that the H -module
. By applying lemma 2.21 and a simple dévissage, we are done if we can prove that Tor
is very Eisenstein for any prime ideal p of O(X), which is precisely lemma 2.22.
The second part of the lemma follows similarly from lemma 2.23. Proof. The statement about Λ 2 /Λ 3 follows from the first part of lemma 2.24, since Λ 2 /Λ 3 is a homomorphic image of (M/iL 2 ) tors . The statement about Λ * 0 /Λ * 1 follows from the duality (via pairing P 2 ) between this module and Λ 2 /Λ 3 . The other two statements similarly follow from the second part of lemma 2.24.
3. Raising the level 3.1. Very Eisenstein ideals. Definition 3.1. We say that a prime ideal P of H is very Eisenstein if the Hmodule H /P is very Eisenstein. Equivalently, we require P to satisfy the itemised conditions in Definition 2.19.
Recall that if M is a maximal ideal of H , then there is an attached semi-simple Galois representation ρ M : Gal(F /F ) → GL 2 (Q p ). We normalise things so that the T v eigenvalue arising from M is equal to the trace of ρ M (σ v ), where σ v denotes an arithmetic Frobenius element. If M is very Eisenstein, then this Galois representation is reducible, but the requirement that the character n :
is finite order imposes an additional restriction on the Galois representation (that can be translated into a condition on its generalised Hodge-Tate weights).
Recall that H denotes the image of T (nδpl) in End O(X) (M ). We similarly let
There is a map H → H L coming from the embedding L ֒→ M (given by regarding a form of level U as a form of level V ). If I is an ideal of H L we denote by I M the inverse image of I in H . Note that if N is any finitely generated H L -module, then ann H (N ) = (ann HL (N )) M , and so if P is in Supp HL (N ) then P N is in Supp H (N ).
Proof. Consider the H L -module
The H L -supports of L and L * are equal, and det Nl + 1
in support of Q (the H L,P -module Q P /PQ P is non-zero since it is the cokernel of a map of vector spaces with determinant zero). Thereform P M is in the support of Q.
Corollary 2.25 implies that if P M is in the support of Λ * 0 /Λ * 1 or Λ * 2 /Λ * 3 then it is very Eisenstein, so it must be in the support of Λ *
F )). Finally we can apply pairing P 3 (which is equivariant with respect to the action of H ) to conclude that P M is in the support of ker(i † ).
Applications
In this section we explain an application of the preceding results.
4.1.
Level raising for p-adic Hilbert modular forms. Let E D (n) be the reduced eigenvariety of tame level U 1 (n) as defined in Definition 2.5. Similarly we denote by E D (nl) the reduced eigenvariety of tame level U 1 (n) ∩ U 0 (l), where we construct this eigenvariety using the Hecke operators at l in addition to the usual Hecke operators away from the level. This allows us to relate E D (nl) and the reduction E D,l-old (nl) of the two-covering of E D corresponding to taking roots of the l-Hecke polynomial. Proof. This is proved exactly as [18, Lemma 14] .
We need one more definition before we can state our main theorem. 
such that pulling ι back to the admissible open Sp(
Moreover, E D (nl) l-new is equidimensional of dimension dim(W ), and is therefore a union of irreducible components of E D (nl).
Proof. We simply need to glue the closed immersions
and then pass to reduced spaces. 
QY which allow us to identify ker(i
Therefore the image of
. This is enough to glue our closed immersions (we leave the details to the reader). Note that since all our O(X)-modules are finitely generated, the ordinary tensor products ⊗ O(X) O(Y ) in the above can be replaced with completed tensor products [3, 3.7.3, Proposition 6] .
The fact that E D (nl) l-new is equidimensional of dimension dim(W ) follows from the fact that (for irreducible X) the O(X)-module ker(i † ) is O(X)-torsion free, so we can again apply lemma 2.12, as in the proof of proposition 2.13.
We can now state the main theorem of this paper. corresponding to α also lies in
Proof. It follows from the construction of the eigenvariety that there exists an admissible affinoid open X ⊂ W , an α, an r and a Q such that the point φ corresponds to a maximal ideal
Therefore E D (nl) l-new contains a point φ ′ with the same Hecke eigenvalues (away from l) as φ. A calculation using the fact that φ ′ comes from an eigenform in the kernel of i † shows that the point φ ′ corresponds to the root α.
Remark 4.4. Note that the same conclusion as the above Theorem holds for a family of points of E D (n) on which T 2 l − (Nl + 1) 2 S l vanishes. Since this Hecke operator is non-vanishing on essentially classical points, it cuts out a codimension one subspace on each irreducible component of E D (n) where it is not invertible.
Remark 4.5. Recall that the eigenvarieties E D (n) and E D (nl) l-new are constructed using Hecke operators away from n. We can replace these eigenvarieties by the 'full' reduced eigenvarieties constructed using Hecke operators at all finite places (including the places v dividing δ -here the Hecke operator is given by the double coset operator 
it is associated with a maximal ideal of a Hecke algebra which is not very Eisenstein
for all finite places v of F with v ∤ p, and U π (x L ) = 1. In particular, the semisimple representation of
cyc , where 1 denotes the trivial character and χ cyc denotes the p-adic cyclotomic character.
For any prime l of F which is coprime to p the point of E D,l−old (l) lying over x L which corresponds to the root (Nl) −1 of the Hecke polynomial
Proof. It is explained in [24, §4.3 ] that the desired system of Hecke eigenvalues arises from the cuspidal ordinary Λ-adic Hecke algebra for GL 2 /F . There are then several ways to see that this system of eigenvalues must also appear in (an ordinary component of) the eigenvariety E D (O F ). For example, one can apply [6, Théorème 1] to systems of (in this case, finitely generated) Banach modules provided by, on the one hand, the ordinary part of the modules defined in section 2.2 (with the weights varying in the one dimensional family with v trivial and n 'parallel') and on the other hand, the generic fibre of the ordinary part of the modules of Katz p-adic Hilbert modular forms.
Note that the T v and S v eigenvalues (t v and s v respectively) can be read off from the characteristic polynomial of an arithmetic Frobenius element acting on the Galois representation attached to x L , which is X 2 − t v X + (Nv)s v . Now for the last part of the proposition we can immediately observe that the point x L appearing in the above proposition satisfies the conditions of Theorem 4.3 for any prime l of F which is coprime to p.
Ribet's method can be applied to the family of Galois (pseudo-)representations of
lying over x L which is provided by Theorem 4.3. We therefore obtain the following:
where K denotes the trivial K-representation and K(−1) denotes the representation given by the inverse of the cyclotomic character.
Moreover, V (x L ) is unramified outside l (in particular, V (x L ) is locally a split extension at places dividing p).
Proof. The construction of V (x L ) is a standard application of 'Ribet's lemma' -for example see [1, Proposition 9.3] for an application in a more complicated situation. By construction we get an extension which is unramified outside pl. But the extension V (x L ) also splits at every place p|p, since the local Galois representations at these places have an unramified character as a quotient ( [25] ).
One can then ask whether V (x L ) is actually ramified at l or not. We have constructed V (x L ) using a family of Galois representations which is generically ramified at l, and the monodromy filtrations on the local Weil-Deligne representations at classical points in this family are compatible with the extension structure (4.7), so this extension is, in contrast to what happens at primes above p, not obviously forced to split at l. But in fact there are no extensions of K(−1) by K which are ramified at a single prime l: Proof. First note that the twist V (x L )(1) corresponds to a line in the kernel
where H 1 ur,{pl} (G F , K(1)) denotes the global cohomology classes which are unramified away from pl. If we denote by K 1 the kernel of the map
from the Selmer group where the cohomology classes are unramified outside p, then there is an inclusion
We just need to show that K 1 and K 1 (l) have the same dimension. Kummer theory induces isomorphisms
and
Here O F,a denotes the a-units, for an ideal a of O F and
Observe that if l is the rational prime under l, there is an element
a for a non-zero a (take a suitable power of the ideal l to obtain a principal ideal and then take x to be a generator, or the square of a generator). So the dimensions of the image and the domain of α are one larger than the dimensions of the image and the domain of β (one sees that the image grows by considering composition with the product of norm maps to Q × p ⊗ Zp K, in which x maps to something non-trivial, whilst O × F ⊗ Z K maps to zero), hence the kernels have the same dimension.
Note that if we allow ramification at two auxiliary primes then one may obtain ramified extensions. However, the fact that the extension V (x L ) turns out to be unramified at l indicates that it will be difficult to ensure that any extensions constructed using Ribet's method are ramified at these auxiliary primes.
4.2.2.
An example for F = Q. We sketch how to construct an example of an ordinary p-adic modular form such that its transfer to a p-adic automorphic form on a definite quaternion algebra over Q satisfies the assumptions of Theorem 4.3. All computations were done in Sage [23] .
Note that the space of cusp forms S 2 (Γ 0 (15)) is one-dimensional. Denote by f ∈ S 2 (Γ 0 (15)) the normalised newform in this space. If we set p = 3, then there is a unique 3-adic Hida family passing through f , so we have an isomorphism of Λ-
, where T 0 (Γ 0 (15)) denotes the Λ-adic ordinary cuspidal Hida Hecke algebra (generated by Hecke operators prime to 15). The form f satisfies T 2 13 (f ) − (13 + 1) 2 S 13 (f ) = ((−2) 2 − (13 + 1) 2 )f = 0 mod 3. Let D be a definite quaternion algebra over Q which is non-split at the infinite place and the prime 5, and split at all other primes. By the main result of [6] , the generic fibre of the Hida family through f transfers to a one-dimension rigid subspace of E D (Z).
Proposition 4.9. There is a characteristic 0 point of the Hida family through f such that the associated point x of E D (Z) satisfies the conditions of Theorem 4.3 for l = (13). In particular there is a point of E D ( (13)) with the same system of Hecke eigenvalues as x (away from 13) which is a point of intersection between two irreducible components 6 .
Proof. If we consider the image of the Hecke operator T 2 13 − 14 2 S 13 in Λ, we obtain an element p µ P (T )U (T ) where µ ∈ Z ≥0 , P (T ) is a distinguished polynomial, and U (T ) ∈ Λ × . Since P (T ) is distinguished, its roots lie in pO K for K/Q p finite, so if the degree of P (T ) is non-zero then specialising our Hida family to the weights corresponding to the ideals (T − α) ⊂ Λ for α a root of P (T ) gives the desired p-adic modular form (which may be transferred to a definite quaternion algebra, non-split at 5). If P (T ) has degree zero, then the p-adic valuation of p µ U (α) is equal to µ for all α ∈ pZ p , so we just need to show that the valuation of the Hecke eigenvalue for T 2 13 − 14 2 S 13 is not constant in our Hida family. This is easily done in this example: at weight 2 the valuation is 1, at weight 4 it is 2 (and at weight 10 it is 3).
In fact, in the above example one can see directly that the conclusion of Theorem 4.3 holds, without applying the results of this paper (this was explained to the author by Frank Calegari) -the new subspace of S 2 (Γ 0 (13 · 15)) is also onedimensional, so we again have a Hida Hecke algebra isomorphic to Λ, and a similar argument to the above, applied to the ideal describing the intersection between the two Hida families, shows that is enough to observe that the 13-new Λ-adic form and the 13-old Λ-adic form become more congruent at weights other than 2. This can be checked by doing the computation described in the above proof and applying [11, Theorem 6 .C], or it can be checked directly.
Remark 4.10. By contrast, consider the (also one-dimensional) space S 2 (Γ 0 (21)) and its normalised newform g. If we set p = 3 and l = 13, then the valuation of the eigenvalue for T 2 13 − 14 2 S 13 is 1 for the weight 2j specialisations of the Hida family through g, with 1 ≤ j ≤ 40. So it is possible that the intersection between the two Hida families is just the ideal (p) -it would be interesting to determine whether this is the case (for example, there may be no lift of the relevant Galois representation to a representation with coefficients in Z/p 2 Z whose local representation at l has the correct form, in which case the intersection must be given by (p)).
Remark 4.11. Finally, we note that the same arguments apply to the example discussed in [13, Example 5.3.2] . In this case, the two Hida families described in that example do intersect at a characteristic zero point. [18] We take this opportunity to make a couple of corrections to the paper [18] .
Corrections to

Proof of Lemma 7(ii)
. This proof should be modified as in the proof of Lemma 2.14 above to take account of the change of variables z → rz made when fixing an isomorphism for all i and α, which implies that f = 0.
Section 3.
A minor comment is that E old as defined in section 3.1 should be replaced by its underlying reduced space. More seriously, the statement in the proof of Theorem 15 that 'M is not Eisenstein since the Galois representation attached to φ is irreducible' is false. There are points on the cuspidal GL 2 eigencurve with reducible attached Galois representation, and these show up on the eigencurve for the definite quaternion algebra. For example in the definite quaternion algebra case, in classical weight 2, the space of constant functions on D × f always gives rise to such a point. Hence in the statement of Theorem 15 we must assume that the point φ does not give rise to a 'very Eisenstein' (in the terminology of the current paper) maximal ideal in the Hecke algebra. The statement of Theorem 17 must also be modified to exclude these very Eisenstein points. We note that the question of level lowering/raising for points precisely of this kind has been studied in a recent preprint of Majumdar [15] .
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