S t a n f o r d , CA 94305-9510, USA Introduction The premisc in low-authority control (LAC) is that the actuators have limited authority, and hence cannot significantly shift the eigenvalues of the system [l, 21. As a result, the dosed-loop eigenvalues can be well approximated analvtkally using perturbation theory. These analytical approximations may suffice to predict the behavior of the closed-loop system in practical cases, and will provide at 1r.sst a very strong rationale for the first step in the design iteration loop.
Introduction
The premisc in low-authority control (LAC) is that the actuators have limited authority, and hence cannot significantly shift the eigenvalues of the system [l, 21. As a result, the dosed-loop eigenvalues can be well approximated analvtkally using perturbation theory. These analytical approximations may suffice to predict the behavior of the closed-loop system in practical cases, and will provide at 1r.sst a very strong rationale for the first step in the design iteration loop.
In this paper we introduce a new method for lowauthority co:ntroller design, based on convex programming. We formulate the LAC design problem as a nonlinear convex optimization problem, which can then be solved efficic:ntly by interior-point methods. The advant.age of fornldating the problem as convex is that very large order problems can be solved (globally) in practice. Another admntage of this formulation is that it can handle a very w7ide variety of specifications and objectives beyond standard eigenvalue-placement. Typical objectives for LAC design include increased damping or decay rate for the syste::n response, and typical constraints include limitations on the controller gains and actuator power. We show that by optimizing the C1 norm of the gains, we can arrive at sparse designs, i.e., designs in which only a small nunilxr of the control gains are nonzero. Thus, in effect, we can also solve actuator/sensor placement or controller architecture design problems. Moreover, it is possible to address the robustness of the LAC, i.e., closed-loop F erformance subject to uncertainties or variations in the plant model. Therefore, by combining all these, for example, we can solve the problem of robust actuator/sensor placement and LAC design in one step.
The next section poses the problem statement, which is followed by a section that presents typical applications of LAC. Section 3 discusses the first order perturbation formulas for the mat,rix eigenvalues, and how the design problem can be posed within convex optimization framework. Section 4 discusses the sparsity of the solution, which is important for the control architecture studies. Section 5 addresses robust LAC design, i.e., a LAC design that guarantees performance subject to uncertainties or variations in the plant model. Section 6 introduces an extension to LAC design based on Lyapunov methods, and it is shown how additional performance objectives (other than eigenvalue-placement) can be included in the formu- 
Problem statement
We consider the linear time-invariant system
where z ( t ) E R" is the state, x E Rq is a (design) parameter, and A ( x ) E R"'" is differentiable at x = 0. The goal is to find x so that the system has sufficient damping, or more generally, the eigenvalues of the system are in some desired region of the complex plane. However, it is assumed that there is "limited authority" in designing
x so that the eigenvalues of system (1) are only slightly different from the eigenvalues of the unperturbed system
i.e., system (1) with z = 0. Therefore, first order perturbation methods can be used to predict the eigenvalue locations of system (1) from the eigenvalue locations of system (2). We will refer to (1) and (2) as the closed-loop and open-loop systems respectively. In many applications, it is desirable to achieve the required eigenvalue locations (or damping) when x has the minimum number of nonzero elements. In such cases, each nonzero zi may correspond to a sensor, an actuator, a dissipating mechanism, or a structural component, and therefore, reducing the number of nonzero xi's simplifies the implementation. Hence, we will also address the problem of minimizing the number of nonzero elements of x such that the eigenvalues of system (1) are in some desired region of the complex plane. In addition, we will consider robust LAC design, i.e., a LAC design with guaranteed closed-loop system performance subject to uncertainties for variations in the system, as well as LAC design for performance measures beyond eigenvalue-placement .
Applications of LAC
A key control design methodology for flexible systems with many elastic modes follows the two-level architecture presented in [l, 31. This architecture consists of a wide-band, low-authority control (LAC) and a narrowband, high-authority control (HAC). Within this framework, the HAC is designed based on a (low-order) finitedimensional model of the structure, and provides high damping or mode-shape adjustment in a selected number of modes to meet performance requirements. However, due to spillover, the HAC can destabilize modes not included in the design model, which are usually at high frequency and poorly known. LAC, on the other hand, introduces low damping in a wide range of modes for maximum robustness. LAC is, therefore, necessary to reduce the destabilization problems created by HAC. HAC, for example, could be a linear-quadratic-Gaussian (LQG) controller using a collection of sensors and actuators. LAC, however, is usually implemented using high-energy-dissipating mechanisms such as layers of viscoelastic shear damping material. In this case, the parameter x in (1) could represent the amount of viscoelastic material at various locations of the structure.
Linear state-feedback LAC design is another simple example that can be easily cast in the framework (1). In this case, the parameter x consists of the elements of the state-feedback gain matrix. We may require the statefeedback gain to satisfy certain constraints (e.g., on the size of its components or its sparsity pattern), or find a state-feedback gain that is sparse. This state-feedback approach is particularly useful for the (collocated) ratefeedback design often used for LAC. A sparse feedback gain matrix represents a simple controller topology since it implies that we only need to connect each sensor to a few actuators. Moreover, a zero row (column) means that the corresponding actuator (sensor) is not required.
More generally, we can also consider dynamic LAC design where the controller is parameterized by its statespace system matrices. In this case, 3: represents the elements of these matrices. By requiring sparsity, we can find designs that require a small number of actuators and sensors.
Another problem that can be formulated in the LAC framework is that of structural design and optimization. In such a case, x can include various parameters such as beam widths, beam lengths, masses, dampers, etc. The best design, for example, is a structure that supports specified loads at fixed points, achieves acceptable dynamic behavior such as sufficient damping, and at the same time, has the simplest topology or minimum weight.
3 Eigenvalue-placement LAC design using linear and second-order cone programming In this section we show that analytic first order perturbation formulas for eigenvalues of a matrix can be used to design low-authority controllers using linear programming (LP) or second-order cone programming (SOCP) for eigenvalue-placement specifications. LPs and SOCPs are convex optimization problems and can be solved very efficiently, both in theory and practice (see, e.g., [4, 5, 6, 71).
First order perturbation formulas for eigenvalues of a matrix
Consider the family of operators A ( x ) E R " ' " where A(0) = -4 and x E Rq is a parameter supposed to be small. A question arises whether the eigenvalues of A ( x ) can be expressed as a power series in x, i.e., whether they are holomorphic functions of x in the neighborhood of x = 0.
In 
LAC eigenvalue-placement design using linear or second-order cone programming
Let Vi c C be the desired region for Xi(%), the ith eigenvalue of A(%). We assume that Vi is either polyhedral (an intersection of Ji half-planes) given by
where aij E R, bij E R, cij E R, or an intersection of Similarly, if we require that X,(x) fall inside the second-order conic region V, as in ( 5 ) , to first order we must have
where Note that (7) is a second-order cone constraint in z.
Suitable objectives are usually ones that require x to be in some sense "small". These include different norms on z such as 11x111, 11x112, and IIzlloo. For example, minimizing 11x111 or llxlloo subject to (6) leads to LPs (after adding slack variables), while minimizing any of these norms subject to (6) or (7) leads to SOCPs. Therefore, the LAC eigenvalue-placement problem can be easily cast as an LP or SOCP which can then be solved very efficiently. Consider a typical example which is to place the eigenvalues of system (1) in the shaded region of the same as before, using (7) we get an SOCP (minimizing a linear function over second-order cone constraints). Note t,hat we can also mix the linear inequality and second-order cone constraints (6) and (7) 4 Sparse LAC design In many cases it is desirable to guarantee performance for system ( I ) using the minimum number of nonzero elements of the vector x. For example, each nonzero element could correspond to a sensor, actuator, damper, or structural component, and a sparse x (i.e., one with "many" zero elements) would result in a simpler controller, dissipation mechanism, or structure. As another example, z could denote the entries of a full matrix of feedback gains that indicates which sensors should be connected to which actuators. A sparse x then corresponds to a simpler controller topology.
The problem of minimizing the number of nonzero elements of a vector x (subject to some constraints in x ) arises in many different fields, but unfortunately, except in very special cases, it is a very difficult problem to solve numerically. However, a relaxation to this problem gives reasona'dy sparse solutions while being numerically tractable. The method is to minimize the e1 norm of x instead of minimizing its nonzero entries. The C1 norm of x is defined as llxlll = 1x11 + . .. + Jxql, and therefore, minimizing llxlll subject to, for example, (6) or (7) is an LP or SOCP that can be solved very efficiently. norm relaxation method usually tends to give acceptable sparse solutions. However, if we insist on finding the x with the least number of nonzero elements, we need to enumerate all possible sparsity patterns of x (there are 2 4 of them) and check them for feasibility (i.e., if there exists an x with the given sparsity pattern that satisfy the constraints). Among all feasible sparsity patterns of x , the one with the least number of nonzero elements is the solution.
The

Robust LAC design
In this section we address the problem of robust LAC design, i.e., a LAC design with guaranteed (closed-loop) system performance subject to uncertainties or variations in the system model. We show that it is possible to solve the robust LAC design problem using LP and SOCP. Therefore, by combining the methods of this section and that of $4, we can handle low-authority controller design, actuator/sensor placement, and robustness at the same time.
We will consider two different approaches for modeling the system uncertainty. The first approach is to consider a parametric uncertainty, and the second approach is to model the uncertainty by a finite number of possible system models. The uncertainty is assumed to be time-invariant in both cases.
Robust LAC design for systems subject to "small" parametric uncertainties
As a generalization to the setup of $1, we assume that the dynamics of the (closed-loop) system can be described as
where 2 E Rq is the design parameter (as before), and 6 E R' represents the model uncertainty satisfying -6i,max 5 6i 5 bi,max (9) for i = 1 , . . . , r in which is given. We assume that the low-authority assumption holds and S is "small" so that the eigenvalues of A ( x , 6) can be well-approximated using (first order) perturbation formulas. The goal is to find x such that for all possible values of 6, the eigenvalues of (8) are in some desired region of the complex plane. Let Vi c C be the desired region for Xi(x,G), the ith eigenvalue of A ( x , 6). We assume that Vi is polyhedral as in (4). 
for 1 = 1,. . . , r and j = 1 , . . . , Ji, which is a set of linear equality and inequality constraints in x, dl), and d 2 ) .
Hence, by minimizing 11x111 subject to (10) for example, it is possible to design robust and sparse LACS for eigenvalue-placement specifications subject to bounded parametric uncertainties by solving LPs. Note that using similar methods, it is possible to cast robust LAC design as an LP or SOCP for cases in which
Vi is described as in (5), and/or S is bound to lie in an ellipsoid.
Robust LAC design for systems with multiple models
Here we consider a multiple model approach to robust LAC design. In this approach, we suppose that it is possible to adequately model uncertainty or plant variation by a finite number of system models given by i = A ( " ( z ) z , 1 = 1 , . ..,U.
(11)
For robust LAC design in this framework, the goal is to find x such that the eigenvalues of each of the system models (11) are in some desired region of the complex plane. This can be easily done by requiring the eigenvalue-placement specifications to hold for each of the models. Therefore, in the robust case, eigenvalueplacement specifications can still be described as LPs that are just, v times larger.
6 Extension: LAC design based on Lyapunov theory In this section we show how Lyapunov theory can be used to design low-authority controllers. Lyapunov methods are very powerful and enable us to formulate design objectives beyond eigenvalue-placement specifications in terms of semidefinite programs (SDPs), which can then be solved very efficiently (see, e.g., [9, 10, 111) . These design objectives can be combined to get, for example, a desired eigenvalue location for the system while providing a bound on output energy, C2 gain, etc.
Here, the method is illustrated on the output energy objective, but it should be noted that the method is quite powerful. and can also be applied to handle many other design specifications [12] .
Bound on output energy with outpiit
Consider the (closed-loop) linear dynamical system
The goal is to design x to 'Lmoderately" reduce the output energy Jo" g T g dt of the closed-loop system (12) from that of the unperturbed or open-loop system (z.e., system (12) with x = 0).
The output energy of the open-loop system is bounded by z ( O )~P Z ( O )
for any P + 0 satisfying (see, 
A ( T )~( P
Under the low-authority assumption it is reasonable to assume that 6P and IC, are "small" and their product is to first order negligible. Hence, by expanding A ( x ) and C ( x ) in (14) to their first order (Taylor) approximation, and neglecting the second order terms such as xiSP we get , that require the output energy to be smaller than some prescribed level, and by minimizing for example 11x111, LAC design for output energy specifications can be solved using SDP.
Note that the method of this section works for any P that satisfies (13) . This observation highlights a potential weakness of this method because it is not clear which P should be used. However, we conjecture that it does not make much difference which P is chosen, because P can be adjusted using the free variable SP. Our experience indicates that, selecting either the P which is the unique solution to the Lyapunov equation
condition number satisfying (13), or the P that minimizes logdet P-' subject to (13) works well in practice.
7 Example: LAC design for 39-bar truss structure The purpose of this section is to design low-authority controllers for the truss structure shown in Figure 2 . The structure consists of 39 bars with stiffness and damping connecting 17 masses at the nodes. The (linearized) dynamics of the structure are written as i = Az where A E R64x64, and the state variable z consists of linear combinations of the horizontal and vertical displacements, and rates of displacements of each mass.
The goal is to design a controller that achieves an overall damping of at least 0.01 and a damping ratio of at least 0.02. The open-loop eigenvalues and the desired region V for the closed-loop eigenvalues of the system are shown in Figure 3 . We will assume that the lowauthority assumption holds and use the method of 53.2 to design controllers that achieve the required damping and damping ratio. The validity of the low-authority assumption is verified after each design.
LAC using dampers along bars
We first consider the case in which we can place a damper of size bi along each bar to achieve the design specifications. It is also desirable to find a design in which many of the dampings are zero. To achieve such a design, we minimize the el norm of z subject to the eigenvalue placement, constraints (note that the number of sparsity patterns of :c is 239 % 10l2 and an exhaustive search method for c,omputing the optimum sparsity is impractical). The resulting LP that must be solved to find the damping design consists of 39 variables and 64 linear inequality constraints. The solution for this problem resulted in 22 out of the 39 possible dampers being zero (this takes scweral seconds using the LP solver PCx' on a typical personal computer). The locations of the nonzero dampers are shown in Figure 4 (a solid line between two nodes corre3ponds to a nonzero damper between those two nodes). The figure shows that, in this case, most of the dampers are on the diagonals of the truss structure, and we get E, b, = 1.73 and max, b, = 0.27 which are a measure ol' the total amount of damping material that must he added to the structure and to a single strut. Figure 5 shows a plot of the actual (not first order approximate) eigenvalues of the closed-loop system. All closed-loop eigenvalues satisfy the requirements, or are very close tc the boundary, which clearly shows that the low-authority assumption is valid in this case. 7.2 LAC using rate sensors at each node, force actuator along each bar A more sophisticated design approach is to use active damping. In this case we assume that a horizontal and vertical rate sensor can be placed at each node and a force actuator can be placed along each bar. We consider an extremely flexible control architecture that allows each sensor to be connected to each actuator via a feedback gain that must be determined. The dynamics of the closed-loop system are written as i = A ( z ) z such that the vector of design variables z E represents the elements of the 34 x 39 matrix of feedback gains from each sensor to each actuator. In this case also, A($) is affine in x.
The goal is to achieve the eigenvalue placement design specifications with a small number of actuators/sensors and a simple controller topology. This objective is accomplished by minimizing the C1 norm of 2 subject to the eigenvalue placement specifications, which is an LP with 1326 variables and 64 linear inequality constraints (this takes approximately a minute using PCx on a typical personal computer).
The sparsity pattern of the resulting feedback gain matrix is given in Figure 6 A vertical or horizontal line crossing a node corresponds t o a vertical or horizontal rate sensor at t h a t node. T h e actuator numbers are italicized and t h e sensor numbers are boldfaced.
given here, only 13 (out of 39) actuators, and 15 (out of 34) sensors are required. Figure 7 shows the location of these actuators and sensors.
By examining Figures 6 and 7 it can be seen that the controller is colocated rate feedback in the sense that there is no feedback path from a sensor to an actuator that does not have the sensor attached to it. It is interesting to note that actuators #6, #21, and #28 use two sensors, while all other actuators use only one sensor. Also, all sensors are connected to only one actuator except for #14 which is connected to two actuators #21 and #22.
Thus, by considering a problem with a very general feedback matrix, the optimization has succeeded in simultaneously performing the sensor/actuator placement problem and the feedback control design. Computing the closed-loop eigenvalues for this design show that the closed-loop eigenvalues meet or exceed the design specifications, which verifies the low-authority assumption in this design approach.
As a final remark, it should be noted that the examples given here are the simplest of the type. More sophisticated ones (including robust LAC, and combined dynamic HAC/LAC) are considered in [12] . Furthermore, the solution time scales very well with the problem size.
8 Conclusions In this paper we addressed the problem of robust and sparse LAC design using convex optimization. The main points were: LP, SOCP, and SDP can be used to solve very complex LAC problems, involving complicated cases with substantial spillover. LP, SOCP, and SDPs can be solved (globally) for huge problem sizes.
0 In many applications it is desirable to compute a sparse x which can be done by an C1 relaxation method. These applications include actuator/sensor placement and controller topology design.
Different LAC design constraints in previous sections can be mixed freely. These constraints were either linear inequalities, second-order cone constraints, or LMIs in z, and therefore, an SDP solver (e.g., [9] ) can be used to compute the desired z. In other words, multiobjective LAC design can be handled efficiently in practice. By minimizing 1 1 z 1 1 1 subject to these design specifications, it is possible, for example, to (heuristically) solve the actuator/sensor placement problem as well.
