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Abstract
We identify influential early adopters that achieve a tar-
get behavior distribution for a resource constrained so-
cial network with multiple costly behaviors. This prob-
lem is important for applications ranging from collec-
tive behavior change to corporate viral marketing cam-
paigns. In this paper, we propose a model of diffusion
of multiple behaviors when individual participants have
resource constraints. Individuals adopt the set of behav-
iors that maximize their utility subject to available re-
sources. We show that the problem of influence maxi-
mization for multiple behaviors is NP-complete. Thus
we propose heuristics, which are based on node de-
gree and expected immediate adoption, to select early
adopters. We evaluate the effectiveness under three met-
rics: unique number of participants, total number of ac-
tive behaviors and network resource utilization. We also
propose heuristics to distribute the behaviors amongst
the early adopters to achieve a target distribution in the
population. We test our approach on synthetic and real-
world topologies with excellent results. Our heuristics
produce 15-51% increase in resource utilization over
the naı¨ve approach.
1 Introduction
This paper investigates how costly, multiple behaviors
spread in social networks where individual have resource
constraints. These constraints could include time, money
or any material resource relevant to adopting the behavior.
The problem is challenging because the problem of finding
early adopters or seeds is known to be computationally in-
tractable. We develop heuristics to find early adopters that
maximize multiple behavior adoption over resource con-
strained social networks.
Many of the pressing challenges facing contemporary so-
ciety concern sustainability and public health. For example,
how can sustainable behaviors—such as reducing individ-
ual energy consumption—be encouraged? How can partic-
ipation in activities that reduce overall healthcare costs—
such as compliance with preventive care routines and lead-
ing healthy lifestyles—be supported? These questions are
termed as collective action problems in the social sci-
ences (Ostrom et al. 1999).
We are motivated by collective action problems to answer
questions such as: how does a person’s limited resources, in-
cluding time, money or lack of tangible resources like a car
or a bicycle, affect how she participates in real-world activi-
ties? A person interested in adopting a behavior (e.g. taking
newspapers to a recycling station or voting) may fail to do
so, due to lack of resources. A person may be interested in
adopting multiple behaviors, but each behavior has a cost.
Current models of behavior adoption lack the idea that in-
dividuals may have significant resource constraints that pre-
clude them from successfully adopting behaviors in which
they are interested. Resource constraints not only limit in-
dividual participation, but also shape how behaviors spread
in a network. We are interested in maximizing the use of re-
sources available in a social network towards adopting a set
of behaviors.
In this paper, we develop a model of multiple behavior
diffusion that captures the complex dynamics of multiple be-
havior adoption in resource constrained networks. Our work
is the first of its kind, to the best of our knowledge to study
the influence of individual resource constraints on multiple,
costly behavior adoption. In our model, behaviors have as-
sociated costs and utilities that are independent of the indi-
vidual. Mindful of the work by (Aral, Muchnik, and Sun-
dararajan 2009) and (Shalizi and Thomas 2011), individ-
uals in our model evaluate a utility function for each be-
havior that combines intrinsic interest and social signals. An
individual adopts a behavior when she receives a social sig-
nal of sufficient strength, the behavior is of high utility and
when she has the resources to do so. We use three metrics:
unique number of participants, number of behaviors in the
network and expected resource utilization. Then, we iden-
tify two problems: which seeds to select, and what behaviors
they need to adopt to maximize each of the three metrics.
We develop several heuristics to identify seeds that maxi-
mize the expected resource utilization in the network. These
heuristics are necessary since we show that the problem
of seed selection to maximize expected utilization is NP-
complete. We also develop a heuristic to address a simple
question: how do we distribute behaviors amongst the seeds
to achieve a target behavior distribution? We test our ap-
proach on synthetic and real-world topologies with excellent
results. We show that two heuristics that evaluate Expected
Immediate Adoption provide very good solutions to the seed
selection problems. We show that setting the seed behavior
distribution to be proportional to the target behavior distri-
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bution produces excellent results. Our heuristics produce 15-
51% increase in resource utilization over the naı¨ve approach.
The rest of the paper is organized as follows. In the next
section we review the relevant literature. In Section 3 we
formally define our behavior diffusion model and the set of
problems that we address in the paper. In Section 4 we define
the main seed selections heuristics. In Section 5 we discuss
different behavior distributions that we will test. In Section 6
we describe the simulation experiments and the results. In
Section 7 we discuss open issues and extensions. Finally,
we present our conclusions in Section 8.
2 Related Work
The literature on social diffusion processes in vast. Diffu-
sion of innovation was studied in (Rogers 1962). Subsequent
work on modeling such processes through epidemiological
models was carried out by (Bass 1969) which became well
known as the Bass Diffusion Model in the management sci-
ences community. Another approach of explaining such pro-
cesses through threshold based models were made popular
by (Granovetter 1983). In recent years the study of diffusion
modeling has seen substantial development. (Watts 2002)
presents a threshold based model of global cascades and an-
alyzes why certain networks may appear to be ”robust” yet
turn out to be fragile against such cascades.
Works of (Domingos and Richardson 2002) and (Kempe,
Kleinberg, and Tardos 2003) initiated the study of the com-
putational problem of seed selection in the context of a
”viral” social diffusion process. (Kempe, Kleinberg, and
Tardos 2003) formalized the algorithmic problem for In-
dependent Cascade and Linear Threshold models, proved
the intractability results and provided a greedy approxima-
tion algorithm to the problem. However the approximation
algorithm incurred a huge computational cost in practice.
(Leskovec et al. 2007) came up with CELF technique to
reduce the simulation cost of the algorithm. (Chen, Wang,
and Yang 2009) tried to address that problem by coming up
with computationally cheap heuristics that match the perfor-
mance of the approximation algorithm. A complementary
data mining perspective of inferring the diffusion model pa-
rameters from the past interactions the was taken by (Saito,
Nakano, and Kimura 2008), (Goyal, Bonchi, and Laksh-
manan 2010) and (Mathioudakis et al. 2011).
Our work is informed by these literature, but is markedly
different in a number of aspects. Much of the existing litera-
ture is concerned with diffusion of a single influence, while
simultaneous diffusion of multiple influences is a more real-
istic scenario. Moreover none of these works take constraint
on user resources into account and thereby does not apply
directly to our problem of long term adoption of behaviors.
(Bharathi, Kempe, and Salek 2007) and (Carnes et al. 2007)
discuss the problem of multiple competing influences, but
they also do not incorporate the resource constraints or the
utility maximizing behavior of social agents into their mod-
els. To the best of our knowledge the present work is the
first investigation of the seed selection problem for multiple
behavior diffusion in a resource constrained social network.
Next we mention a few interesting critiques of the study
of social diffusion. The study of social diffusion and infor-
mation contagion has met with its fair share of criticism.
(Aral, Muchnik, and Sundararajan 2009) argues that in their
observational study more than 50% of the perceived behav-
ior contagion can be attributed to homophily instead of so-
cial influence. However (Shalizi and Thomas 2011) have
shown that homophily and social influence are generically
confounded in social diffusion processes and it in general
not easy to distinguish between the two effects. We have
tried to take this observation into account while developing
our model where. In our model the diffusion process is not
exclusively driven by the social influence effects but an in-
dividual’s intrinsic characteristics (i.e. resource constraint)
also plays an important part in the adoption decision mak-
ing. An important critique of the study of modeling mass
adoption through epidemic like contagion models is put for-
ward by (Goel, Watts, and Goldstein 2012). They have an-
alyzed a number of real world product diffusion events and
found out that in most of the cases the diffusion stops within
one degree of the initial adopting seed, thus drawing a sharp
contrast with multi-step person to person contagion of influ-
ence. It is however unclear if their findings will generalize to
collective action problems, where participating individuals
express interest in adopting a behavior (e.g. eating healthy
foods, take a flu shot). As we discuss in our open issues sec-
tion (Section 7), there may be confounding effects between
the communication problem and the decision making prob-
lem. That is, behavioral diffusion can halt in the presence of
poor communication.
3 Problem Definition
In this section we introduce our behavior diffusion model
and the computational problem that we will address. In the
following sections first we shall present our model of mul-
tiple behavior diffusion in resource constrained networks.
Then, we shall introduce metrics, including resource utiliza-
tion, unique participation and behavior adoption to evaluate
the behavior adoption. Finally, we shall discuss the problem
of selecting the early adopters, and the concomitant issue of
distribution of behaviors across the adopters.
3.1 A Model of Multiple Behavior Diffusion in a
Resource Constrained Social Network
We now describe the model for each user, the properties of
each behavior and the behavior adoption process. We rep-
resent the social network with an undirected graph G =
(V,E). Each node v ∈ V of the graph G represents an in-
dividual and an edge e ∈ E between two nodes indicate a
social relationship between the two individuals.
We wish to spread k behaviors in the social network. Each
behavior i has an associated cost ci and a utility ui. The
cost refers to the cost of adoption and the utility refers to
the intrinsic utility gained by an individual by adopting this
behavior. In a simplification, we assume that both the cost ci
and the utility ui of behavior i are intrinsic to the behavior
and independent of the individual who adopts the behavior.
Without loss of generality, we assume that 0 ≤ ci, ui ≤ 1.
Individuals are resource constrained: an individual may
have limited time, money or may not possess other material
resources to adopt a behavior. Therefore, we assign a fixed
resource r(v) for each individual v ∈ V towards adopting
behaviors. The resource satisfies 0 ≤ r(v) ≤ 1. For exam-
ple, if we assume that individuals’ resources are independent
and identically distributed then the resource value r(v) can
be assumed to be obtained from a uniformly distributed ran-
dom variable U(0, 1). Let N(v) denote the set of neighbors
of v in the network. Then we assume that a neighboring node
u asserts a social influence on node v with weight 1/|N(v)|.
An individual will adopt a behavior i when she receives
a strong social signal, has the resources to do so and when
the behavior is of a sufficiently high utility. An individual v
adopts a behavior i when the social signal exceeds a thresh-
old θi(v), where 0 ≤ θi(v) ≤ 1. We assume that each indi-
vidual v has a different, fixed, threshold for each behavior,
and that each threshold is obtained from a uniformly dis-
tributed random variable U(0, 1). An individual v can adopt
a behavior i provided the cost ci is less than r(v), the avail-
able resources. The payoff pi(v) for a behavior i is defined
as the weighted sum of the intrinsic utility ui and the local
network utility li(v). That is, pi(v) = wui + (1 − w)li(v).
Where, w denotes the relative weight of the intrinsic util-
ity and where li(v) denotes the sum of influence weights—
the social signal—exerted on v by its neighbors who have
adopted behavior i. If there are multiple behaviors that can
be adopted, an individual will adopt a subset that maximizes
payoff.
Let us examine the diffusion of behavior over time, to il-
luminate the key ideas. The process takes place over dis-
crete epochs1. We assume each node is aware of the behav-
iors adopted by her neighbors. The individual v first iden-
tifies all candidate behaviors. A behavior j is a candidate
to be adopted if two conditions hold. First the social signal
strength for behavior j must exceed the threshold for that
behavior at node v—lj(v) ≥ θj(v). Second, the individual
v must have the resources to adopt the behavior—r(v) ≥ cj .
The first condition is the familiar Linear Threshold (LT)
model (Kempe, Kleinberg, and Tardos 2003). Since there are
multiple behaviors, the individual v chooses a set of behav-
iors that will maximize the total payoff (i.e. the sum of pay-
offs
∑
i p
i(v) over candidate behaviors) subject to the con-
dition that the sum of the adoption costs of the behaviors are
less than the resource constraint. That is
∑
i c
i ≤ r(v). At
every epoch, the individual v evaluates all behaviors, includ-
ing behaviors already adopted, to evaluate payoff. The be-
havior diffusion process continues until no additional adop-
tion is possible.
In our diffusion model, we assume that the total resources
available r(v) at each node are known, while the threshold
for adoption θ for any behavior is unknown. This assump-
tion is reasonable if when people are willing to make public
their available resources to participate in a set of behaviors.
This can arise say in a private, mobile social network app fo-
cused on adoption of healthy behaviors including wellness,
healthy eating and exercise, where individuals join the net-
1Notice that while actions in a network are asynchronous, we
can choose an appropriate time granularity for analysis to assume
synchronized decision making.
work to participate in healthy behaviors but each individual
is resource limited. An individual may declare that she has
only one hour to spend on exercise each week, but would
like to be nudged to participate in a health-related activity.
3.2 Metrics
We measure the effectiveness of the diffusion process with
three metrics: total participation, total adoption and resource
utilization. Since the behavior adoption is a stochastic pro-
cess, we compute the expected value of each metric through
simulation.
Total Participation: This metric counts the the expected
number of individuals who have adopted at least one behav-
ior (i.e. become active) during the process. One goal for an
advertiser who is interested in behavior adoption may be to
maximize the total number of unique adoptees. Exact com-
putation of this metric is an intractable problem (#P-hard -
(Chen, Yuan, and Zhang 2010)).
Total Adoption: In contrast to total participation, we need
to keep track of the total number adoptions of any behavior
during the diffusion process. This metric counts the expected
number of adoptions over all the behaviors. Notice that since
an individual can adopt more than one behavior, total adop-
tion cannot be less than total participation. For the famil-
iar single behavior adoption problem, these two metrics will
have same value.
Resource Utilization: This metric captures the efficiency
of the network to adopt costly behaviors. Not all resources
available in a social network may be used for behavior adop-
tion. This is because individuals have variable resources, and
they may be unable to adopt the subset of behaviors that
fully takes advantage of their desire to participate because of
two reasons. First, they may have many more resources than
needed to adopt a behavior. Second, if their friends have lim-
ited resources, then the social signals that they receive will
be about adopting low-cost resources, and hence a particu-
lar individual may never see costly behaviors in their social
circle that they could potentially adopt. let us assume that
a node v with resource r(v) has adopted one or more be-
haviors. At the end of the diffusion process this individual
has adopted a set of behaviors with total cost of adoption
s, where s ≤ r(v). Therefore the individual has r(v) − s
amount of his resource remaining unused. Resource utiliza-
tion is the expected ratio of total utilized resource to the total
amount of available resource of all the individuals in the so-
cial network.
3.3 The Seed Selection Problem
There are two key problems: we need to identify the set
of early adopters or seed nodes and we need to determine
which behaviors ought to be adopted by each seed node. We
assume that the number of initial adopters is small in com-
parison to the size of the network. This is reasonable as it
corresponds to an advertiser with a finite budget to persuade
the seeds to adopt. The behaviors adopted by the set of seed
nodes have different implications on the metrics. If all nodes
adopted the least costly behavior, for example, we would
expect total participation to increase, but low resource uti-
lization. The converse would be true in the case when seed
nodes chosen such that all adopt the most expensive behav-
ior. Next, we identify four subproblems; the first two refer
to seed identification while the last two are concerned with
behavior distribution in the seeds.
P1: Resource Utilization Maximization: Given a fixed
seed budget b and a fixed distribution of behaviors in the
seed set, we want to select b nodes in the network such that
the resource utilization metric is maximized.
P2: Total Participation (or Adoption) Maximization:
Given a fixed seed budget b and a fixed distribution of be-
haviors in the seed set, we are interested in finding b nodes
in the network that maximize the total participation (or total
adoption) in the network.
P3: Determination of Optimum Behavior Distribution in
the Seed Set: Given a fixed seed budget b and a lower
bound on the number of adoptions of the lowest cost behav-
ior smin (or a lower bound on the total participation Smin),
what is the optimum distribution of behaviors in the seed
set and the optimum set of b seeds that will maximize the
resource utilization while maintaining expected spread of
smin for the lowest cost behavior (or Smin for the total par-
ticipation).
P4: Obtaining Desired Distribution of Behaviors:
Given a fixed seed budget b, and a given fixed target dis-
tribution of behaviors q, how do we identify the b seeds and
the initial distribution of behaviors p such that final distribu-
tion pT at time T of behaviors in the population matches the
target distribution q?
4 Which Nodes Do We Pick?
In this section we develop heuristics to pick seed nodes to
address each of the four seed selection problems. First we
show that the seed selection problem is NP-complete. Then,
we develop heuristics based on node degree and expected
immediate adoption.
4.1 NP-Completeness
It can be easily shown that the optimization problems P1
and P2 are NP-complete. We show that influence maximiza-
tion problem for LT model, which is proven to be an NP-
complete problem (), is a special case of P1. Let the number
of behaviors k = 1 and the cost of adoption of that behavior
is also 1. Each node v is allocated resource r(v) = 1. For
these values of the parameters our multiple behavior diffu-
sion model reduces to the LT model of influence propaga-
tion and resource utilization can be calculated as the ratio
of the spread and total number of nodes in the network. So
maximizing the resource utilization translates into maximiz-
ing the spread. Same transformation applies to problem P2
also since total participation (and total adoption) is identical
to the spread in the one behavior case. Next, we propose a
number of heuristics to solve the problem.
Algorithm 1: Naı¨ve Degree Based with Random Tie
breaking and No Top Up
Input: G := (V,E) - the social network, b - a vector of
size k containing number of required seeds for
each of the behaviors
Output: S - a vector of size k containing seed sets for
each of the k behaviors
Let V ′ := V and S := φ;
repeat
Select v := argmaxu{|N(u)| : u ∈ V ′};
V ′ := V ′ − v ;
Select j uniformly at random from the set of
behaviors i that still need seeds to be assigned:
{i : b[i] 6= 0} ;
if r(v) ≥ cj then
Set S[j] := S[j] ∪ {v} and b[j] := b[j]− 1;
Designate v as an early adopter for behavior j;
end
until b = 0;
4.2 Node Degree
The social capital of an individual increases with increase in
number of acquaintances. While the the nature of the con-
nections and the specific structure of the network in which
an individual is embedded matters, we can assume the node
degree as a first order approximation to the “influence” of
an individual. Hence heuristics based on node degree ex-
ploit this idea. We first discuss the basic heuristic and present
some useful variants.
Naı¨ve: In this variant we rank the nodes according to their
degree and assign them different behaviors. This is a naı¨ve
extension of the high degree heuristic for the LT model
(Kempe, Kleinberg, and Tardos 2003). We test three vari-
ants of this heuristic. In the first variant, naı¨ve degree with
random tie breaking and no top up (see Algorithm 1) vari-
ant each seed node is assigned exactly one randomly chosen
behavior only if its resource is sufficient for the cost of adop-
tion of the behavior. In the second variant naı¨ve degree with
random tie breaking and top up each seed node is always
assigned one randomly chosen behavior irrespective of its
resource level. If its resource is not sufficient for adoption
of the behavior we top up its resource so that it can bear
the cost of adoption of the assigned behavior. In the third
variant naı¨ve degree with knapsack tie breaking, each seed
node is assigned all the behaviors that will maximize its util-
ity subject to its resource constraint—each node will solve a
knapsack problem to decide which set of behaviors to adopt.
Notice that degree based heuristics are optimistic—it is pos-
sible that seed neighbors do not have resources to adopt the
behavior of the seed.
Neighbors With Sufficient Resource: This heuristic
takes in account both the degree and available resource of
the neighbors when selecting the seed nodes. For each be-
havior i we calculate di(v) - the number of neighbors of
a node v with sufficient resource for adoption of i (i.e. the
Algorithm 2: Degree and Resource Ranked Heuristic
Input: G := (V,E) - the social network, b - a vector of
size k containing number of required seeds for
each of the behaviors
Output: S - a vector of size k containing seed sets of
required size for all the behaviors
Let di(v) := 0 for all v ∈ V and i ∈ {1, . . . , k};
for each v ∈ V do
for each behavior i do
for each neighbor u of v do
if r(u) ≥ ci then
di(v) := di(v) + 1;
end
end
end
end
Let V ′ := V and S :=φ;
repeat
for each behavior i do
Let T i be the set of top b[i] nodes from V ′ in the
decreasing sorted order of di(v);
end
Let T := ∪ki=1T i;
Set V ′ := V ′ \ T ;
for each node v in T do
Select j uniformly at random from the set of
behaviors i with v ∈ T i ;
if r(v) ≤ cj then
Set r(v) := cj ;
end
Set S[j] := S[j] ∪ {v} and b[j] := b[j]− 1;
Designate v as an early adopter for behavior j;
end
until b = 0;
number of neighbors u with r(u) ≥ ci). Clearly di(v) is
a better indicator of the suitability of selecting v as a seed
for the ith behavior than just the node degree. In the degree
and resource ranked heuristic (see Algorithm 2) we compute
di(v) for all the nodes, rank them according to the value of
this metric and select the required number of seeds for the ith
behavior from the top of the ranking. If a node is selected as
a candidate seed for more than one behaviors, we break the
tie randomly and top up its resource so that it can adopt the
randomly assigned behavior. We repeat the process until the
required number of seeds are selected for all the behaviors.
Neither of the degree based heuristics provide any estimate
of the effectiveness of the seed in terms of adoptions. We
address this issue next.
4.3 Expected Immediate Adoption
We compute the expected immediate adoption to estimate
the influence of the seed. Notice that the exact computation
of total number of adoptions is #P-hard for the LT model
(Chen, Yuan, and Zhang 2010), we can compute the one-step
adoption in a straightforward manner. Let u be a neighbor of
v. Hence the v exerts a social influence of weight 1/|N(u)|
on u. If v is the only active seed in the network then the
probability that u will become active in the next time step is
1/|N(u)|. This is because we have assumed that u’s thresh-
old θ is assigned a value from a uniformly distributed ran-
dom variable U(0, 1). Hence the expected number of adop-
tions after one time step, given that v is the only active node
at the beginning is 1+∑u∈N(v) 1|N(u)| . For the multiple behav-
ior case we will restrict the summation over those neighbors
u that have enough resource to adopt behavior i. We call this
metric expected one step adoption of behavior i and denote
it by ei(v). Notice that two-step and three-step adoptions are
difficult to analyze analytically—we would need to simulate
the stochastic process to evaluate these two cases. The sim-
ulation will significantly increase the simulation cost In the
next two sections, we describe two heuristics based on the
expected immediate adoption metric.
Rank Based with Top-Up: We rank all the nodes based
on the value of ei(v) and choose the required number of
seeds for behavior i starting from the highest ranked nodes.
We perform the same evaluation for all behaviors. If a node
is selected as a candidate seed for more than one behaviors,
then one of the behaviors is chosen randomly and assigned
to the node. If the node does not have sufficient resource
to adopt that behavior then its resource is topped up. The
process continues until the required number of seeds are al-
located to all the behaviors.
Hill Climbing The hill climbing heuristic selects the seeds
incrementally with the objective of maximizing the marginal
increase of the one step spread. In this case while calculating
the expected one step adoption of a node we do not consider
the nodes that have already been selected as seeds. However,
we account for their social influence when evaluating the ex-
pected immediate adoption. As with the previous heuristic,
if the node does not have sufficient resource then it is topped
up so that it can adopt the assigned behavior.
5 How Do We Distribute the Behaviors?
It should be noted that in the case of multiple behavior diffu-
sion metrics like resource utilization, total participation and
total adoption depends not only on the choice of the seeds
but also on the distribution of the different behaviors in the
chosen seed set. We test following five different distributions
of the behaviors in the seed set. In the highest cost behav-
ior only distribution we allocate all the seeds to the highest
cost behavior and none to the other behaviors. In the pro-
portional to cost distribution the behaviors are distributed
over the seeds in the ratio of their costs. Uniform distribution
divides the seeds equally amongst all the behaviors. In the
Inversely proportional to cost behavior distribution behav-
iors are distributed over the seeds in the inverse ratio of their
costs. So the highest cost behavior gets the lowest number of
seeds and the lowest cost behavior gets the highest number
of seeds. Finally, in the lowest cost behavior only distribu-
tion all the seeds are assigned to the lowest cost behavior and
no seeds are given to the other behavior. In problem P4 we
are interested in achieving a target distribution. One heuris-
Algorithm 3: Expected Immediate Adoption Ranked
Input: G := (V,E) - the social network, b - a vector of
size k containing number of required seeds for
each of the behaviors
Output: S - a vector of size k containing seed sets of
required size for all the behaviors
Let ei(v) := 1 for all v ∈ V and i ∈ {1, . . . , k};
for each v ∈ V do
for each behavior i do
for each neighbor u of v do
if r(u) ≥ ci then
ei(v) := ei(v) + 1|N(u)| ;
end
end
end
end
Let V ′ := V and S :=φ;
repeat
for each behavior i do
Let T i be the set of top b[i] nodes from V ′ in the
decreasing sorted order of ei(v);
end
Let T := ∪ki=1T i;
Set V ′ := V ′ \ T ;
for each node v in T do
Select j uniformly at random from the set of
behaviors i with v ∈ T i ;
if r(v) ≤ cj then
Set r(v) := cj ;
end
Set S[j] := S[j] ∪ {v} and b[j] := b[j]− 1;
Designate v as an early adopter for behavior j;
end
until b = 0;
tic is to assign the target distribution as the starting behavior
distribution to over the seeds.
6 Simulation Experiments
In this section we describe different simulation experiments
and compare the effectiveness of our proposed heuristics for
seed selection and and for behavior distribution over seeds.
We have implemented the multiple behavior diffusion model
described in Section 3.1 and the heuristics discussed in Sec-
tion 4 in the NetLogo Programming environment (Wilen-
sky 1999). In the following experiments we have assumed
that we want to spread three behaviors b1, b2, b3 with costs
c1 = 0.2, c2 = 0.5 and c3 = 0.7. We have assumed that
behavior utility is proportional to cost. Hence our nominal
utility values for the corresponding behaviors are u1 = 0.2,
u2 = 0.5 and u3 = 0.7. Finally, we assume that individu-
als’ resources are independent and identically distributed i.e
the resource r(v) is uniformly distributed random variable
U(0, 1) for all v ∈ V .
Algorithm 4: Expected Immediate Adoption Based Hill
Climbing
Input: G := (V,E) - the social network, b - a vector of
size k containing number of required seeds for
each of the behaviors
Output: S - a vector of size k containing seed sets of
required size for all the behaviors
Let V ′ := V and S :=φ;
repeat
for each behavior i do
Let T i :=Core-Hill-Climbing(i, b[i], S[i], V ′) ;
end
Let T := ∪ki=1T i;
Set V ′ := V ′ \ T ;
for each node v in T do
Select j uniformly at random from the set of
behaviors i with v ∈ T i ;
if r(v) ≤ cj then
Set r(v) := cj ;
end
Set S[j] := S[j] ∪ {v} and b[j] := b[j]− 1;
Designate v as an early adopter for behavior j;
end
until b = 0;
6.1 Network Topologies
We have used synthetic networks as well as a large real-
world network for our experiments. We synthesize network
topologies through three social network generation models:
preferential attachment (Barabasi and Albert 1999); Small-
world (Watts and Strogatz 1998) and spatially clustered
(Stonedahl and Wilensky 2008). All the synthetic networks
have 500 nodes. In the preferential attachment network each
new coming node adds one link to one of the existing nodes
according to the in-degree distribution. The small world net-
work formation starts with a regular circular lattice where
each node is connected to next two nodes in the circular or-
der. In the rewiring stage each edge is rewired with prob-
ability p = 0.2. In the spatially clustered network average
node degree is set to 10. The three synthetic networks ex-
hibit all the important properties—low effective diameter,
power law degree distribution and high clustering—found
in real world social networks. The real world data set is
the ca-GrQc collaboration network form the SNAP network
database (Leskovec, Kleinberg, and Faloutsos 2007). It is a
collaboration network amongst authors who submitted their
papers to the General Relativity and Quantum Cosmology
category of e-print arXiv.org database. This network has
5242 nodes and 28980 edges.
The network types are abbreviated in the tables with ex-
perimental results as follows: PA (Preferential Attachment);
SW (Small World); SC (Spatially Clustered); COLL (the
ca-GrQc collaboration network form the SNAP network
database).
Algorithm 5: Core-Hill-Climbing
Input: i - the behavior, b[i] - number of seeds required
for the ith behavior, S[i] - the set of already
selected seeds for the ith behavior, V ′ - the
remaining population of nodes to choose new
seeds from
Output: T i - the set of b[i] newly selected seeds
Let ei(v) := 1 for all v ∈ V \ S[i] and i ∈ {1, . . . , k};
for each v ∈ V \ S[i] do
for each neighbor u of v s.t. u ∈ V \ S[i] do
if r(u) ≥ ci then
ei(v) := ei(v) + 1|N(u)| ;
end
end
end
Let T i := φ;
for j = 1 to b[i] do
Select u := argmaxv{ei(v)|v ∈ V ′ \ T i}
T i := T i ∪ {u};
for each neighbor v of u in V ′ \ T i do
ei(v) := ei(v)− 1|N(u)| ;
end
end
6.2 Seed Selection
In this section we compare the seven seed selection heuris-
tics described in Section 4 for different network topologies.
For the seed selection experiments, we fix the behavior dis-
tribution over the seeds: the behaviors are assumed to be uni-
formly distributed over the seeds. We use a specific fraction
α of the population as seeds. In this experiment, we have
used α = 0.1. This means that for synthetic networks, we
use b = 51 seeds2, and b = 501 for the real-world network.
The seven heuristics are abbreviated in the experimental
results tables as follows: H1 (Random); H2 (Naı¨ve Degree—
No Top-up); H3 (Naı¨ve Degree—Knapsack); H4 (Naı¨ve
Degree—Top-up); H5 (Degree and Resource Ranked), H6
(Expected Immediate Adoption—Ranked), H7 (Expected
Immediate Adoption—Hill Climbing).
Since seed selection sub-problems P2 and P3 are NP-
complete (ref. Section 4), determining the maximum pos-
sible utilization or total participation in the network for the
given value of b under uniform behavior distribution is com-
putationally intractable. However, we can estimate the value
of maximum possible utilization in the network if we as-
sume that b = N , the case when each network node is a
seed. First the nodes in the network adopt the subset of be-
haviors that maximizes their payoff subject to the resource
constraint. Then we let the diffusion process run till the
network reaches equilibrium. The expected value of the re-
source utilization at this point will upper bound of resource
utilization in that network and enables comparison with our
2the number of seeds is a multiple of 3, since we have 3 test
behaviors
Table 1: Maximum Possible Resource Utilization of different net-
work types. Each node solves the knapsack problem and selects op-
timal behaviors. Then, we diffuse the behaviors. We are reporting
the equilibrium values under two conditions: we fix the thresholds
and vary topology (Network Average); we fix a random topology
and vary thresholds (Threshold Average). Notice that the the quan-
tum physics collaborative dataset, we cannot report a network av-
erage since the topology is fixed.
Network Threshold Average Network Average
PA 0.71 0.71
SW 0.72 0.72
SC 0.73 0.73
COLL 0.73 N/A
heuristics. Table 1 provides the value of this maximum pos-
sible utilization for different networks. Notice that for three
behaviors with costs c1 = 0.2, c2 = 0.5 and c3 = 0.7, it is
straightforward to show that the maximum utilization will be
bounded by the value 0.78, assuming that the thresholds are
obtained from U(0, 1). The fact that the simulation results
are slightly lower that 0.78 is because nodes will “align”
with their neighbors over time due to the social influence.
There are two sources of randomness in the synthetic net-
work generation models: behavior adoption thresholds at
each individual for each behavior and network topology.
Since each aspect is independent of the other, we have con-
ducted two different types of simulations. In the first, we
pick an arbitrary topology and vary individual thresholds
over the different simulation runs. We term this as thresh-
old average. In the second type of simulation, we fix the
individual thresholds, obtained from the uniform distribu-
tion, and vary the topologies over the simulations. We term
this as network average. Notice that the real-world dataset—
ca-GrQc network—has a fixed topology and hence only one
type of randomness: variation of the individual thresholds.
We use 5000 independent runs of the diffusion process to
obtain stable estimates for both threshold and network types
of simulations.
Table 2: Resource Utilization under Threshold / Network Average.
Both versions of the Expected Immediate Adoption, heuristics H6,
H7 give excellent results. The differences between the heuristics for
the same type of average are statistically significant.
Heuristics PA SW SC COLL
H1 0.12 / 0.14 0.15 / 0.15 0.16 / 0.16 0.14 / -
H2 0.22 / 0.24 0.16 / 0.17 0.16 / 0.17 0.18 / -
H3 0.28 / 0.30 0.17 / 0.17 0.16 / 0.17 0.18 / -
H4 0.32 / 0.33 0.17 / 0.17 0.17 / 0.18 0.19 / -
H5 0.35 / 0.36 0.21 / 0.21 0.18 / 0.19 0.20 / -
H6 0.37 / 0.38 0.21 / 0.22 0.20 / 0.21 0.28 / -
H7 0.37 / 0.38 0.22 / 0.22 0.21 / 0.22 0.29 / -
Table 2 shows the estimated resource utilization of dif-
ferent networks for threshold and network average simula-
tions for each of the seven seed selection heuristics. The
two Expected Immediate Adoption heuristics (H6, H7) show
the highest expected utilization. The differences between
the heuristics (H6, H7) and the other heuristics are stati-
cally significant (p < 0.01) for the same type—threshold or
network—of simulation. The table also reveals an expected
result: the network average and the threshold averages are
nearly identical for the same heuristic. In the next section,
we discuss how to distribute behaviors over the seeds.
6.3 Behavior Distribution over Seeds
In this section we investigate the effects of the different be-
havior distribution heuristics across the initial seed set de-
scribed in Section 5. For this simulation, we use heuristic
H7 (the one step spread based hill climbing heuristic) as it
is the best performing seed selection heuristic. We designate
the fraction of seeds to be early adopters to be α = 0.1. This
means that we have b = 51 for the synthetic networks and
b = 501 for the quantum physics collaboration network. As
before, we compute the metrics under the threshold average
and the network average simulations.
In the tables in this section, we shall use the following no-
tation: Low (All seeds are assigned Lowest Cost Behavior);
Inv. (the seeds are allocated behavior in Inverse proportion to
behavior cost; Unif. (the behaviors are distributed Uniformly
at random); Prop. (the behaviors are distributed Proportional
to behavior cost); High ( all seeds are allocated the Highest
cost behavior).
Table 3: Resource Utilization under Threshold / Network Average.
Among the behavior distribution heuristics, assigning every seed
the lowest (highest) cost behavior results in the lowest (highest)
utilization. Assigning seeds proportional to cost, works as well as
the assigning everyone the highest cost behavior.
Heuristics PA SW SC COLL
Low 0.23 / 0.23 0.14 / 0.13 0.15 / 0.14 0.18 / -
Inv. 0.33 / 0.35 0.20 / 0.21 0.20 / 0.21 0.27 / -
Unif. 0.37 / 0.38 0.22 / 0.22 0.21 / 0.22 0.29 / -
Prop. 0.38 / 0.40 0.24 / 0.24 0.22 / 0.23 0.31 / -
High 0.38 / 0.39 0.24 / 0.25 0.24 / 0.23 0.31 / -
Table 4: Total Participation / Total adoption under Network Aver-
age for different behavior distributions over seeds. Seeds are cho-
sen under heuristic H7. Notice that when all the seeds are the same
behavior (Low, High), the number of unique participants and adop-
tions are identical.
Dist. PA SW SC
Low 291.12 / 291.12 166.26 / 166.26 178.78 / 178.78
Inv. 250.91 / 254.52 146.36 / 150.09 149.61 / 154.58
Unif. 234.00 / 236.46 133.38 / 136.04 132.27 / 135.77
Prop. 209.66 / 210.98 118.65 / 119.98 113.29 / 114.91
High 144.49 / 144.49 93.79 / 93.79 86.01 / 86.01
Table 3 shows the resource utilization in different net-
works for the threshold average and the network average
simulations. We have omitted the simulations for the thresh-
old average case, due to space limitations. Those simula-
tions are qualitatively similar to Table 3. We see that when
each seed is either allocated the same low (high) behavior,
the utilization is lowest (highest). This is unsurprising as we
should expect high utilization to occur when we have high
cost behaviors in the network. In Table 4, we show the dif-
ference between the number of unique participants and the
total number of behavior adoptions. Notice that when all the
seeds have either the same low (or high) behaviors assigned
to all of them, there is unsurprisingly no difference between
the total number participants and the total number of unique
adoptions. As Table 4 shows, change to the behavior distri-
bution over the seeds alters the unique number of partici-
pants as well as the total adoption. Therefore the seed distri-
butions need to be chosen with care, the appropriate metric
in mind. Both uniform and propositional to cost behavior
distribution methods seem to hit a sweet spot between uti-
lization and behavior diversity.
6.4 Achieving a Target Behavior Distribution
In this section we present experiments on a specific heuristic
to achieve a specific target distribution q. We propose the
following heuristic: set the behavior distribution p over the
seeds, to be equal to the target distribution q.
In this section we investigate the effect of seed set behav-
ior distribution on the final distribution of behaviors in the
population of active individuals. In addition to uniform, pro-
portional to cost and inversely proportional to cost,
We will test to if we can achieve the following six target
distributions for the three behaviors in our simulations: 1 :
1 : 1; 1 : 2 : 3; 1 : 3 : 2; 2 : 1 : 3; 2 : 3 : 1; 3 : 1 : 2
and 3 : 2 : 1. Notice that the target behavior distribution
ratios are different from the behavior costs. As a reminder,
the costs are c1 = 0.2, c2 = 0.5 and c3 = 0.7. We use
the KL-divergence between target distribution and the actual
behavior diffusion distribution to measure if our heuristic
achieves the target distribution q.
Table 5: KL Divergence, under threshold average conditions, be-
tween the equilibrium behavior diffusion and the target distribution
q when the initial behavior distribution over the seeds pseeds is set
to the target distribution q, for the synthetic networks.
Target Dist. q PA SW SC
1:1:1 0.02 0.03 0.06
1:2:3 0.06 0.03 0.05
1:3:2 0.03 0.03 0.04
2:1:3 0.02 0.03 0.06
2:3:1 0.03 0.02 0.05
3:1:2 0.02 0.03 0.05
3:2:1 0.04 0.02 0.04
Table 5 shows that the heuristic of pseeds = q works well,
and results in low KL-divergence between the equilibrium
behavior distribution and the target q. One can improve on
the heuristic by slightly underweighting the low-cost behav-
iors and slightly overweighting the high cost behaviors. This
exploits the results of Table 4, which shows that low-cost be-
haviors spread much farther than do high-cost behaviors.
Figure 1 shows the distributions for ca-GrQc collabora-
tion network under threshold average type simulation with
uniform initial distribution. The KL divergence between the
equilibrium behavior distribution and the target q is 0.05. We
can see that the lowest cost behavior increases its share and
the highest cost distribution loses its share in the final distri-
bution while the median cost behavior almost maintains its
share. Again the modified heuristic of underweighting low-
cost behaviors, and overweighting high-cost behaviors will
help decrease the KL divergence.
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Figure 1: A comparison of the final equilibrium distribution and
the desired target q of uniform distribution of behaviors when the
seed distribution pseeds is set to be uniform. The results are for the
collaboration network (COLL). Low cost behaviors spread more
than do high-cost behaviors. The KL divergence between the equi-
librium behavior distribution and the target q is 0.05.
Figure 2 shows the comparison in resource utilization
with different values of α the fraction of seeds in the net-
work. We show four seed selection heuristics: random, naı¨ve
with resource top up, degree and resource ranked seeds and
the expected immediate maximization heuristic with hill
climbing (H7). In this simulation the behaviors were dis-
tributed uniformly across all the seeds. The heuristic H7 con-
sistently outperforms the other three seed selection heuris-
tics, for each value of α.
7 Discussion and Open Issues
One of the main motivations of the present work was to de-
velop a realistic model of the behavior diffusion process.
There are many ways in which our work can be extended.
Here we discuss about a few such possible extensions.
Our present model does not consider the role of behav-
ioral inertia in the diffusion process. Often people are hes-
itant of adopting new behaviors because they cannot free
their resources from practicing an old behavior which possi-
bly has less value. This can be modeled in our framework by
introducing an additional benefit for the already adopted be-
haviors. Another technique would be to introduce epidemic
models such as SIRS to better model long-term behavioral
adoption.
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Figure 2: The graph shows the comparison in resource utilization
with the different number of seeds (that is, different values of the α
parameter, for four heuristics. The heuristic H7, which maximizes
expected immediate adoption performs the best. Notice that l = 50
corresponds to α = 0.1.
In a network, we receive social signals from our friends,
but there is noise because we miss messages and or we check
them late. In modeling the behavior adoption problem, we
have ignored the role of constraints in how they affect the
production and consumption of messages from peers. Ex-
plicit consideration of the cost of social signaling would
not only make the model more realistic and provide better
bounds on the maximal resource utilization of the networks
resources.
8 Conclusions
In this paper we have considered the problem of seed se-
lection to maximize resource utilization and to achieve a
specified target distribution for multiple behavior diffusion
processes. We are motivated by collective action problems
with applications to sustainability and public health. We
have considered a social network where individuals are con-
strained by available resources for adoption of new behav-
iors. Our work is the first of its kind, to the best of our knowl-
edge to study the influence of individual resource constraints
on multiple, costly behavior adoption. Mindful of the con-
found between homophily and structural effects, individuals
in our model respond to the social influence as well as the
intrinsic utility of a spreading behavior. We have shown that
the core optimization problems are NP-complete and pro-
vided novel heuristics for solving them. We have tested our
heuristics against the random and naı¨ve methods and have
shown that our heuristics perform very well. We have also
shown that assigning the target distribution as the behav-
ior distribution over the seed set results in the final diffused
behaviors being very close to the target distribution. Some
of the open issues include the use of epidemic models for
modeling long-term behavior adoption and incorporating the
idea of noisy social signals in modeling behavior adoption.
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