We present results from our simulations of quantum chromodynamics (QCD) with four flavors of quarks: u, d, s, and c. These simulations are performed with a one-loop Symanzik improved gauge action, and the highly improved staggered quark (HISQ) action. We are generating gauge configurations with four values of the lattice spacing ranging from 0.06 fm to 0.15 fm, and three values of the light quark mass, including the value for which the Goldstone pion mass is equal to the physical pion mass. We discuss simulation algorithms, scale setting, taste symmetry breaking, and the autocorrelations of various quantities. We also present results for the topological susceptibility which demonstrate the improvement of the HISQ configurations relative to those generated earlier with the asqtad improved staggered action.
I. INTRODUCTION
Over the past decade, we have generated a large library of gauge configuration ensembles with three flavors of improved staggered (asqtad) quarks [1] . These ensembles are publicly available, and they are being used by our group and several others to study a wide variety of problems in high-energy and nuclear physics [1] . A number of the most challenging problems that we and other lattice gauge theorists are pursuing, however, require a level of precision that is beyond the reach of the current asqtad ensembles, and generating additional ones with smaller lattice spacings and lighter up and down quark masses would be very computationally expensive. We have therefore begun generating a new library of gauge configuration ensembles using the highly improved staggered quark (HISQ) action introduced by the HPQCD Collaboration [2] [3] [4] . In this paper, we describe the ensembles produced to date, and report on the initial calculations performed with them.
The HPQCD Collaboration developed the HISQ action to reduce the taste-symmetry violations associated with staggered quarks, and to improve the quark dispersion relation sufficiently so that charm quarks can be simulated at lattice spacings accessible with today's computers. They tested the new action using HISQ valence quarks on quenched gauge configurations and on ones we had generated with asqtad sea quarks [2] [3] [4] . More recently, they have obtained impressive results for charm and heavy-light physics again using HISQ valence quarks on asqtad configurations [5] [6] [7] [8] [9] [10] [11] [12] [13] . We have performed tests of scaling in the lattice spacing using HISQ valence quarks with gauge configurations generated with HISQ sea quarks [14] . We found that lattice artifacts for the HISQ action are reduced by approximately a factor of three from those of the asqtad action for the same lattice spacing, and taste splittings in the pion masses are reduced sufficiently to enable us to undertake simulations with the mass of the Goldstone pion at or near the physical pion mass. Moreover, the improvement in the quark dispersion relation enables us to include charm sea quarks in the simulations.
Given the successes of the HISQ action, we have embarked on a project to generate ensembles of gauge configurations using it along with a one-loop Symanzik improved gauge action [15] . We are working at four different lattice spacings, a ≈ 0.06, 0.09, 0.12 and 0.15 fm, in order to control extrapolations to the continuum limit. We include up, down, strange, and charm sea quarks. For most ensembles, the masses of the strange and charm aiming, which in all cases turned out to be a good approximation to the actual lattice spacing that could only be determined after the lattices were created. The second column gives the ratio of the simulation mass of the light quark to the physical mass of the strange quark, the third the lattice dimensions, the fourth the product of the Goldstone pion mass and the spatial extent of the lattice, and the fifth the Goldstone pion mass in MeV. The pion masses were converted to physical units using the f p4s scale setting described in section III. The quoted errors include only the statistical errors on the pion mass and f p4s in lattice units in the individual ensemble; they do not include systematic errors such as the errors on the physical values of f p4s in Table VII. The sixth column gives the number of equilibrated gauge configurations. Where the sixth column is the sum of two numbers, these are the numbers of lattices generated with the RHMC and RHMD algorithms respectively, as discussed in section II. We plan to save approximately 1,000 configurations in each ensemble, so those for which N lats ≥ 1, 000 are considered to be complete. quarks, m s and m c , respectively, are fixed at their physical values. For these ensembles, the up and down quark masses are taken to be degenerate with a common mass m l , which has a negligible effect (< 1%) on isospin-averaged quantities. We are generating configurations
with three values of the light quark mass: m l = m s /5, m s /10, and the value such that the Goldstone pion mass is as close as possible to the physical pion mass, which is approximately m s /27. Table I shows the current state of these ensembles. Prior to the simulations, the lattice spacing and the physical values of the quark masses can only be estimated. Their precise values are outputs from the analysis described later in this paper. Note that we have generated three ensembles with a ≈ 0.12 fm and m l = m s /10 that differ only in their spatial volumes. The purpose of using three different volumes is to enable tests of finite-size effects. The factor governing such effects, e −MπL , varies by a factor of eight over this range of spatial sizes, so we expect to have a sufficient lever arm for these tests. In Table III, we compare the values of the plaquette, the strange and light quark condensates, and r 1 /a on these three lattices. A comparison of finite size effects for the pion and kaon masses and leptonic decay constants on these configurations with the predictions of chiral perturbation theory can be found in Ref. [16] .
Plaquette 0.556621 ( 7) With the HISQ action, as with less improved staggered fermion actions, each lattice fermion species corresponds to four "tastes" of fermions in the continuum limit. To eliminate the three unwanted tastes from the quark sea, we use the fourth-root procedure for each of the sea-quark flavors, up, down, strange, and charm. For numerical and theoretical arguments justifying this fourth-root procedure we refer the reader to Refs. [17] and [18] .
We have also generated a limited number of ensembles with the strange-quark mass lighter than its physical value, because including such ensembles has proven very useful in controlling chiral extrapolations of physical quantities. In one of those ensembles, we also chose different values for the two light-quark masses, up and down, to probe for isospinbreaking effects. These ensembles are listed in Table II .
We note that even though we are generating some ensembles with the Goldstone pion mass at the physical value and with the strange quark mass near its physical value, controlling the chiral expansion using a variety of other ensembles with different quark masses is still The details of our simulations and their present status are given in Sec. II. In this section,
we also compare configurations generated with the RHMC and RHMD algorithms. Although we have used the former for nearly all the ensembles produced to date, at the smallest lattice spacings the gauge fields appear to be smooth enough to use the latter, which leads to a significant savings in computer time. Scale setting is addressed in Sec. III, where we
give results based both on the Sommer parameter r 1 [19, 20] and on the decay constants of (fictitious) pseudoscalar mesons [21] . In Sec. IV, we present results for the topological susceptibility of the QCD vacuum obtained from the HISQ ensembles. Tunneling between different topological sectors appears to be sufficient for them to equilibrate. The topological susceptibility provides a particularly stringent test of the HISQ gauge configurations because it is computed from them without involving valence quarks. Thus, comparison of the topological susceptibility on the asqtad and HISQ configurations directly demonstrates the improvement in the gauge configurations. In Sec. V, we discuss taste-symmetry violations in the light-light, heavy-light and heavy-heavy pseudoscalar sectors, and demonstrate the improvement in the light-light sector provided by the HISQ action, while in Sec. VI, we discuss autocorrelation times for a variety of physical variables. In Sec. VII, we present our conclusions, and in an appendix, we tabulate the taste-symmetry breaking pseudoscalar meson mass splittings, which can be used in the staggered chiral perturbation theory analysis of masses and matrix elements on these ensembles.
II. SIMULATIONS
The details of our simulations were given in Ref. [14] . Here we briefly outline our approach in order to make this paper self-contained. We are using a one-loop Symanzik improved gauge action [15] and the HISQ action [2] [3] [4] . The gauge action includes 1 × 1 and 1 × 2 planar Wilson loops, and a 1 × 1 × 1 "parallelogram". The coefficients of these terms are calculated perturbatively, and are then tadpole improved. They include both one-gluonloop and one-quark-loop contributions [22] . The HISQ action consists of a Fat7 smearing of the gauge links, then a projection of each smeared link onto a unitary matrix, followed
by an "asq" smearing with twice the Lepage term and including the Naik term, a third nearest-neighbor coupling. This is designed to ensure that the quark action is order a 2 improved. The use of two levels of smearing produces a smooth gauge field seen by the quarks, which leads to the reduction in taste-symmetry violations mentioned previously.
Finally, a modification of the Naik term [4] improves the dispersion relation of the charm quark sufficiently that it can be included in our simulations.
We have used the rational hybrid Monte Carlo (RHMC) algorithm [23] to generate configurations with two exceptions discussed below. We use different molecular dynamics step sizes for the gauge and fermion parts of the action, with three gauge steps for each fermion one [24] . The Omelyan integration algorithm is employed for both the gauge and fermion parts of the action [24, 25] , and five pseudofermion fields are used, each with a rational function approximation for the fractional powers of the fermion determinants. The projection of links onto U(3) after the Fat7 smearing can lead to spikes in the fermion force, which give rise to low acceptance rates, especially on coarse lattices. These spikes are smoothed out by means of a guiding Hamiltonian in the molecular dynamics evolution [14] , and the algorithm is made exact by means of a Metropolis accept/reject step at the end of each trajectory, which employs the exact Hamiltonian.
The simulation parameters for the ensembles with physical strange-quark mass are given in Table IV , and those for ensembles with lighter-than-physical strange quarks in Table V .
Obtaining a good acceptance rate with the RHMC algorithm requires a step size small enough that the change in the action over a trajectory is of order one, and on large lattices this requires a small simulation time step. However, this requirement is unphysical in the sense that we are interested in intensive quantities, not extensive ones. In our earlier series Table I . The first column gives the gauge coupling constant 10/g 2 , and the second, third and fourth columns the masses of the light, strange and charm quarks in lattice units. The fifth column is the tadpole coefficient u 0 obtained from the fourth-root of the plaquette, and the sixth is the mass-dependent correction to the tree-level improvement of the charm quark dispersion relation, or Naik term, ǫ N .
(The two values of ǫ N with stars use the bare mass, rather than the tree-level mass in Eq. (26) of Ref. [4] , giving rise to a difference that appears at order am 6 c ). s is the separation of stored configurations and len., the length of a trajectory, both in simulation time units. ǫ is the molecular dynamics step size, and acc. is the fraction of the trajectories accepted.
of simulations with the asqtad quark action [1] , several of the largest ensembles were run with the RHMD algorithm in which the accept-reject step at the end of each trajectory is omitted. This is an attractive possibility because it allows running at a step size limited by its effects on physical quantities, and because the lattice generation can be done in single Table II , and the notation is the same as in Table IV, except that we distinguish between the masses of the two light quarks, because for the ensemble in the last row they are unequal. For all of these ensembles, 10/g 2 = 6.00, u 0 = 0.86372, ǫ N = −0.2248, s = 5, and len.=1.0.
precision. (Double precision is necessary for the RHMC algorithm on large lattices because the numerical error in evaluating the action at the beginning and end of the trajectory in order to compute its change, ∆S, becomes of order one, making the accept/reject step nonsensical. The cost of double precision can be reduced by running the conjugate gradient in the molecular dynamics steps in single precision, followed by double precision refinement of the result.)
It is not possible to use the RHMD algorithm on coarse lattices because of the occurrence of spikes in the fermion force. For such lattices, if one uses the RHMD algorithm with the exact Hamiltonian in the molecular dynamics evolution of the gauge fields, then it is necessary to use a very small step size in order to perform the integration of the molecular dynamics equations accurately, whereas if one uses the guiding Hamiltonian, which ignores these spikes, there will be a significant deviation of the resulting gauge fields from the correct ones. However, as the lattice spacing decreases, the gauge fields become smoother, and spikes in the fermion force become less pronounced and very infrequent. This is fortunate, since it is the very challenging ensembles with small lattice spacings for which the RHMD algorithm would provide the greatest gain if applicable. We have tested the efficacy of the RHMD shows the expected effect proportional to ǫ 2 , while the strange-quark condensate is less regular, and the light quark condensate has large errors. The points with small error bars at ǫ 2 = (0.0133) 2 ≈ 0.000177 (third point from the left) are the points where production running was done with the RHMD algorithm. To estimate the physical significance of these effects, we may suppose that the effect is largely a change in the lattice spacing,
Using the difference of the plaquettes at ǫ = 0 and ǫ = 0.0133, and the differences in plaquettes among ensembles at a ≈ 0.12, 0.09 and 0.06 fm, we find that this corresponds to a shift in the lattice spacing of about 1.4 × 10 −5 fm, or a fractional shift of about 1.6 × 10 −4 .
The black fancy diamonds and green diamonds in Fig. 1 show the plaquette and strange ψ ψ for the a ≈ 0.06 fm m l = m s /10 run at ǫ = 0 (RHMC) and ǫ = 0.0143 (RHMD), with an arbitrary constant added to put them in the range of this graph. Here the effects are somewhat smaller than in the a ≈ 0.09 fm ensemble, likely because the gauge configurations are smoother at the smaller lattice spacing.
While the plaquette and ψ ψ s are determined accurately enough so that the step size effects are visible, it is much more interesting to see how physical quantities are affected by the step size errors. Unfortunately, the only such quantities that can be determined with the required precision are the pseudoscalar meson masses. Table VI error is also smaller than the statistical error. Among our current projects, the only quantity for which we cannot use the RHMD results is the interaction measure in high temperature QCD, where a delicate subtraction of the plaquette and ψ ψ between the hot and cold lattices is needed. With this one exception, we believe that it is safe to use the RHMD algorithm for a ≤ 0.09 fm, although we did use RHMC for the a ≈ 0.09 fm, m l = m s /5 and m s /10 ensembles.
III. SETTING THE LATTICE SCALE
Since lattice computations produce quantities in units of the lattice spacing, converting to physical units, such as MeV or fm, requires accurate knowledge of the lattice spacing. This is done by computing some physical quantity which is experimentally well known and can be accurately computed on the lattice. Examples in common use include the Ω − mass, the splittings of charmonium levels, and the pion or kaon decay constant. These quantities can be used to fix the lattice spacing in physical units, and thus to convert other measurements to physical units. In simulation programs with multiple ensembles, it is often convenient to use an intermediate interpolating quantity which is easily measured on the lattice, but may not be an experimentally accessible quantity, such as the commonly used Sommer scales r 0 and r 1 [20] . This interpolating quantity can be fixed by calculating a physical quantity on some of the ensembles, often with a fitting or smoothing procedure, or even from a completely different set of simulations.
Strictly speaking, observables measured on the lattice take on their physical values only in the continuum limit at physical valence-and sea-quark masses. Therefore, the definition of the lattice spacing for unphysical quark masses or non-zero lattice spacings is somewhat arbitrary. The definition can be made by requiring that the interpolating quantity be independent of the lattice spacing and sea-quark masses, or by fixing its dependence on these quantities to some plausible ansatz, such as that predicted by chiral perturbation theory at some order. Of course, different ansätze are expected to give identical results only in the continuum, physical quark-mass limit.
Here we present determinations of the lattice scale on the HISQ ensembles from two such interpolating quantities, r 1 and f p4s . The first of these is calculated from the static-quark potential, and was used extensively in our earlier simulation program using the asqtad action as described in Ref. [1] . The second quantity, f p4s , is a variant of a method suggested in
Ref. [21] . This is the decay constant of a pseudoscalar meson with valence-quark masses 0.4
times the strange-quark mass. Ultimately, we expect that our preferred scale-setting will be based on f π . The scale setting via f π will largely follow the same approach as described for f p4s here, since f π and f p4s are determined from the same types of correlators and differ only in the quark masses. The value 0.4 m s was chosen to be heavy enough to allow relatively cheap determination on the lattice ensembles, but light enough that chiral perturbation theory can accurately describe its dependence on the valence-and sea-quark masses.
Since we do not know the correct valence strange-quark mass until after the lattice spacing is fixed, f p4s and 0.4 m s must be determined self-consistently. Roughly speaking, this is done by finding the valence-quark mass am q where af p4s and aM p4s , the mass of the pseudoscalar meson with valence quark mass 0.4 m s , have their expected ratio, as we now explain.
For now, we use "physical" values of f p4s and M p4s determined from fits to pseudoscalar meson masses and amplitudes in the MILC 2+1 flavor asqtad action ensembles [1] . In practice, these come from evaluating the chiral-continuum extrapolation fit function for the pseudoscalar meson mass and decay constant at the appropriate bare-quark masses: strange sea-quark m s = m .
These values are shown in Table VII . Clearly, when a similar analysis of the HISQ pseudoscalar mesons is available, f p4s and m p4s from that analysis will be used instead. (14) 0.02111 (7) 6.00 0.00507 0.0507 0.628 2.626(13) 0.09613(9) 0.02118 (5) 6.00 0.00507 0.0507 0.628 2.614(9) 0.09605 (7) Tables VIII, IX , and X. In these tables, the error in a r 1 (a f p4s ) (fm)
includes the statistical and systematic errors in the physical value of r 1 (f p4s ), combined in quadrature with the statistical error in r 1 /a (af p4s ). For the physical value of r 1 we use r 1 = 0.3106 (8)(14)(4), obtained from an analysis of pseudoscalar decay constants on lattices generated with the asqtad quark action [26] . Errors in the physical lattice spacings in these tables combine the errors in the physical value of r 1 with the statistical errors in r 1 /a. Again, we will eventually determine the physical r 1 with the HISQ ensembles. Because r 1 is not experimentally observable, however, we will still need to use a measured quantity such as f π or the Υ 1S-2S mass splitting to obtain r 1 in physical units.
To find the tuned charm-quark mass, we calculated pseudoscalar and vector charmonium masses for two valence-quark masses: the sea charm-quark mass and 0.9 times the sea charm-quark mass. Using linear interpolation, we find the valence charm quark mass where the spin-averaged charmonium mass has its physical value. Of course, this depends on the previous determination of the lattice spacing, so we quote two values, where the lattice spacing was determined from r 1 or from f p4s . lattice spacings determined from these quantities are given in the last two columns. Since the purpose of these lattices is to study dependence as the quark masses are varied, and because we do not know the dependence of the physical f p4s on the strange quark mass, the value appropriate for m l = m s /10, 155.5(2)(6) MeV, is used for all of these ensembles. (As in Table VIII , m 4ps is the quark mass corresponding to f 4ps ).
In Table IX we compare lattice spacings and retuned strange-and charm-quark masses based on the r 1 and f p4s scales. In general, we observe good agreement in the lattice spacing and the strange-quark mass, with the largest difference in the latter of about 5-6% for some of the a ≈ 0.12 and 0.15 fm ensembles. As expected, the difference in the lattice spacing and retuned quark masses decreases towards the continuum and is small on the finest, a ≈ 0.06 fm ensembles.
IV. TOPOLOGICAL SUSCEPTIBILITY
The topological susceptibility 
where Σ is the chiral condensate parameter and m ′ is the reduced mass of the quarks:
The relation (3) is valid provided x ≫ 1, which is the case for our simulations.
For equal up-and down-quark masses we may use the Gell-Mann-Oakes-Renner relation, also from leading-order chiral perturbation theory, to rewrite this expression as
where M In Ref. [28] we presented results for the topological susceptibility over a wide range of light-quark masses and lattice spacings with 2 + 1 flavors of improved (asqtad) quarks.
Here, we use the same methods to determine the topological susceptibility in the presence In brief, we use the Boulder discretization [29, 30] of the topological charge density
measured after three HYP smoothing sweeps [31] of the gauge field. The topological susceptibility is then obtained from density-density correlations:
Although in the continuum limit this definition suffers from ultraviolet singularities that require regularization [32] , such complications are unimportant at our range of lattice spacings [28] .
As in Ref. [28] , we reduce the variance in the integral in Eq. (7) by fitting C(r) at large r to a model that includes the required contributions from the η and η ′ mesons. The relative strength of the two contributions is also fixed using tree-level chiral perturbative mixing.
The integral is then evaluated as
where the contribution for r > r cut is derived from the asymptotic fit and for r < r cut it is based on the raw data. In practice, we take r cut ≈ 1.2 fm.
An interesting question for any lattice QCD simulation is whether the tunneling rate between topological charge sectors is sufficient to bring those sectors to equilibrium. To investigate this question, we show in Fig. 2 One can see that the HISQ splittings are typically a factor of three smaller than the asqtad ones at the same lattice spacing. In fact the improvement with HISQ increases as the lattice spacing decreases, so that at a ≈ 0.06 fm, the HISQ splittings are a factor of 6 to 8 smaller than the asqtad ones. Indeed the HISQ splittings at a given lattice spacing are comparable to, but somewhat smaller than, the asqtad splittings at the next smaller lattice spacing, i.e., HISQ splitting at a ≈ 0.09 fm are a bit smaller than asqtad splittings at a ≈ 0.06 fm.
For the strong coupling α S , we use α V , the coupling from the asqtad heavy-quark potential, calculated in Ref. [33] at next-to-leading order in tadpole-improved lattice perturbation theory [34] :
where plaq is the average plaquette of the ensemble, n f is the number of sea-quark flavors, and the scale q * = 3.33/a for the plaquette is set by the BLM procedure [35] . For tasteviolations with asqtad quarks, one expects the appropriate scale to be somewhat lower, since the asqtad smearings are designed to remove coupling of the quarks to gluons with any momentum component equal to π/a. In Fig. 4 , we choose scale q * = 2/a for α V (the adjustment of scale is made using the universal two-loop formula). For the HISQ action, the perturbative calculation corresponding to Eq. (9) has not to our knowledge been performed.
However, since the dependence on n f in Eq. (9) is fairly small, we think it is reasonable also to use the asqtad formula for HISQ, at least in this qualitative comparison of discretization effects. One can see that the HISQ points are shifted to the right relative to corresponding asqtad ones; this is the effect of using n f = 4 rather than n f = 3.
By comparing the asqtad splittings in Fig. 4 with the upper line (which has slope 1), axial-vector, tensor, vector and singlet tastes). This is an "accidental" symmetry, because the exact lattice symmetries do not require this structure, but would allow all eight multiplets listed in the legends to be non-degenerate. The origin of the SO(4) taste symmetry of pions [36] is explained briefly below.
The SO(4) symmetry is seen even more clearly in thell (pion) masses in Fig. 6 . Up to quite small errors, no breaking of the symmetry is visible. Thell masses also obey a rough "equal spacing rule" of squared masses between the P, A, T, V, and I tastes (and with that ordering). The equal spacing is familiar from the asqtad case [1] . It arises in staggered chiral perturbation theory (S χ PT) [36, 37] from the fact that the dominant taste-breaking chiral operator (i.e., the one with the largest coefficient) is 
with γ µν ≡ [γ µ , γ ν ]/2. This notation is basically that of Lee and Sharpe [36] , except that we use I instead of S to denote scalar spin or taste, to avoid confusion with s for "strange. There are also "type-B" operators that couple spin and taste indices, and break these SO(4) symmetries down to a diagonal subgroup of joint spin-taste 90
The accidental SO(4) taste symmetry of the pions results from the fact that the type-B operators do not have chiral representatives at LO. The non-trivial space-time structure in the type-B case requires more than two derivatives in the chiral operators, making their representatives next-to-leading order (NLO) in the chiral expansion [36] .
Moving up in meson mass in Fig. 6 , one sees that SO(4) is still a good symmetry for thē ls (kaon) andss states, although some small symmetry violations are coming into view in thess case. The SO(4) violations forss can be seen most clearly in Table XIV , where they are significant (though still quite small) at a ≈ 0.15 fm. This is reasonable, since, as both the mass and lattice spacing increase, NLO chiral corrections are less suppressed, and these can violate SO(4).
At still higher mass, ordinary light-meson S χ PT ceases to be applicable, and a heavy-light version is necessary. For the case here, where both light and heavy quarks have the staggered action, the heavy-light chiral theory has recently been worked out [38] . In that theory ("allstaggered heavy meson chiral perturbation theory" -ASHM χ PT), the LO heavy-light chiral Lagrangian is of order k, the heavy-light meson residual momentum, which is taken to be of the order of the pion momentum p ∼ M π . This is different from the light-light case, in which the LO Lagrangian is order M heavy and light bilinears, e.g.,
where Q and q are the heavy-and light-quark fields, respectively.
In ASHM χ PT, we define the heavy-light meson field H j by
where j labels the light flavor, D j and D * µj are fields that annihilate pseudoscalar and vector mesons, respectively, and H j , D j and D * µj are all 4 × 4 matrices in taste space. Then the four-quark operators above have the following chiral representatives:
where Tr is the trace over Dirac, taste, and flavor indices. Here we have set the pion field Φ to zero since we are not interested in couplings to pions, and have omitted two-trace terms, 14).) Note that the same equalspacing rule and P, A, T, V, I ordering that appeared for light-light mesons also appears in the heavy-light case. This overall pattern is evident in the heavy-light lattice data in Fig. 6 , although of course the taste-SO(4) breaking produces additional structure.
For type-B operators, we have no experience from the light-light case as to which one or ones might give the largest contributions. However, we can guess that the four-quark operator [T µ × A µ hl would be dominant, since it is the only type-B operator that has the same spin and taste as one of the dominant type-A operators. The chiral operator generated Table XV. TABLE XII: Relative contributions to the masses of heavy-light mesons of given tastes due to the (apparently) dominant type-A operators, Eq. (15).
where the same simplifications as in Eq. (15) have been made. Table XIII shows the pattern of mass splittings resulting from this operator. We have assumed that the overall sign of the operator is the same as that of the (net) type-A operator that generated Table XII . Note first that the overall effect on the "centers of gravity" of the SO(4) multiplets (average masses, taking into account multiplicities) is the same as for the type-A operators in Table XII .
The main implication of Table XIII , however, is the pattern of SO (4) violations it predicts. 
In the axial taste multiplet, the spatial component ξ i5 is raised relative to the time component ξ 05 , but this situation is reversed in the tensor and vector multiplets. Furthermore, the absolute value of the time-space taste splitting is the same in each of the three multiplets.
This structure is exactly what is observed in Fig. 6 . We make the comparison with the lattice data more quantitative in Fig. 7 , where the SO(4)-breaking mass differences are plotted for thelc andsc cases. These mass differences have been calculated directly with a jackknife procedure (rather than simply propagating the errors from the differences with the Goldstone meson shown in Fig. 6 ) in order to take advantage of the correlations to reduce the error in the splittings. In thesc case, there is good evidence that the splittings have the sign and relative magnitude predicted in Table XIII . Thelc case is much noisier, but the signs and magnitudes are at least consistent with expectations. Note also that there is no evidence for a light-mass dependence of the splittings, which is as expected at this order in ASHM χ PT.
There is no chiral effective theory to analyze the splittings for heavy-heavy mesons (thē cc case in Fig. 6 ). Nevertheless, it is interesting to see that the SO(4) breaking, already clear in thesc andlc cases, gets very strong in thecc case. In particular, the spacings between some members of different SO(4) multiplets (ξ 0 and I, or ξ i0 and ξ i ), are smaller than the splittings within multiplets.
VI. THERMALIZATION AND AUTOCORRELATION TIMES
At the start of a new simulation, the system will not be in equilibrium, and gauge configurations generated before it has thermalized should not be included in measurements of physical quantities. The amount of running discarded for thermalization was determined from time histories of the plaquette and chiral condensate, and, when available later, spectrum measurements. The equilibration time varies among the ensembles, and is typically 200 time units, or 300 time units for ensembles starting far from equilibrium. Figure 8 shows the approach to equilibrium in the ensemble with a ≈ 0.09 fm and m l = m s /10, which started from a configuration very far from equilibrium.
Because each successive gauge configuration is generated from the previous one via a molecular dynamics-based evolution in "simulation time", it will resemble the previous configuration to some degree. This leads to correlations between the values of various observables measured on configurations that are nearby in simulation time. If these correlations are not taken into account, statistical analysis of lattice data will tend to underestimate the errors, since the standard methods for estimating covariance matrices assume that each sample is uncorrelated. We have chosen to save a gauge configuration every five (for a > 0.09 fm) or six (for a ≤ 0.09 fm) units of simulation time, on the grounds that observables mea-sured on configurations separated by less than five units will be so strongly correlated that the small amount of extra information that can be gleaned from them is not worth the effort required to extract it. For many observables, however, five time units is not sufficient separation to eliminate autocorrelations. The choice to save a configuration every five or six time units represents a middle ground: two configurations five units apart differ sufficiently that it is worth saving them both, but are correlated enough that these correlations must be considered when conducting statistical analyses.
We have computed the autocorrelations between the values of various observables on pairs of configurations as a function of the simulation-time separation of the pair. We define the autocorrelation of observable O at a simulation time separation t as
where the expectation values in the numerator are taken over all pairs of configurations Fortunately, on many ensembles, we have multiple measurements using different stochastic sources for the condensate. This enables us to disentangle the two sources of fluctuation, by instead defining obviously does not apply to ensembles where only a single stochastic source has been run on each configuration. Figure 9 shows the autocorrelations of several observables in simulation time on two different ensembles. The errors on the autocorrelation at different separations are highly correlated. We present results for the topological charge, the plaquette, the light and strange sea-quark condensates, and the (pseudoscalar) pion propagator at a separation corresponding roughly to the shortest length used in fits to determine M π . On the finer of these ensembles (a ≈ 0.06 fm), the topological charge has an extremely long autocorrelation length, followed by the strange-and light-quark condensates; on the coarser one (a ≈ 0.09 fm), the autocorrelation length of the topological charge is comparable to that of the condensates. The autocorrelation length for the plaquette and the pion propagator are quite short.
Nonetheless, even for the pion propagator, there are non-negligible correlations between the propagator on lattices separated by only a few time units, so some blocking procedure is necessary to correctly estimate the covariance matrix for the propagator when performing fits.
We have three gauge ensembles which differ only in their spatial volume. They have a ≈ 0.12 fm, m l = m s /10, and lattice volumes of 24 3 × 64, 32 3 × 64, and 40 3 × 64. These ensembles provide us with an opportunity to examine whether the autocorrelation length depends on the lattice volume; we observe no such dependence.
In Fig. 10 As discussed in Sec. II, for large lattices there are advantages to using the RHMD algorithm instead of RHMC. Use of RHMD will naïvely result in a decrease of autocorrelation lengths by a factor equal to the Metropolis acceptance rate, generally about 70%. To test for this effect, we compare autocorrelation lengths on the RHMC and RHMD segments of the a ≈ 0.09 fm, physical light-quark mass ensemble which has roughly an equal number of Such a comparison is shown in Fig. 11 . The expected decrease in the autocorrelation length is visible in both the plaquette and the topological charge. It would be natural to do a similar analysis for the strange-quark condensate, as the quantity typically used to probe for thermalization, but those data are too noisy on this ensemble to make any claim about the presence or absence of the expected effect.
VII. CONCLUSIONS
We are nearing completion of the first phase of our project to generate gauge configurations with four flavors of quarks with the HISQ action. In this phase of our effort, we are generating ensembles with four values of the lattice spacing ranging from 0.06 fm to 0.15 fm,
and three values of the light quark mass, including the value for which the Goldstone pion mass is equal to the physical pion mass. As can be seen from Tables I and II, we have completed all but three of the planned ensembles with a ≥ 0.06 fm. We hope to finish the remaining ones in the coming year. In the second phase of this project we plan additional ensembles at lattice spacings a ≈ 0.045 fm and 0.03 fm. Most of the HISQ ensembles have been generated using the RHMC algorithm, but we have found that for a ≤ 0.09 fm, the gauge configurations are smooth enough that one can use the RHMD algorithm, which results in a large savings in computer resources. For a ≤ 0.09 fm, the RHMD algorithm introduces a systematic error, which is small compared to other uncertainties, and, for all but a few quantities, is smaller than the statistical error. Even for the worst case given in We have determined the lattice spacings of the ensembles by two different methods. In one, we extract the Sommer parameter r 1 in lattice units from the heavy-quark potential, and in the other we calculate the leptonic decay constant f p4s of a fictitious pseudoscalar meson with valence quarks of mass 0.4 m s , again in lattice units. Both of these quantities can be determined quickly and accurately for a given ensemble. To obtain the lattice spacing in physical units, we must also determine r 1 or f p4s in physical units using one piece of experimental input. Ultimately, this will be done on the HISQ lattices, but for the moment, we take the physical results for r 1 and f p4s from our more extensive data on the asqtad ensembles. We find excellent agreement between the two approaches.
We have calculated the topological susceptibility on five of the HISQ ensembles, including two with physical mass light quarks, and one with lattice spacing a ≈ 0.06 fm. We see from because it is calculated without involving valence quarks. Figure 3 shows this improvement, and also demonstrates the decrease in the susceptibility with pion mass in accordance with the expectation from chiral perturbation theory.
Taste-symmetry breaking for pseudoscalar mesons is discussed in detail in Section V, and a variety of results for it are tabulated in the appendix. We find that thell,ls andss systems can be understood in terms of S χ PT. They all exhibit an accidental SO(4) symmetry, but some small breaking of this symmetry is present in thess system at the coarsest lattice spacing. For thelc andsc systems, S χ PT is not applicable, and the appropriate effective field theory is "all staggered heavy meson chiral perturbation theory," ASHM χ PT. SO (4) symmetry is broken, but the pattern of taste splittings can be understood using ASHM χ PT.
There is no chiral effective theory available to analyze thecc system. We see from the data that the breaking of SO (4) We plan to make these gauge ensembles publicly available, and we believe that they will be useful for the study of a wide range of problems in high energy and nuclear physics. In Tables XIV and XV, ensembles. These are the splittings for the pseudoscalar mesons with valence quark masses equal to the light sea quark mass, m s /5, equal to the sea strange quark mass, and equal to the sea charm quark mass. For each non-Goldstone taste ξ we tabulate the squared mass difference r 2 1 a 2 ∆ ξ = r 2 1 (M 2 ξ − M 2 5 ), where the errors are statistical only. j indicates the error comes from a jackknife analysis, and s indicates the error is just the error from the mass of the non-Goldstone pion. This is a reasonable approximation of the true statistical error in the squared-mass splitting when either (i) the uncertainty in the Goldstone pion mass is much smaller than that of the non-Goldstone pion, and/or (ii) the Goldstone and non-Goldstone pion masses are strongly correlated. Since the breaking of the approximate SO(4) symmetry is important here, and all the masses are correlated so naive combination of errors is incorrect, we tabulate all of the splittings. As in , where ξ 2 and ξ 1 are the tastes in the row and column labels. Since this matrix is antisymmetric, we have placed the light-charm splittings in the upper triangle, and the strange-charm splittings in the lower triangle. All errors are estimated using a jackknife procedure. The SO(4) breaking splittings are shown in red.
