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Abstract 
Janssen, H.L. and H.L. Lambert, Recursive construction of particular solutions to nonhomogeneous linear 
partial differential equations of elliptic type, Journal of Computational and Applied Mathematics 39 (1992) 
227-242. 
If the nonhomogeneous part f of the linear elliptic PDE in the region D with boundary C, Lu = f in D, 
Bu = g on C, can be approximated by a polyflomial in its variables Xi, i = 1,. . . , n, n = 2, (31, then it is possible 
to write a particular solution lcp of this equation as a linear combination of the particular solutions PklCmj of 
Lu = x~x~(x~>. The double (triple) sequence of solutions PklCnlj can be determined recursively. As a 
consequence. the particular solution lcp of the gisren equation can also be evaluated recursively in each point 
of interest. This allo-ws us to reduce rile given nonhomogeneous problem to the homogeneous case, and to use 
the recursive method already described fwr that problem to find a solution 14,, of this new elliptic problem, 
Lrr,= 0 in D, Bu, = g - Brr, on C, and thus obtaining the solution 24 of the initial problem as a sum of 14~ 
and 14~. It is to be emphasized that this solution, as well as its derivatives, can be evaluated in each point from 
the coefficients of up and uh in a fast add stable way. 
Keywords: Recursion, linear least-squares methods, homogeneous and nonhomogeneous PDE. 
1. Hctroduction 
A simple scheme for solving linear elliptic problems in a compact simply connected region D 
is the least-squares method. It was described in [2] in the following way. 
S&p I. Generate a complete set {h,J, t2 = 1, 2,. . . , of particular solutions of the partial 
differential equation. 
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Srep 2. Orthonormalize this system in a suitable sense over a given domain to get a new set of 
solutions {@,,}, II = 1, 2,. . . . 
Step 3. From the presc.ibed boundary values, determine a linear combination 
N 
closely approximating the desired solution. 
In the case of a Laplace equation we will work with the harmonic polynomials 
p,# = Re((x + iy)“) and Q, = Im((x + iy)“), 
which is complete in the uniform norm space as assured by classic theorems of Bergman [l] and 
Walsh [lo], asserting that “Every function, harmonic in a compact simply connected domain, 
can be uniformly approximated by a harmonic polynomial to within any e > 0”. When D is 
compact, uniform convergence implies menu-square convergence with respect to any reason- 
able integral. 
The approximate solution of Dirichlet problems using least-squares approximation by har- 
monic polynomials was already automated in 1946 by Bergman and further developed in [3], 
observing that three procedures could be followed to find a closest approximation of the 
solution of an elliptic problem. Either: 
(1) @,* satisfy the PDE but not the boundary conditions; 
(2) @,, satisfies the boundary conditions while {a,#}, n > 0, satisfy homogeneous boundary 
conditions, but not the PDE; 
(3) @J,~ neither satisfy the boundary conditions nor the PDE. 
In [4], generalizing an idea of [6] and an algorithm of [9], we approached the problem of 
solving homogeneous linear PDEs with constant coefficients using recursive techniques for the 
determination of a complete set of particular solutions as well as for the evaluation of the final 
approximation and of its derivatives, and we applied these techniques to the classical examples 
of the Laplace equations in I@ and R3 and to simple parabolic and hyperbolic equations. 
In this paper we also want to present a recursive technique for the determination of a set of 
particular solutions to nonhomogeneous linear PDEs when the nonhomogeneous part f of the 
PDE 
Lu=f, in D, 
Bu =g, on C=aD, (1) 
has a sufficiently accurate polynomial approximation f. In this case, each term of f is of the 
form b, Q,, 
Q, = fi (xi)? with J= (iI,..., j,) EN(“, 
i= 1 (2) 
and n the dimension of the problem. Our aim is to provide a recursive method to determine a 
particular solution of FJ of (1) for each Q,. Once this recursion is obtained we can eva!cate the 
particular solution 
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corresponding to r and its derivatives recursively, allowing us to transform the nonhomoge- 
neous PDE in the following homogeneous one: 
Lu, = 0, in I?, 
&I =g-Bu,, on C=aD, (4) 
for which a recursive solution was already provided in [4]. 
2. Existence of a recursive determination for arbitrary linear PDEs 
Theorem I. For each linear d~ferenria~ operator L of the form 
with i, 2 0, a, E IF3 and 1 J I= Cy= 1 ji, it is possible to constru~~ 
relation between some family of purti~u~ar solutions of the PDE 
ID L*X J =Q,9 
a n~nh~rn~geneu~ recurrence 
where PJ and Q, are the polynomials mentioned in the previous section and J as defined in (21. 
Proof. The integer i, is the minimum order of the terms occurring in the expression (5). Let 
ad{, f 0, with J, = (j,, , . . . , j,,) and 1 J0 I= i,. 
Applying L to 
!I 
I-I XI”‘+&, , with M = (m,, . . . , m,) E W, 
i= I 
yields 
We propose the following recursive relation for plu, M = Cm,, l . . , m,) E IV: 
N n 
PM = c r: alJPM+J,,-J + p ~xy+% 
i=i, fJI=i i=I 
J#J,, 
where for each J E N”, we define 
i=l 
Application of L to both members of (7), taking into account he definitions (6) and (i(), we 
obtain 
i=l i=i, IJI=i k=l 
JSJO 
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The term with J = J, can be identified with the first member of this equation, yielding 
pal,, I-I I-I (m, +& + 1 - 4 = 1. 
k=l I=1 
For the other terms in the second member we can make the identifications 
II ik 
a,+pa,n n(m,+j,,+l--I)=O. 
A=1 I=1 
It follows that the coefficients cyJ and p in (7) must be 
1 
P 
= a,,,Il;I,,Il$..,(m, +jOk + 1 - 1) ’ 
QJ n 
I-I 
I-&(m, +j,, + 1 - I) 
CYJ= 
-- 
aJ,, kc 1 nfi!bl(mk +jok + 1 - 1) * 
q 
(9) 
Remarks. (1) For M=(O,..., 0) = 0, we obtain from (7) and (9) 
1 n 
=- 
I-I 
a,,, k= 1 n$!l(jOk + 1 - I) ’ 
a polynomial. The relation (7) indicates that all PM will be polynomials if it determines them 
recursively. 
(2) In (7) the terms with 1 J I> i, = 1 J, 1 all have degree M + J,, -J less than M, as for the 
remaining terms with 1 J I = i, the fact that J f J, implies that for some index i * we will have 
ji i > jui J 5 yielding 
mi+, + joif - ji* < ?ni*, 
enabling us to set up a recursion to construct all the polynomials Phi we need. 
2.1. Prmticd consequences 
The recursion obtained in (7) contains a nonhomogeneous term 
R, = p fiX~.++ 
i=l 
Now it is easy to set up a recursion for this term also: 
R,tf = Rn, ,._.. nt, = xk mk 
mk +.kk 
R~l ,.... mx - I..... ITI,, = xk m mljuk RM-eA 
k 
(where ek is the kth unit vector) for each index k, allowing us to obtain a system of two 
homogeneous recursion relation!:: 
R,, = xk 
mk 
R 
mk +_&k 
M-eAy 
(YJpM+J,,-J +xk m “:j,,, RM-el’ 
k 
(10) 
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for which it is possible to apply the ideas and formulas presented in [4], in order to obtain the 
corresponding recursions for the evaluation of (31. 
To clarify the method, in the next section we will give an example of its application to the 
second-order PDE in two variables: 
(Q~~D$,+~,~D~, +a,,D~~+a,,D1,+a,,D~~ +a,I)u =f. (11) 
3. Complete treatment of a second-order PDE 
3.1. Equation (IO) with a,, + 0 
3.1.1. Determination of the direct recursion 
In this case, n = 2, i, = 0, N = 2, and (7) will yield: 
P k,l=(Y~OPk-I.I-t~O1pk,l-, +a20pk-2,1+a11pk-1 I-1 9 +%2’k l-2+pXky’9 . 
with, according to (9) 
1 
P =- 
am’ 
alo a01 
CylO = 
-- 
k, 
-- 
L 
%o 
CyOl = 
a00 
a’20 = 
_ ?!(k - I)k, 
a00 
acll = 
- a,,)& 
%I 
a02= - fql- i)l. 
a00 
We can put (12) in the form of a homogeneous recursion if we write 
Rk,l=pXkJ'l=XRk_,,, Or R,,,==pX”Y!=YR,,,_,. 
This yields the system 
R,,,=X&_,,, or R,,, =YRk,,-,, 
pk,t=xRk-l,, (Or yRk I-I) , 
- -&,Okpk-,,, +aO,lPk,l-, +a20(k - 1)kpk-2,, 
a00 
+aHklpk-,,,- 1 + aO2(1 - 1)zpk,,-2] 9 
with 
1 
Roo=Poo=~ = -. 
a00 
These recursions allow us to determine the poiynomials Pk,[ in the following way. For I= 0, we 
get 
R k+l,O =XRk,O, 
P k+1,0 =xRk,O a,, -L[~,0(k+1)P,0+a20~k+1)kpk-,,,] 
(13) 
9 , 
(‘k0 = 0 for k < 0). , 
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For 12 0 we can write 
Rk./i 1 = Y&J, 
Pk./+ 1 = )IRk.l 
- L[%~Pk-LI+, 
QUO 
+ a,,!1 + lIPk.l+ a& - 1WPk -2.1+ I 
+a,$([+ l)Pk-, . l + a,(1 + l)& ,_ J . 
(P,,=Ofor k&O). 
king the notations of [4] we can define the matrices 
vu= Rk., 
i I f-h ’
allowing us to write (13) and (14) in a standard way: 
VA+ 1.0 = M,u:::‘v;..” + ~;;,ov,_ 1.0, 
with 
M&? = 
I 
0 0 
1q;’ = o a02 
. 
- -1(1+ 1; 
%o 
0 0 
0 -%k(l+l) 7 
%I I 
(14) 
V-6) 
3.1.2. Inrqerse recursion to the particular solution corresponding to (IO) 
After having determined the coefficients bJ in (3) we have, due to the linearity of the 
problem, 
u, = cbJPJ. (17) 
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In the two-dimensional case, we could consider 
d 
i=O 
where d is the degree of the polynomial approximation f to f. Note that in this case the 
matrices ML2 defined in Section 3.1.1 are only different from the zero matrices if k + i - 1 < d 
and k, 220. 
Using the formulas defined in [4] we evaluate the following recursion in 
for k =d+ 1 downto 1: 
cwd+10 = wd+20 = 0) and for which all the Wk,o can be determined for I = d + 1 - k downto 1, 
from the recursion 
+ N;:;-_‘,wk+ I,/-- 1 + Ni$iilIw’ i-2,1-- 1 
+ Nk9i”- lwk,I + N;::- lwk+ I,1 + Nkqjl_ lwk,/+ 1, 
where Ni9j-l “(~~*~j,+i_1)’ and ~j=O if i+j>d. 
Finally& is evaluated by matrix ‘product: 
up = (R 0.0 po,owo,o = ‘(Uoo +vo.0). ao,o - 
3.2. Equation (10) with a,, = 0 
In this case, different possibilities have to be considered. 
(1) a,, f 0: applying (7) we obtain the recursion 
P k,! - a2,.Gpk- 1,1 - a,llpk,,- 1 
l(I- 1) I 
-a02 k + 1 P -P k+I,I-2-a01k + 1 k+l,l-I ’ 
(2) a,, = 0, a,, z 0: in the same way we obtain 
k,l -a2o l-k1 
pk-&/+, - a,,kpk-,,, - a021pk,,- 1 ’ 
k(k - 1) 
(3) a,,, = 0, sol = 0: 
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(a) a, # 0: we obtain 
1 Xk+l 1 Y 1 
P 
l(l- 1) 
k! =- azO (k+l)(k+2) -a11k+1pk+1*1-1-ao2(k+l)(k+2)pk+2*,_z ( 
(b1 a, = 0, aoz + 0: we obtain 
P 
XkY’+2 k 
k.l (I+ 1)(1+2) -a”l+ 1 pk-lJ+l 
(cl a2o = ao2 = 0, a,, # 0: we obtain 
P k.1 
The transformation of all these recursions to homogeneous systems of recursions, and the 
subsequent determination of the recursion to evaluate (17) can be treated in analogy with 
Section 3.1. 
4. Application to some classical examples 
4.1. Laplace equation in R2 
4.1.1. Direct recursion 
The formula in Section 3.2, case (3)(a), can be applied here with a2o = ao2 = 1 and aI, = 0, 
which yields 
Xk+2 1 
P = 
Y I(1 - 1) 
k~1 (k+l)(k+2) - (k+l)(k+2)p’i2*‘-2. 
Putting 
xk+2 1 
Y k 
R - k.l- (k + l)(k + 2) =Xk + 2 Rk-Ll =yRkJ-l, 
for I = 0, we obtain 
k+l k+l 
Rk+ 1.0 = -xRk(!, k+3 9 pk+10 , 
= -XR,,,, 
k+3 
R,,, = PoC, = ix’. . 
For Ia 0 we write 
R k.i+ 1 = yRk.I, pk,l+ 1 = yRk,, - 
1(1+ 1) 
(k + l)(k + 2) pk+2~1-1 
tpkl = 0 for k, I < 0). 
kiting these recursions in the standard form obtained in [4], we have 
V k+ 1.1 = M,o:,ovk,O~ 
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with 
4.1.2. Inverse recursion if f in (3) is a pol’ynomial of degree d 
For k = d + 1 downto 1, evaluate 
with 
NO.! k l,O= 
Here the I&O can be determined for I = d + 1 - k downto 1 from 
with 
I 0 - 1(1+ 1) k(k - 1) I . 
Finally, we obtain for the evaluation of K,: 
u, = (ix’ uo,o +x2> vg,o( 1 = ;x2(U0,0 + vo,oh 
Interface problems for Laplace operators like those treated in [7, (l.l)] could be treated by 
the above method inside the domain D, while for the homogeneous problem outside this 
domain a solution of the form 
a, log(x2+y2)+ kajPj(x, y)+ ~h,P,(X, y), Pi=Re(z-‘), Qi=Im(t-‘), 
i=l i=l 
could be adjusted, where the rational functions Pi and Qi can be evaluated recursively almost 
as simply as the harmonic polynomials used inside D. 
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4.2. Laplace equation in W” 
Application of formulas (7) and (9) with azw = aOzO = aoo2 = 1, and all the other ai,j,k = 0, 
yields the recursion 
1(Z - 1) m(m - 1) 
P k.1.m = (k + l)(k + 2) - (k + l)(k + 2)‘k+2J--2nl - (k + l)(k + 2) Pk+2.1*m-2’ 
Putting 
Xk+2Y’Zn’ k 
Rk.l.m = (k+l)(k+2, =Xk+2Rk-,,lsn=yRk,l-l,m=zRk,l,m-l’ 
we will obtain a homogeneous recursion in wk,,,m = ( Rk,l,,n, Pk,I,m)t with starting values: 
R 0.0.0 = Po,o,o = $5 
The transformation to standard form and the determination of the inverse recursion for the 
evaluation of zdp can be obtained in analogy with Section 4.1, the only complication being that 
now three nested loops will be necessary. 
4.3. Bihamtonic equation in 88’ 
Application of formulas (7) and (9) with aa = a04 = 1, = a22 = 2, 2nd all the other ai,j = 0, 
yields the recursion 
Xk+4 1 
Y 
P 
l(l- lj 
‘J= (k+ l)(k+2)(k+3)(k+4) -2(k+l)(k+2)pk+2.‘-’ 
1(1- l)(! - 2)(1- 3) 
- (k + l)(k + 2)(k + 3)(k + 4)pk+4*1-4. 
Putting 
Xk+4 1 
Y k 
R = 
k~1 (k+l)(k+2)(k+3)(k+4) =Xk+4Rk-1*1=yRkv1-19 
we obtain a homogeneous recursion in IV& = CR,,,, Pk,/)’ with starting values: 
X4 
R 0.0 = P,, = r. 
. 
We further apply in this case the same method as in Section 4.1. 
4.4. Fourier equation in [w2 
The application of the recursive method described in preceding subsections is by no means 
limited to elliptic equations. As an example we can treat the nonhomogeneous Fourier 
equation 
P I.0 - D;_,)u =$. 
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Application of the formulas (7) and the results from Section 3.2, case (2) with azO = 1, a,, = - 1 
and all the other ai j = 0, yields the recursion . 
P 
XkY’+ l k(k - 1) 
k,l =-----_- Z+l l+l pk-2.1+,* 
Putting 
XkYi+l 1 
R k-1 = - =XRk+,/ =Y l+l 
-R 
I+ 1 kJ-l’ 
we obtain a homogeneous recursion in &,, = CR,,,, Pk,/Jt with starting values 
R,, =P,=y. 
This example can further be treated with the same method as in Section 4.1. 
After transformation of the problem to the homogeneous case (4) we could apply the 
formulas in [4, Section 4.31. The polynomials obtained there in a very simple and systematic way 
form a basis of the same function space as the strip polynomials of even and odd degree in the 
examples mentioned in [5]. 
§. Applications and numerical results 
5.1. Numerical stability of the recurrence rehtions 
For the homogeneous pari of the solution of the given problem we have to evaluate two 
recursions. 
(i) The direct recursion needed to evaluate the sequence of polynomials, satisfying the given 
homogeneous PDE, in all the boundary points needed for the least-squares approximation of 
uh in (4). 
(2) The inverse recursion needed to evaluate the solution in an arbitrary point of the 
domain. Because of the relation between these two recursions explained in 14, Section 3.21, 
stability of the direct recursion generally implies the stability of the inverse recursion. 
As we apply the method to compact and simply connected domains in lR2 (or in R3), it is 
always possible, by a suitable translation and change of scale, to obtain a domain inside the unit 
ball B or inside a square S, = [ - 1, 112 (or inside the cube S, = [ - 1, 11”. If we define 
II f II ~sup{If(p)l:pEB,S20rS3)’ 
then it is always possible to transform the direct homogeneous recurrence relation in such a 
way that all the obtained polynomials are normalized with respect to this norm. We had to do 
this normalization in the case of the Fourier equation, because for high degrees the evaluation 
of the direct recursion yielded overflow in some points of the boundary. For the Poisson 
equation in the plane no such problems occurred as on the unit ball, 
polynomials we have 
IIP,,Il=IIQ,lI=L ‘ika+~. 
for all the harmonic 
For the particular solution of the given problem we only need to evaluate the inverse 
recursion corresponding to (10). In this case too, when a high-degree particular solution is 
H. L. Jmssen, H. L. Lnmbert / Sohtions to nonho;irc~e~2eo1rs elliptic PDEs 
needed, a transformation of (10) yielding a normalization of the polynomials R, and PM on s, 
S, or S3 is possible. 
We conclude that normalization in the direct recursion 1s sometimes necessary to prevent 
overflow during the evaluation of the polynomials. An interesting by-product of this normaliza- 
tion is that for the recursive evaluation of the final approximate solution, the absolute condition 
rclmbers of the coefficients obtained by nhe least-squares method are all smaller than 1. 
5.2. Examples I (a) and jib) 
To test the methods described in this article, we treated the Poisson (Example l(a)) and the 
Fourier problem (Example l(b)) in the square S, = [ - 1, 112, with exact solution 
u = e -u[(_r-b)2+(y-c)2] , 
and nonhomogeneous part of the equation (1) equal to 
f =L(u), 
for different values of a (b = c = O), and for the Fourier equation 
also for different values of k. 
The following symbols were used in all the tables: 
11 f 11: norm of the nonhomoge_neous part f of the PDE (1); 
nf: degree of the polynomial f approximating f; 
II ef 11: maximum approximation error of f on S,; 
: standard deviation of the same error; 
zc 11: norm of the solution of the PDE (1); 
n,.,: degree of the nonhomogeneous part of the approximation; 
II e, II : maximum approximation error of the solution u in S,; 
Si: standard deviation of the same error; 
II eb 11: maximum approximation error of the solution u on the boundary of S,; 
s,,: standard deviation of the same error; 
eps: order of the machine precision. 
Note that the numbers II e 11, s were obtained by calculating the difference between the exact 
and approximate solutions in 300 random points inside the domain S, for the domain-related 
errors, and depending on the degree of the approximation, in 600 to 9OC equally spaced points 
on the boundary for the boundary-related errors. The results obtained are presented in Table 1 
for Example l(a) and in Table 2 for Example l(b). 
All the calculations were performed on a PC AT with 11 digits accuracy using at most 64 Kb 
of WM. The integrations necessary for the least-squares problem were performed numericaily 
by th Gauss-Legendre method using n,, + 1 knots on each side of the square. If necessary, the 
polynomial approximdtion of the nonhomogeneous part f 0.i (1) was obtained by a least-squares 
method in (n, + 1J2 points distributed in S, like the ze?>s of a Chebyshev polynomial of degree 
nf f 1 in both X and Y directions. 
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Table 1 
Example l(a): Poisson case 
Parameters Ilfll nf IIefII sf llull nh lle,ll Si IIebII Sb 
a= 1 4 14 4.3. 1o-6 1.4~10-6 1 16 3.1*1o-8 6.9~10-~ 1.2.10-9 7.0do-‘” 
30 3.3. 1o-x 7.2~10-~ 3.1. lo- ‘O 1.3*10-‘” 
62 3.1*10-H 7.0. lo-” 3.9*10-‘O 1.5. lo- lo 
a= 2 8 14 9.5. 1o-4 2.&10--” 1 16 6.7*10+ 1.4. lo-” 2.1*10-7 1.2. 1o-7 
30 6.2.10+ 1.3*10+ 2.1.10-8 7.2. lo-” 
62 5.9. lo-” 1.3d0-h 4.0*10-” 1.4. lo-’ 
(Y= 3 12 14 1.5. 10m3 4.3.lo-” 1 16 1.0. lo-” 2.1. lo-” 2.8.1O+j 1.6. 1O-6 
30 1.0. lo-” 2.1. lo-” 2.7do-7 9.4. 1o-8 
62 8.9.10-” 1.9. 1o-5 5.3*10-N 1.8. lo-” 
Table 2 
Example l(b): Fourier case 
Parameters II f II nf Ilqll sf Ildl nh lIeill si llq-,ll sb 
a= 1 
k-l 
(Y= 1 
k = 0.5 
(Y= 1 
k = 0.25 
(Y= 2 
k=l 
(Y= 2 
k = 0.5 
(Y= 2 
k = 0.25 
(Y= 3 
k=l 
(Y= 3 
k = 0.5 
(Y= 
k = i.25 
2.374 11 4.1.10-4 1.7*10-4 1 14 2.2. l!I-4 7.0. lo- 5 2.5. 1o-4 1.1. 1o-4 
20 1.1. 1o-5 2.5. 1O-6 2.5.10+’ 9.4. 1o-7 
40 1.0. 1o-5 2.5.10+ 1.9*10+ 6.8. 1o-7 
1.543 
1.175 
4.35 1 
2.667 
1.881 
6.2’1 
3.682 
2.388 
11 
11 
II 
11 
11 
11 
11 
11 
2.1. 1o-4 8.4. 1O-5 
1.1. lo-” 4.4. 1o-5 
2.0. lo-’ 8.1. lo-” 
1.1. 1o-2 4.1. 1o-3 
5.7. 1o-3 
1.5*10-’ 
2.1. 1o-3 
7.6. lo-’ 
5.6. lo-’ 
2.7~ lo-’ 
4.2. !O-’ 1.4. lo-’ 
14 3.0. 10-s 8.5.1K6 4.8~ lo-’ 1.8. 1O-5 
20 9.3. 1o-6 2.5.lo+ 2.5. 1O-6 1.0. 1o-6 
40 9.6. 1O-6 2.5.10+ 3.8. 1O-7 1.6. 1O-7 
14 8.3.10-’ 2.6.10+’ 1.1. 1o-5 3.7. 1o-6 
20 7.5.10-6 2.0. 1o-6 1.5*10+ 7.6. 1O-7 
40 8.0.10+ 2.3. 1O-6 4.5. 1o-6 2.6, 1O-6 
14 
20 
40 
14 
2c 
40 
14 
20 
40 
14 
20 
40 
1n 
iii 
40 
14 2.6. lo-’ 
20 2.8. lo-” 
40 2.6. 1o-3 
1.0. lo-’ 
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5.3. Example 2 
Here we treat some additional Poisson problems with Dirichlet boundary conditions we 
found in [S]. A column labelled “Number” was added, containing the number of the test 
problem, while the parameters mentioned have the same name as in [8]. If necessary the 
domain [0, 11’ was transformed into the square S,. The results obtained are presented in Table 
3 for Example 2. 
5.4. Analysis of the results 
(1) The columns headed with ]I f II and ]I u I] were tabulated to give an idea of the relative 
error obtained in S,, except of course in the points near the zeros of the exact solution. 
(2) In Examples l(a), l(b), Ellpack8, 10 and 47, we observe much smaller errors in the 
approximation of the solution u than in the approximation of f inside the domain. The 
dependance of the approximate solution on the nonhomogeneous term of the PDE seems to be 
well-conditioned. 
(3) In the same examples, the error on II inside S, did not decrease anymore by taking 
n,, > 2rzf in the Fourier problem and n,, > n f + 2 in the Poisson problems, although the error 
on the boundary decreases further with increasing n,,. 
(4) In the example Ellpack’l, where the exact solution was unknown, we could only give the 
accuracy of our results on the boundary. A steady decrease of the errors ]I eb 11 and sr, is 
observed when n,, increases from 20 to 80. 
(5) In the example Ellpack47 where for a! = 3, the function f becomes infinite on the left 
and lower border of the square S,, the least-squares approximation of this function thus 
presents unbounded errors there. Despite this fact, the errors of the approximate solution for 
nf= 10 and n,, = 20 are comparatively reasonable. 
(6) In all the examples where the exact solution was a polynomial of degree n, the 
approximation coincided with the true solution to machine precision, using nf = n - 2 and 
nh=n. 
6. Concluding remarks 
The recursive techniques described in this paper present us with a simple and economical 
way to evaluate particular solutions to nonhomogeneous linear partial differential equations 
with constant coefficients. The only condition to apply the method is that the nonhomogeneous 
part f of the PDE be sufficiently smooth to be approximated by a polynomial. To this effect 
one could try to subtract out the singularities of f, and study the corresponding particular 
solutions separately. 
The interesting feature in this method in combination with an analogical treatment of the 
homogeneous PDE is that the approximated solution is obtained in analytical form and such 
that it can be easily evaluated recursively, together with each of its partial derivatives in 
arbitrary points of the domain of interest. 
In all the examples treated so far, the stabi!ity of the proposed algorithm and the condition 
of the polynomial basis for the homogeneous problem on the square [ - 1, 112 was sufficient to 
guarantee that errors in the solution were due principally to the approximation error of the 
nonhomogeneous part f of the PDE. However, if the form of the compact simply connected 
domain D differs significantly from the circle for the Poisson problem, it is clear that the 
~~~o~al basis will become ill-conditioned. In this case we suggest hat L) should be 
subdivided into a number of more suitable subdomains, and that this method should be applied 
to each of them separately, taking into account the continui~ of the solution and its first 
derivative on their interface. 
Further research on the performance of the method presented here should be conducted in 
the case where the nonhomogeneous part f of the PDE has a discontinuity of the first kind 
along a CUT\‘” S in R’ (or a surface S in R3J as was the case in 171. Separate apphcation of the 
method at both sides of S is suggested, where the continuity of u and Vu along S could be 
obtained by adding a suitable solution to the homogeneous problem in one of the subdomains, 
with boundary conditions for the functional values and first derivatives equal to those of the 
difference of the particular solutions in the two adjacent regions. 
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