Diabetes is one of the most common anddramatically increasing metabolic diseases causes the increase in blood sugar. The patient having high blood sugar either caused by the bodyfailure to produce enough insulin (type 1) or the cells failure to respond to the produced insulin (type 2). Since the present medication cannot cure it hence the only way is to estimate the risk of diabetes for each person and take precautions according to the risk factor. This paper presents a Feed forward neural network based approach for the estimation of diabetes risk which estimates the risk factor for any person on the basis of body characteristics (like weight,Bloodpressure etc.).
INTRODUCTION
Diabetes mellitus, or simply diabetes, is a group of metabolic diseases in which a person has high blood sugar, either because the pancreas does not produce enough insulin, or because cells do not respond to the insulin that is produced [1] [2] . This high blood sugar produces the classical symptoms of polyuria (frequent urination), polydipsia (increased thirst) and polyphagia (increased hunger). The World Health Organization estimates that by 2030 there will be approximately 350 million people with type 2 diabetes. Associated with renal complications, heart disease, stroke and peripheral vascular disease, early identification of patients with undiagnosed type 2 diabetes or those at an increased risk of developing type 2 diabetes is an important challenge [1] [2] [3] . During the past two decades, many such predictionmodels have been developed.7 8 9 10 11 Threerecent reviews on this topic described existing prediction models and the predictive value of specific risk factors (such as metabolic syndrome) over a wide range of populations. Surprisingly, however, the performance of less than a quarter of the prediction models was externally validated. Because the performance of a prediction model is generally overestimated in the population in which it was developed, external validation of such models in an independent population, ideally by researchers not involved in the development of the models, is essential to broadly evaluate the performance and thus the potential utility of such models in different populations and settings.Consequently, certain prediction models to identify those at high risk of diabetes cannot be recommended when external validity of available models is unknown. Moreover, a 
LITERATURE REVIEW
Muhammad AkmalSapon et al [1] presents a study on the prediction of diabetes using different supervised learning algorithms of Artificial Neural Network. The network is trained using the data of 250 diabetes patients between 25 to 78 years old. The performance of each algorithm is further discussed through regression analysis. Akkarapol Sangasoongsong et al [2] categorize their analysis into three different focuses based on the patients' healthcare costs, then examine whether more complex analytical models sing several data mining techniques in SAS® Enterprise Miner™ 7.1 can better predict and explain the causes of increasing diabetes in adult patients in each cost category. The preliminary analysis shows that high blood pressure, age, cholesterol, adult BMI, total income, sex , heart attack, marital status, dental checkup, and asthma diagnosis are among the key risk factors. Artificial Neural Networks to Detect Risk of Type 2 Diabetes is presented by B. Y. Baha et al [3] in their research, 7 risk factors and their strength of association to the development of Type 2 diabetes was used as relative weight of input variables. A multilayer feedforward architecture with backpropagation algorithm was designed using Neural Network Toolbox of Matlab. The network was trained using batch mode backpropagation with gradient descent and momentum. ManaswiniPradhan et al [5] experimented and suggested an Artificial Neural Network (ANN) based classification model as one of the powerful method in intelligent field for classifying diabetic patients into two classes. For achieving better results, genetic algorithm (GA) is used for feature selection. The GA is used for optimally finding out the number of neurons in the single hidden layered model. Further, the model is trained with Back Propagation (BP) algorithm and GA (Genetic Algorithm) and classification accuracies are compared. support vector machine modeling for prediction of common diseases is presented by Wei Yu et al [7] they used data from the 1999-2004 National Health and Nutrition Examination Survey (NHANES) to develop and validate SVM models for two classification schemes: Classification Scheme I (diagnosed or undiagnosed diabetes vs. pre-diabetes or no diabetes) and Classification Scheme II (undiagnosed diabetes or pre-diabetes vs. no diabetes). The SVM models were used to select sets of variables that would yield the best classification of individuals into these diabetes categories.
DATA DESCRIPTION
The data source that is used to perform data mining analysis in this study is provided by SAS in the national 2010 SAS Data Mining Shootout competition. With 50,788 records, the dataset consists of 43 variables in which 35variables are discrete variables and the other eight variables are continuous variables. This dataset is assumed to be representative of the population and used for analysis as a snapshot of the country and its health care costs at a point in time. Our first task in this study is to get a sense of the dataset for any inconsistencies, errors, or extreme values in the data. Frequency distribution, descriptive statistics, and cross-tab analysis are used in this section. Table 1 presents the list of the variables in the dataset. 
FEEDFORWARD NEURAL NETWORK
The feedforward neural network begins with an input layer. The input layer may be connected to a hidden layer or directly to the output layer. There can be any number of hidden layers, as long as there is at least one hidden layer or output layer provided. In common use, most neural networks will have one hidden layer, and it is very rare for a neural network to have more than two hidden layers. The term "feedforward" indicates that the network has links that extend in only one direction. Except during training, there are no backward links in a feedforward network; all links proceed from input nodes toward output nodes [11]. 
PROPOSED ALGORITHM
The algorithm can be described in detail by following steps:
Step 1: Read the dataset.
Step 2: Preprocess the dataset and remove unwanted symbols.
Step 3: Filter the dataset and take only selected features.
Step 4: Normalize the each parameter by detecting its maximum and minimum values according to the following formula
Step 5:
The normalized values set are arranged in an array to represent system condition by a vector this vector can be represented by
Hence the system states can be treated as n dimension vector.
Step 6: Group the dataset vectors according to the attack they belong to.
Step 7: Configure the neural network by selecting proper number of layers and neurons.
Step 8: Now the vectors with their classification group are used to train the Feedforward Neural Network (FFNN).
Step 9: Ones FFNN got trained it can now be used as anRisk detector. 
SIMULATION RESULTS
The proposed model is simulated using matlab neural network toolbox for different size of dataset. Finally the performance of the proposed algorithm is measured in terms of following parameters:
• True positive (TP): The individual has the condition and tests positive for the condition.
• True negative (TN): The individual does not have the condition and tests negative for the condition.
• False positive (FP): The individual does not have the condition but tests positive for the condition.
• False negative (FN): The individual has the condition but tests negative for the condition. 
CONCLUSION
The model of the diabetes risk estimator is presented in this paper. The Detection accuracy of the system is up to 90% which is excellent also the algorithm have very low FPR (max 8.3%) hence reduces the chances of false alarming. Further it could achieve much better performance by increasing the number of samples taken and increasing the number of characteristics parameter selected.
