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SUMMARY 
Threshold type decision device's have an optimum setting which is 
defined;by the performance criterion and the statistics of the input 
signals. Statistical decision theory provides the techniques for 
determining this optimum setting when complete statistical information 
is available., Often systems must be designed and built without the 
advantage.of such complete knowledge or, as is more often the case, the 
statistics vary with time as a result of several uncontrollable factors. 
In such cases the receiver must be capable of learning, or adapting to, 
the optimum threshold setting while operating in the actual environment. 
The mathematical theorems of stochastic approximation are used to 
derive receiver structures which exhibit such learning characteristics. . 
Resulting receivers are trained using both the normal input, composed 
of a noise corrupted.transmitted signal sequence, and the truê  signal 
sequence. ; With the threshold set at x , a decision is made regarding 
the signal transmitted during the nth signal interval, based on the in-
put observed during that interval. A random variable, T(x), depending 
on the decision made, the true signal and the performance criterion, is 
generated. Using a decreasing sequence of positive numbers, {a }, as 
weighting factors, the threshold setting for the n+l^n interval is 
defined by 
x . = x - a T(x) . 
n+1 n n 
Vlll 
Under certain conditions, the iterative process converges to the 
optimum threshold, in some probabilistic sense, as the number of 
iterations becomes infinite,, The recursive form of the receiver 
structures makes their synthesis and evaluation straightforward. 
Receiver structures are obtained for eight, two signal, one 
threshold, performance criteria. Six of these criteria-are such 
that the optimum threshold setting, x , is the solution of an equation 
of the form 
N(x ) •- 0 . o 
For such criteria, the Rabbins-Monro stochastic approximation method 
is directly applicable. Two criteria are such that the optimum 
threshold setting corresponds to the point at which a function achieves 
its minimum. For such criteria, the Robbins-Monro method is not so 
directly applicable and results in only an approximation to x .. 
Receivers for these types of criteria can more readily be obtained 
using the Kiefer-Wolfowitz procedure. Although the Kiefer-Wolfowitz 
process converges to x exactly, its rate of convergence is less than 
that of the Robbins-Monro process. 
General convergence properties are obtained for each receiver 
using the theorems of Sacks.,. These theorems establish the asymptotic ., 
distribution of (x - x ), that is, the probability distribution of the 
n o . J . • 
threshold error as the number of iterations becomes large. Under 
proper conditions, (x - x ) is shown to be asymptotically normally 
distributed with mean zero and a variance determined by the input 
IX 
statistics, performance criterion and number of iterations. The 
Robbins-Monro process is found to converge like 1/n, whereas the ; 
1/2 
Kiefer-Wolfowitz process converges like 1/n . Convergence proper-
ties, determined from the asymptotic error variance, are investigated 
for uniform, gaussian and Ricean input signal statistics. 
Receiver structures are obtained for two, three signal, two 
threshold, performance criteria. One .criterion is such that the 
optimum threshold settings, denoted by the vector x , are the solutions . 
to the vector-valued equation 
N(x ) = 0 . 
o — 
The second is such that x corresponds to the vector for which the 
—o xr 
scalar-valued function, R(x_)» attains its minimum. The first receiver 
structure is obtained using the multidimensional Robbins-Monro proce-
dure; ;the second using the multidimensional Kiefer-Wolfowitz procedure. 
Sacks' multidimensional asymptotic distribution theorems are used to 
evaluate the convergence properties of these receivers. 
Conditions under which the multidimensional theorems can be 
applied are more difficult to evaluate than are the one dimensional 
conditions. Resulting requirements on the input statistics are such 
that no general conclusions concerning the applicability of the 
theorems are obtained. For each criterion, one class of,input sta-




In binary communication systems the.encoder selects one of two 
possible symbols, "0" or "1," for transmission during each.signal 
interval,, , A rectangular pulse may be used as the transmitted wave-
form where the amplitude:of the pulse takes on one.of two possible 
levels depending on the. symbol to, be transmitted. The receiver makes 
an observation of the input waveform during each signal interval and 
decides which of the two symbols was selected. Similarly, in pulse 
radar or sonar systems, a rectangular pulse is transmitted and the 
receiver decides on the presence or absence of a reflected pulse. 
However, in all of these systems the decision making process is com-
plicated, by random noise which corrupts the transmitted waveforms. 
This noise will at times make one signal look like the other, so that 
an error is made in deciding which is present. The receiver input signal 
amplitude may then be described by an a posteriori probability density 
function, ,p (V) or p (V), depending on whether the "0" or ,."1" symbol, 
respectively, was selected. These density functions depend on both the 
amplitude of the received pulses and the statistical nature of the ran-
dom noise. 
A common method for deciding between two such received signals 
is to compare the received waveform with a .decision threshold. Assuming 
the "1" symbol corresponds, to the larger amplitude pulse, the decision 
2 
rule is: if the observed value of the received waveform exceeds some 
value x, decide the "1" signal was transmitted during that interval; 
if less, decide the "0" signal was transmitted. Typical density func-
tions and decision threshold aire shown in Figure 1. 
Figure 1. Typical A Posteriori Density Functions and Decision Threshold 
There are four events which can occur during each decision inter-
val, and each has a corresponding probability of occurrence given by 
P[o|o] = P["0M decided given "0" transmitted] 
x 
= I PQ(u) du 
— 00 
P[1J0] = P["l" decided given "0" transmitted] 
00 
= p (u) du 
P[l .1] = P["l" decided given "1" transmitted] 
p (u) du 
x 
P[o|l] = P["0" decided given "1" transmitted] 
x 
r p (u) du. 
Two of these events represent decision errors which should be made as 
small as possible for best performance. However, if p (V) and p (V); 
overlap changing the decision threshold to make the probability of one 
of the errors smaller in turn makes the probability of the other error 
larger. The relative importance of the four events will depend on the 
particular application.. For examplej in a radar system a high proba-
bility of falsely deciding a target is .present may be acceptable, as 
long as the probability of missing a real target is low. However, if 
all defenses are wasted on false targets, recognizing a true target is 
then of only academic interest. Thus * for a particular application 
the relative importance of the four events is determined and used to 
define a criterion of "goodness of performance." One such criterion is 
that the average probability of error 
This is the only case of interest, since if p (V) and p,(V) do 
. . • . o . 1 
not overlap, there exists a x such that a decision error is never 
made. 
4 
P(E) •= P P[l|0] + P P[0|l] (1-1) 
be minimum, where P and Pn are the ;a priori probabilities of "0" and 
o 1 
"1" symbols being transmitted, respectively. 
Once a performance criterion has been selected, the optimum 
threshold^ x , can be found in a straightforward manner if-the signal 
levels, a priori probabilities and noise .probability density functions 
are known. , This problem is discussed in standard textbooks on decision 
or detection theory and the results are well known. For example, to 
minimize the average probability of error given by Equation (1-1), x 
is,the solution to the equation 
P p (x ) = P • p_(x ) . (1-2) 
o o o 1 1 o , 
Given P , P., p (V) and p.(V), x can be determined, and determined 
' o 1 *o ^1 o 
uniquely for most probability density functions, of engineering impor-
tance . 
However, in many practical applications one.or more of the 
required quantities, are not known exactly or may .vary in some random 
manner with time. The signal levels may be unknown due to unknown RF 
signal attenuation between transmitter and receiver or may vary slowly 
due to changing weather conditions, equipment operating time or varying 
range. The a priori probabilities may not be known due to insufficient 
experimental data on the type of message tramsmitted and are also sure 
to change when the type of message is changed, say from speech to 
heartbeat. The noise probability density functions are never really 
5 
known exactly and are certain to vary with time since they are functions 
of such external factors as interference from other transmitters and, sky 
noise and such internal,factors as receiver thermal noise and gain,: all 
of which vary with time to some, extent. Of the three, the noise density 
functions are the hardest to determine and often simply assumed. The , 
assumption of gaussian noise is most often made because for many systems 
it is, the only type which leads to mathematical, solutions:. 
Under these conditions the: optimum threshold cannot be determined 
directly. One approach may be to design the system to be optimum under, 
the most probable or average conditions and accept the resulting inferior 
performance when the conditions are not "optimum." However, in some 
cases the degradation may be severe,and in general this is not a very 
satisfying approach. An alternate approach is to, design the system 
such that the unknown parameters can be learned. These learning or 
adaptive receivers must be capable of analyzing the input data and 
modifying their operating characteristics as the unknown parameters 
are learned; Learning may take place during a training period where 
the .true signal sequence is known, supervised:learning, or during a 
training period where the true signal, sequence is unknown, nonsupervised 
learning. After sufficient training the ;receiver will be optimum or 
near optimum and is returned to normal operation. Obviously, system 
complexity and rate of learning or convergence to the optimum system 
are important considerations in the practical usefulness of such 
systems. 
One class of adaptive receiver consists of the nonparametric 
detectors, so called! because the functional form of the probability 
6 
density functions need not be known. A survey of these techniques, is 
given by Carlyle and Thomas (1) with more recent contributions widely 
available in the literature. These detectors usually do not attempt 
to learn the unknown parameters explicitly. Rather, during the super-
vised, training period, they measure some;dependent characteristic, such 
as ;the sample mean or the number of zero crossings, for both the signal 
conditions. During actual operation the same characteristic is measured 
in each decision interval, compared to the stored characteristic and a 
decision made. These techniques normally do not result in optimum 
receivers but perform near optimum for a. large class of inputs. ; Their 
performance:is usually superior to "optimum" systems operating in a 
"non-optimum" environment. However, these receivers are complex in 
that they require both, calculation and storage capability and they 
provide little ;flexibility of performance criterion. 
Abramson and: Braverman (2) introduced both supervised and non-
supervised learning techniques which have; found wide application in 
pattern recognition systems. Although the nonsupervised systems have 
been more extensively studied, the approach is similar for supervised; 
systems and the; resulting complexity is of the same order of magnitude, 
as shown by Fralick (3). These methods usually assume that the forms 
of the input density functions are known, most often the gaussian ; 
density is used, with only a parameter such as the mean or variance 
being unknown. -Some,initial value for the unknown parameter is chosen 
and at each observation of the training sequence the density functions 
are modified. The amount of modification is determined by calculating 
a conditional density function, applying Bayes' Rule and integrating 
7 
over one of the variables. After a sufficient training period an 
estimate of the unknown parameter is available but no knowledge of the , 
a priori probabilities has been gained. If they are not known, some 
other method must be used to estimate them. Using thege estimates of 
the a priori probabilities and unknown parameter, the optimum threshold 
is determined. Because only one parameter is estimated, convergence is 
relatively rapid. Hancock and Mix (M-) applied these techniques to the 
decision threshold problem and include some convergence studies. How-. 
ever, the receivers are quite complex and appear to be unreasonable to 
implement for most input density functions. 
Other nonsupervised adaptive techniques and applications are 
surveyed by Spragins (5). He points out that the receivers which con-
verge to optimum receivers generally grow in size with the number of 
observations, n, as 2 . If they are approximated by receivers with 
finite structures, they will not converge. These techniques generally 
result in very complex receiver operations,also. 
Stochastic approximation techniques provide an approach to 
adaptive threshold receivers which results in simple, realistic 
receiver structures. Resulting receivers do not attempt to first learn 
the unknown(statistical parameters but learn the optimum threshold 
directly. This reduces the calculation and storage requirements con-
siderably .. The mathematical theorems were introduced, by Robbins and 
Monro (6) in 1951 and have since been extensively studied by the mathe-
maticians. Recently they have been applied to such, diverse engineering 
problems as radar, matched filters, control systems and coding problems. 
Sakrison (7) gives a general discussion of the techniques and an 
8 
excellent survey of possible applications. Kac (8) appears to have 
been the first to apply the general principles of stochastic approxi-
mation to adaptive threshold receivers. He suggested the receiver 
operations and proved, convergence when the a priori probabilities are 
equal, and it is desired that the ;two probabilities of error be equal. 
Although his approach was slightly different from stochastic approxi-
mation and the receiver would not converge to the exact optimum, the 
principles were similar.. Tong and Liu (9) determined the receiver 
operations.when the receiver employs two thresholds, a null zone 
receiver, f;or two criteria. of interest. Although they proved that the ; 
receivers converge as the training sequence becomes infinite, they, 
as KaCj made: no theoretical investigation of the; convergence rates and 
parameters which affect them. They did include some results of computer 
simulation studies. Cooper (10) presented the first detailed study of 
the convergence of adaptive threshold receivers developed with stochastic 
approximation methods. He .considered a receiver to minimize the'average 
probability of error when the ,a priori probabilities are equal, How-
ever, his work was primarily mathematical and.provided little insight 
into the engineering aspects of the problem. 
9 
CHAPTER II 
BASIC STOCHASTIC APPROXIMATION METHODS 
Background 
Consider first the problem of finding the point x at which a 
known function, N(x), has a unique zero. If N(x) is too complicated to 
find x by straightforward methods but is continuous ,in the neighborhood 
of x and has a positive derivative at x , a simple iterative process 
o • o v r . -
can be used to determine x . Some initial .estimate of x , x-., is 
o • o 1 
chosen and N(x1) calculated. If N(x.) is positive, the next estimate,. 
x9, is selected such that x is less than x ; if N(x1) is negative, 
x is selected greater than x . The rule for selecting x may be 
x • = x - a N(x ) (2-1) 
n+1 n n n 
where a is a positive weighting factor. Note that the adjustment of 
x is always in the right direction, but may be either too large or too 
small.: The weighting sequence may be decreasing so that the adjustment 
amount is damped out,as n becomes large, but should form a divergent 
series in order to assure that any arbitrarily large initial error, 
x - x , .-can be overcome. Using this process x approaches x as n 
becomes infinite. 
This technique may be-extended to the case where the function 
itself is not known exactly but:a "noisy" estimate of N(x), T(x), can 
be observed for each x such that 
n 
10 
E[T(x)] :: N(x) (2-2) 
Typical T(x) and N(x) are shown in Figure 2 
Figure 2. A "Noisy" Estimate of N(x.) 
One approach may then be to select x , make m independent observations 
of T(x ) as shown in Figure 3, estimate N(x ) by 
:(x.) '= - l T.(x.) 1 m . , I 1 
i=l 
(2-3) 
Figure 3. Obtaining an Estimate of N(x ) 
11 
and select x by 
x2 = x - a N(x ) . 
The process is repeated using x and m observations of T(x ) to 
estimate N(x^) and making a projection to x . In general adjustment is 
made according to the iterative rule 
x . _ = x - a N(x:) . (2-5) 
n+1 n n n 
Since only an estimate of N(x ) is used.,'the adjustment is sometimes in 
the wrong direction. But if m is large for each x , the average adjust-
ment over a large number of iterations will be in the right direction 
and x would, be expected to provide a good estimate of x as n becomes 
large. 
The iterative methods of stochastic approximation employ this 
technique except that only one observation of T(x ) is used as an esti-
mate of N(x ) so that 
n . • - • 
x = x - a T(x ) . (2-6) 
n+1 n n n 
Since T(x ) is a crude estimate of N(x ) the adjustments are often in n n 
the (Wrong.direction. However, the average or expected adjustment 
E(x^n - x ) = - a E[T(x )] (2-7) 
n+1 n n n 
12 
• = - a N(x ) 
n n 
is in the correct direction. If N(x) is an increasing function of x, 
as will often be the case in practical applications, the expected 
adjustment amount will be an increasing function of the magnitude of 
error. This operation is analogous to a servomechanism system where 
the larger the error, the stronger the "pull" to the correct setting, 
but movement in the wrong direction does occur occasionally. The 
mathematical theorems of stochastic approximation provide the condi-
tions under which the process will converge to x , in some probabilistic 
sense, as n becomes infinite. 
When locating the zero of.a known function, more complicated 
methods, involving various order derivatives of N(x ), can be used to 
n 
increase the ,rate of convergence to x . Likewise accelerated stochastic 
o O 
approximation methods have been described by Kesten (11) and Nikolic 
and Fu (12), among others, which help to overcome the major disadvantage 
of stochastic approximation, slow convergence. However, these methods 
also defeat the major advantage of stochastic approximation, simplicity, 
by requiring summation and information storage capabilities,and for this 
reason will not be considered. 
The Robbins; and Monro Theorem 
Let N(x) be a fixed but unknown real-valued function of x and x 
o 
be an unknown value of x such that 
N'(x) > 0 for all x 1- x , (2-8) 
and 
Define a random variable, T(x)9 such that 
and for some finite, positive constant, C, 
Define a sequence, {a }, such that 
n=l 
-n n n=l 
13 
N(x,) = 0 , (2-9) 
o 
N'(x ) > 0 . (2-10) 
o 
E[T(x>] = N(x) for all x (2-11) 
Pr[|T(x>| < C] "= 1 for all ,x. (2-12) 
Y a '= ~ (2-13a) 
L n 
a 2 < co . (2-13b) 
Then the nonstationary Markov.chain defined by the recursive equation 
x A. = x - a T(x ) (2-14) 
n+1 n n. n 
where x. is an arbitrary finite number, converges to x in mean square 
and with probability one as.n approaches infinity. ' 
14 
This is.the second theorem.of Robbins and Monro's paper (6). It 
requires, by Equations (2-8), (2-9) and (2-10), that N(x) be nondecreas-
ing,, and that N(x ) and N'(x ) be defined. The first theorem of their 
o o 
paper, stated in Appendix I, relaxes these requirements by requiring 
only that N(x) be positive for finite values of x greater than x and 
negative for finite, values of x less than x . The more restrictive 
o 
theorem is sufficiently general for most applications and will be the 
one used, where possible. However, for some criteria of interest, it will 
be more convenient to apply the less restrictive theorem. The condi-
tions which affect the ̂ choice will be discussed when the situation 
arises. , 
Robbins and Monro proved mean square convergence of the process 
for both theorems in their paper.. Blum (13) later proved convergence. 
with probability one under equivalent conditions. 
In applying the theorem to detection theory problems, the mathe-
matical restrictions must be taken into account when;formulating the 
criterion of performance. Then a means of properly generating T(x) 
must be found; The theorem places requirements on T(x) but does not 
suggest a method for defining it. Rather a candidate must be guessed 
and then tested to see if it satisfies the conditions. When the ;random 
variable is properly defined and all of the other conditions satisfied, 
the result is a recursive equation for successive threshold settings. 
The theorem assures, for any arbitrary initial threshold setting, that: 
the equation converges to the optimum threshold setting as the; training 
sequence becomes.infinite. An adaptive threshold receiver based, on 













j ®* T(x ) 
n 
Figure 4. General Adaptive Threshold Receiver Block Diagram 
During each signal interval the noise corrupted input signal is 
compared to the present threshold setting and a decision made regarding 
the symbol transmitted. This decision is compared to the true trans-
mitted symbol and T(x ) generated according to a rule dependent on the 
n | 
performance criterion. T(x ) is then weighted by a to obtain the 
i 
proper amount of threshold adjustment. This adjustment is subtracted 
i • • . 
from the present threshold setting, x , to provide the next threshold 
setting, x No data storage or complex calculations are required; 
n+1 j 
each input signal and threshold adjustment amount is used and discarded 
immediately. The receiver thus has the two desired properties: sure 
i 
! 
convergence and simplicity of implementation. 
I 
16 
The learning is supervised in that the true signal sequence, as r 
well as the noise corrupted signal sequence, must be known to the 
receiver .during the training period.. The receiver is also nonpara-
metric, since the form of the probability density functions are not 
required, but is not the type detector normally considered in that 
class. 
The random variable T(x ) must be generated .such that its expec-
tation determines a unique value of N(x ), independent of any particular 
sequence of n - 1;previously observed inputs. Since T(x ) is a function 
of only x and- the ,observed input signal, this will be true if the input 
signals are statistically independent from interval to interval. In 
addition, N(x ) is independent of .time so that the input statistics 
must be at least wide-sense stationary for the duration of the,training 
period. It will be assumed throughout 'that the input signal satisfies 
these two conditions. 
Returning to the statement of the theorem, the three conditions 
stated in Equations (2-8), (2-9) and (2-10) indicate the form in which 
the performance criterion must be expressed. Any function which has a 
unique zero,and a,defined derivative at the zero point can be expressed 
so that the conditions are satisfied, Equation (2--11) provides the 
basic requirement for defining T(x). Equation (2-12) implicitly requires 
that the mean and variance;of T(x) be finite, since, with probability 
one,,all of its.possible values are equal to or less than some finite . 
number. For all of the applications of interest, T(x) will take on'only 
finite values so that this condition will always be satisfied. Equation 
(2-13a) provides assurance that the process can.overcome.any magnitude;: 
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of error introduced in the .selection of the arbitrary starting point 
x . Equation (2-13b) implies the requirement that 
lima = 0 (2-15) 
n 
n-*°° 
so that as x converges to x , the ;amount that the threshold changes 
from its previous setting approaches zero. Thus this type of sequence 
allows any initial error to be overcome but .also provides,an increasingly 
more stable threshold setting as the setting approaches the optimum, 
threshold. 
One sequence which satisfies the conditions is 
a = l/nP (2-16) 
n 
where p is greater than one-half and less than or equal to one. Since 
one of the prime objectives is simplicity of implementation, the value 
of p will be -taken as one unless othei? considerations dictate otherwise. 
This will require the generation of only integers to be used in the 
sequence {1/n}. Multiplying each term of a series by a.positive, finite 
constant does not change the convergence properties of the series so 
that the .sequence {A/n} also satisfies the conditions. This may seem 
to be an added complication, but the parameter A is important in the -
studies of convergence rates to be considered later. 
The Robbins-Monro theorem established the conditions under which 
stochastic approximation processes will converge as n becomes infinite. •;-
However, it provides no measure of how fast the processes will converge ; 
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and in practice only a finite number of observations can be made. A 
measure of the convergence rate is needed in order that a stopping 
point, which will set the threshold within acceptable limits with high 
probability, can be selected. This measure is provided by the asymp-
totic distribution theorems of Sacks (14). 
i Sacks! First Theorem 
Condition 1: N(x) is a Bore 1-nieasur able function, 
N(x ) = 0 (2-17) 
o . v 
and 
(x - x ) N(x) > 0 (2-18) 
o 
for all finite values of x such that;x ^ x 
\ ' • • ' 
Condition 2: For all x and some positive constant K, 
o 
N(x) | < Klx - x I . (2-19) 
i - i 0 i 
Condition 3: For a l l x 
N(x) = a n (x - x ) + 6(x,x ) (2-20) 
1 o o 
where 
6(x,x•-) = o ( x - x ) (2-21) 
O O 1 
as x - x \ -*• 0 and where an > 0 1 o1 1 
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Condition 4: (a) sup E {[T(x) - N(x) ] 2 } < °° (2-22) 
(b) lim E{[T(x) - N(x) ] 2 } = y 2 (2-23) 
x-»-x 
o 
Condition 5: For some,e > 0 and v > 0 . 
1 i i2+v 
sup E{|T(x) -N(x)| } < «> . (2-24) 
x • - x . < e . 
If the five conditions are satisfied and a = A/n in Equation (2-14), 
where A is such that A ..a > — ,, (x - x ) is asymptotically normally 
distributed; with mean zero and , . - . • ' 
2 2 
Var (x - x ) = -;*'-y ^ . (2-25) 
n o n(2A an - 1) 
Parzen (15) points out that one class of Borel-measurable funcT 
tions consists of real functions which are continuous at all but pos-
sibly a finite number of points. For all problems of interest, N(x) is 
a member,of this class. The other requirememts of Condition 1 are 
satisfied by formulating the .problem in accordance with either Equations 
(2-8), (2-9) and.(2-10), or Equations (2-9), (Al-1) and (Al-2). 
Condition 2 requires that N(x) remains bounded for values of x, 
such that.- I x - x I is finite but allows N(x) to become infinite as 
|x - x | becomes infinite. For all realistic decision theory problems 
N(x) remains finite for all values of x, so that this condition is 
always satisfied. 
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Condition 3 requires that it be possible to consider N(x) as 
the sum of a straight line and a function, 8(x,x ), which goes to zero 
faster than |x - x I goes to zero. Then 
i o1 ° 
dS.^'V = 0 (2-26) 
x=:x 
and the condition is satisfied if N(x) is differentiable in a neighbor-
hood of x and if N'(x) is continuous at x . Then 
o N o 
a± = N'(xo) , (2-27) 
which is required to be positive by Equation (2-10). 
Conditions 4(a) and 5 are always satisfied in decision theory 
problems because T(x) and its mean, N(x), will always be finite* so that 
all finite moments of T(x) will be finite. The limit in Condition 4(b), 
which exists in all the usual applications, defines 7, a parameter used 
in the asymptotic variance of the threshold error. 
To summarize, Condition 1 can be satisfied if the basic process 
can be formulated; Conditions 2, 4(a) and 5 are always satisfied for 
practical adaptive threshold problems;; Condition 3 is satisfied if the 
derivative of N(x) exists near x and is continuous at x and a. is v ' o o 1 
defined as 
QC1 = N'(xo) ; 
and Condition 4(b) defines the parameter 7. 
Here, as elsewhere, we shall mean with a finite bound, 
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Using the definition of a given by Equation (2-27), the error 
variance given by Equation (2-25) becomes: 
A2 2 
Var (x - x ) = -foAMtT—x i -i • (2-28) 
n o n[2AN'(x ) - 1] 
Considering this expression a function of A, its minimum value occurs 
for 
A••= 1/N' (x ) (2-29) 
o 
and.is given by 
2 
Min Var (x - x ) == ^ — — — . (2-30) 
n ° n[N'(x )]2 
o 
If 
A = K/N"(x ) (2-31) 
o 
where K is greater than one-half, Equation (2-25) becomes. 
K2 
Var (x - x ) = •—^—- [Min Var (x - x )] (2-32) 
n o 2K - 1 n o 
which is plotted , in Figure,5. The advantage of a good choice of A is 
obvious. However, the value of A which minimizes the ;error variance 















A N'(x ) 
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15 20 
Figure 5. Influence of Parameter A on Convergence Rate 
density functions. Gooper (16) .suggests a method for estimating the 
optimum value of A, in effect adding a second adaptive section to the 
receiver, but it increases the complexity of the receiver considerably. 
It appears that good engineering judgment is the most reasonable 
solution. 
Sacks' theorem provides the asymptotic distribution of (xn - X Q) 
only when 
A N'(xl > 7> 
O 2. 
and Equation (2-28) indicates that the error variance becomes infinite 
as 
23. 
A N'(x ) -> ̂  . 
o 2. 
However, the Robbins-Monro theorem assures convergence for any positive 
value of A. The convergence properties when 
0 < A < l/2N-f(x ) 
o 
are not known. , 
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CHAPTER III 
SINGLE THRESHOLD ADAPTIVE RECEIVERS 
In this chapter stochastic approximation ;technique,s are used to 
derive receiver structures for four criteria of engineering importance. 
The convergence ;rate is. determined :for each receiver using Sacks/ 
theorems and evaluated for uniform, gaussian andRayleigh input proba-
bility density functionso 
Criterion: P P[l|o] =a 
: Q _—J _ 
In_a particular application it may be necessary that the receiver 
operate such that the probability of transmitting the "0" symbol and 
deciding, the ,-"lM symbol is a predetermined value. The probability of 
this kind of error occurring,,as .a function of the threshold setting, 
x, is 
a(x) = P P|"l 0] (3-1) 
o " ' 
= P p (u) du 
. o ^o 
The probability of the other kind of error, transmitting "1". and 
deciding "0," is given by 
( x ) = Pl 
x 
f 
p (u) du , (3-2) 
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Specifying a value of a determines the optimum .threshold, x , which in 
turn fixes 3. Hence, this criterion would be selected only when the 
error corresponding to a is very detrimental and any resulting value 
of $ can be accepted. 
Since P[l|o] is equal to or-less than one, a must be selected; 
such:that 
P > a , 
o 
otherwise,: no value ;of x will satisfy the criterion. In fact, 
selecting a equal to P would require; that the system operate with 
P|[l|0] = 1 , 
which is not reasonable. When the a priori probabilities are not known, 
such a value of.a may be Inadvertently chosen. However, this is unlikely, 
since this criterion would normally be used only when a is required to 
be small.. , 
Receiver Structure: 
After selecting an appropriate value ;of a, define 
N(x) = a - P 
o 
p (u) du . T (3-3) 
Since the integral is a monotonically decreasing function of x, N(x) 
is a monotonically increasing function and the requirement of Equation 
(2-8) is satisfied. Evaluating N(x) at x gives 
N(x ) -a - P 




. - a - a ~- 0 
so that Equation (2-9) is satisfied. Differentiating N(x) with respect. 
to x gives • , , 
dN(x) _ da D d • .• , , 
— " ̂ T " ? . -^7 \ P^(u). du 
dx dx o dx o 
so that 
N'(x) = P p (x) (3-4) 
o o 
and 
N"(x ) > 0 
o 
and Equation (2-10) is satisfied as long as p (x ) is not zero. 
'• G O 
Define the discrete random variable 





1 if "0" sent, "1" decided 
0 if "0" sent, "0" decided 
0 if "1" sent 
(3-6) 
Then 
E[T(x)] .= E(a - yn) 
a - E[y ] 
n 
= Gf, - P p (u) du 
o 
= N(x) 
for all x and Equation (2-11) is satisfied. Since 
0 < | T (x) | < 1 
for all x, for any C equal to or. greater than one,/ 
Pr [|T(x)| < C] = 1 
for all x and Equation (2-12) is satisfied. Let {a } be any sequence 
which satisfies Equation (2-13)» Then all of the conditions of the 
Robbins-Monro. theorem are satisfied and. the .recursive process 
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x ' = x - a (a - y ) 
n+1 n n Jn 
(3-7) 
converges to the optimum threshold, x , in mean square and with proba-
bility one as n becomes infinite. The adaptive receiver structure, 















a - v 
Figure 6. Adaptive Receiver for the Criterion: P P[l|0] = a 
to o ' 
Convergence 
The Robbins-Monro theorem provides assurance that the adaptive 
threshold receiver of Figure 6 converges to the optimum threshold as 
the training sequence becomes infinite. Sacks' theorem discussed in 
Chapter II states that the asymptotic distribution, that is, the 
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distribution for large n, of the threshold error is gaussian with mean 
zero and variance, given by Equation (2-28). The number of iterations. . 
required to set the threshold within acceptable limits, with a given 
probability, can then be determined from this distribution. Therefore, 
the error variance can be considered a measure of the receiver's con-
vergence rate. To apply the theorem, the engineering problem must be 
examined to determine whether or not the conditions are satisfied and, 
2 . 
if they are, N'(x ) and y: evaluated for use in Equation (2-28). 
Condition 1 is satisfied by defining N(x) in accordance with 
Equation , (3-3 ) . Condition 2 is satisfied because 
-1 < a - P < N(x) < a < 1 o 
so that a K exists such that Equation ,(2-19) is satisfied. Using 
Equation (3-4) Condition 3 is satisfied with 
a = P p (x ) . (3-8) 
1 o o, o 
Since T(x) and N(x) are finite for all x, Conditions 4(a) and 5 are 
2 
satisfied. Condition 4(b) is then used to determine y , 
Y2 = lim E{.[T(x) - N(x)]2} . 
x̂ -x 
o 
With T(x) and N(x) continuous in the neighborhood of x and N(x ) zero, 
° o o 
this becomes 
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,Y2 = lim E[T2(x);] 
x*x 
(3-9) 
From the definition of T(x), Equation (3-5), 
2 9 9 
T (x) = a - 2ay + y 
••'n -'n 
and using the definition of y , Equation (3-6) 




T (x) .= a - 2ay + y 
n Jn 
Equation (3-9) then becomes 
Y = lim E[a - 2ay + y ] 
x+x 
0 
= lim [a - 2aP 
x+x 
p (u) du + P ro o p (u) du] 
But 
= a2 - 2aP p (u). du +.P p (u). du . 
o J ro o J co 
P p (u) du = a o I o 
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so that 
2 - 2 o 2 A Y = a -2a + a, 
2 2 
Y = a - a 
Y2 = a(l r a) . (3-10) 
The theorem holds when a in Equation (3-7) and Figure 6 is A/n, where 
A a > 1/2 . 
Therefore, with 
a = A/n 
n 
and 
A > 1/2P p (x ) , 
o o o 
using Equations (3-8),.-.(3-10) and (2-23), the. error variance is given 
by 
1 A2a(l - a) 
Var (x - x ) = - TAp ,• \ ' , . (3-11) 
n o n 2AP p (x ) - 1 
p ,.-o^o 0' 
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If A is selected to minimize this expression, 
A = 1/N'(x ) = 1/P p (x ) , 
o o o o 
and the minimum v a r i a n c e , Equation (2-30 ) , becomes 
™ - T T / \ 1 a ( l - a ) / , - , - , « x 
Mm Var U - ,x ) = , - — ^ -z . (3-12) 
n o n _. 2 2, , 
P p (x ) o o o 
This expression indicates that the error variance,tends to 
increase rapidly as p (x ) approaches:zero. If a is such that x 
corresponds to a point on the probability density curve where the 
amplitude: is small, such as the tail of a gaussian density, a long 
training time is required, This would be expected ,since in this region 
a normal threshold change will produce an almost unnoticeable change in 
the average number of decision errors. This effect will be quite : 
apparent in the examples, considered. The Min Var (x - x ) expression 
will be evaluated, rather than the general expression, in order to 
remove the dependence on A. The results should thus be considered 
lower bounds.for convergence rates obtainable in practice. 
If the input signal is uniform]^ distributed from -b to +b,when-
ever the. "0" signal is transmitted, the input is described by a uniform 
density function 
p (V) = 
~ for |V|. <:b 
lh (3-13) 
0 for IVI > b 
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mv • = E [ V ] = 0 
Var V..,= E[(V - m y )
2 ] = b 2 / 3 
Then 
a = P ( l / 2 b ) du 
x 
o 
(b - x )P 
a , _ _ i L _ J L ( 3 . 1 4 ) 
o r s o l v i n g f o r t h e ,optimum t h r e s h o l d i n t e r m s of a , 




2 / v 1 
P® ° = ^ 2 4b 
so that Equation (3-12) becomes: 
2 
»*• i7 ( \ 4b a(l - a) ' /« ICN 
Min Var (x; - x ) =•- _ . (3-16) 
n o 2 
n P 
o 
The equation indicates that the error variance is directly proportional 
to. the variance of the input•signal. This is due to the effect dis-
cussed earlier; that is, as the variance increases, p (x ) decreases 
34 
and the,average number, of decision errors becomes :.a less sensitive 
function of the threshold.setting. The nornialized optimum threshold, 
1 . 
2 7 
x /b, and normalized minimum error variance* Min Var [(n/b ) (x - x )], 
o n o 
as functions, of a,are plotted in Figure 7 for various values of P . 
Consider,the performance when a is zero; the optimum threshold 
is 
x > b . 
o ~ 
Equation (3-16) indicates a zero training time but these convergence 
properties are for the asymptotic performance, that is, as the length' 
of the training sequence becomes infinite. A zero error variance: 
actually indicates a short training period. For a,equal to zero, 
Equation (3-7) becomes 
A 
x = x + — y 
n+i n n n 
where y is either zero or one. Thus, at each observation the thresh-
J n 
old is either unchanged or moved up towards the region of optimum 
threshold, and for any initial setting the threshold is soon moved 
above b and the criterion satisfied. Similarly, when P and a are one, 
J o 
the optimum.threshold'is 
x < ~b 
o 


















Figure 7. Optimum Threshold and Minimum Error Variance for Uniform 
Density and the Criterion PQ P[l|0] = a 
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x .. = x (1 - y ) . 
n+1 n n • n 
Adjustments are again always in the right direction, downward, and an 
error variance of zero is indicated, For all other .values of a, an 
upward or downward adjustment is made after each observation. If at 
some point in the process the threshold is set at the optimum, it will 
be imoved from optimum at the next iteration. Only the decreasing . 
nature of a causes the system to become increasingly more stable and 
the, error to. approach zero as n becomes large. Thus •, a non-zero error 
variance results for all reasonable values of a. ; 
2 
If the, input signal has a zero mean, a variance gaussian dis-
tribution whenever the "0" symbol,is transmitted, the input is statis-
tically described by 
p (V) = —-i—exp {- V2/2 a2} (3-17) 
/2TT a 
my =,E[V].= 0 
Var V = a2 . 
Then 
CO 
Pn f 9 o 
a = — - — exp {-V /2az} dV . (3-18) 
/2TT a ̂  
x 
o 




u = x/a , 




!Xp {-VV2} dV (3-19) 
and 
f(u ) 
p (x ) = — 2 -
co o a 
(3-20) 
Using standard tables of the gaussian distribution function, Equation 
(3-19) can be evaluated to plot the optimum threshold versus a, as shown 
in Figure 8. 
3 
1.00 
Figure 8.. Optimum Threshold for Gaussian Density 
and the Criterion: P P[l|o] = a 
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Using Equation (3-20), the minimum err,or variance becomes 
Min Var.U - x ) .= ~- - ^ I °° " (3-21) 
n ° n P 2 f2(u ) 
o o 
2 
This expression is normalized by (a ,/n), evaluated using standard 
tables and the result plotted ,in Figure 9 as a function of a. 
The threshold,error variance: is again directly .proportional to 
input signal variance,. However,, unlike vthe uniform density case, f(u ) 
is dependent on,P so.that the error:variance is not exactly propor-
tional to the inverse square of P ,,but is a more complicated function 
of P.. For all values of P the error variance approaches infinity as 
o , " o 
a approaches P or zero. This would be expected since, as a approaches 
P or,zero, the optimum threshold setting approaches minus or plus 
infinity, respectively. From any arbitrary initial setting, a large 
" ' r 
number of adjustments would normally be, required to move the threshold 
to the neighborhood of the optimum*value, even, if every adjustment was 
in the correct direction. In addition., some adjustments, are in the, 
wrong direction, making convergence even slower. 
As a approaches zero, 
a(l - a) = a 
and Equation (3-21) becomes 
2 
Min Var (x - x ) = - ^^r . (3-22) 
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When P is one and a approaches one, 
a(l.- a) ~ . 
— y-.l.-. 
o 
and Equation (3-21) becomes 
2 
Min Var (x - x ) .= — -- a . (3-23) 
n o n . /I, N f (u ) o 
Because of the symmetry of the ;gaussian ,density function, the behavior 
of Equation (3-22) when P is one and a approaches zero is the same as 
the behavior of Equation (3-23) when ,a approaches one. Therefore, for. 
P equal to one, the,error variance curve is symmetrical.about a equal 
to one-half. For all other values of P , as a approaches P , ' 
o ctr o 
a ( l - a) '.= CV > 0 
and Equation (3-21) becomes 
Min Var (x - x ) = —^ . (3-24) 
n o n p 2 f 2 
o o 
The denominator goes to zero at the same rate as before, but the 
numerator is constant. Therefore for values of P other than one, the 
o • 
curves are not;symmetrical about a equal to P/2, increasing faster as 
a approaches P than as a approaches zero. 
Many receivers employ a narrow band filter followed by an envelope 
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detector before the decision threshold. If the filter noise output is 
2 a sample function from a zero mean,,o ' variance gaussian random process 
whenever the "0" symbol is transmittedj the threshold input is charac-
terized by the Rayleigh probability density function, 
p (V) = 
-|- exp {-V2/2a2} for V > 0 




= a J — V
 U 1 2 
Then 
Var V = (2 - j)a2 . 
a = P I - - exp {-V2/2a2} dV 
a x 
o 
or after integrating, 







a = P exp {- u '} 
o £ o 
(3-27) 
or upon rearranging terms and taking the natural,logarithm, 
2 i ° 
u = In — , 
o a 
(3-28) 
and the probability density function becomes 
p (x ) = 
o o 
72 u 
•——' exp {- u } for u > 0 a. o o 








~Y~~ exp {-- 2u } for uQ > 0 
for u, < 0 
o 
or using Equation (3-28), 
p (x ) = 
*-o o 
2 In (PQ/a) 
_ _ Jl_— a for o < a < P 




Equation (3-28) is used to obtain the variation of the normalized 
optimum threshold as a function of a as shown in Figure 10. 
Figure 10. Optimum Threshold for Rayleigh Density 
and the Criterion: P P[l|o] = a 
o ' 
Using Equation (3-30) in Equation (3-12), the minimum error variance 
becomes 
Min Var (x - x ) 
o_ 1 - a 
o} n 2aln(P7a) * 
o 
(3-31) 
This expression is normalized by (a /n) and plotted as a function of a 
in Figure 11. The error variance has an unusual dependence on P ; 
decreasing P still increases the variance but not at all like the ° 
inverse square relation for the uniform density case. However, the 
direct proportionality between error variance and input signal variance 
is still present, 
.9 1.00 




When a is very close to zero, the numerator is approximately 
one and 
a In P = 0 
o 
so that Equation (3-31) becomes 
a2 1 
Min Var (x - x ) = — — . ^ . v , (3-32) 
n o n 2aln(l/a) 
which goes to infinity, as a approaches zero. Using Equations (3-27) 
and (3-28), Equation (3-31) can be rewritten as 
Min Var (x - x ) = --—— [exp {u } - P ] 
n o a 2 u 2 p o 
o o 
Using the series expansion 
,.2 3 
exp {y} = 1 + y + :|y + |y + 
this becomes 
2 u u 
Min Var (x - x ) = — ~— [1. + u z + -~- + ^ r - + • • • - P ] 
n o n . , 2 ^ o 2! 3 ! o 
2u P o o 
2 4 
2 . 1 - P u u 
_ CJ 1 r o o o , , , .-. 
'-W C 2 " + 1 + TT + TT + 2 ' 
o u 
o 
As a approaches. P , u approaches zero so t h a t the : h igher order terms. 
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2 
may be neglected and, using u given by Equation (3-28), 
Min Var <x - X Q ) = d -L- l^p-^y + 1] . (3-33) 
o o 
For P , other than one, as a approaches P the denominator approaches 
zero and the error variance goes to infinity. The rate of increase is 
less than that of Equation (3-32) as a approaches zero, so that the 
curves are not symmetrical. For P equal to one the first term in the 
brackets is zero and as a approaches P Equation (3-33) becomes 
, 2 . 
Min Var (x - x ) =' =- — . (3-34) 
n o 2 n 
Operating with, P equal to one implies a data, sequence of only "0"s 
which would transfer no information and would not be of practical 
interest. Therefore,, it should be assumed in practice that the error 
variance always becomes large as a approaches either P or zero. 
The increasing nature of the error variance as. a approaches : 
zero arises for the same reason that the error variance for a gaussian 
input increases as a approaches P or zero; the optimum threshold set-
ting becomes infinite.. The performance as a approaches P is somewhat 
unexpected,, since the optimum threshold is finite and performance 
would be expected to be similar to the uniform density case.. The 
difference is that the uniform density has a step at -b whereas the 
Rayleigh density has a finite slope near zero. This causes the proba-
bilities of upward and downward adjustments to change more .slowly with 
x , resulting in a larger variation around the optimum threshold and 
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the greatly increased minimum error variance. 
Criterion: P[l|o] = a' 
In a particular application it may be necessary that the receiver 
operate such that the probability of deciding the "1" symbol was trans-
mitted when, in fact the "0" symbol was transmitted, is a predetermined 
value. This probability, as a function of the threshold setting, x, is 
a»(x) = P[l|0] 
a:,(x) = P Q(V) dV . (3-35) 
This criterion is important, in systems,, such as radar, where the a , 
priori probabilities cannot be meaningfully defined so that criteria 
involving them are not practical. Rather, the probability of falsely 
detecting a target,, or false alarm rate, is a useful criterion. Given 
the desired value of a', the. optimum threshold can readily be determined 
from „ 
00 I 
a» = p (V) dV . (3-36) 
x o 
There exists a solution to this equation for any a' in the range from 
zero ,to one. 
Receiver Structure 
One of two methods, of generating the random variable T(x) for 
this, criterion can be used, and the choice will depend on whether or not 
the' a priori probabilities are known. , 
48 
P Known. Define the discrete random variable 
—o 






1 if "0". sent, "1" decided 
0 if otherwise. 
(3-38) 
Then 
N(x) = E[T(x)] 




N(x) = af - | p (V). dV . (3-39) 
The,integral is monotonically decreasing so that N(x) is monotonically 
increasing and Equation (2-8) is satisfied. Evaluating N(x) at x , 
N(x ) = a' -
o 
p (V) dV 
o 
= a1 - a' = 0 
and Equation (2-9) is satisfied. Differentiating N(x) with respect to 
x gives 
49 
N'(x) =• p (x) 
o 
(3-40) 
and Equation (2-10) is satisfied as long as p (x ) is not zero. Since 
o o 
T(x) takes on only finite values, there exists a C such that Equation 
(2-12) is satisfied. Let {a } be any sequence which satisfies Equation 
(2-13); then all of the conditions of the Robbins-Monro theorem are 
satisfied and the recursive process 
x , = x 
n+1 n 
a. (a' 
n fv (3-41) 
converges to the optimum threshold in mean square and with probability 
one as n becomes infinite. The adaptive receiver structure, based on 
Equation (3-41), is shown in Figure 12. Note that P must be known, as 
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Define the random variable 






1 if "0" sent 
0 if "1" sent 
(3-43) 
and y is defined by Equation (3-38). Then 
N(x) = E[T(x)] 
But 
so that 
N(x) = E["a'z ] - E[z y ] n n n 
z y = y 
n n • n 
N(x) = a'P - P p (V) dV 
o o o 
(3-44) 
and 




The requirements of Equations (2-8) and (2-9) are obviously 
satisfied/and Equation (2-10) is satisfied as long as P Q ( X Q ) is not 
zero. Again T(x) takes on only finite values so that Equation 
(2-12) can be satisfied. Let {a^ be any sequence which satisfies 
Equation (2-13); then all of the conditions of the Robbins-Monro 
theorem are satisfied and the recursive process 
x = x - a z (a' - y_) 
n+1 n n n n 
(3-46) 
converges to the optimum threshold as n becomes in 
structure is shown in Figure 13. 













+ 5L a 
-Or-* 




(a' - y ) 
Figure .13. Adaptive Receiver for P Q Unknown and the Criterion: P[l|o] = a' 
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Note that P need not be known since it does not appear as an input. 
The introduction of the random variable z has the effect of allowing 
the threshold to change only when the "0" symbol is transmitted. This 
removes the relative, frequency of ."0"s and "l"s from the adjustment 
part of the receiver. 
For any criterion, the a priori probabilities, appearing in T(x), 
N(x) and the error variance are the a priori probabilities of the 
symbols during the training sequence. The a priori probabilities 
appearing in the criterion itself are the a priori probabilities of the 
symbols during actual operation.. To obtain a threshold setting during 
the training period that is optimum for operation., the two must 
obviously be the same. However, if the criterion of interest does not 
include P or P , any convenient values can be used during training. 
In fact, the criterion considered here does not depend on P , P, or 
r o 1 
p (V). Therefore, a training sequence of allL "0"s can be used. This 
is especially useful in a radar system where the amplitude of a target 
return, and consequently the shape of p..(V), is not a fixed.value but 
depends on such factors as target range and size. The system can be 
trained on "noise only" and will still determine the optimum threshold 
for actual operation., 
Convergence 
Since T(x) and N1(x) depend on the method used to generate 
T(x), and these parameters enter into the convergence properties of, 
a receiver, each receiver must be investigated separately. 
P Known. Condition 1 of Sacks;' theorem is satisfied by 
—o- • • J 
defining N(x) in accordance with Equation (3-39). Condition 2 is 
satisfied because N(x> is finite for all x. Using Equation (3-40), 
Condition 3 is satisfied with 
a = p (x ) . 
1, o o 
(3-
Since T(x) and N(x) are finite for all x, Conditions 4(a) and 5 are 
2 satisfied. To find y , 
T2(x) = (a' - ̂ -y ) 2 
P n 
Jl, v _ , ,.2 ' 2a' A 1 2 T (x) - (a') - _ y n + _ y n 
o . P • 
o 
so t h a t , a s i n E q u a t i o n ( 3 - 9 ) , 
y 2 = lira' E [ T 2 ( x ) ] 
x->x 
2 . . • , , , . 2 2 a ' _,_ 1, 2 , 
y = l i m E { ( a ' ) - ~ - y^ + — - y^ } 
x->x o P 
o o 
y = l i m ' { ( a ' ) 
x->x 
IV2 ^>*2L ^ i [ p 
P L o 
o 
p, (V) dV] + ~ r [P 
p 
o 
p (V) dV]} 
o 
But 
p (V) dV = a ' 
s o t h a t 
Y2 - (a')2 - 2av(a') + j - a' 
o 
and after combining and rearranging terms, 
Y2 = f- (1 - o* PQ) . (3-48) 
o 
The theorem holds when a in Equation (.3-.4'l) and Figure 12 is A/n, 
where, using Equation (3-47), 
A > l/2p (x ) . 
*o o 
Then the error variance is 
A2 a'(l - a1 P .') 
Var (x - x ) = - ^-pr-r , , ° n n . (3-49) 
n o n P [2 A p (x ) - lj 
o o o 
If A is selected to minimize this expression, 
A = 1/P0(X0) , 
and the minimum variance is 
a'(l - a' P ) 
Min Var (x - x ) = ™ -= -^— . (3-5.0) 
n o n ~. 2, , 
P p (x ) o o o 
Multiplying numerator and denominator by P and noting that 
55 
a = a" P 
o 
the expression becomes 
»*• w t \ ! a(l-a) ,^n\ 
Min Var (x - x ) = — —-r—— (3-51) 
n o n _ 2 2 . , 
P p • ( x . ) • • • • . o ^o o 
which is the same as the minimum error variance of the .first criterion, 
given by Equation (3-12). To obtain minimum error variance versus 
a' curves based on Equation (3-50), it is only necessary to scale the 
a axis for the curves based on Equation (3-12) by 1/P . 
' • • • • . . : • • . o 
P Unknown. It is readily verified that Conditions 1, 2, 4(a) 
—o 
and 5 are satisfied by N(x) and T(x). Condition, 3 is satisfied; with 
a. =.P p (x ) , (3-52) 
1 o o o 
as a result -of .Equation (3-45). From the definition of T(x), given by 
Equation (3-42), 
T2(x) =.z 2['(a')2 - 2y a1 •+ y 2] . 
n n n 
But 
z . y . = y 
n n - n 
2 
z = z , 
n n 
2 
y = y 
• n n 
so that 
T2(x) = z (a1)2 - 2 y a' + y 
n •'n • n 
and 
E[T2(x)] = P (a')2 - 2a'P p (V) dV + P p (V) dV 
o .. o J o o J *o 
Proceeding as before, 
Y2 =P (a')2 - 2(a')2 P + P a' o o o 
and upon combining and rearranging terms, 
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Y2 = P ot'Cl - a') . (3-53) 
Then when a in Equation (3-46) and Figure 13 is A/n, where 
A > 1/2P p (x ) 
o c o • o 
the error variance is 
A2 P a'(l - a') 
Var (x - x y = - —.'I n , • =- . (3-54) 
n o n 2 A P p ( x ) - l 
o o o 
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Selecting A to minimize this expression, 
A = 1/P p (x ), 
o ro o 
results in 
Min Var (x - x ) = - a' ( 1 n ^ . (3-55) 
n o n 2, v • 
P p (x ) 
G O O 
Multiplying numerator and denominator by P gives 
Min Var (x - x ) = - a(^ gV. . (3-56) 
n o n _. 2 2. v 
P^ p (x ) 
o *o o 
Since a is less than a', 
1 - a' < 1 - a 
so that, comparing Equations (3-51) and (3-56), convergence for the 
system with P known is slightly slower than convergence for the system 
with P unknown. Equation (3-46) indicates adjustment of the latter is 
o 
made only when the "0" symbol is transmitted and the direction of 
adjustment depends on the receiver's decision. Equation (3-41) indicates 
adjustment of the ,former is also made when the "1" symbol is transmitted, 
but always in the negative direction. This extra movement, independent 
of the ̂ threshold setting and decision, increases the error variance. 
If the input statistics are uniform, given by Equation (3-13), 
58 
Equation (3-55) becomes 
4b2 
Min-Var (x - x ) = -^-a'(l - a') . (3-57) 
n o nP 
The minimum error variance versus a' curve for this expression has the 
same shape as the P equal to one curve of Figure 7. Only the amplitude 
need be scaled by 1/P for the P of interest. 
o o 
Equation (3-56) is 
1 - a 
(3-5 8) 
times Equation (3-12), the minimum error variance for the criterion 
P P[l 0] = a . 
o ' 
Therefore, the error variance versus a' curves for the present criterion 
can readily, be obtained from the earlier curves. The. result when the 
input signal has a gaussian distribution is shown in Figure 14. The ' 
factor of Equation (3-5.8) approciches one as a' and a approach zero so 
that in the small a region, the curves are almost unchanged. As a1 
approaches one, a approaches P so that the factor of Equation (3-58) 
approaches zero. This behavior makes the nonsymmetrical curves of 
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Figure 14. Minimum Error Variance for Gaussian Density, 
P Unknown and the Criterion: P[l|o] = a' 
o • 
The result when the input signal has a Rayleigh distribution 
is shown in Figure 15. 
12 
Figure 15. Minimum Error Variance for Rayleigh Density, P 
Unknown and the Criterion: P[l|o] = a' 
60 
The curves, which increase without bound as a approaches P in Figure 




° G a 
Equation (3-55) becomes for the Rayleigh density, 
2 exp{u } - 1 
Min Var (x - x ) =.~ r - ~ . (3-59) 
n o 2nP 2 
o u 
o 
As a' approaches one, u approaches, zero so that 
2 
lim Min Var (x - x ) = •£=- . (3-60) 
.' n o 2nP 
a'-*l o 
Criterion: P P[o|l] = 
The first criterion considered was concerned with the probability 
of transmitting "0" and deciding "1." In some applications the proba-
bility of transmitting "1" and deciding "0" may be more important. 
This probability,, as a function of the threshold setting, is 
:(x) = P± P l(V) dV . (3-61) 
Specifying a value of 3 determines the optimum threshold, x , from the 
solution of 
61 
0 = P. PL(V) dV , (3-62) 
as long as 3 is less than or equal to P . 
Receiver Structure 
Define the discrete random variable 
T(X) =.y - (3-63) 
where 
1 if "1" sent, "0" decided 
0 if "1" sent, "1" decided 
0 if "0" sent. 
(3-64) 
Then 
N(x) = E[T(x>] , 
N(x) = P. Pa(V) dV (3-65) 
The, integral in this expression is monotonically increasing so that 
N(x) is monotonically increasing. Evaluating N(x) at x 
N(x ) = P. 
o 1 Pl(V) dV - 3 
= 0 . 
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Differentiating N(x) gives 
N'(x) = P p (x) . (3-66) 
Therefore, Equations (2-8), (2-9), and (2-10) are satisfied as long as 
p.(x ) is not zero, Equation (2-12) is satisfied because T(x) is 
finite for all x. Using an appropriate sequence, {a }, the process, 
x. _,_. = x - a (y - 3) , (3-67) 
n+1 n n n 
converges to the optimum threshold., defined by Equation (3-62), as n 
approaches infinity. Comparing Equation (3-67) with Equation (3-7) 
indicates that the .receiver for this criterion is essentially, the same 
as the. receiver of Figure 6. 
Convergence 
With 
al = Pl Pl ( xo ) ' (3-68) 
all of the conditions of Sacks' theqrem are satisfied. Proceeding to 
find Y » 
T2(x) = (y - 3) 2 
n 
T2(x) = y_2-- 23y + 32 9 
but 
so that 
y = y 
n Jn 
Y2 = lim E{y - 26y t g2} 
x-*x 
o 
Y2 = 3' - 23(8) + 32 
63 
Y = 6(1 - 6) (3-69) 
Therefore with 
and 
the error variance is 
a = A/n 
n 
A > l/2PlPl(xo) , 
v ( \ * ^ A^3(l - 3) 
Var (x - x ) = — -TT-r-zr v x =-
n o n 2 A P. p,(x ) - 1 




A .= l/P.p.U ) , 1 1 o 
this becomes 
Min Var (x - x ) = -- •g^1 " 0
3 ) . (3-71) 
n o n T - , 2 2, ,. 
P.. p, (x ) 
1 rl o 
These are of the same form as the corresponding expressions, Equations 
(3-11) and (3-12), for the criterion 
P P[l|0] = a . 
o ' , 
Thus for symmetrical probability density functions, such as the uniform 
or gaussian densities, convergence properties are the same for these 
two criteria. However, the filter-envelope detector case is of interest 
and must be studied for each criterion separately. 
If the received signal consists of a transmitted sine wave plus 
gaussian noise,: the output of a narrowband filter will be 
A coswt + n(t) (3-72) 
y . 
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where n(t) is a sample function from a narrowband gaussian process, 
2 
N(0,a ). The envelope detector.output, and decision threshold input, 
will, have a Ricean probability density function given by 
Pl(v) = 
— exp 








f o r V > 0 
f o r V < 0 
(3-73) 
where I (x) is the modified Bessel function of the .first, kind of order 
o 
zero. For this density function, 










v = V/cr , 
B = A1/a , 
u = x /a , 
o o 
and 
f.(u ) = u exp 
1 o o r 
2 2 
u + B 
o 




= P. v exp 
2
 -L T32 
v + E I (Bv) dv o (3-76) 
and 
Min Var (x - x ) 
n o 
Kl - 3) 
V fi <V 
(3-77) 
|3 may be r e w r i t t e n in terms of Marcum's Q Function (17) 
Q(x9y) = t exp 
•2 " 2 
t •+ x I (xt) dt , (3-78) 
which also has been tabulated by Marcum,(18), as 
..= P1 - .P1 Q(B,uo) . (3-79) 
Using Equations (3-75) and (3-79), the minimum,.error variance is 
evaluated ifor two values of A /o, and shown in Figure 16. The con-
vergence time, increases with A /a due to the corresponding decrease in 
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1.0 
Figure 16. Minimum Error Variance for Ricean Density 
and the Criterion: P P[o|l] = 3 
Criterion: P[o|1] = 3' 
. The second criterion considered was concerned with the proba-
bility of deciding "1" given that a "0" was transmitted, and the 
importance of this criterion for radar-type systems was discussed. 
The analogous criterion, the probability of deciding "0" given that 
a "1" was transmitted, does not appear to have such wide application 
but may be of interest in some systems. This probability is 
3'(x) = J P l(V) dV (3-80) 
so that by specifying a desired value of 3', the optimum threshold can 
be determined from 
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Pi(V) dV . (3-81) 
Receiver Structure 
Again there are two methods available for generating T(x) with 
the choice depending on whether or not the a priori probabilities are 
known. In,fact, the similarities noted between the first and third 
criteria carry over to the second and fourth criteria. < Therefore, only 
the. pertinent definitions and results are included for this criterion. 
P Known. With 
yn = 
1 if "1" sent, "0" decided 
0 if otherwise , 
(3-82) 
the iterative equation defining the threshold setting is 
n 
n+1 n n r 
(3-83) 
which is similar to Equation (3-41). • . 
P, Unknown. With y defined by Equation (3-82) and —1 — -̂ n .? -a 
z = 
n 
1 if "1" sent 
0 if "Q" sent 
(3-84) 
the iterative equation defining the threshold setting is 
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x = x - a z •(yn - 3') , (3-85) 
• 1 n n n n n+. 
which is analogous to Equation (3-46). 
Convergence 




a = A/n , 
n 
A > l/2p1(xQ.) , 
A2 B'(l - Bf P,) 
Var (x - x ) '= - r-pp- . . •_-. (3-86) 
n o n P.. I 2 A pn (x ) - 1] 1 1 o 
A = •l/p1(xQ) , 
8'(1 - 8' P,) 
Min Var (x - x ) = -~ - -±— . (3-87) 
n o n r, 2 ( s 
P l p l ( xo ) 
• p l • 
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this can be rewritten as the minimum error variance, Equation (3-71)„, 
for the criterion 
?1 P[o|l] = 
Hence, the curves for the present criterion can be obtained from the 
earlier criterion by scaling the (3 axis by 1/P . 
P Unknown* For 
where 
a = A/n 9 n 
A > 1/2P1 P1(xo) , 
*' , A 2 P 3'(1 - 6f ) 
Var (x -x ) = - r-r-i- 7—r-^T (3-88) 
n o n 2 A P. pn (x ) - 1 
1 1 o 
and.if 
A = l/PlPl(xo) , 
Min Var (x - x ) = -- g< (1 I 3 > ) . (3-89) 
n o n T-, 2., v 
Pl ?! (xo> 
When this expression is evaluated for the Ricean density, given by 







Figure 17. Minimum Error Variance for Ricean Density, 
P Unknown and the Criterion: P[0|l] = gf 
Criterion: P P[l|o] = P P[o|l] 
In many communication applications, performance is considered 
optimum when the two kinds of error have equal probability of occurrence. 
The optimum threshold for this criterion is defined by 
Po(V) dV = P1 | P1(V) dV (3-90) 
Receiver Structure 
Define the discrete random variable 
T(x) = 
1 if "1" sent, "0" decided 
-1 if "0" sent, "1" decided 




N(x) = E[T(x)] 
N(x) = P1 p1(V) dV - P^ p (V) dV . 
^o 
(3-92) 
The first integral is monotonically increasing and the second is 
monotonically decreasing with x so that N(x) is monotbnically increasing 
and the requirement of Equation (2-8) is satisfied. Evaluating N(x) at 
V 
N(x ) =,P. o 1 pn(V) dV - P rl o 
p (V) dV 
But, by the criterion, 
N(x ) = 6 - a . o 
a = 6 
so that N(x ) is zero and Equation (2-9) is satisfied. Differentiating 
N(x) gives 
N»(x) = P. pn(x) + P p (x) 
1 1 O fG 
(3-93) 
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so that Equation (2-10) is satisfied if p,(x ) and p (x ) are not both 
1 o o o 
zero. Equation (2-12) is satisfied since T(x) is finite for all x. 
Then, with {a } properly defined, the recursive equation 
n 
x ._ = x - a T(x) 
n+1 n n 
(3-94) 
converges to the optimum threshold, defined by Equation (3-90), in 
mean square and with probability one as n becomes infinite. The 














Figure 18. Adaptive Receiver for the Criterion: 
P Pfllo] = P, P[0|l] 
0 >- i 1 ' 
For this criterion, T(x) may be considered an "error detector." If a 
"lu is transmitted and "0" decided, the threshold is moved down an 
amount a , thereby reducing the probability of this kind of error 
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occurring. If a "0" is transmitted and'"1" decided, the threshold is 
moved up an amount a and the probability of this kind of error is 
reduced. If either "1M or "0" is transmitted and a correct decision 
is made, the threshold is unchanged. 
Convergence , 
Condition 1 of Sacks' theorem is satisfied by the definition of 
N(x). Condition 2, 4(a) and 5 are satisfied because N(x), and T(x) are 
finite for all x. Condition 3 is satisfied by defining 
i • • • ' • ' 
a, =-P. p.(x ) +.P p (x ) . (3-95) 
1 1 1 © o © o 
2 
Using Condition 4(b) to determine y , 
T2(x) = 1 if decision incorrect 
0 if decision correct 
so that 
Y2 =. lim E[T2(x)] 
x->x 
o 










PG P Q ( V ) d V = Pl P 1 ( V ) d V ' 
X 
o 
a = 3 , 




Y2 = 2a = 23 • (3-96) 
A > 1/2[PG po(xG) + P2 P I ( X G ) ] , 
2 
Var (x - xe) = i 2 A[P p (x ft P p (x )] - i • <
3-97> 
0 O O 1 • 1 O 
A = l/[Pe P0(xQ) + P p <x )] , 
Mini Var (x - x ) = • — s- . (3-98) 
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For this criterion, unlike the earlier ones, there is no 
parameter, such as a or $,.externally controlled at the receiver. The 
only controllable parameter is ,'the amplitude of the transmitted signal: 
Therefore, the minimum error variance will be evaluated and plotted as 
a function of this parameter,, 
If the input,is uniformly distributed when,either the "0" or "1" 
symbol is transmitted, with 
Po(V) = 
T=- for V < b 
ZD ' ~ 




^ for..|V - Mx| < b 
0 for . |V " \ \ > b 
(3-100) 
then 
E[V|"0" Transmitted] = 0 , 
E[V|"1" Transmitted] = M , 
and the variance when either signal is present.is b /3. Solving Equa^ 
tion (3-90), the optimum threshold as a function of M is 
x ?= b'+ P.- (M. - 2b) o 1 1 (3-101) 
11 
so that 




Min Var (x - x ) =, — - 4 P Pn (2 .- ~ ) 
n o n o 1 b • 
(3-103) 
Thus, the normalized error variance varies ,from • 8P-P.-. when M., is zero, 
o 1 1; ' 
to zero, when M is 2b. For values of M equal to or greater than 2b, 
the densities do not overlap and a range of x exists for which no 
decision errors;are made..; . 
If the input has a gaussian distribution when either the "0" or 
"1" symbol is transmitted, with p (V) given by Equation (3-17) and 
Pl(v> = - ^ 
/2TT 
exp 




E[v|M0" Transmitted] = 0 , 
E[V | "-1" Transmitted] -• M , 
and 
2 2 2 
a = cr = a 
o 1 
Defining 
f (x ) = exp {-x /2a } 




Min Var (x - x ) 
n o 
Using standard tables of the noipmal/distribution function, Equation 
(3-90) can be; solved for x /a, a determined and the minimum error, 
o, 
variance ; expression evaluated as a function of. M /a 0i The result is 
shown . in Figure 19 i Due to : the symmetry of the ;gauss.ian densities, the 
rate of convergence is;symmetrical with respect to P ; that!is, the 
minimum error variance for 
P = P ' 
o ' o 
i s t he same as for 
— - e x p 
v/2'rr 





'tP- 'f (x n ) + P, f-"-(x- ) I o o o 1 1 o 
(3-105) 








Figure 19. Minimum Error Variance for Gaussian Density 
and the Criterion: P P[l|o] = P. P[o|l] 
o i 
When the receiver employs a narrowband filter and envelope 
detector, such that p (V) and.p.(V)\are given by Equations (3-25) and 
(3-73), respectively, the optimum threshold is the solution to 
(—)exp 
1 2a 
1 - Q(B, -f) (3-106) 
Defining 
u = x /a 
o o 
(3-107) 





f (u ) = — e x p 
O O . G r 
U 
(3-109) 




Io ( B uo ) ' (3-110) 




= P.[l -;Q(B,u )] 9 1 o (3-112) 
Min Var (x - x ) = —-
n o n 
2a 
[P f (u ) + P f (u )] 
o o o 1 1 o ., 
2 * 
(3-113) 
The normalized optimum threshold is determined from Equation (3-106), 
using Marcum!s (18) tabulation, and the minimum error variance evalu-. 
ated; as a function of-A./a. The result is shown in Figure 20. 
81 
Ax/o 
Figure 20. Minimum Error Variance for Ricean Density and the 
Criterion: P Pfllo] = Pn P[o|l] 
o ' 1 . ' 
Criterion: P[llo] = P[0J1] 
Instead of requiring that the average probabilities of the two 
kinds of error are equal, performance may be considered optimum when 
the conditional probabilities are equal. The optimum threshold is then 
defined by the equation 
x, 
j pQ(V) dV = J P l(V) dV . (3-114) 
Receiver Structure 
As for other criteria not depending on the a priori probabilities, 
two methods of generating T(x) are available, with resulting different 
receiver structures and convergence rates. 
82 
P Known. Define the discrete random variable —o 
T(x) = 
if "1" sent, "0" decided 
- — if."0". sent,:"!" decided 
0 if decision correct 
so that 
x 









N'(x) = p..(x) + p (x) 
1 o 
(3-116) 
so that, if pn(x ) and p (x ) are not both zero and {a } is properly 
*! o o • © n ' r r J 
chosen, all of the requirements are satisfied.. The threshold setting 
is defined by 
x• = x - a T(x) , 
n+1 n n 
(3-117) 
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which converges to x: as'n.approaches infinity. The receiver is, 
similar to the one of Figure 18, except that;the a priori probabilities 
are required as inputs in order to generate T(x). 
P Unknown - Earlier methods, of generating T(x), such that the 
solution of N(x ) is independent of the a priori probabilities, cannot 
be used here because both p (V) and p,(V) are included in,the criterion. 
o l.. 
Rather, for this case, T(x) will depend not only on the symbol.and 
decision of the present interval, but also on the ;symbol of ,the previous 
interval. Define 
T(x) = 
1 if "1" sent, "0" decided and 
"0" sent during previous interval. 
-1 if "0" sent,"!" decided and 
"1" sent during previous interval. 
0 if otherwise. 
(3-118). 
Then 
N(x) = P [P. o 1 
P1(v) dv] - P 1 [P C p (V) dV] 
o r 
and 
N(x) = P Q P 1 [ p1(V) dV - pQ(V) dV] 
.(>' 
(3-119) 
N ' (x ) = P P , [ p , ( x ) + p ( X ) ] . o 1 1 o (3-120) 
8ft 
If p (x ) and pn(x ) are not both zero and (a } is properly chosen. *o o rl o n * r J 
all of the requirements are satisfied and 
X' = x - a T(x) 
n+1 n n (3-121) 
converges to the optimum threshold as n becomes infinite. The receiver 
for this criterion is the same as the one of Figure 18 except for the, 
definition of T(x)o This definition allows the threshold to be adjusted 
only when a decision error is made and. the transmitted symbol changed 
from the previous intervale Thus, the receiver trains, itself on an 
alternating sequence of "0"s and "l"s, regardless of the actual trans-1-• 
mitted sequence; thereby removing the a priori probabilities from the 
solution. 
Convergence 
P Knowno With 
—o 
a. = p.(x ) + p (x ) 
1 rl o *o o 
(3-122) 
all of the conditions of Sacks' theorem are satisfied. Then 
Tz(x) = 
~ if "1" sent, H0" decided 
1 
-̂ - if "0" sent, "1" decided 
0 if otherwise 
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so t h a t 
Y = lim 
A 00 
^ [ P l f Pl (V) dV] + A [ P o f Po(V) dV] 
2 1 
Y = : P 7 
X 00' 
r ° i f 
P1(y)- dv + J - pQ(v) 
dV 
But by the criterion, 
so that 
With 
O . oo 
P1(V) dV = J pQ(V) dV , 
1 o 
p (V) dV o 
2 1 
Y = P P. 
o 1 
p (V) dV 
o 
2 a? 
Y = P P. * o 1 
(3-123) 
a = A/n . , 
n - '• ' 
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where 
A > l/2[pG(xQ) +"p1(xo)] , 
1 A a' 
Var (x - x ) = — =—5—TK-fT—f—^rir 1 \ i -i \ ' (3-124) 
n o n P P. {2A[p.(x ) + p. (x )] - 1} 
o 1 *© o . r l • o . 
and with 
A = 
[po(xo) + p (xo)] .• 
Min Var (x - x ) =.- • — — . (3-125) 
n o n r,' _> r / • \ . / N T 2 Vl [Po ( Xo ) + Pl(xo)]' 
This is similar to the result, Equation (3-98), for the criterion 
P Q P[l|0] = P.L P [0|l] . 
In fact, if 
P =.Pn = 1/2 o 1 
for that criterion, the optimum threshold determined;from Equation 
(3-90) is .the same as determined from Equation (3-114-) and Equation 
(3-98) becomes 
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Min Var (x - x ) = — 
n o n 
4a' 
C po ( xo ) + P l ( x o ) ] 
2 • 
(3-126) 
The convergence properties for the present criterion can therefore be 
obtained from the results of the earlier criterion by scaling the ampli-
tude of, the P: equal to one-half curves of Figures 19 and 20 by 
, using the ,a priori values of interest. 
4P Pn o 1 
P Unknown. With 
- o — -
a, = P P. [p. (x ) + p.(x )] 
1 •  o L o o rl o 
(3-127) 
all of the conditions are satisfied and 
T2(x) 
1 if decision incorrect and symbol changed 
0 if otheiTwise 
so that 
Y = lim 
x-̂ x 
o •— 
Po C Pl I P 1 ( V ) dV] + Pl [ Po I P o ( V ) dV] 
y - Po Pl [ 
p..(V). dV +.. p (V) dV] 
rl o 
Y = 2P P,af . 




a = A/n , 
n 
where 
A > 1/2P P.[p (x ).+ p_(x )] , 
o 1 *o •© *1 o 
1 2 A
2'P • P a1 
Var (x - x ) = — -OAP'p T—7 7T
- 7 TT—"T > (3-129) 
n o n 2AP Pn[p (x ) + p. (x )] =* 1 * 
"D - 1 . O O c l Q 
O 
or with 
A = 1/P P.[p (x ) + :-p.,(x •):] , 
o 1 o o 1 o 
Min.Var (x - x.) = - — — '• —TT . (3-130) 
n o n _, „ r / N . / N T 2 P P [p (x ) + p.(x )]'
O 1 O O 1 ; O 
This is just twice the result for the case where P is known,.Equation 
(3-125). The difference in the two systems,is that adjustment of the 
former occurs every time a decision error is made, whereas the latter 
is adjusted only when a decision error is made and the transmitted 
symbol changed. By adjusting less often, the required training time 
is doubled. 
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Criterion: Minimized3 P[1|0] + P PEO [•!.]} 
The criterion most frequently used in communication applications 
requires that:the average probability of error be minimized., The 
average probability of error is 
R(x) = a(x) + $(x) 
R(x) = P 
o 
P Q(V) dV +.P P.J.CV) dV (3-131) 
x 
so that.the optimum threshold is defined by 
x 
o min R(x) = R(x ) = P p (V) dV + P-'•[ p, (V) dV . (3-132) 
v o o J o 1 J 1 
x 
X -o? 
• O .- " 
Up to this point,, all of the criteria consideired were such that the 
problem could be,formulated as,one of finding; the point at which a 
function is zero. Application of,.the Robbins-Monro method to such•, 
problems , is relatively straightforward., This criterion requires the ; 
minimization of a function and the. minimum,value is greater than zero 
for applications of interest. However, a necessary condition that 
R(x ) be a minimum is 
Q 
R'(x.) = 0 (3-133) 
o 
so that the,optimum threshold is the. solution to 
Po W = Pl W ' (3"13lt) 
if R'(x ) is defined. The Robbins-Monro method can then be applied by 
formulating the problem as an approximation to the derivative of,R(x) 
and finding the zero point of that;function. 
Another approach is provided by,the stochastic approximation 
theorem of Kiefer and Wolfowitz, (19). Their method is directly con-
cerned with maximizing or minimizing a function such asR(x). Both 
methods require that R(x) has a unique minimum just;as the earlier 
functions were required to have unique zeros. 
Robbins-Monro Method 
Receiver Structure. Define the discrete random variable 
T(x) = •—• [y(x + c) - y(x - c)] 
where 
y(x) = 
1 if decision incorrect 
__0 if decision correct, 
and c is an arbitrary constant. y(x + c) is the 0,1 random.variable 
generated: when the input signal is compared to a threshold set at 
x + c. y(x - c) is the 0,1 random variable generated when the input 
signal is compared to a threshold set at x - c. Then 
N(x) = E[T(x)] 
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p (V) dV + P. 
o 1 
PX(V) dV (3-135) 
x-c 
r P I p (V) dV + Pn o J *o 1 
•— x-c 
P-^V) dV 
N(x) = R(x + c) - R(x - c) 
2 c 
(3-136) 
which for small c becomes 
N(x) = R'(x) = P. p.(x) - P p (x) 
1 1 o ro 
(3-137) 
Since N(x) is only an approximation to R'(x), the value of x that makes 
N(x) zero will not be x but some slightly different value, x '. Only 
if R(x) is symmetrical near x will x ' be equal to x . By decreasing 
the value of c, the approximation can be made better and a more accurate 
estimate of x obtained. However, it will be shown later that this also 
o 
increases the required training time. 
Differentiating Equation (3-136), 
Nt(x) =
 R , ( x + c ) - R , ( x - c ) (3-138) 
which for small c becomes 
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N'(x) =.R»(x)-.= .P P-L'(x) - PQ P6
f(x> . (3-139) 
The requirements on N(x), stated in Equations (2-8), (2-9) and (2-10), 
are satisfied if 
R"(x) > 0 for x i x , (3-140) 
R'{x ) •= 0 , (3-141) 
and 
R"(x ) > 0 . (3-142) 
o 
The last two requirements on R(x) are satisfied if R(x) has;a unique 
minimum at;;X and R'(x ) is defined* When the,input densities are 
o o r 
uniform, 
p '(x ) = p,f(x ) = 0 o o 1 o 
so that;Equation (3-142) is not satisfied. In fact, for the uniform 
input density functions, R(x) may only take one of the three forms 
shown in,Figure 21. For the top form, a,unique value of x does not 
exist., For the other two forms, R1(x ) is not defined. Therefore, a 
receiver based on the Robbins-Monro theorem cannot be used to minimize 
the average probability of error when the input signals are uniformly 











Figure 21. R(x) for Uniformly Distributed Input Signals , 
unlikely that a perfectly flat amplitude distribution could ever arise 
in realistic applications . 
The requirement of Equation (3-140) is more significant. A 
R(x), and its first two derivatives, typically encountered in practice 
is shown in Figure 22. R(x) asymptotically approaches a finite value 
as x approaches plus and minus infinity. Therefore, R'(x) must 
asymptotically approach zero as x approaches plus and minus infinity. 
Since R1(x) must be zero at only one point, x , it must be negative for 
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Figure 22. A Typical R(x) and Its First Two Derivatives 
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x less than x and,positive for x,greater than x . R*(x) must then 
have a minimum for some x less than x and a maximum for some x greater 
than x . Hence, its slope, R"(x), must be zero at one point above and 
one point below x . The result is two regions,in which R"(x) is nega-
tive and does not satisfy Equation (3-140). Normally these regions 
will be relatively far removed from x . In order to assure that the 
J Q 
receiver converges to x ', some preliminary system investigation must 
be made to determine a region in which x would be expected to lie. 
The limits of this region would then be used to constrain the threshold 
setting during training to the proper region. 
These problems can be reduced somewhat if Robbins and Monro's 
first theorem, stated in Appendix I, is used in place of their second 
theorem, stated in Chapter II. The requirements of Equations (3-140), 
(3-141) and (3-142) are then replaced by the requirement that R'(x) 
be non-zero for finite values of x, other than x . For input density 
functions which extend to.plus :and minus infinity, such as the gaussian, 
R'(x) asymptotically approaches zero as x approaches plus and minus 
infinity, as shown in Figure 22. The less restrictive requirement is 
satisfied and no special considerations are necessary at the receiver. 
For input density functions which are zero over some range, such 
as the uniform andRicean, R(x) will be constant over, that range and 
R'(x) will be zero; even the less restrictive requirements are not 
satisfied. However, if the receiver includes, an envelope detector, it 
will be known beforehand that the optimum threshold must be positive. 
During training the receiver must include a constraint to allow only 
those threshold adjustments which result in positive threshold settings. 
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The receiver will then-be assured of converging to x '. 
When the input is uniformly distributed such that there is not 
a.unique x , neither theorem is satisfied and a converging receiver 
cannot be obtained. However, the less restrictive theorem does not 
require that:N(x ), thus R'(x ), be defined, so that the receiver will -i o o 
converge if R(x) is of either.of the lower two types of Figure 21 and 
a constraint is used to keep the threshold settings in the proper. 
region. 
The requirement of Equation (2-12) is satisfied because T(x) 
takes on only finite;' values. Then with {a } properly defined, the 
iterative process, 
a 
x _,, = x - -— [y(x.+ c) - y(x - c)] (3-143) 
n+1; n 2c• 
converges to x ' as n becomes infinite. The receiver block diagram; 
is shown in Figure 23. 
The receiver may operate with both y(x + c) and.y(x - c). 
generated from the same input observation or,they may be generated 
alternately, using independent observations. Using the first.method, 
decisions,are made by! both thresholds during each signal interval, 
comparedto the true signal,.y(x + c) and y(x- c) generated and com-
bined ,to form T(x), and both thresholds adjusted for the next signal 
interval. Using the, second method, the input is applied to only one 




x + c 
n+1 
Decision, 




+ a T:(x) 
n 
Threshold 
x - c 
Decis ion , 
"0" or " 1 " 
y(x + c) 
True 
Signal 
(a } n 
Generator 





y(x - c) 
Figure 23. Adaptive Receiver for the Criterion: 
Minimize {P P[l|0] + Pn P[o|l]} 
o ' ' 1 ' 
During the next signal interval, the input is applied to the other 
threshold, resulting in a generation of the other y(x). Then 
y(x + c) and y(x - c) are combined to form T(x) and both thresholds 
adjusted for the next two signal intervals. For the second case, n, 
the number of iterations is one-half the number of observations. 
However, a comparison of the resulting'error variances is required 
before selecting the training method. 
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Convergence When One Observation Used. Taking into account,any 
necessary receiver constraints, Condition 1 of Sacks' theorem is 
satisfied by formulating the problem in accordance with either Equations 
(2-8), (2-9), and (2-10) or Equations (2-8) 9 (Al-1), and (Al-2). Condi-
tions 2, 4(a) and 5 are satisfied since T(x) and N(x), are finite for 
allx. Condition 3 is satisfied if c is small and, 
an = Pn pn
 T(x f) - P p f(x *) . (3-144) 
1 1 1 o o. o o 
2 
Proceeding to find y , 




y (x + c) = y(x + c) , 
2 
y (x - c) = y(x - c) , 
so that 




Y = lim E 
x-»x 
(-^r)[y(x +c) - 2y(x +c> y(x - c) + y(x - c)] 
4c 
. (3-145) 
Taking the expectation of the first term, 
00 x+c 
E[y(x + c)] = P Q P0(




E[y(x + c)] = R(x + c) 
lim E[y(x + c)] = R(x f + c) 
x->x 
Similarly, the last term becomes 
E[y(x - c)] = R(x - c). 
(3-146) 
lim E[y(x - c)] = R(x ' - c) . 
x+x ' ° 
(3-147) 
At this point the distinction between the two methods of generating 
y(x + c) and y(x - c) must be noted. The expectation of the product 
term will depend on the method used. From the definitions of y(x-.+ c) 
and y(x - c) -and when the same observation is used to generate both 
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y(x + c) y(x - c) = 
1 if "1" sent and.received 
signal below x - c 
1 if""o" sent and received 





E[2y(x + c) y(x - c)] = 2[P1 p ^ V ) dV +•PQ p.(V) dV] o 
x+c 
E[2y(x + c) y(x - c)] = 2[6(x - c) + a(x + c)] 
and 
lim E[2y(x + c) y(x - c)] = 2[a(x ' + c) + B(x ' - c)] . (3-1U9) 
x-*x 
Noting that the problem was formulated as 
N(x) = 
R(x + c) - R(x - c) 
2 c 
so that, evaluating at x ', 
R(x ' + c) = R(x ' - c) (3-150) 
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Y becomes 
Y2 = _ L - { 2 R ( x ' + c ) - 2 [ a ( x ' + c ) + $ (x ' - c ) ] } 
. 2 o o o 
4c 
Y2 •= - ^ r Ca(x ' -+ c ) + 3(x ' +. c ) - a ( x ' + c ) - 3 (x ' - c)D 
_ 2 O O O O 
2c 
2 1 
3(x ' + c) - 3(x ' - c) 
o o 
2 c 
2 - 1 
T- e ( x ) 
dx 
x=x 
Y2 -= i p . p . ( x .»} = - P p (x ' ) 
c l l o c o o , o 
( 3 - 1 5 1 ) 
Then , w i t h 
where 
a = A/n -
n 
A > 1 / 2 [ P . p . f ( x ») - P p ' ( x ' ) ] , 
1 . 1 O O * © O 
A^ P p (x ' ) 
v / _ , N Z _ 1 _ ' ; O • Q O _ _ _ 
a r ^Xn Xo ; n c 2A[P. P l »"jx ») - P p ' ( x ' ) ] - 1 
l l o o o o 
, ( 3 - 1 5 2 ) 
o r i f 
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A = [P. p»(x 'f- P p '(x ' )] ' 
1 1 o o o o 
n • P P (x ') 
Min Var (x - x ' ) = -— — ° ° ° . (3-153) 
n ° n C [P.p/Cx ' ) . - P p.f(x.')r 
l'l O O o O 
When the input density functions are uniform, N'(x ) is zero so 
that a finite value of A, satisfying the condition 
A ">' l/2N»(x ) , 
o 
does not exist. Therefore, even when R(x) is of the type which has a 
unique minimum * the convergence properties cannot be determined from 
Sacks' theprem. In this case, the receiver converges but its per-
formance ,cannot be ,evaluated. This situation will occur whenever the 
criterion of interest involves ^minimization and the input signals are 
uniformly distributed. . 
Convergence•When Two Observations Used. The procedure is the 
same as for when,one observation is used, up to Equation (3-148). When 
separate observations are used, and the observations are independent 
due to a basic assumption discussed in Chapter II. 
E[2y(x + c) y(x - c)] == 2E[y(x + c)] E[y(x - c)] 
E[2y(x +" c) y(x - c>].'= 2 R(x + c) R(x - c) 
and 
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lim . 2E[y(x + c) y(x - c)]-= 2 R(x ' + c) R(x ' - c) 
. i O O 
O 
Using Equation (3-150), this becomes 
lim 2E[y(x + c) y(x - c)] = 2 R2(x ' + c) 
x-x ' ° 
o , 
so that 
Y2 = - ~ [2R(x « +.c) - 2R2(x ' + c)] 
. 1 o o 
4c - . 
Y2 = -V.C-R(x ..f •+ c) - R2(x • .+ c)] . (3-154) 
2c2 ° G 
Then for small c and 
a = A/n , 
n 
where 
A > 1/2CP. p.,'(x ')-.- P P '(x ')] , 
1 1 o o o o 
2 A
2[R(x ') - R2(x ')] 
Var (xn - x-) = — ^ — — ^ -p p ?(x ..)] --1J <
3"155> 
2nc 1 1 o o o o 
or, if 
A = 1/[P1 p'(x ' ) - P p
 f(x ')] , 
1 1 o o o o 
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Min Var (x - x ') = — -
n o 2 
R(x ») - R2(x ') 
o o , • 
Ml2 
. (3-156) 
nc 2[P. p.•• (x .»)• - P p . »(x ')] 
1 1 o o co o 
For both methods the required training time increases as c is 
decreased,, A trade-off is therefore required between the "x - x '"" 
• o • o 
error and the, "x - x Mf error for a given training time. The primary-
difference between error:variances for the two methods is the extra 
factor of c in the denominator of Equation (3-156). This factor can 
significantly increase the training time when an accurate estimate of 
x. is required. 
When the input signals have the gaussian densities given: by 
Equations (3-17) and (3-104), 
V 
(x ' ) = — i — (-—) exp{- x ' 2 / 2a 2 } 9 
o o ; — ^ 2 /2TT a a 
(3-157) 
and 
P 1 ' U 0
, ) = 
2TT a 
(x ' - M.) 
o 1 
exp 









f (u ') = op (u ») , (3-160) 
o o o o 
f ' (u ') = a2 p ' (u ') , (3-161) 
o o o o 
and 
f'Cu »)• = a* P "(u ') , (3-162) 
1 o ro o 
the minimum error variance' when one observation is used becomes 
3 P f (u ' )• 
Min Var (x - x ') = -— ° ° ° • -=-• (3-163) 
n ° n C [P, f/(u ') - P f f(u ')T 1 1 o o o o 
and the minimum error variance when two observations are used becomes 
4 R(u ') - R (u ' ), 
Min Var (x - x » ) = - — — — *-y . (3-164) 
n . ° nc 2[Pn f/tu,') - P f
 !(u ')] 
1 1 o o o o 
The normalized optimum threshold is obtained from Equation (3-134) by 
taking the natural logarithm and rearranging terms, with the result 
M (M ) X P 
u^ = ^ + 7T l n P2-'- ' (3-165) 
O Z0 a S r. 
3 4 2 
Equations (3-163) and (3-164) are normalized by a /nc and a /nc , 
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expressions increase without bound as M./a becomes large; however, when 
two observations are used the increase is at a slower rate. The asymp-
totic approximations to the two expressions as M /a becomes large are 
derived and compared in Appendix II. 
When the input signals have the Ricean densities given by Equa-
tions (3-25) and (3-73), and using the definitions of Equations (3-107) 
and (3-108), 
p '(u ' ) = Arexp{-u ,2/2} [1 - u ,2] (3-166) 
o o ' 2 o o 
a 
p. ' (u ' ) = — exp -
1 .1 ( V 2 + B 2 ) ~ I , . ,2 
1 x o 2 2 | 
[1 - u ' ] I (Bu ') (3-167) 
o o o 
+ Bu V In(Bu- ') o 1 o 
where I., (x) is the modified Bessel -function of the first kind of order 
one and is related to I (x) by (20) 
o 
I r(x) = I..(x) . (3-168) 
Q 1 
The minimum error variance when one observation is used becomes 
3 [I (Bu ')/I,(Bu »)]2 
Min Var (x - x ') = ° °0 2 _ (3-169) 
n ° nc n , n2 r ,2 .O1 
P u ' B exp{- u ' /2> 
o o o 
and when two observations are used, becomes 
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4 [R(u ') -- R2(u ')] [I (Bu , ' ) / ! , (Bu f)] 2 
n° TT / i \ ~ 0 O O O O 1 O /„ ,„„N 
M m Var (x - x ' ) = — 5 —^ ~ — z -. (3-170) 
n nc P ^ (Bu ') exp{- u ^} 
o o ^ o 
The corresponding normalized expressions are evaluated as functions of 
A /a and plotted in Figure 25. Noting that the Ricean densities are 
similar to the gaussian densities for large A /a and that I (x)/I (x) 
approaches one as x becomes infinite, arguments similar to those of 
Appendix II can be used to obtain large A /a approximations» The-
results, when one observation is used, is 
3 
Min Var (x - x ') = — — — = (3-171) 
n o nc n . _2 f f 2 / o l P u T B exp{- u f 12} 
o o o 
and, when two observations are used, is 
Min Var (x - x ') = - — — — - 1 . - . (3-172) 
n ° nc P (u 'Br exp{- u ' /2} o o o 
Again, the difference is an extra factor of u ' in the denominator of , 
the latter,, reducing its rate of increase with A „ 
Kiefer-Wolfowitz Method 
The Robbins-Monro theorem proved not to be suited for direct 
application to the minimum probability of error criterion. In addition, 
the resulting receiver converged to a threshold setting slightly dif-
ferent from the. optimum setting. Kiefer and Wolfowitz (19) later 













































Figure 25. Minimum Error Variance for Ricean Density and the 
Criterion: Minimize {P P[l|0] + Pn P[o|l]'} . 
o ' 1 ' 
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a function, M(x), attains its unique maximum. Since R(x) is assumed 
to have a unique minimum at x , their theorem can be applied by defining 
M(x) = -R(x) ., (3-173) 
Referring to the statement of the theorem in Appendix III, Equa-
tion (A3-1) requires that MT(x) be less them zero for x greater than x 
and greater than zero for x less than x , for finite values of x. In • 
o 
terms of R(x), this requires that 
R'(x) > 0 for x > x (3-174) 
o 
and 
R'(x) < 0 for x < x , (3-175) 
for finite values of x. This is the same as the corresponding require-
ments of Robbins and Monro's first theorem. 
Equation (A3-2) requires that the•difference between M(x) at any 
two finite values, of x be boundedo Thus, ;R(x.) may have only finite 
discontinuities for finite values of x, but infinite discontinuities at 
infinity. Equation (A3-3) provides the basic requirement on de.fining 
a random variable Y(x), but again offers no method for finding it. 
Equation (A3-M-) requires that the vaipiance of the random variable be 
finite. 
Ill 
Equations (A3-6) through (A3--8) are requirements on the rate at 
which the decreasing sequences, used as weighting factors in the 
recursive equation, approach zero. 
Receiver Structured Equations (3-174) and (3-175) are satisfied 
under the conditions discussed for the Robbins-Monro methodj that is, 
if p (V) and p.(V) are non-zero for all finite values of V. For other 
o 1 
cases, R(x) is constant and R'(x) is zero over a range of x and some 
constraint is required at the receivero 
For continuous density functions, R(x) will be continuous for 
all values of x; if the density functions contain impulses, the dis-
continuities will be finite. Either type of density function: will 
result in a R(x) which satisfies Equation (A3-2). 
Define the random variable 
Y(x) = 
-1 if incorrect decision 
0 if correct decision 
(3-176) 
so that 
M(x) = E[Y(x)] 
°° x 
M(x) = - P 
o 
PQ(V) dV - P x j P l ( V ) dV (3-177) 
and 
M(x) = - R(x) . (3-178) 
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Y(x) takes on only finite values so that; its variance is finite and 
Equation (A3-4) is satisfied. Then, with {a } and {c } defined to 
/ ' n n • 
satisfy Equations, (A3-r6) through (A3-8), the recursive equation 
a 
x ^ = x - -- [Y(x - c ) - Y(x + c )] (3-179) 
n+1 n c n n 
n 
converges to the optimum threshold, defined by Equation (3-132), with, 
probability one: as n becomes infinite,, 
Taking into account that the random variable for this method is 
the negative of the one generated for the Robbins-Monro method, Equa-
tion (3-179); is almost the same as Equation (3-143). In the earlier 
method, c was a positive constant and this fact resulted in the receiver 
converging to the wrong threshold setting. In order to obtain con-
vergence to the true optimum threshold, c had to be allowed to approach 
zero which resulted ,in the error variance approaching infinity. The 
Kiefer-Wolfowitz theorem establishes the rate at which c may approach 
zero, assuring convergence to the optimum threshold, while maintaining 
a finite error variance. 
By changing all the c inputs to c , the receiver of Figure 23 
performs the operations required by Equation, (3-179). Again, the, 
random variables may be generated from the same observation,or 
alternately, from independent observations. 
Sacks' (21) also determined the asymptotic distribution of the, 
error when the Kiefer-Wolfowitz, process is used. This theorem is : 
stated in Appendix IV. When one observation is used to generate both 
Y(x - c ) and Y(x + c ), Equation (AM--3) results in 
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A2 = 0 , 
or a zero, error variance. However, the theorem provides the asymptotic 
error variance, that is, as n becomes infinite. The only conclusion 
can be that the theorem provides no convergence information for this 
case. 
Convergence When Two Observations Used. Condition 1 requires1 
that R(x) has a continuous second derivative in a neighborhood of x 
and p be defined as 
R"(x ) 
p = —rr~— • (3-180) 
From Equation (3-139) 
R"(x) = P1 Pl'(x) - P Q PQ'(x) 
so if pn'(x) and p '(x) exist near x and 1 \ ^o o 
p4 [ PlV ( xo )- Po Po' (V ] (3"181) 
the condition is satisfied. 
2 . 
Condition 2 defines the parameter A used in the error variance 
2 
expression. Proceeding to(find A , 
\2 2 











Y^(x) = Y(x) , 
E[|Y(x)|]= - M(x) = R(x) 
E[Y(x)] = M(x) = - R(x) 
^— - lim {- M(x) - 2M2(x) + M2(x)} 
x->x 
o 
A2 = 2|"R(x ) - R2(x )] . (3-182) 
o o 
With Y(x) and M(x) finite for all x, 
Z(x) = Y(x) - M(x) 





a = A/n , 
n 
where 
A > IMP.. p/(x ) - P p '(x )] , 
1 1 o o o o 
the iterative process defined by Equation (3-179) converges to the 
optimum threshold, x , in mean square and with probability one as n 
becomes infinite. In-addition, the error, (x - x ), is asymptotically 
normal with mean zero and 
2 A2 [ R ( x o ) - R 2 ( X Q ) ] 
Var (x - x ) = -=- , l A r p , >—, ° -p , ,° v-. . ( 3 - 1 8 3 ) 
n o 1 4A[P_ p ' ( x ) - P p ' ( x )J - 1 
— 1 1 o o o o 
n 
With 
A = 1/2CP. p / ( x ) - P p ' ( x ) ] , 
1 1 o o o o 
t h i s e x p r e s s i o n becomes 
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R(x ) - R2(x ). 
Min Var (x - x ) = -=- — — — — — . (3-184) 
n o 1 „r„ . / x „ x-,2 =r 2[P_ p/(x ,) - P p '(x )J 2 1*1 o o o o 
n 
This is the same as the minimum error variance, Equation (3-156), 
_ 1 
obtained using the Robbins-Monro method with c replaced by n ̂  . 
1_ 
Convergence with n .2. is considerably slower than with n . However, 
the choice is between a system which slowly,converges to the true 
optimum, threshold and a system which rapidly converges to something 
slightly different than the ,optimum .threshold. 
When the input is uniformly .distributed, a finite value of A 
which satisfies the necessary conditions does not exist. Thus\ the 
Kiefer-Wolfowitz receiver, like the Robbins-Monro receiver, may con-
verge to the optimum threshold when the input is uniformly distributed, 
but the convergence properties cannot be evaluated using Sacks' 
theorems„ 
Criterion: Minimize .{P[l|o] + -P[oJl]} 
The criterion that the.,sum of the conditional error probabilities 
be minimized has little, if any, practical application. However, it is 
included for completeness. This sum is given by 
P(x) = P (V) dV +, p (V) dV (3-185) 
and the optimum threshold is defined by 
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If P'(x) is defined, the optimum threshold is also the solution to 
p (x ) =.p (x ) . 
cO © c 1 O 
(3-187) 
Robbins-Monro Method 
The Robbins-Monro theorem will again be applied by formulating 
the problein as an approximation to the derivative of the function to . 
be minimized. 
Receiver Structure When P Known. Define the discrete random 
, ; _ o ___ 
variable 
T(x) = ~ [y(x + c) - y(x - c)] 
where 
y(x> = 
^ if "0" sent, "1" decided 
if "1" sent, "G" decided 
1 
0 if otherwise . 
Then 
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N(x) = -±-1_ 
2c 
x+c 
f [P0 j P0(V) dv] + f- [P 
— x+c -°° 
P1(V) dv] 
x-c 







or, for small c, 
N(x) = -- [P(x + c) - P(x - c)] 
2c 
N(x) = P'(x) = p|(x) - P (x) . 
1 o 
(3-188) 
Since N(x) is only an approximation to P'(x), the system will converge 
to x :' instead of x . 
o o 
Differentiating N(x) gives 
N'(x) = ~ [P'»(x + c) - P'(x - c)] 
2c 
(3-189) 
which for small c becomes 
N'(x) =.P"(x) = p/(x) - p T(x) . 
1 o 
(3-190) 
For certain input probability density functions, neither the requirement 
that N(x) be non-decreasing nor the requirement that N(x) be non-zero 
for all finite values of x, other than x , may be satisfied.. In such 
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cases appropriate constraints, as discussed earlier, must be included 
in the receiver to assure convergence. 
The requirement of Equation (2-12.) is satisfied; because T(x) 
takeŝ  on only finite values. Thus with {a } properly defined, the 
process 
Xn+1 > Xn " 2F.tyCx,+ c) - y(x - c)] (3-191) 
converges to x ' as n becomes infinite. The receiver has the same form 
as the receiver of Figure 23; only P and P inputs need be added in 
order to properly generate y(x) for this criterion. As before, y(x + c) 
and y(x - c) may be generated from the same observation or from alter-
nate input observations. : 
Receiver Structure When P Unknown; Define the discrete random 
— ; — . • • = • O • 
variable 
where 
T(x) = ~ Cy(x + c) - y(x - c)] 
y(x) 
1 if "1" sent, "0" decided and "0" 
sent during previous interval, 
1 if "0" sent, "1" decided and "1" 
sent during previous interval, 
0 if otherwise. 
Then 
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p.(V'). dV) + P . ( p 
1 1 o 




- I P (P , I •p 1 (V).dY> + P . ( P I p (V) dV)] 
o i l 1 1 o , o 
x-c 
o r 
P P . 
N(x) = - ^ - A [ p ( x + c ) _ P ( x „_ c ) ] 
2c 
so that for small c 
N(x) = P P P'(x) = P P.Cp.U) - p (x)] . (3-192) 
o 1 o 1 1 o 
Differentiating N(x) 
P PT 
N' (x) = - ~ ~ [P' (x .+ c) - P' (x - c)] (3-193) 
2c 
which for small c becomes 
N'(x) = P Pn P"(x) = P P.Ip'Cx) - p '(x)] . (3-194) 
o 1 o J. 1 ; o 
Then with {a } properly defined, and taking into account any 
required receiyer constraints, the recursive process 
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x = x - —- [y(x + c) - y(x - c)] 
n+1 n 2c J . (3-195) 
converges to x ' as n.becomes infinite. This receiver is the same as 
the one of the Figure 23 except that y(x + c) and y(x - c) depend on 
the previous signal in addition to the present signal and decision. 
Convergence When P^ Known and One Observation Used. Condition 1 
is satisfied by the problem formulation and the inclusion of any 
receiver constraints required. Conditions 2, 4(a) and 5 are satisfied 
because T(x) and N(x) are finite for all x. Condition 3 is satisfied 
i 
if c is small and 
a. = p.,'(x «') - p '(x f) 
1 1 o o o 
(3-196) 
Then 
T2(x) = ̂ -[y 2(x + c) - ,2y(x .+ c)y(x - c) + y2(x - c)] 
i+c 
where, when one observation is used to generate y(x + c) and y(x - c), 
y(x :+ c)y(x - c) = 
if "0" sent and received 
P signal above,x + c 
— — if "1" sent and received 
P1 signal below x - c 




X T + C 
•ij- (PS I PO(V) dv) + - i - (PX J ° Pl(v) dv) 
X ' +C 
o 
- 2 
X ' - C 
- V ( P O J po(v)dv) + i ( P i J ° Pi(v)dv) 
'—o x '+c 
o 
x ' -c 
-V (PO I PO(V> dv) + -i-- (Pl J ° Pl(v) dv] 
o x ' -c 
o , 
Combining terms, this becomes 
-JL-r.± 
, 2 L P 
1c, L o 






p (V) dV ro 
X ' +.C 
+ f - I ° Pl(v) dv 
X ' -C 
PX(V) dV 
which, for small c, becomes 
2 - 1 
Y = 27 ^V^^W* '—o 1 -
But .from ,the c r i t e r i on , and for small, c , 
123 
p (x ' ) 5 p _ ( x • ') 
o o 1 o 
so t h a t 
^ S T F T 2 - - - »-»') 
o 1 
With 
a = A/n , 
n 
where 
A > l / 2 [ p / ( x ' ) - p ' ( x ' ) ] , 
I o o o 
x A
2 p <x ' ) 
Var (x - x ' ) = • - — 5 — - —-=,.——, ——; • . ( 3 - 1 9 8 ) 
n o 2ncP Pn 2A[p ' ( x ' ) - p ' ( x ' ) J - 1 
o 1 1 • o o o 
o r w i t h 
A = l / [ p / ( x ' ) - p »(x ' ) ] , 
1 o o o 
1 p n ( x f ) 
Min Var (x - x ' ) .= — — •• ?_2_ . (3-199) 
n ° . n C 2 P P - [ p »(x ' ) - p ' ( x ')T 
o l i o o o 
T h i s e x p r e s s i o n r e s u l t s i n a c u r v e w i t h t h e same shape a s t h e P e q u a l 
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one-half curve obtained from Equation (3-153); only the amplitude need 
be scaled by 1/4-P P for the a priori probabilities of interest. 
Convergence When P Known and Two Observations Used. When 
— 2 — Q - _. , , _ i 
separate, independent observations are used to generate y(x + c) and 
y(x - c), 
E[y(x + c )y(x - c ) ] = E[y(x + c ) ]E[y(x - c ) ] , 
E[y(x + c ) ] = P(x + c) , 
E[y(x - c ) ] = P(x - c) , 
and from the formulation of the problem, 
P(x ' + c) = P(x ' - c) . 
o . o 
Then 
E[T2(x)] = ~ 
^c rtE p (V) dV ° J ° _ 
x+c ^ 2 -
x+c 
P1 ] p1(V) dV 
- 2P(x + c)P(x - c) 
















X ' -C 
r o P1(V) dV •+ P1(V) dV 
- 2 P^(x ' + c) 
o 
which, after some manipulation and assuming c small, becomes 
Y2 = — ^ [P(x •')• - R(x ') - P P.. P2(x ')] 9 (3-200) 
2c2P Pn o o 1 o 
o 1 
where R(x) is the average probability of error defined by Equation 
(3-131). Then with 
a = A/n , n 
where 
A > l/2[p/(x ') - p '(x ')] 
1 o o o 
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A2[P(x•*) - R(x •) - P PnP
2(x ')] 
Var (x - x ») = ^ — — - 2 — °_ 2_i 2 (3.201) 
n ° 2nci2PoP1 2 A[Pl'(xo') - P0'(xo')] - 1 
and when 
A = l/[p/(x ') - p V(x ')] , 
1 o o o 
P(x ') - R(x ') - P PTP (x ') 
Min Var (x - x ') = -AT — • 2 : 2"^ ^ • (3-202) 
n ° nc^ 2P P.[p.f(x ') - p '(x ')] 
o 1 1 o o o 
This expression results in a curve similar to the P equal one-half 
curve obtained from Equation (3-156), especially when, the "1" signal 
has a large amplitude and the second order terms of the numerators,can 
be neglected. 
Convergence When P Unknown and One Observation Used. When the 
a priori probabilities are unknown and one observation is used to 
generate both random variables, 
y(x .+ c)y(x - c) 
1 if "1" sent, received signal below x - c 
and "0" sent during previous interval, 
1 if "0" sent, received signal above x + c 
and ."1" sent during previous interval, 
0 if otherwise 
so that 
x-c 




y (x + c) - y(x + c) , 
y (x - c) = y(x - c) , 
lim E[y(x .+ c)] 
x+x f 
= lim E[y(x - c)] 
x->x 





2 PQ (P1 J Pl(V) dV] + P.L (P Q | pQ(V) dVj^ 
X '+C 
o, 
x ' -c 
t O 










P l(V) dV - ^(V) dV 
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or, for small c, 
9 P Pn P Pi 
y
z = - i i p ( x ') = -2-^-p (x ») . (3-203) 
c 1 o c o ,o 
With 
A •> -1/2P P.Cp. f(x f) - p f(x ••.«)] , 
( O l l : O O O 
1 Po Pl P o ( x '} A 2 
Var (x - x ') = — ~.D D .-•—J-, j - 2 — 2 — (3-204) 
n o nc 2AP P n[p n
f(x f) - p^'(x f)] - 1 
o 1 cl o o o 
and with 
A = 1/P P.[p'(x »') - p »(x ')] , 
o i l o o o 
p (x ') 
Min Var (x - x f ) = — — : — — — — . (3-205) 
n ° n° P P^p'Cx ') - p '(x »)]2 o 1 ̂ 1 o *o o 
This is just twice the value of'the corresponding minimum error variance, 
Equation (3-199), when the a priori probabilities are known. 
Convergence when P_ Unknown and Two Observations Used. When ' 
separate, independent observations are used to generate the two random 
variables , and c •• is . small, 
lim E[y(x + c)y(x - c)] = [P Pn P(x
 f)] 2 




Y2 = ~ \ (P P, P(x ') - [P 'P. P(x »)]2} . (3-206) • z o 1 o o 1 o 2c 
Therefore, with 
a = A/n , 
n 
where 
A > 1/2P P.[p.'(x ') - p f(x.')] , 
o • 1 . 1 o r o o 
. P P,[P(x ') - P Pn P (x
 f)]A 
Var (x - x M = 1 ° ^ - — • ° 1 °- (3-207) 
a r U n Xo ; 0 2 2P PJ"p/(x .') - p
 f(x.f)]A-l U 20,} 
2nc o i l o o o 
or, with 
A = 1/P P_[p '(x ') - p f(x ')] , o 1 1 o • o o 
P(x »).- P P, P (x ') 
Min Var (x - x ') = —5- — ?-^- T . (3-208) 
n ° nc 2P P1[p/(x ') - p »(x ')] 
o 1 cl o co o 
This expression is ..only': slightly •,greater than the corresponding expres-
sion when the a priori probabilities are known. Equation (3-202), due 
to the extra negative term in the numerator of the earlier equation., 
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Kiefer-Wolfowitz Method 
Receiver Structure when P, Known. Define the random variable 
; : _- __o _ 
Y(x) = 
- jp if "0" sent, "1" decided, 
— if "1" sent, "0" decided, 
0 if otherwise. 
so that 




J p - ~- [P1 J Pl(V) dV] (3-209) 
or 
M(x) = - P(x) ... (3-210) 
Then with {a } and (c } properly defined, and any required con-
straints included in the receiver, all of the conditions are satisfied 
and 
x = x - — [Y(x - c ) - Y(x + c )] 
n+1 n c n n 
n 
(3-211) 
converges to x with probability one as n becomes infinite. This. 
receiver is the same as the one derived using the Robbins-Monro method 
except that a decreasing c is used, resulting in convergence to the 
true optimum threshold. 
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Receiver Structure when P Unknown. Define the random variable 
, ; ; . _ _ Q . • 
Y(x) = 
-1 if "1" sent, "0" decided and "0" 
sent during previous interval, 
-1 if "0" sent, "1" decided and "1" 
sent during previous interval, 
0 if otherwise. 
so that 
M(x) •= - P [P. p.(V) dV] - P_[p o i l 1 c P0(V) dV] (3-212) 
or 
M(x) = - P Pn P(x) . o 1 (3-213) 
Again, all of the conditions are satisfied and 
xi4. = x - —- [Y(x - c ) - Y(x + c )] 
n+1 n c n n 
n 
(3-214) 
converges to the optimum threshold. 
Convergence when P Known and Two Observations Used. Differen-
2 ; ; Q , „_ : 
tiating Equation (3-210) twice gives 
M"(x) = - P"(x) (3-215) 
or, from the definition of P(x), 
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M"(x) = Po'(x) - P1
,(x) . (3-216) 
Condition 1 is therefore satisfied if p '(x) and p '(x) are continuous 
o 1 
in a neighborhood of x and p is defined as 
P =ftPl'(xo) -P0'(xo)] . (3-217) 
Since. Y(x), is finite for all values, of x, Condition 3 is satisfied. 
Then, by Condition 2, 






p (V) dv 
o 
P 1 ( V ) dV - M 2 ( x ) 
2 x 
V = P V [ P 1 f P0(V)dV+-P J ° p (V) dV] 
o 1 J J 
P2(x ) 
O 
which can be written as 





c = n , 
n 
a = A/n , 
n ' 
where 
A > l/4[p./(x ) - p. T(x •)•]• , 
1 o o o 
the iterative process defined by Equation C3-211) converges to x in 
mean square and with probability one.as n becomes infinite, and 
2[.P(x ) - R(x ) - P PP2(x )]A2 
Var (x - x ) = — - - Q •• • o o 1 0 (3-219) 
V a r U n V 1 4A [p./(x ) - p '(x )] - 1 ' U Z13) 
— rl o *o o 
n P P. o 1 
If 
A = l/2[p1
f(xo) - P0'(xo)] , 
P(x ) - R(x ) - P P P2(x ) 
Min Var (x - x ) = ~- — ~ ° — °- . (3-220) 
11 ° 2 2Vi[Pi:(V-V(xo)]? n 
This is similar to the corresponding expression when the Robbins-Monro 
method is used, Equation (3-202). The difference is that the Kiefer-
*r 
Wolfowitz receiver converges like 1/ri . whereas the Robbins-Monro 
receiver converges like 1/n. 
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Convergence When :P Unknown and Two Observations., Used. 
Differentiating Equation (3-213) twice gives 
M"(x) = - P Pn P"(x) (3-221) 
o 1 
M"(x) = P P.[p '(x) - p.'(x).] (3-222) 
o 1 o 1 
so that:Condition 1 is satisfied if p '(x) and p '(x) are continuous 
o 1 
in a neighborhood of x and p is defined as 
For this case 
so that 
p = ~ P P.[p.f(x ) - p f(x •)] • (3-223) 
2 o 1 rl o o o 
Y2(x) = - Y(x) 
2 
^- = lira [-M(x) - 2M2(x) + M2(x)] 
x->x 
o 
A2 = 2{P P, P(x ) - [P P, P(x )]2} . (3-224) 
o 1 o o i o 
Then, with 
c = n n 
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a = A/n , 
n 
where 
A > 1/4P P'[p'(x ) - p ' (x )] , 
o i l , o. o o 
the iterative process defined by Equation (3-214) converges to x in 
mean square and with probability one.as n becomes infinite, and 
I f 
2P P [ P ( x ) - P P P 2 ( x Q ) ] A
2 
Var (x - x ) = — , ° 7i=—^7 r-°- -T-,—°T (3-225) 
n o 1 4P PnA[pn'(x ) - p '(x )] - 1 
— o l i o 0 0 
n 
A = 1/2P PJp.Ux ) - p '(x )] , 
o 1 ̂ 1• o ro o 
P(x ) - P P P2(x ) 
Min Var (x - x ) = ~ — ° L ° _ (3-226) 
n o 1 „„ „ r- , , N , A xn2 ~ 2PP.[p.
,(xr) - P 'Ox )]' 2 o i l o o o 
which is similar to the corresponding expression when the Robbins-




MULTIPLE THRESHOLD ADAPTIVE RECEIVERS 
Previous chapters considered receivers which were required to 
decide between only two possible transmitted symbols. Thus, only one, 
threshold was needed. However, in more advanced communication systems, 
the transmitter may select any one of M symbols for transmission during 
each signal interval, so that M - 1 receiver thresholds are required.; 
For a given criterion of performance for such a ,M-ary system, the set 
of M - 1 optimum threshold settings is defined.. If the receiver signal 
statistics are known, the optimum settings can be determined using the , 
standard techniques discussed earlier. However, if all of the statis-
tical data is not available, a multidimensional adaptive or learning 
receiver is required. 
Blum (22) extended the Robbins-Monro method to the multidimen-







for which the vector valued function 
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where 











N(x ) = 0 o — (4-4) 
N. (x ,x0 j . . . , x ) =. 0 
1 lo 2o qo 
(4-5) 
N0(x. ,x0 9 ... , x ) = 0 
2 lo 2o qo 
N (xv 9x0 , ... , x ) = 0 . 
q. lo' 2o' • qo 
Blum (23) also extended;the Kiefer-Wolfowitz technique to the 
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multidimensional process for determining the vector x for which the, 
scalar valued function 
f(x) = f(x ,x , ... , x ) (4-6) 
T. 
attains its maximum. 
Sacks (24), (25) later determined the asymptotic distributions 
of the error for both processes,, His theorems, which include both the 
conditions under which,the processes will converge and the conditions 
under which the asymptotic distributions can be determined, are given 
in Appendices V and VI. 
To demonstrate and evaluate the multidimensional techniques, 
receivers for two criteria of engineering interest are derived and 
their convergence properties determined. It is assumed that the trans-
mitter selects one of three possible symbols during each signal interval, 
so that two decision thresholds are required at the receiver. 
Criterion: P P[e|o] =...Pn P[e|l] = P0 P[e|2], i — ^ 1 _i 1 . 2 '—-
When the criterion requires that, the .probabilities of sending 
a "0" and making a decision error, sending a "1" and making a decision 
error and sending a "2" and making a decision error, are equal, the 
decision thresholds are defined by.. 
(4-7) 
00 ~ ' X n co X0 
r f lo f r 2o 
p o 
 i  f f z
p (V) dV - P. | p,(V> dV + P. p.(V) dV = P_ p_(V) dV . 
o 1 J 1 1 j 1 l J l xn -<» x_ 
lo 2o 
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A typical solution is shown in Figure 26. 
Po(V) 
Figure 26. Typical Input Density Functions and Optimum Thresholds 
Receiver Structure 
In order to employ the multidimensional Robbins-Monro method, 
two random variables, T (x) and T (x), must be generated. Define 
J. 2. — 
T1(x) = 
1 if "1" sent, "0" or "2" decided, 
-1 if "0".sent, "1" or "2" decided, 




1 if "2" sent, "0" or "1" decided. 
-1 if "1" sent, "0" or "2" decided. 




N1(x) = EET1(x)] 
N1(x) = Px | p1(V) dV + P1 J p1(V) dV - P Q | pQ(V) dV (4-10) 
and 
N2(x) = E[T2(x)] 
N 2(x) •= P 2 
x °° 
P2(V) dV - Px Pl(V) dV - P1 J Pl(V) dV.(4-ll) 
Evaluating at x gives 
—o 
Nv(x ) = P, P[e 1] - P P[e|0] = 0 
1 —o 1 ' o ' 
and 
N_.(x ) = P0 P[e 2:] - P. P[e 1] = 0 
2 —o 2 ' 1 . ' 
and Equations (A5-1) and (A5-2) are satisfied. Then, with {a } defined 
n 
to satisfy Equations.(A5-3) and (A5-4), the thresholds during training 
are adjusted according to . > ' 




X 0 r,+ l = X 0 n " Sr, T 0 ( x ) ' (4"13) 
29n+l 2,n n 2 — 
These thresholds will converge to the optimum thresholds, xn and x^ , 
& F ' lo 2o' 
with probability one as n approaches infinity if Conditions 1, 2, and 
3 are satisfied. 
Condition 1 is analogous to the one dimensional requirement 
that N(x) be positive for finite values of x greater than x and nega-
tive for finite values of x less than x . However, both the interpre-
o 
tation of the condition and the proof that the condition is satisfied 
are more difficult in the multidimensional case,, Let 
g = (x_ - x ,N(x_>) 
then 
= (x, - x. )N.(x) + (x. - x0 )N.(x) i lo 1 — 2 2o 2 — 
X °° °o 
= (x. - x. )[P. I p.(V) dV + P. [ p_(V) dV - P I p (V) dV] 




+ (x2 - x2o)[P2 j p 2(V)dV- P l PX(V) dV - P1 px(V) dV] 
x2 
This may be written as 
142 
g = [(X1 " Xlo} " (X2 ~ X2o ) ] Pl LJ 
P1(V) dv - PX(V) dv (4-14) 
'lo 2o 
+ (x, - xT ) P lo o 
P Q(V) dV .+ (x 
lo 
X 2 Q ) P2 j P2(V) dV 
X2o 
Condition 1 will be satisfied if g is positive for all x ;such that 
0 •< I I * - 2So-H < °° 
The last two terms are always positive for 
Xl * Xlo a n d X2 / X2o 
The first term is zero for 
1 lo 2 :2o 
and p o s i t i v e for 
x l . - x l e . < 0 <X2 - X2o 
and 
x 0 - x < 0 < x - x 2 lo 1 l o 
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regardless of the density functions and a priori probabilities. Thus, 
for these combinations of x and x , g is positive.; For other 
choices of x and x , the first term may be negative and the; shape 
of the density functions and the a priori probabilities will determine 
if the last two terms are large enough to keep g positive. The func-
tional form of g makes an explicit determination of conditions on the 
density functions and a priori probabilities difficult. : However, 
examination of Equation (4-14), based on Figure 26, indicates that the 
condition is satisfied if the density functions are unimodal and the 
a priori probabilities are such that x and x lie between the peaks, 
For this case any decrease in the first term is offset by a larger 
increase in the last two terms. Thus, the two important cases of 
gaussian and Ricean noise, with a reasonable amplitude separation 
between signals, will satisfy the condition. Other types of input 
statistics may or may not satisfy the condition. 
Condition 2 requires that there exists.a K. such that 
N 1
2 ( x > + N 2 ( x ) < 'K . (x . . - x . ) 2 + K .<x . - x 0 )
2 , ( 4 - 1 5 ) 
1 — I — l l l o ± 2 20 
that is, N (x) and N (x_) are finite for x and x,_ finite. Since 
N (x_) and N (JC_) are finite for all x_, this condition is always 
satisfied. 
Condition 3 requires, that 
sup ,E'{[T (x>. - N (x)]2 + |]T2(x) - N2(£)]
2} <«> . (4-16) 
x 
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Since T (x_) and T (x_) take on only finite values, their variances are 
finite for all x_ so that the sum of their variance is finite for all 
x_ and the condition is always satisfied. 
Therefore, if the input statistics are such that g is positive, 
all of the conditions for convergence are satisfied arid the receiver 
based on Equations (4-12) and (4-13) converges to the optimum 
thresholds. A block diagram of the receiver is given in Figure 27. 
Input 
Thresholds, 

















\i _ a T (x) 
r a T.(x) 





Figure 27, Receiver Based on the Multidimensional Robbins-Monro Technique 
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Convergence 
Since T_(x.) takes on only finite values, Condition 6 is always 
satisfied. Condition 4 defines 
T, 




Z(x) = T(x) - N(x) . 
But noting that 
N(x )'= 0 , 
Tr may be determined from 












TI (- } = 
1 if "0" or "1" sent and incorrect decision made 
0 if otherwise, 
V(-} = 
1 if "1" or '"2" sent and incorrect decision made 
0 if otherwise, 
and 
T^x) T (x_) = 
-1 if "1" sent and "0" or "2" decided, 
0 if otherwise. 
so that 
oo x °° 
E[T.2(x)] = P / p (V) dV + -P. / -1 .p.(V) dV + P. / p.(V) 
1 — o . o -L J 1 1 • • 1 
x , -«> x ^ 
dV 
and 




TT. = P . / p (V) dV + P. / ±0 p. (V) dV 4 .p. / p. (V) 11 o ' o 1 •* 1 1 J 1 dV 
lo x 2o 
or, using one of the equalities of the criterion 
ir. = -2 P / p (V) dV . 




v 00 V 
E[T2
2U)] =.P1 / -
1 p1(V) dV + P] / Pl(V) dV + P2 /
 2 p2(V) dV 
and 
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E[T.(x) T2(x)] = - P p (V) dV - PT Pl(V).dV 
so that 
Then.with 







and the ; orthogonal matrix 




P 1 7T P = 
'll " '12 
'll + ^12 
(4-23) 
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P " 1 7T P = 
3 P p (V) dV 
o I ^o 
lo 
P p (V) dV 
o I o 
lo 
(4-24) 
Since the diagonal elements, which are also the characteristic roots, 
are positive, TT_ is positive definite and thus satisfies the requirement 
that it be non-negative definite. 




x - xn 
1 lo 
X2 " X2o 
+ <5_(x_,x ) (4-25) 
so that 
N]_(x) = b 1 1(x 1 - x l Q) +'b12(x2 - X 2 Q ) + ^1(x,xo) (4-26) 
and 
N2(x) = b 2 1 ( X l - x l Q) + b22(x2 - X 2 Q ) + 62(x,xo) . (4-27) 
Differentiating Equation (4-26) with respect to x results in 
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3 N _ ( x ) -3 6 j ( x 9 x ) 
1 - _ h . 1 — -e 
3 x, D l l 3 x, (4-28) 





b l l + 
3 6.(x,x ) 





But, by virtue of Equation (A5-12), 
3 6n(x,x ) 1 — —o 
3 x. 
3 <S(x,x ) 


















































From the definitions of N (x_) and N (x_) , Equations (M--10) and (M--11), 
and 
b _ . v= P . p_(x_ ) + P p ( x , ) , 
i r • l l, io o o io 
(4-35) 
b 1 2 •= - P I P I ( X 2 G ) , (4-36) 
b 2 1 = " P i : P l ( x i o ) > 
(4-37) 
b22 = P l V V + P 2 P 2
( x 2 o ) * (4-38) 
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In order.that B be a symmetric matrix, 
b 1 2 = b 2 1 (*"39) 
Pl(x ) = P I ( X 2 Q ) , (n-MOy 
which would not generally be satisfied for arbitrary input;statistics. 
With the definition 
M. = E[V|"i" transmitted] , i = 1,2,3, (4-41) 
it appears that Equation (4-40) can be assured only;if 
(i) p (V + M ) = p.(V •+ M0.) (4-42) 
O O 2 2 
M + M,9 A 
(ii) M1 = -^Y—~ (4-43.) 
(iii) P = P_ . (4-44) 
o 2 
Many authors, such as Cramer (26), limit, by definition, the 
positive definite, positive semi-definite arid n on-negative definite 
properties to symmetric matrices only. Using this definition the B_ 
matrix would be required to be symmetric by,Condition 5. Other authors, 
such as Derusso, Roy and Close (27), do not require that the matrix 
first be symmetrical so that symmetry of B_ would: not be implied by 
Condition 5. However, the theorem later requires that an orthogonal 
matrix, P_, be found to diagonalize B_. In order that such an orthogonal . 
matrix exists, B_ must be symmetric * Therefore, regardless of the defi-
nition of positive definite used, the matrix B, must be symmetrical. 
(iy) p (V), p (V) and P9(V) symmetrical 
about M , Mn and 1VL, respectively. o 1 2 r 
These conditions are met, for example, when the three received signals 
are gaussianly distributed, with 
(a) equal but unknown spacing,; 
(b) P ; = 'P., but unknown, . 
o 2. 
2 2 
(c) a = a0 , but unknown. 
o l 
Under the four conditions,, (i) through (iv), 
and 
Pl(x ) = Pl(x2o) (4-45) 
p (x1 ) = p0(x0 ) (4-46) 
o lo r2 2o 
so that 
V = b 2 2 > (4"47) 




P p (x. ) +.P. p.(xn ) o, o lo 1 *l lo 
-Pl.Pl(xio? 
Pl Pl(xio? 
P p :(x. ) + P. p.(x. ) o o lo 1 1 lo 
(4-49) 
Using the orthogonal matrix, P, given by Equation (4-22) 
P 1 B P = 
"P p (x. ) +.2 P. p..(x. ) o o lo 1^1 lo 
P p (x. ) 
o o lo 
(4-50) 
so that the characteristic roots of B are 
b = P p (x. ) + 2 P. p,(xr ) 1 o o lo 1 J- 1 lo (4-51) 
and 
b0 = P p (x. ) . 2 o co lo (4-52) 
Since both are positive, B_ is positive definite as required by, Condition 
5 and 
b l > b 2 
as required later.-
Since P_ given by Equation (4-22) is the matrix which diagonalizes 




TT _ v = 3 P 11 o 
PQ(V) dV , 
and 
l o 
77 12 = i r 21 = ° ' 








* i i 
q l l 2 A b i -
1 
0 0 
3 A2 P 
o J Po (V> dV 
X1Q 
L l l 2A[P p (x ) + 2 P 1 p 1 ( x 1 ) ] - 1 o o l o 1 1 l o 
(4-53) 
2 * 
A TT 22 
L22 2 A b - 1 
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Then 
so t h a t 
A2P p (V) dV 
o 
: l o 
L22 2AP p ( V ) - 1 
o o l o 
(4-54) 
Q = P Q P 
- 1 
q l l , + q 2 2 
• q l l + q 2 2 
• q i l + q 2 2 
q i l + q 2 2 
(4-55) 
2 
3 A P p (V) dV 
o 
q -i-i = q 
10 
11 H 22 4A[P p (xn ) + 2 P . p n ( x . ) ] - 2 o o l o 1 1 l o 
(4-56) 
A^ P I p (V) dV 
o • J o 
^10 
4AP p (xn ) - 2 
o o l o 
- 3 A"" P p (V) dV 
o 
q 12 = q 21 
h10 
4A[P p (x_ ) + 2 P . p n ( x . ) ] • - 2 





A P p (V) dV 
o 
10 
4AP p-(x_ ) - 2 
o o lo 
Var-,(x. -:x. ) = Var.. (x_ - x0 ) = 
1 lo 2 2o n 
11 (4-58) 
and 
Cov (x - x • )(x - x ) = 
1 lo 2 2o n 
12 
(4-59) 
Minimizin'g the error variance with respect to A results in a 
complicated expression. However, minimizing each term of Equation • 
(4-56) separately provides a lower bound on the minimum error variance, 
Thus, for i = 1,2, . 
Min Var (x. - x. ) > — 
l 10 n 
3'P . / p (V) dV 
o J o 
X1G 
2[P p (x. ) +P.p.(xT )]' o-o, lo 1 1 lo 
(4-6G) 
P .-/.. p (V) dV 
o J o 
lo 
2[P p (x_ )]' 
ô o lo 
This result is ,similar to the minimum error variance9l given by Equation 
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(3-98), for the. analogous one dimensional criterion. 
Criterion: Minimize {P P[e 0].+ P, P[e 1] + P0 P[e 2]} 
• : -, O- • l i ' 2 ' ' 
The two dimensional average probability of error is given by 
rxi 
R(x) = P p (V) dV + Pn 
— 0 * 0 . 1 
p (V) dV (4-61) 
+ Px p.L(V) dV + P2 P2(V) dV 
The optimum thresholds are x such that this expression is minimized. 
—o 













if the partial derivatives are defined, so that 




Pl Pl(x2o) = P2 P2
(x2o) • ( ^ 6 5 ) 
The multidimensional Kiefer-Wolfowitz procedure, determines the 
vector ;for which a scalar function, f(x_), attains its unique maximum. 
Since R(x_) is assumed to possess a unique minimum, the procedure can, 
be applied by defining y(x_) such that 
f(x) = E[y(x)] , 
f(x_) = - R(JC) . (4-66) 
Receiver Structure 
Define the random variable 
y(x) = 
- 1 if incorrect decision made. 
• n -r *. A • • A (4-67) 
0 if correct decision made., 
so that 
f(x) = E[y(x)] 
f(x) = - R(x) , (4-68) 
and f(x) has a.unique maximum at x . With the sequences {a } and {c } 
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properly defined, the thresholds are adjusted according to 
and 
x l ,n+l = x l ,n " T~ C y ( x l " V V " y ( x l + ° n ' x 2 ) ] ( 4 ~ 6 9 ) 
n 
X2,n+1 = X2,n " IT ty(xi'x2 - CnJ " ̂ V ^ + %^ • (̂ 70> 
' n 
With: x. a n arbitrary vector, the recursive processes converge to x 
with probability one as n approaches infinity whenever Conditions 1 and 
2 are satisfied. The theorem assumes that each of the four random vari-
ables, in Equations (4-69) and (4-70) is generated from separate input 
observations. Thuss the ;two thresholds; are adjusted ,every four signal 
intervals. 
Equation (A6-7) of Condition 1. requires that the norm of the 
difference between f(>0 at any two values of x_, such that |xj is 
finite, is bounded. Thus f(x_) may have only;finite discontinuities 
for |x_| finite but infinite discontinuities for |xj infinite. R(x_) has 
only, finite discontinuities 9 if any, for all values of x_. Thus, this 
part of the condition is;satisfied. To evaluate the requirement of 
Equation (A6-8), define 
M(x,a) 
f(x1 + a,x2) 
f(x^,x + a) 
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and let 
g = (M_(x,-e) - ,M(_x,e),x. - x ) 
— T O 
(U-71) 
The second part of Condition 1 will be satisfied if g is positive for 
all x such that 
£ < X - X < °° 
i _ — o " 
Then, from the definition, 
g = (f(x -e.x^) - f(x1+e,x2) f.(x ,x -e) - fCx^x^e)) 
x. - xn 
1 lo 
X2 " X2o 
g = (x-i-x-i ) [f(x -e,x2) - f(x +e,x2)] 
+ (x -x0 ) Cf(.xn,x--e) - f(x. ,x +e)] I lo 1 2 1 Z 
x, -e 
= (x -x. ) [- P / p (V) dV - P. / 1 p.(V) 




+.P / p (V) dV + ?' j 2 p (V) dV] 
o ' *o 
x +e 1
 J c l 
— 00 
x -e 
+ (x2-x2o) l-?± / Pl(V) dV - P2 / p2(V) dV 
X2"£ 
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00 X + £ 
+ P 1 / p1(V> dV + P2 / p2(V) dV] 
x +e '-°° 
which can be written as 
x,+e x,+e 
g =,(xn-x, ) [Pn /
 1 p_<V)dV-.'.P J.1' p (V) dV] (4-72) 
l l o 1/ 1 o J o x -e x-i~e 
X • + £ X • + £ 
+ (x2-x2o) [P2 /
 2 p2(V) dV - T?1 J
 2 pl(V) dV] 
x2-e x2-e 
For £ smallj this becomes 
g = (x -x. ) 2e[P. pn(xn) - P p (x.).] (4-73) 
1 . lo 1 1 1 o o 1 
+ (x2-x2o) 2 E [ P 2 P 2 ( X 2 ) - P 1 P1(x2)] 
and both terms are positive, and Condition 1.satisfied, if unique 
solutions exist ,to 
Pl Pl(xl> = Po Po(xl> 
P 2 p2(x2) = P P l(x 2) 
which is also, from Equations (M--6M-) and (M—65), the condition neces-
sary to assure a unique solution, x ., to the criterion. 
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Condition 2 is always satisfied because y(x) takes on only 
finite values. Therefore, with both conditions satisfied, the 
thresholds defined by Equations (4-69) and (4-70) converge to x . 
The receiver block diagram based on these equations is shown in 
Figure 28. 
Convergence 
Condition 5 is always satisfied because y(x_) takes on only 
finite values. To examine Condition 6 , let 
h = (x - x , - (M(x,-c) - M(x,c))) 
so that the condition is satisfied if there exist positive numbers e, 
c and K., such that for 
o 1 
and 
c < c , o 
c < x - x < e , 
ll— —o M 
2 2 
h > Kn (xn - x, ) + Kn (x0 - x. ) 
1 1 lo 1 2 /o 
Then, from the definition, 
n x 
k l , n + l 
2 , n + l 
JL 
I n p u t 
Thresholds 
Xl " Cn' x2 
" ft" l,n+l n+1 
Thresholds, 





" 1 ' 




x i ' 
X2 + cn 
Decision, 























y ( x 1 + cn,x2) 
All 
Thresholds 
{a /c } 
n n 
Generator 
y(x1,x2 - c ) 
_ f ~ T+ T° A1 
y(x1,x2 + cn) 
l l 
Thresholds 
' 2 , n 
Figure 2 8 . Receiver Based on the Multidimensional Kiefer-Wolfowitz Technique 
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CO 
f(x -c,x ) - f(x +c,x ) 
h _ (* - xlQ) 
f(xl5x2-c) - f(x ,x +c) 
.+ - . : (x . x2o) . 
Using the representation of f(x_) given by Equation (A6-13) this 
becomes 
x. - x; . • n 
K - 1 lQ r , / s2 , , .2 




+ 6(x1-c,x2;xo) + b11(x1+c-xlo)' 
+ b22(x2~x2o) - 6(x1+c,x2;xo)} 
J. X2 " X2o r , • / s2 . , ,2 
+ — T ™ {" bll ( xr Xlo ) • b22(x2-C-X2o) 
+ 6(x1,x2-c;xo) + b11(x1-xlQ) 
2 
+ b22(x2+c-x2Q) ' - 6(x1,x2+c;xo)} 
which can be written as 
h = »bu(Xl-xlo) + (xrxlo) 
SCXj-c.x^x^) - 6(X 1+C,X 2;X Q) 
+ ltb22(x2-X2o) + (x2-X2o) 




For c sufficiently small, 
h = ^ ( ^ - x ^ ) 2 + ^b22(x2-x2o)
2 (4-7H) 
86(x,x ) 86(x,x ) 
- 2(x,-x, ) „ . ' - - 2(x -x„ ) 
1 lo 8 x : '2 2o 8 x 
The last two terms can be made arbitrarily small through the choice of 
e in Equation (A6-19), so that 
h > Kj- (x^x.^)2 + Kx (x2~
X2o)2 ' (4-75) 
and Condition 6 is satisfied, if 
K1 < 4 inf {bi;L, b } . (4-76) 
Therefore, as long as neither b nor b „ is zero, the condition can 
be satisfied. 
Condition 3 requires that f(x_) can be represented as in Equation 
(A6-13) where B is a positive definite matrix. Thus 
f(x> = ao - b 1 1 ( V x l o )
2 - (b12+b21)(Xl-xlo)(x2-x2o) (*-77) 
- b22(x2-x2o)
2 + SU,^) 




~- "bll + 
8 6(x,x ) 
~T7T~ (4-78) 











But the requirement imposed on 6(x,x ) by Equation (A6-14) is such that 
•—*-© 
8 6(x,x ) 
8 x. 
8 6(x_9x ) 
x=x 
— —o 
8 xx 8x2 



























The requirement that B_ be symmetric in:this case presents no problem, 
since only the sum of b and b^, is defined. Thus, to make _B_ sym-
metric, let 
b 1 2 = b 2 1 
32f(x) 




These elements are then determined from the definition of f(x_), Equa-
tions (4-66) and (4-61), with the results 
b..-= P. p/(x' ) - P p '(x, ) 11 1 1 lo o ̂ o lo (4-85) 




,(x2o) , - P i W (4-87) 
Since B_ is already a diagonal matrix, b and b 9 9 are its 
characteristic roots, which must be positive for B to be positive 
definite. . For unimodal density functions and reasonably well separated 





Pl'(x ) >.0 , (4-88) 
PQ'(x ) < 0 , (4-89) 
b l l > 0 (4-90) 
P 2'(K 2 G) > 0 (4-91) 
Pa'(x2G) < 0 (4-92) 
b 2 2 > o . (4-93) 
In addition, since B is diagonal, the required orthogonal matrix is 




Using the definition of Z;(x,a) given by Equation (A6-11) and 
Condition 4, the TT element of the /n. matrix : is def ined as 
169 





- y(x +c,x„,) + f(x +c,x )] } . 
But 
lim f(x +c,x ) = lim f(x -c,x ) (4-96) 
c-K) c+0 
so that 
^ll = l i m E ^ y ( x 1 - c , x 2 ) - y(x 1+c,x 2)]




The difference of the two random variable terms does not vanish in the 
limit because the.terms are generated from independent observations. 
Thus 




^n = -f(2L>) - 2f2^x ) - f<*J 11 —o —o -o 
IT.' = 2[R(x ) - R2(x )] . (4-98) 
11 —o —o 
Similarly 
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7T = 2[R(x ) - R2(x )] 
22 —o —o (4-99) 
and 
12 







Terms which become 
zero in the limit. 
so that 
12 
lim {f(x -c,x ) f(x.,xh-c) 




- f(x1-c,x2) f(xl5x2-c) '+ f(x +c,x ) f(xl5x2+c)} 
IT.. = f2(x ) ~ f2(x ) - f2(x ) + f2(x ) 
12 —O —C» —O —O 
ir = 0 (4-100) 
and similarly 





2[R(x ) - R2(x )] 
-K3 — O 
2[R(x ) - R\(x )] —o —o 
(4-102) 
Since the characteristic ,roots, IT and TT00, are positive, IT is posi-
11 22 
tive definite and therefore satisfies the requirement that it be non-
negative definite. Since P_ is the identity-matrix, 
IT = P " IT P = IT (4-103) 
and 
* -1 
w = p x W P = w 
(4-104) 
Let 
A, = 1 = sup {bJ1, b22> , (4-105) 
A2 = inf {b2l9 b22> , (4-106) 





so t h a t 
and 
2 A 2 [ R 0 O - R 2 (x^) ] 
w"n = - — r r V - 1 ~° • (4"107) 
2 A2[R(x ) - R 2 ^ ) ] 
w"22
 = — o V -i~° (4-108) 
w 12 = W 21 = ° •»' (4-109) 
2 A2[R(x ) - R2(x•.)•] 





2[R(x ) - R2(x )] 




Cov (xj.-x ) (x2-x2o) = .0 .. (4-112) 
Equations (4-110) and (4-111) are similar to the resulting error vari-
ance, Equation (3-183), for the.analogous one dimensional criterion. 
For the special case where the input density functions are 
equal and equally spaced gaussian densities and the three signals are 
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equally likely to occur. 
Pl V ( V = P2 P2,<X2o) =•" Po Po',(xlo?. = - Pl Pl'(x2o> 
so that 
b l l = b 2 2 = 2 P l , P l ' ( x l o ) ' (4"113) 
Var (x -x. ) = .Var (x -x_ ) , 
1 lo 2 2o 
and 
. 2 A2[R(x )-- R2(x )] 
Var (x.-x. ) = -• — - 2 — -=°— , (4-114) 
1 " • • T 1 6 A P 1 P i
, ( x i o ? - 1 
n 
for i = 1,2. If A is selected such that 
A = l A [ 2 P l P l - ( x 1 0 ) ] , 
f o r i = 1 , 2 , 
R(x ) - R 2 ( x ) 
Min Var ( x . - x . ) = —• — =—^2-— ( 4 - 1 1 5 ) 
1 1 0 i ^ p l P l - ( x l o ) ]
2 
n 
which has the same form as,; Equation (3-184)., when . evaluated for equiva-




DISCUSSION AND RECOMMENDATIONS 
The mathematical theorems of,stochastic approximation have been 
shown,to be.readily applicable to the single threshold, adaptive 
receiver problem for many criteria of engineering importance.. Although 
the theorems themselves are somewhat.abstract,and complex, the itera-: 
tive >form of the resulting receivers make their synthesis and.operation 
simple. The only storage required is a one interval delay of the 
threshold setting; calculations involve only simple operations of: 
simple quantities. This is in contrast to most pattern recognition 
techniques which are simple: and. straightforward in principle, but 
result in receivers requiring extensive calculations and storage. 
For the one dimensional problem, the critical;step in applying 
the theorems is in defining a random variable, T(x), whose expectation 
is properly related to the performance criterion of interest. With 
the theorems providing only conditions on T(x) and no guidance for 
selecting it, this usually involves a trial and error process. Once 
this random variable has been defined, synthesis and evaluation of the 
receiver is straightforward. 
In the heuristic development of stochastic approximation in 
Chapter II, T(x) was considered a* "noisy" estimate of N(x). In appli-
cations, the distinction between T(x) and the noise corrupted input 
signals must be kept clear. The input signal is composed of a trans-
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mitted;signal-which is corrupted in;some.,random manner; thus it is 
physically a noisy signal. This random signal:is compared to,a thresh-
old and a decision made regarding the symbol transmitted, On the other 
hand, T(x) is a random variable internally generated,on the basis of 
the decision and'the true signal; thus it is physically a "clean" 
signal. Still it is convenient to think of T(x) as a."noisy" repre-
sentation of N(x) since it is a random variable whose expectation ,is 
N(x). 
Multidimensional problems likewise require proper,generation of 
a random variable, although in some cases it may be vector valued. The 
resulting receivers are only slightly more complicated;than the one 
dimensional receivers and are still considerably simpler than those 
resulting from other techniques. However, interpretation of the mathe-: 
matical requirements and their consequences is not,so straightforward. 
In fact, the functional form of some of the resulting equations, and 
the extremely non-linear manner in which the thresholds enter into them, 
makes explicit determination of requirements on the input statistics 
difficult. It may be that the multidimensional theorems are applicable 
to as wide a class of input statistics as are the one dimensional 
theorems.: For the criteria considered, only sufficient, and not 
necessary, conditions on the input:statistics were obtained. The class 
of input signals which satisfies the sufficient conditions is:relatively 
small, but important in engineering applications. 
Obtaining the Training Sequence 
During training, both the actual received signal and the true 
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transmitted sequence must be available at the receiver, Of course, all 
of the input statistics which enter into the performance criterion must 
be -the same during training as they are during operation. Since the 
need for an adaptive receiver arises only when complete statistical, 
information is not:.available, artificial training signals cannot 
generally be properly generated. Training must therefore normally be 
accomplished in the operating environment. 
One method of obtaining the true sequence would be to switch the, 
transmitter to a special error correcting code mode during training. A 
second receiverj with decoding and error correcting capability would 
provide an essentially error-free sequence to.the receiver being 
trained,,, Occasional errors "in the sequence would have little ,effect on , 
the convergence rate since threshold.adjustments are often in the wrong 
direction, even with an accurate sequence. 
A second method would be to slow down,the transmission data rate 
during training. Again a second receiver channel, including a narrow-
band filter, would be required. With the reduced data rate, the narrow-
band filter reduces the effects of.noise without,affecting the signal 
amplitude., A threshold type decision device, operating with a reduced 
probability^ of error, would then provide a sufficiently accurate sequence 
to the adaptive receiver,. 
Some criteria are such that.no special training techniques are 
required. For example, a radar system, whose performance criterion 
involves only noise statistics, may be trained any time there are no, 
or few, targets within range. In fact, for many systems, the effective 
input noise is primarily due to internally generated * front-end noise. 
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In such cases, training may even be accomplished in a RF controlled 
environment, without transmitter or antenna. 
Limitations 
Stationary Input Statistics 
The most severe limitation of the stochastic approximation tech-
nique stems from the requirement that the input statistics be,stationary. 
Although the requirement only concerns the statistics during training, 
the .threshold setting obtained is optimum or near optimum only for as 
long as the statistics remain essentially unchanged. In practical. 
applications the statistics will always change with time, to some extent. 
The receiver must be periodically retrained to maintain satisfactory 
performance. This shortcoming is characteristic not only of the : 
stochastic approximation technique, but on any supervised learning 
technique 
Several factors influence the frequency of training. The amount 
of training time required to set the threshold within acceptable limits 
is of prime importance. Since,the error variance;is a function of the 
number of:iterations in the training period, the system's data rate 
will determine the actual amount of time required. Thus, a system 
with a high data rate will require a smaller percentage of available 
operating time for training than a system with a low data,rate. The 
rate at which the input statistics change and the, sensitivity of 
receiver performance to threshold accuracy will also influence, the, 
required;training,frequency. 
For systems in which the statistics change slowly compared to 
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the required training time, the percentage of available operating time 
devoted to training is low and a supervised learning technique is 
practical. For systems in which the^statistics change at a rate 
comparable to the required training time, training would be almost 
continuous and such techniques are not practical. 
In some applications, changes occur from signal interval to 
signal:interval in a random manner, which can,be described by a proba-
bility density function. For such cases, the randomness of these rapid: 
changes is combined with the randomness of the transmitted signal;and 
channel noise to determine a complete a posteriori input probability 
density, function for each symbol. The receiver converges to the 
optimum threshold in the normal manner; the only difference is that 
the,value of the optimum setting is influenced by the additional random 
factor. \ 
Independent Observations 
The finite bandwidths of real systems make completely independent 
observations impossible to obtain in practice. On the other hand, the 
amount of dependence,generally decreases rapidly with an increase in 
time between.observations. The .dependence can therefore be made arbi-
trarily small so that this requirement is not a severe limitation.; 
This requirement has been reduced somewhat by Sakrison (28). 
The .weaker restriction cannot be expressed'directly in ,terms of the 
observations or their distributions but involves a measure of the 
predictability of the observations. Yet he does note that most real 
processes would be expected to satisfy the requirement. 
Recommendations -
There appear to be. several areas deserving further research, 
both mathematical and engineering. :- Sacks' asymptotic distribution 
theorems hold only for A greater than some minimum, non-zero value, 
whereas the basic theorems assure convergence for all positive values 
of A. Convergence properties for the smaller values of A should:be 
determined. 
Sakrison showed that the processes will converge even if there 
is some, dependence between observations. •-' The effect of dependent 
observations on convergence rate should be evaluated, either through 
mathematical derivation or system simulation. 
Increased interest in pattern recognition makes the multidimen-
sional processes the most promising area of future study. Mathematical 
work,should be,directed;towards reducing the conditions of'both the 
basic theorems and the asymptotic distribution theorems, so that the; 
theorems can be applied to a larger class of.input signals. In addi-
tion, the:conditions should be determined explicitly in terms of the 
input statistics to enable more direct application of the theorems.. 
Computer simulation or actual system studies should be carried 
out, prior to or in conjunction .with the theoretical work. Results 
would likely suggest areas in which further theoretical work should be 
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APPENDIX I 
ROBBINS AND MONRO'S FIRST THEOREM 
Let N(x) be a fixed but unknown real-valued function of xand x 
o 
be an unknown value of x such that, for some 
6 > .0 , 
and 
N(x) < - (S for finite x < x (Al-1) 
o 
N(x) > 6 for finite x > x . (Al-2) 
o 
Define a random variable, T(x)9 such that 
! E[T(x)] = N(x) (Al-3) 
for all x, and for some finite positive constant, C, 
Pr[|T(x)1 < C] = 1 (Al-4) 
for all x. Define a sequence, {a } , such that 
n 
T a = <» , (Al-5) 
- i n 
n=l, 
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T a 2 < - . (Al-6) 
- i n n=l 
Then the nonstationary Markov chain.defined by the recursive equation 
x _ .= x - a T(x) , (Al-7) 
n+1 n n 
where x1 is an arbitrary, finite number, converges to x in mean square 
and with probability one as n approaches infinity. 
Robbins and Monro's second theorem, stated in Chapter II, 
requires, by Equations (2-8), (2-9) and, (2*10), that N(.x) be non-
decreasing and that N(x ) and Nf(x ) be defined. Their first theorem 
to o o 
requires, by Equations (Al-1), and (Al-2), only that N(x) be positive for 
finite values of x greater than x and negative for finite values of x 
less than x . Thus N(x ) and N'Cx.) need not be defined and N(x). may 
o o o 
asymptotically approach zero as x approaches plus and minus infinity. 
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APPENDIX II 
ASYMPTOTIC BEHAVIOR OF MINIMUM ERROR VARIANCE FOR 
THE CRITERION: MINIMIZE {P P[l|o] + 'P, P[0|l]} 
o ' 1 ' 
When the input signals have the gaussian density functions given 
by.Equations (3-17) and (3-104), 
a = _ ° _ f exp {-t
2/2} dt (A2-1) 
V2T J • 
u 
o 
P rUo (t-M /a) 2 
exp { i — } dt (A2-2) 
/2T 
For the minimum probability of error criterion, the normalized optimum 
threshold is determined from 
P p (u ) = P. p_(u ,) . . (A2-3) 
0 0 0 1 1 o 
The left-hand side i s 
P p (u ) =.P — — exp {-u 2 /2} 
O ^ O O O FT— r O 
/2TT a 
or, by taking the natural logarithm and rearranging, 
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u = J 2 | l n [ / 2 ! T i " a p (u ) ] 
O O 
(A2-5) 
R e w r i t i n g E q u a t i o n (A2-3) 
(P / P ; ) p (u ) = . p n ( u ) 
O 1 O G 1 O 
so t h a t 
n (u - M . / a ) 
(P / P . ) p (u ) = — ^ - - exp {- ° • 1 } 
o 1 o o rr- 2 
/2TT a 
or, by taking the natural logarithm and rearranging, 
( u -M / a ) .__• 
° 0 = - I n C ( P - / P n ) /2TT a.p- (u . ) ] 
2. o 1 0 0 
(A2-6) 
and 
I . / a - u = J 2 | l n [ ( P / P . ) /2TT a p (u ) ] | . (A2-7) 
1 o v ' o . l o o ' 
Wozencraft and Jacobs (29) show that the integral 
q(p) =..• — exp {-t2/2} dt 
is bounded by 
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1 exp { - p 2 / 2 } ( 1 - 1 / p 2 ) < q (p) < — ^ — exp { - p 2 / 2 } (A2-8) 
V2T\ p /2TT a 
for p greater than zero. As p becomes large, the bounds become tight 
and 
q(p) = - ^ — exp { - p 2 / 2 } .-, (A2-9) 
I/2~TT" 
Therefore , for l a r g e u (M l a r g e ) , 
a = — e x p {-u /2> 
nr~ u o 
/2 IT o 
or, using Equations (A2-4) and,(A2-5), 
P exp {In /2TT O p (u )} 
o o o 
a = - ' . ' • " • . " " • -
^ J 2 | l n [ / : 2 7 a p (u ) ] | 
but 
exp {In A} = A 9 
so t h a t 
a P p (u ) o o o a = 
> / 2 | l n [ / 2 T a p (u ) ] 
O G 
For l a r g e u , p (u ) i s v e r y s m a l l and 
• 0 * 0 0 
ln/2~n" a I << I In p (u ) V o 
so t h a t 
a P p (u ) 
o r o o 
a = ' • ' • ' - • . 
/ 2 | l n "p (u ) 
I r o o 
3 , from E q u a t i o n ( A 2 - 2 ) , may be w r i t t e n a s 





so t h a t f o r l a r g e M , 
Pn - • , . (u - M . / a )
2 
1 1 . r O 1 
(M, /« - u ) e x p { " 
or, using Equations (A2-6) and (A2-7), 
' P . (P /P , ' ) /2TT a p (u )• 
1 o .1 f o . . o  
™ V2|ln[(P / P . ) S a . p . ( u )] 1 o 1 ^o o 
N o t i n g t h a t f o r l a r g e u 
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l n [ (P / P J / 2 T T a p (u ) ] | = l ln p (u. ) | , 
o 1 o o ' ' o o . 
this becomes 
a P p (u ) 
° ° ° , (A2-11) 
/2|ln"p (u. ) 
I x O O 
which is the same as the expression for a given by Equation (Al-10). 
Thus for large M , a and B are approximately equal and, 
R = a + 3 = 2a = 23 (A2-12) 
so that when two observations are used to generate y(x + c) and y(x - c), 
Equation (3-164), the minimum error variance for large M is ; 
4 
Min Var (x - x ' ) = -2-r- ^- , (A2-13) 
n o 2 D 
nc 
where 
D = [P ' f / ( u ) - P f ' (u ) ] 2 . (A2-14) 
• l l i O O O O 
Using the approximation of Equation (A2-9) this is 
4 P exp {-u 2/2} 
Min Var (x - x ' ) = --- — ^ — — . (A2-15) 
nc /2TT U D 
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Using the definition of f (u ) given by Equation (3-160), the 
minimum error variance when one observation is used, Equation (3-163), 
becomes 
3 P exp {-u 2/2} 
MinVar (x' - x ' ) = - —2. _ . (A2-16) 
n .' ° nc ^ T D 
Therefore the normalized minimum error variance increases slower with 
M when two observations are used than when one.observation is used 
due to the extra factor of u in the denominator. However the actual 
o 
required training time may or may not be less because of the extra 
a/c factor in the complete expression. 
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APPENDIX III 
THE KIEFER-WOLFOWITZ THEOREM 
Le t M(x) be a f i x e d b u t unknown B o r e l - m e a s u r e a b l e f u n c t i o n w i t h 
a u n i q u e maximum a t x = x and f o r 0 < t < t n < t ^ < °° , V o o 1 2 
i n f ( x - x ) [ M ( x - e ) - M(x+e)] 
t , •< I x-x I < t_ °- — — > 0 . (A3-1) 
1 o ' 1 e 
0 < e < t 
o 
In addition, for all x and suitable D and•P 
M(x+1)-M(x)| < Dx + D2 |x| . (A3-2) 
Define a random variable, Y(x), such that 
E[Y(x)"J= M(x) (A3-3) 
for all x, and 
sup E[Z2(x)] < oo , (A3-4) 
where 
Z(x) = Y(x) - M(x) .• • (A3-5) 
n 
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Define two sequences of positive numbers, {a } and'{c }, such that 
I an =.« , (A3-6) 
n=l 









Then the recursive equation 
a 
x ^ = x - -— [Y(x-c ) - Y(x+c )] , (A3-9) 
n+1 n c n n n 
with, x an arbitrary finite number, converges to x with probability 
one as n approaches infinity. 
Kiefer and Wolfowitz (19) introduced.this method and proved 
convergence in probability, under similar conditions. Blum (13) later 
showed convergence with probability one, under more general conditions. 
This statement of the theorem is due to Sacks and is a part of his 
second theorem (21). 
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APPENDIX IV 
CONVERGENCE OF THE KIEFER-WOLFOWITZ PROCEDURE 
M(x) has a continuous second derivative in a neighborhood 
of x with 
o 
MM(x ) = -2p . (A4-1) 
o 
Let 
Z(x) = Y(x) - M(x) ' (A4-2) 
then 
lim E{[Z(x-a) - Z(x+a)]2} = A2 (A4-3) 
x->xQ 
a+0 
or, in case. Z(x-c ) and Z(x+c ) are uncorrelated, 
n n 
2 A2 




lim sup I Z (x, ) dP = 0 . (A4-5) 
R-*»' k J k 
{|z(x. )| > R} i ]<, i 
If the three'Conditions are satisfied, the Kiefer-Wolfowitz procedure 
defined in,Appendix III, with 
L 
c = n 4 , (A4-6) 
and i 
a = A/n , (AU-7) 
where A is such that 
A p > 1/8 , (AU-8) 
converges to x in mean square and,with probability one as n becomes 
infinite and (x -x ) is asymptotically normally distributed with mean 
zero and 
n 
This theorem is due to Sacks and.it* together with the theorem 
of Appendix III, is his theorem number two (21). 
The value of A that minimizes this expression is 
and the minimum value of the error variance is 
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A = l/4p = - l/2M"(x ) (A4-10) 
o 
2 
Min Var (x -x ) = - i ^ — ' . (A4-11) 
n 4[M"(x )•] 
o 
APPENDIX V 
THE MULTIDIMENSIONAL ROBBINS-MONRO PROCEDURE 
Let -N_(x) be a: fixed but unknown vector-valued function of the 
vector x and x be an unknown value of x such that 
— —o ' — 
N(x ) =- 0 . (A5-1) 
o —. 
Define a random variable, T(x), such that 
E[T(x)] = N(x) for all x (A5-2) 
and.a sequence ,of positive, real numbers such that 
I a = co , (A5-3) 
n=l 
7 a z < oo . (A5-4) 
-i n 
n=l 
Then the. recursive equation 
x n = x - a T(x) (A5-5) 
-n+1 --n n — — 
where x_ is an arbitrary vector, converges to x with probability one 
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as n approaches infinity, whenever Conditions 1, 23 and 3 are satis-
fied. Condition 1: N(x) is Borel-rneasurable and for every positive e 
inf 
1 I  || ̂  (x-x , N(x)) > 0 . (A5-6) 
— > x-x > e Q ' _ _ 
e " o" 
Condition 2: There exists a positive* constant K such that, for all 
N(x)|| < Kx H^-xJI . (A5-7) 
Condition 3: Define 
Z(x) - T(x) - N(x) , (A5-8) 
then 
sup E| |z(x) | | 2 < °° . (A5-9) 
Condition 4: 
lim E(Z(x) ZT(x)) = IT , (A5-1G) 
x->x 
o 
where' TT is a non-negative definite matrix, 
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Condit ion 5: For a l l x 
N(x) = B(x-x ) + 6(x,x ) (A5-11) 
_ _Q _Q 
where B is a positive definite matrix and 
6(x,x ) II ='©( | |x-x ) as | |x-x || -> 0 . (A5-12) 




{ ||Z0^)|| > R} 
Z^)]! 2 dP = 0 . (A5-13) 
Let b , b , ..., b denote the characteristic roots of B_ in decreasing 
order. Find an orthogonal matrix P such that P_ B_ P_ is a diagonal 
matrix and let IT . . be the elements of 
i: 
IT" = P"1 TT P . (A5-14) 
Define Q as the matrix whose (i,j)th element is 
A2 TT*. 





Q*.= P Q P 1;. (A5-16) 
If the six Conditions are satisfied and 
a .= A/n , (A5-17) 
n 
where A is such that 
Ab > i;, (A5-18) 
2 
n (x -x ) is asymptotically normally distributed with mean zero and 
covariance matrix Q*. 
Blum (22) extended the Robbins-Monro method to the multidimen-
sional case, and proved convergence with probability one. Sacks later, 
determined the asymptotic distribution of the error and it is his fifth 
theorem (24) stated here. 
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APPENDIX VI 
THE MULTIDIMENSIONAL KIEFER-WOLFOWITZ PROCEDURE 
Let f(x_) be a fixed but .unknown: real valued function of the 
vector x and x be a value of xfor which f(x) has a unique maximum, 
. — •• — o — . — 
Define a real valued random variable., y(x), such that 
E[y(x)l = f(x) (A6-1) 
and two sequences of positive, real numbers, {a } and {c }, satisfying 
) a = °° 
n=l, 
(A6-2) 













Let e. be the vector whose ith coordinate is 1 and whose other coordi-
—i 
nates are 0 and define 
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Y(x,a) = 
y(Px_ +' ae^) 
y(x•+ ae ) 
—H 
(A6-5) 
where q is the dimensionality of x_. Then the recursive equation 
x.+n = i -~ :CY(x,-c ) - Y(x,cn)] 
-n+1 —n c •• n n 
n 
CA6-6) 
where x, is an arbitrary vector, and each component of Y_(x_,-c') and 
Y_(x,c ) is generated from an independent observation,; converges to x 
with probability one as n approaches infinity, whenever Conditions 1 
and 2 are satisfied. 
Condition 1: f(x) is Borel-measurable, has a unique maximum at x , 
—o 
and f o r some p o s i t i v e c o n s t a n t s D a n d , D . , 
f(x+l_) - f ( x ) | | < D •+ D | |xj (A6-7) 
and f o r 0 < e < e < e < 
i n f 
^ < Hx-xJI i £2 
0 < -e < e 
( M ( x , - e ) - M ( x , e ) , x - x ) 




f(x_ + ae_x) 
f'(x_ + ae_2) 
f(x_+ ae ) 
(A6-9) 
Condition 2: Let 
z(x_) = y(x) - f(x) (A6-10) 
and define 
Z(x,a) = 
z(x + ae. ) 
z(x + ae_9) 
z(x + ae ) 
_ - • - q _ 
(A6-11) 
then 
sup E{||Z_U90)||^} < 
x 
(A6-12) 
Condition 3: For all.x 
f(x) = a - (B(x-x ), x-xn) + 6(x,x ) — o o 0 — —o 
(A6-13) 
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where a is real, B_ is a positive definite q x q matrix, 
and 
6(x,x ) = o(||x-x IÎ  ) as ||x-x II -• G . 







E(U(x»-c) - Z_(x_,c)) (Z_(3Ci-c).- Z_(3c_,c))).•= £•• (A6-15) 







\\\ > R> 
where 
(A6-16) 
Z^ = Z(^,-ck) - Z C ^ , ^ ) (A6-17) 
Condition 6: There exist positive numbers e. c , and K, such that for 
o 1 
all 
c < c (A6-18) 
and all x satisfying 
c < |x-x I  < e , (A6-19) 
11 o " 
[x_ - XQ. (M_U 5-C) - M_U5c)) ^j > Kj^-xJI
2 . (A6-20) 
Let b , b^ , ..., b denote the characteristic roots of B_ in decreasing 
order. Find an orthogonal matrix P_ such that P_ E P_ is a diagonal 
matrix and let 
TT* = P X TT P . (A6-21) 
Let 
A2 'TT*-. . 
W... = T T T — 7 # - T r (A6-22) 
11 4Ab. + 4Ab.•- 1 * 
I D 
W = (w..) 
- 1J 
and define 
W* = P W P . (A6-23) 
If the six Conditions are satisfied, with 
K < 4b. (A6-24) 
1 " q 
in Condition 6, and 
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1_ 
c = n 4 r (A6-25) 
n 
and 
a = A/n (A6-26) 
n 
where A is such that 
AKX > \ , (A6-27) 
k 
n (x-x ) is asymptotically normally distributed with mean zero and 
— •—o . 
covariance matrix H*. 
Blum (23) extended the Kiefer-Wolfowitz method to the multi-
dimensional case and proved convergence with probability one. Sacks 
later determined the asymptotic distribution of the error and it is 
his sixth theorem (25) stated here, 
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