Empirical point processes such as neuronal spike trains can show changes in the rate at multiple time scales. In order to test the null hypothesis of constant rate and to estimate the change points, a multiple filter test (MFT) has been proposed by Messer et al. (2014) that uses filtered derivative processes and that can be applied under the assumption of independent life times.
Introduction
In the analysis of empirical point processes on the line such as for example neuronal spike trains many approaches assume the process parameters to be constant. Therefore, one requires preprocessing steps that identify structural breaks, or change points, in the process parameters such as the mean rate previous to further analysis.
Motivated by the statistical analysis of neuronal spike trains whose lifetime distributions can be highly diverse, we focus here on change points in the rate with the following properties. First, these changes can occur on different time scales. Second, other process parameters such as the variance cannot be assumed to be known in practice. Third, independence of life times can not always be assumed as some spike trains may show short range dependencies (Ratnam and Nelson, 2000; Chacron et al., 2001; Nawrot et al., 2007; Farkhooi et al., 2009) .
In order to detect changes in the mean rate (or lifetime), a classical approach is the analysis of moving sum statistics, compare the textbooks of Brodsky and Darkhovsky (1993) ; Basseville and Nikiforov (1993) ; Csörgő and Horváth (1997) . Change point models usually include (Gaussian) sequences of observations (cmp. e.g., Yao and Davis, 1986; Gombay and Horváth, 1990; Horváth, 1993; Hušková and Slabý, 2001) , linear regression models (cmp. e.g., Horváth, 1995; Horváth et al., 2007; Hušková and Kirch, 2012) or autoregressive models (cmp. e.g., Davis et al., 1995; Hušková et al., 2007 Hušková et al., , 2008 . Approaches that allow for dependencies have been developed by, e.g., Tang and MacNeill (1993) ; Lavielle (1999) ; Ray and Tsay (2002) ; Berkes et al. (2006) ; Dehling et al. (2013) ; Kirch and Muhsal (2014) . Results that are specifically designed for point processes on the line are provided, e.g., by Kendall and Kendall (1980) ; Csörgő and Horváth (1987) ; Steinebach and Zhang (1993) ; Messer et al. (2014) . Several interesting multi scale methods have been proposed recently (Frick et al., 2014; Fryzlewicz, 2014; Messer et al., 2014) .
Here we extend the multiple filter test (MFT) proposed in Messer et al. (2014) to respecting weak dependencies in the life times. The MFT was designed for point processes with a wide range of lifetime distributions and uses a filtered derivative approach and an asymptotic scenario that allows to detect change points at multiple time scales by simultaneous application of multiple moving windows. In Messer et al. (2014) independence of life times was assumed. If this assumption does not hold, even short range dependencies may have an impact on the filtered derivative process (see section 4).
In section 2 we briefly discuss the model and summarize the idea of the MFT which is based on process convergence of the filtered derivative. We state general conditions that are sufficient for the application of the MFT. In section 3, we evaluate the scenario of weak dependencies of the life times. In particular, we use point processes with stationary and ergodic life times and introduce local parameter estimators in the case of m-dependence for which we show consistency under the null hypothesis. The main idea is that the filtered derivative under independence uses the variance of the lifetimes ξ i , σ 2 := Var(ξ 1 ), as a scaling factor. If serial correlations are non-zero, this term needs to be replaced by
Under m-dependence, ρ 2 consists of only m + 1 summands, which makes it tractable for practical application. Therefore, we use simulations of m-dependent processes in section 4 in order to investigate the empirical performance of the proposed methods in practice. We first illustrate that disrespecting temporal dependencies can yield erroneous results. Second, we develop an algorithm that uses parameter estimators within local windows and show good performance with regard to the number and location of detected change points. In particular, we also illustrate that global estimators in contrast can yield erroneous results especially in the case of change points. Finally, we discuss the practical issue of estimating m. We find that estimation precision of m is less important than estimation precision of ρ 2 because neglecting small summands in ρ 2 can reduce variance and therefore be advantageous (section 4.1.1). Finally, we give a practical example analyzing the dependency structure and the set of change points in a data set of empirical spike train recordings showing weak dependencies.
The Filtered derivative approach with Multiple Filters
We write a point process on the positive line as an increasing sequence of events 0 < S 1 < S 2 < · · · , or alternatively as the (a.s. positive) life times {ξ j } j≥1 , where ξ 1 = S 1 and ξ j = S j − S j−1 for j = 2, 3, . . . or by the counting process (N t ) t≥0 , where N t = max{j ≥ 1 | S j ≤ t} for t ≥ 0, with the convention max ∅ := 0. In practice, we restrict a point process on [0, ∞) to a finite time horizon [0, T ], for T > 0. The aim is to construct a test for the null hypothesis that the life times have a constant mean, i.e., that the rate of the process is constant. Formally, for µ > 0, (µ j ) j > 0 and T > 0, we test the null hypothesis
against the alternative
If the null hypothesis is rejected, we are interested in estimating the change points c 1 , . . . , c k . We will particularly assume the life times to show weak dependencies.
Multiple filtering In the filtered derivative approach, one studies the numbers of events, N le := N t − N t−h and N ri := N t+h − N t in the left and right windows of size (or bandwidth)
One obtains the filtered derivative process
(for an appropriate estimatorŝ) for t ∈ τ h . Thus, the window size h and the time T grow linearly in n. Under specific conditions onŝ and on the life times that include especially independence, one obtains the following convergence in distribution as n → ∞,
where d −→ denotes convergence in distribution and W is a standard Brownian motion (cmp. Steinebach and Eastwood (1995) or Messer et al. (2014) ). In Condition 2.1 we state a set of general conditions that imply this convergence and that allow for a certain degree of dependence between the life times.
One advantage of this convergence is that, in contrast to approaches associated with extreme value type limits, it allows the simultaneous use of multiple windows in a fixed window set H := {h 1 , . . . , h k }. For n → ∞ one obtains the following convergence for the test statistic across all window sizes
A single point process (N t ) t on the left yields multiple filtered derivative processes {(G (n) h,t ) t |h ∈ H}, and in the same way one single Brownian motion (W t ) t on the right yields multiple limit processes {(L h,t ) t |h ∈ H}. The distribution of the right hand side can be approximated by Monte Carlo procedures, and the respective quantile yields the rejection threshold for the test of the null hypothesis.
In Condition 2.1 we give general conditions for the applicability of the MF approach in order to prepare for weakly dependent processes. 
General conditions for Multiple Filtering
Thereby, P −→ denotes convergence in probability. The next result states that a sequence of life times together with a sequence of estimators that fulfill Condition 2.1, imply the convergence (4). To that end, let M denote all pairs (
that satisfy Condition 2.1. These sequences {ξ i } i≥1 in M are interpreted as the null model of point processes with a constant rate.
denote the set of càdlàg functions endowed with Skorokhod topology. There, we show that (G
Then, continuous mapping implies convergence of the temporal maximum as stated.
For t ≥ 0 let Z (n) t := (N nt − nt /µ)/(nσ 2 /µ 3 ) 1/2 denote the rescaled counting process. According to Billingsley (1999, Thm. 14.6.) it follows from condition (6) that in
Due to the consistency assumption (7), the estimatorŝ can be exchanged with the scaling (2nhρ 2 /µ 3 ) 1/2 by Slutsky's theorem. ✷
A simple example for processes in M is a renewal process with i.i.d. and a.s. positive and square-integrable life times. Then condition (6) holds (cmp. e.g., Billingsley (1999) ). Usingμ (n) and (ρ (n) ) 2 as the empirical mean and variance of the life times, the family ŝ
h,t := 2nhρ 2 /μ 3 satisfies the consistency condition (7). A second example has been studied in Messer et al. (2014) . There, the life times were assumed to be independent, but certain changes in the variances of the life times were allowed for. In Messer et al. (2014) also a consistent family of estimators was proposed that only relies on the information within the corresponding windows.
In the following, we extend the class of renewal processes by allowing weak dependencies within the sequence of life times.
Multiple Filtering in Case of Weak Dependencies
The main purpose of this paper is to study the multiple filter test (MFT) in case of weakly dependent life times. To that end, we introduce processes with stationary and ergodic life times (PSEs). In particular, such life times are identically distributed, but may exhibit weak dependencies. For the special case of m-dependent sequences, we propose two consistent sequences of estimators, such that the multiple filter conditions (2.1) are fulfilled.
Point process with Stationary and Ergodic Life Times (PSE)
Let the life times {ξ i } i≥1 be square-integrable and stationary strictly stationary, i.e., for all n ∈ N, s 1 , . . . , s n ∈ N and k ∈ N it holds (ξ s 1 , . . . , ξ sn ) ∼ (ξ s 1 +k , . . . , ξ sn+k ). In addition, the sequence {ξ i } i≥1 is assumed to be ergodic. For the definition of ergodicity, see e.g., Klenke (2008) . Here we make use of the ergodic theorem, i.e., (1/n)
as n → ∞ (and the same for higher moments in case they exist).
In the scenario of weakly dependent life times, the following class of point processes makes the FCLT (6) to hold true. In the following, · denotes the L 2 -norm. 
Definition 3.1. (Point processes with stationary and ergodic life times (PSE)) Let {ξ i } i≥1 denote the life times of a point process on the positive line. The process is called a point process with stationary and ergodic life times (PSE), if the sequence {ξ i } i≥1 is strictly stationary, ergodic, square-integrable and a.s. positive and if further holds
and W t as in (6)).
For a proof see e.g. Billingsley (1999, Thm. 19.1.) . In particular, the summation condition (8) implies absolute convergence of the series ρ 2 in (9) (cmp. Billingsley (1999, Proof of Thm. 19.1.) ). The covariances in ρ 2 from (9) account for the fact that the variance of i ξ i is not only governed by Var(ξ 1 ) as in the i.i.d. case, but also by the covariances Cov(ξ i , ξ j ) for i = j. Indeed, if the life times are independent, then ρ 2 = Var(ξ 1 ) and Theorem 3.2 is the classical result by Donsker.
Note that ergodicity follows from other types of dependence conditions such as strongly mixing (or α-mixing) (see Billingsley (1999, Proof of Thm 19. 2)), which follows from mdependence. Thus, ergodicity allows for the strongest degree of dependence, and Theorem 3.2 applies to all processes with weaker dependencies, such as m-dependent or strongly mixing processes.
Consistent Parameter Estimation in case of m-dependence
In order to apply the multiple filter technique in the setting of a PSE, we need a consistent sequence of estimatorsŝ, compare condition (7). In particular, we need to show a.s. process convergence ((ŝ (n) h,t ) 2 /n) t to the constant (2hρ 2 /µ 3 ) t . Here we provide estimators for the case of m-dependent life times. First, we discuss estimation based on the entire sample ξ 1 , . . . , ξ N T . Second, we study local estimation for every t, based on the life times in the associated windows.
Global parameter estimation for m-dependence Let the life times {ξ i } i≥1 of a PSE be m-dependent. Then
In order to estimate ρ and s h,t , we use the standard estimators:
The following Lemma states that for an m-dependent PSE and the given estimators, the multiple filter conditions (2.1) are fulfilled:
Proof We show thatμ → µ a.s. andρ k → ρ k a.s. as n → ∞. Since {ξ i } i≥1 is m-dependent and square-integrable, the sequence {ξ i ξ i+k } i≥1 is integrable and (m + k)-dependent, thus ergodic. Then, the ergodic theorem states almost surely as n → ∞
Since the life times are a.s. positive and integrable, it follows N nT → ∞ a.s. as n → ∞ (cmp. the proof to Lemma A.1. in Messer et al. (2014) ). Thus, in (12), the parameter n can be exchanged with the random number of observations N nT (respectively N nT − k). Hence, for n → ∞, we findμ → µ a.s. andρ k → ρ k a.s., so that the finite sumρ 2 → ρ 2 a.s. By construction of (ŝ
The disadvantage of this global estimation lies in its performance under the alternative hypothesis in which case the estimation is biased (cmp. section 4.1). We therefore propose a local estimator, where for every point in time t only information from the corresponding windows (t − h, t + h] is used.
Local parameter estimation in case of m-dependence We propose a local family of estimatorsŝ (n) h,t in case of an m-dependent PSE and show consistency. For every point in time t, we estimate E[ξ 1 ] and Cov(ξ 1 , ξ k ) separately from the information in the left and right window. For the right window, let
if N n(t+h) − N nt ≥ 2, andμ ri := 0 otherwise. For all k = 1, . . . , m + 1, let
if N n(t+h) − N nt ≥ k + 1, andρ 2 k,ri := 0 otherwise. Letρ 2 ri :=ρ 2 1,ri + 2 m+1 k=2ρ 2 k,ri , and define the estimatorsμ le andρ 2 le for the left window analogously. Then let
For the case of independent life times consistency of this estimator was shown in Messer et al. (2014) . Analogously to Lemma 3.3, we show consistency for m-dependent PSEs, which implies applicability of the multiple filtering conditions. Proposition 3.4. Let {ξ i } i≥1 be an m-dependent PSE and for all T > 0 and h
Proof We show the uniform a.s. convergence of (μ le ) t∈τ h and (μ ri ) t∈τ h to the constant µ in Lemma 3.6, and the uniform a.s. convergence of (ρ 2 le,k ) t∈τ h and (ρ 2 ri,k ) t∈τ h to the constant ρ 2 k in Lemma 3.7. This implies the statement, since uniform almost sure convergence interchanges with finite sums in general and with products if the limits are constant. ✷
In the rest of the section we show the uniform a.s. convergence of the estimators (μ ri ) t∈τ h and (ρ 2 ri ) t∈τ h , respectively (μ le ) t∈τ h and (ρ 2 le ) t∈τ h , see Lemma 3.6 and Lemma 3.7, as needed in the latter proof. We start with a uniform a.s. result for the scaled counting process (N t ) t≥0 . Throughout, we use the same approach as in Messer et al. (2014) : First, we state an almost sure convergence result for the finite dimensional marginals of the processes. This essentially results from the ergodic theorem. Then, by a discretization argument, we show uniform a.s. convergence.
Proof: We show the right statement; the left one follows analogously. For S n := n i=1 ξ i for n ≥ 1, the ergodic theorem implies S n /n → µ a.s. for n → ∞. As we have N t → ∞ a.s. as t → ∞, S Nt /N t → µ a.s. as t → ∞. Now, for all t ≥ 0 we find S Nt ≤ t ≤ S Nt+1 , so that (for all t sufficiently large such that N t ≥ 1)
Since the left hand side and the right hand side tend to µ almost surely we obtain N t /t → 1/µ a.s. as t → ∞. For 0 ≤ s < t, this implies, as n → ∞, almost surely
This implies the convergence of the finite dimensional marginal of (16). The uniform convergence follows by a discretization argument analogously to the proof of Lemma A.14. in Messer et al. (2014 
defined as in (13). Then it holds in (D
Proof: Again we prove the statement only for the right window. The ergodic theorem implies
Then we conclude for all 0 < s < t (the case s = 0 being similar) as n → ∞
making use of Lemma 3.5. Thus, for every fixed t we obtain almost surely as n → ∞
The a.s. convergence holds for finitely many t simultaneously. As above, the uniform convergence follows by a discretization argument analogously to the proof of Lemma A.15. in Messer et al. (2014) . ✷ Now we show the uniform a.s. convergence of covariance estimators.
Proof: From the ergodic theorem we conclude (1/n)
With a similar argument as in (18), we find for all 0 ≤ s < t almost surely as n → ∞
Together with the previous Lemma 3.6 this implies the almost sure convergenceρ 2
k for every fixed t and thus for the finite dimensional marginals. In order to obtain the convergence in (
The convergence of the finite dimensional marginals follow from (20) 
As in the previous proofs, for an ε > 0, we decompose the time interval For any δ > 0 we can choose ε > 0 so that max k=0,1,...,⌈T /ε⌉ (N knε+n⌈h/ε⌉ε −N knε+nh )/(δn/µ) → 1 a.s. for n → ∞. Then, for n → ∞, the first summand in the latter display converges to (δ/h)E[ξ 1 ξ k ] a.s. and the second summand to E[ξ 1 ξ k ] a.s., since convergence (21) holds for finitely many t. Since δ can be chosen arbitrarily small, we find the first inequality of (22). The second one follows analogously. Thus, the convergence in (21) follows. We then exchange the normalization according to Lemma 3.5. Omitting k summands does not change the limit such that the uniform a.s. convergence of (ρ 2 ri,k ) t∈τ h is shown. Analogously, the uniform a.s. convergence of (ρ 2 le,k ) t∈τ h is shown. ✷
Simulations and Data Analysis
In practice, not only µ but both m and ρ 2 are unknown. Therefore we use simulations to discuss practical issues of estimation and its impact on change point detection in the case of m-dependent processes. In this section we consider only cases with a moderate number of change points and short range dependencies, i.e., with small m or where serial correlations decay fast with the lag. For other processes, estimation of m and ρ 2 will be strongly affected by the change points and thus, be hard to estimate. (2009)) usually show only short range dependencies, and we therefore consider the present methods helpful for practical purposes.
In the simulations, we will apply the MFT as well as a corresponding algorithm (MFA) that was also proposed in Messer et al. (2014) in order to estimate change points when the null hypothesis was rejected. The MFA first estimates change points in individual windows by successively taking the maxima of G and then integrates change points across windows, eliminating doubly detected change points (see also the articles by Fryzlewicz, 2014; Frick et al., 2014 , for similar approaches).
The main message in the present section is that the MFT uses the statistic
and ρ 2 = σ 2 + 2 ∞ ℓ=2 Cov(ξ 1 , ξ ℓ ). Under m-dependence, all covariances of lag ℓ > m are zero and their estimation is therefore not necessary. Henceforth, the estimator of s that uses only serial correlations up to lag m is denoted byŝ m , and the corresponding multiple filter test and algorithm usingŝ m are denoted by MFT (m) and MFA (m) , respectively.
Under the assumption of independent life times, we apply the classic MFT (0) that uses only an estimate of the variance of lifetimes, ρ 2 = σ 2 . Thus, it disrespects possible serial correlations. In cases with positive correlations, we find ρ 2 > σ 2 and thus, the number of false positives in the MFT (0) can be considerably increased, since the scalingŝ 0 is spuriously considered too low (Figures 1, 2 A and 3 B) . Vice versa, negative serial correlations yield conservative results for the MFT (0) and a reduced test power (Figure 2 C) . As a second implication, global derivation ofŝ would use a global estimate of µ, which will usually be biased under the alternative of rate changes and thus, reduce test power or increase the number of false positives (section 4.1). Finally, estimation precision of ρ 2 is relevant for the practical performance of the MFT because a high variance ofρ 2 can also imply a high probability of over-as well as underestimating ρ 2 , whereas the latter increases the number of false positives. Therefore, we discuss principles on the practical estimation of m (section 4.1.1), comparing bias and variance ofρ 2 for different values ofm. The simulations suggest that the mean squared error ofρ 2 can be reduced by taking into account only the summands with the largest contributions to ρ 2 . In other words: neglecting summands of low correlation can improve estimation precision. Finally, we give an example of practical application of the proposed algorithms to a data set of experimentally recorded spike trains showing low order serial correlations (section 4.2).
Throughout this section, the life times of an m-dependent process are simulated as
with X 1 , X 2 , . . . independent with expectation µ and variance σ 2 > 0. This implies Var(ξ i ) = σ 2 m k=0 a 2 k and Cov(ξ i , ξ i−ℓ ) = σ 2 m−ℓ k=0 a k a k+ℓ , i.e.,
Unless otherwise specified, X i are Gamma distributed. All simulations were performed using T = 300 and a window set H = {25, 50, 75, 100}. 
Local estimation of ρ 2
Because the classic MFT (0) can produce erroneous results when applied to dependent life times, we investigate here the performance of the MFT (m) when m is known. To that end, we discuss the estimation of s 2 m and ρ 2 m with the standard estimators from section 3.2 for known m. In particular, we propose local estimatesŝ 2 m (t) derived within individual analysis windows of the MFT because a global estimation would be biased in case of rate changes.
This effect is illustrated in Figure 3 C and D, where we use a rate profile with two change points at 100 and 200 (panel A). Due to these rate changes, the true value of s 2 (t) changes across time (panel C, black) and can be estimated in local windows (ŝ 2 m (t), blue). In contrast, when estimating s 2 across the whole process, a mean estimate of µ is used, yielding one value which can be larger or smaller than s 2 (t) (magenta). In addition, global estimation of ρ 2 is affected by rate changes, causing additional bias. As a consequence, the MFT (m) using global estimation of s 2 shows a strongly increased number of false positives in the left section where s 2 (t) is underestimated, and a decreased power in the right section where s 2 (t) is overestimated. These effects do not occur if s 2 (t) is estimated locally (panel E). For individual examples with positively or negatively correlated life times in the case of 1-dependence cmp. also Figure 2 B and D) . shows an increased false positive rate (three detected change points instead of two, upper left); for negative correlations, the MFT (0) has too low test power (none of the two change points detected, upper right). In both cases, the MFT
(1) detects all correct change points and no false positives (bottom row). Simulations according to model (24), with a 0 = 1 and a 1 = 0.5 (left) and a 1 = −0.5 (right). The parameters for the X i were chosen such that the life times ξ i had standard deviation 0.15 and the given rate profile. For positive correlations, X i were Gamma distributed. In order to ensure a.s. positive life times in the case of negative correlations, X i were uniformly distributed on an interval chosen such that the life times had the required means and standard deviation.
A note on the estimation of m
While the previous section assumed m to be known, we deal here with the estimation of m. The main idea is that it is most important to include the largest summands into the estimation of ρ 2 , while summands with smaller contributions can be neglected. This introduces small bias but can reduce the variance and thus, the mean squared error. In our example the size of the serial correlation decreases exponentially with the lag. This means that if m is large, the summands with large lags show only small contributions to ρ 2 and thus, using only the firstm < m summands can reduce the mean squared error. Figure 4 shows an example in which for m = 7,m = 4 yields the smallest MSE.
Given the idea that m should rather be under-than overestimated, it becomes clear that m needs to be estimated locally. This is because serial correlations tend to be biased (and typically overestimated) when estimated globally in the case of rate changes. However, local estimates of m in individual windows would show high variability. Therefore, we propose to estimate m by splitting up the process into disjoint sections. In each section, serial correlations up to a maximal assumed lag m max are calculated, and systematic deviations from zero are investigated. These sections should be long enough to provide good estimates of serial correlations up to lag m max . At the same time, they should be small enough so that most windows remain unaffected by potential change points. An example of the estimation of m in practical application can be found in section 4.2.
Application to spike train recordings
We illustrate the application of the proposed methods to an experimental data set of spike trains obtained from spontaneous activity recordings of dopaminergic neurons in the substantia nigra and ventral tegmental area of anaesthetized mice, as described previously (Schiemann et al., 2012; Subramaniam et al., 2014) . The data set contained 44 spike trains of length 600 seconds, with a mean rate of about 4 spikes per second. The set of analysis windows was chosen as H = {50, 75, 100} seconds. Dependencies were always short ranged ( Figure 5 A,B) . In order to take into account potential change points in the rate, we used disjoint windows of 50 lifetimes to estimate serial correlations (grey points in panel A), and estimated m as the maximal lag for which deviations from zero were significant on the 5%-level using a Wilcoxon test (see panel A,m = 2). Across all spike trains, the corresponding estimates of serial correlations up tom i are shown in panel B. Most serial correlations were of small orders,m ≤ 3, and tended to be negative. Consequently, the MFA (m) usually detected more change points than the MFA (0) (panel C), leading also to rate profiles matching better with visual inspection (panel D).
Discussion
In this paper the authors have extended the multiple filter test (MFT) for rate change detection at different time scales in point processes introduced in Messer et al. (2014) . While the latter work assumed the underlying point processes to obey independent increments, the main focus of this work is the incorporation of short range dependencies into the MFT as are sometimes observed e.g. in spike train recordings, and to study the performance in practical application. is usually higher than the one detected by MFA (0) . D. A rate profile of a sample spike train (grey), and the rate profile estimated by the MFA (0) (red) and the MFA (m) (blue).
Here we have stated a general framework for the conditions on the life time distributions (2.1), which allow for the application of the MFT. With regard to dependent life times, stationary and ergodic sequences were shown to be appropriate. These assumptions differ from those in Messer et al. (2014) where a certain variability in the variance is explicitly allowed under independence of lifetimes. The set of point processes used here is therefore not a superset of the processes from Messer et al. (2014) , and allowing both, dependent and non-identical distributed life times, is tough in the general setting. However, in more specific classes of processes like e.g., GARCH-models that allow a certain degree of heteroscedasticity, it is generally possible to maintain the multiple filter conditions (cmp., e.g., Bougerol and Picard (1992) ; Berkes et al. (2008) for stationarity, ergodicity and FCLTs of the GARCH models and e.g. Berkes et al. (2005) ; Kirch and Muhsal (2014) for consistency of the (tapered) Bartlettestimator).
Here we also proposed local parameter estimators for s for which consistency was shown for the case of m-dependence. The focus on m-dependence was motivated by the conditions and requirements in empirical data analysis. For the general case of ergodicity, approaches to derive consistent estimators are also available (cmp. Berkes et al., 2005; Wu and Pourahmadi, 2009; Xiao and Wu, 2012; Kirch and Muhsal, 2014) . However, in the light of practical application with finite numbers of events in the windows, m-dependence is considered sufficient here. Even under m dependence, large values of m require large windows for the estimation of s. But asŝ is affected by potential change points within these windows, the distances between change points would need to grow with m. Therefore, the simulations performed here focus on the setting that we have encountered in empirical spike train analysis, showing relatively many change points and small values of m.
Our simulations illustrated the necessity of incorporating correlation estimators within the MFT as well as good performance when local parameter estimators were used within the multiple filter algorithm (MFA). In contrast, global estimation could result in poor performance particularly in processes with multiple change points even if m was known.
When m needs to be estimated, which is usually necessary in practice, it can crucially affect the estimation precision of s. We propose using local windows to reduce potential bias that might result from change points. The use of different window sizes can help to identify when change points are distorting the estimates. Only if serial correlations remain unchanged for a wide range of windows, estimation of m can be considered practicable. In addition, our simulations suggest that due to high estimation errors in the summands of s 2 , it can be preferable to incorporate only those summands with large contributions to s, neglecting smaller summands for the sake of variability reduction, which in our setting amounts to a slight underestimation of m.
Finally, we applied the proposed procedures to a data set of empirical spike trains. For all spike trains, serial correlations of small orders were estimated by using small windows to account for potential bias caused by rate changes. In the typical case of negative serial correlations, the MFT (m) detected more change points than the MFT (0) , yielding rate profiles matching better with visual inspection. Again, this suggests that correlations of small order can affect the performance of the MFT, implying the necessity to incorporate serial dependencies in the test statistic. For the present example of neuronal spike train analysis with short range dependencies and relatively variable rate profile, we therefore believe the present method to be helpful in practice.
