Item Response Theory (IRT) aims to assess latent abilities of respondents based on the correctness of their answers in aptitude test items with different difficulty levels. In this paper, we propose the β 3 -IRT model, which models continuous responses and can generate a much enriched family of Item Characteristic Curves. In experiments we applied the proposed model to data from an online exam platform, and show our model outperforms a more standard 2PL-ND model on all datasets. Furthermore, we show how to apply β 3 -IRT to assess the ability of machine learning classifiers. This novel application results in a new metric for evaluating the quality of the classifier's probability estimates, based on the inferred difficulty and discrimination of data instances.
INTRODUCTION
IRT is widely adopted in psychometrics for estimating human latent ability in tests. Unlike classical test theory, which is concerned with performance at the test level, IRT focuses on the items, modelling responses given by respondents with different abilities to items of different difficulties, both measured in a known scale [Embretson and Reise, 2013] . The concept of item depends on the application, and can represent for instance test questions, judgements or choices in exams. In practice, IRT models estimate latent difficulties of the items and the latent abilities of the respondents based on observed responses in a test, and have been commonly applied to assess performance of students in exams.
(ML) classification tasks [Martínez-Plumed et al., 2016] . Here, items correspond to instances in a dataset, while respondents are classifiers. The responses are the outcomes of classifiers on the test instances (right or wrong decisions collected in a cross-validation experiment). Our work is different in two aspects: 1) we propose a new IRT model for continuous responses; 2) we applied the proposed IRT to predicted probabilities instead of binary responses.
For each item (instance), an Item Characteristic Curve (ICC) is estimated, which is a logistic function that returns the probability of a correct response for the item based on the respondent ability. This ICC is determined by two item parameters: difficulty, which is the location parameter of the logistic function; and discrimination, which affects the slope of the ICC. Despite the useful insights [Martínez-Plumed et al., 2016] and applicability to other AI contexts, binary IRT models are limited when the techniques of interest return continuous responses (e.g. class probabilities). Continuous IRT models have been developed and applied in psychometrics [Noel and Dauvier, 2007] but have limitations when applied in this context: limited interpretability since abilities and difficulties are expressed as real numbers; and limited flexibility since ICCs are limited to logistic functions.
In this paper, we propose a novel IRT model called β 3 -IRT to addresses these limitations by means of a new parameterisation of IRT models such that: a) the resulting ICCs are not limited to logistic curves, different shapes can be obtained depending on the item parameters, which allows more flexibility when fitting responses for different items; b) abilities and difficulties are in the [0, 1] range, which gives a unified scale for easier interpretation and evaluation.
We first applied the β 3 -IRT model in a case study to predict students' responses in an online education platform. Out model outperforms the 2PL-ND model [Noel and Dauvier, 2007] on all datasets. In a second case study, β 3 -IRT was used to fit class probabilities estimated by classifiers in binary classification tasks. The experimental results show the ability inferred by the model allows to evaluate probability estimation of classifiers in an instancewise manner with the aid of item parameters (difficulty and discrimination). Hence we show that the β 3 -IRT model is useful not only in the more traditional applications associated with IRT, but also in the ML context outlined above.
Our contributions can be summarised as follows:
• we propose a new model for IRT with richer ICC shapes, which is more versatile than existing models;
• we demonstrate empirically that this model has better predictive power;
• we demonstrate the use of this model in an ML setting, providing a method for assessing the 'ability' of classification algorithms that is based on an instance-wise metric in terms of class probability estimation.
The paper is organised as follows. Section 2 gives a brief introduction of Binary Item Response Theory (IRT). Section 3 presents the β 3 -IRT model, followed by related work on IRT in Section 3.3. Section 4 presents the experiments on real students, while Section 5 presents the use of β 3 -IRT to evaluate classifiers. Finally, Section 6 concludes the paper.
BINARY ITEM-RESPONSE THEORY
In Item Response Theory, the probability of a correct response for an item depends on the latent respondent ability and the item difficulty. Most previous studies on IRT have adopted binary models, in which the responses are either correct or incorrect. Such models assume a binary response x ij of the i-th respondent to the j-th item. In the IRT model with two item parameters (2PL), the probability of a correct response (x ij = 1) is defined by a logistic function with location parameter δ j and shape parameter a j . Responses are modelled by the Bernoulli distribution with parameter p ij as follows:
where σ(·) is the logistic function. N is the number of items and M is the number of participants.
The 2PL model gives a logistic Item Characteristic Curve (ICC) mapping ability θ i to expected response as follows:
At θ i = δ j the expected response is 0.5. The slope of the ICC at θ i = δ j is a j /4. If a j = 1, ∀j = 1, . . . , N , a simpler model is obtained, known as 1PL, which describes items solely by their difficulties. Generally, discrimination a j indicates how probability of correct responses changes as the ability increases. High discriminations lead to steep ICCs at the point where ability equals difficulty, with small changes in ability producing significant changes in the probability of correct response.
The standard IRT model implicitly uses a noise model that follows a logistic distribution (in the same way that logistic regression does). This can be replaced with Normally distributed noise, which results in the logistic link function being replaced by a probit link function (Gaussian Cumulative Distribution Function (CDF)), as is the case in the DARE model [Bachrach et al., 2012] . In practice, the probit link function is very similar to the logistic one, so these two models tend to behave very similarly, and the particular choice is often then based on mathematical convenience or computation tractability.
Despite their extensive use in psychometrics, binary IRT models are of limited use when responses are naturally produced in continuous scales. Particularly in ML, binary models are not adequate if the responses to evaluate are class probability estimates.
THE β -IRT MODEL
In this Section, we will elaborate on the parametrisation and inference method of β 3 -IRT model, highlighting the differences with existing IRT models.
Model description
The factor graph of β 3 -IRT is shown in Fig 1 and Eq (3) below gives the model definition, where M is number of respondents and N is number of items, p ij is the observed response of respondent i to item j, which is drawn from a Beta distribution:
The parameters α ij , β ij are computed from θ i (the ability of participant i), δ j (the difficulty of item j), and a j (the discrimination of item j). θ i and δ j are also drawn from Beta distributions and their priors are set to B(1, 1) in a general setting. The discrimination a j is drawn from a Normal distribution with prior mean 1 and variance σ 2 0 , where σ 0 is a hyperparameter of the model. These uninformative priors are used as default setting of the model, but could be parametrised by further hyperparameters when there is further prior information available. The default prior mean of a j is set to 1 rather than 0 because the discrimination a j is a power factor here.
When comparing probabilities we use ratios (e.g. the likelihood ratio). Similarly, here we use the ratio of ability to difficulty since in our model these are measured on a [0, 1] scale as well: a ratio smaller/larger than 1 means that ability is lower/higher than difficulty. These ratios are positive reals and hence map directly to α and β in Eq (3). Importantly, the new parametrisation enables us to obtain non-logistic ICCs. In this model the ICC is defined by the expectation of B(α ij , β ij ) and then assumes the form:
As in standard IRT, the difficulty δ j is a location parameter. The response is 0.5 when θ i = δ j and the curve has slope a j /(4δ j (1 − δ j )) at that point. Fig 2 shows examples of Beta ICCs for different regimes depending on a j : a j > 1 : a sigmoid shape similar to stardard IRT, a j = 1 : parabolic curves with vertex at 0.5,
Note that the model allows for negative discrimination, which indicates items that are somehow harder for more able respondents. Negative a j can be divided similarly:
−1 <a j < 0 : decreasing anti-sigmoid, a j < 1 : decreasing sigmoid.
We will see examples in Section 5 that negative discrimination can in fact be useful for identifying 'noisy' items, where higher abilities getting lower responses.
Model inference
We tested two inference methods on β 3 -IRT model, one is conventional Maximum Likelihood (MLE) which we applied to experiments with student answers (Section 4) for response prediction, using the likelihood function shown in Eq (4).
The other is Bayesian Variational Inference (VI) [Bishop, 2006] which we applied to experiments with classifiers (Section 5) for full Bayesian inference on latent variables. In VI, the optimisation objective is the lower bound of Kullback-Leibler (KL) divergence between the true posterior and variational posterior of latent variables, which is also referred as Evidence Lower Bound (ELBO). However, the model is highly non-identifiable because of its symmetry [Nishihara et al., 2013] , resulting in undesirable combinations of these variables: for instance, when p ij is close to 1, it usually indicates α ij > 1 and β ij < 1, which can arise when θ i > δ j with positive a j , or θ i < δ j with negative a j . Hence, we update discrimination as a global variable after ability and difficulty converge at each step (see also Algorithm 1), in addition to setting the prior of discrimination as N(1,1) to reflect the assumption that discrimination is more often positive than negative. We employ the coordinate ascent method of VI [Blei et al., 2017] , keeping a j fixed while optimising θ i and δ j and vice versa. Accordingly, the two separate loss functions are defined as below:
Here, φ, ψ, λ are parameters of variational posteriors of θ, δ, a, respectively. L 1 and L 2 are lower bounds of KL(p(θ, δ|x)||q(θ, δ|φ, ψ)) and KL(p(a|x)||q(a|λ), respectively. Both are optimised using Stochastic Gradient Descent (SGD). In order to apply the reparameterisation trick [Kingma and Welling, 2013] , we use Logit-Normal to approximate the Beta distribution in variational posteriors. The steps to perform VI of the model are shown in Algorithm 1, where the variational parameters can be updated by any gradient descent optimisation algorithm (we use the Adam method [Kingma and Ba, 2014] in our experiments). We implemented Algorithm 1 using the probabilistic programming library Edward [Tran et al., 2016] .
Related work
There have been earlier approaches to IRT with continuous approaches. In particular, [Noel and Dauvier, 2007] proposed an IRT model which adopts the Beta distribution with parameters m ij and n ij as follows:
This model gives a logistic ICC mapping ability to expected response for item j of the form:
While there is a superficial similarity to the β 3 -IRT model, there are two crucial distinctions.
• Similarly to the standard 1PL IRT model, Eq (7) does not have a discrimination parameter. The ICC therefore has a fixed slope of 0.25 at θ i = δ j and it is assumed that all items have the same discrimination.
• Eq (7) assumes a real-valued scale for abilities and difficulties, whereas β 3 -IRT uses a [0, 1] scale. Not only does this avoid problems with interpreting extreme values, but more importantly it opens the door to the non-sigmoidal ICCs as depicted in Figure 2 .
EXPERIMENTS WITH STUDENT ANSWER DATASETS
We begin by applying and evaluating β 3 -IRT to model responses of students, which is a common application of IRT. We use datasets that consist of answers given by students of 33 different courses from an online platform (which we cannot disclose, for commercial reasons). The courses have different numbers of questions, but not all students have answered all questions for a given course (in fact, most did not), therefore we did not have p ij values for every student i and question j. On the other hand, it is possible for a student to answer a question multiple times. These datasets may contain noise derived from user behaviour, such as quickly answering questions just to see the next ones and lending accounts to other students.
We compare the β 3 -IRT model with Noel and Dauvier's continuous IRT model. Since without a discrimination parameter their model is rather weak, we strengthen it by introducing a discrimination parameter as follows:
We refer to this model as 2PL-ND.
Our experiments follow two scenarios. In the first scenario, to generate the continuous responses, we take the i-th student's average performance for the j-th question,
In the second scenario, only the first attempts of each student for each question are considered, leading to Solid dots represent discriminations in the (−1, 1) range, which produce non-logistic curves in our approach. These represent approximately 46% of all estimated discriminations.) a binary problem. The models were trained by minimising the log-loss of predicted probabilities using SGD, implemented in Python, with the Theano library. We trained the models for 2500 iterations, using batches of 2000 answers and an adaptive learning rate calculated as 0.5/ √ t, where t is the current iteration. β 3 -IRT predicts the probability that the i-th student will answer the j-th question correctly following Eq (4), while 2PL-ND follows Eq (8).
For 2PL-ND, abilities and difficulties are unbounded and drawn from N (0, 1). For β 3 -IRT, abilities are bounded in the range (0, 1), so they were drawn from B(m + i , m − i ), were m + i (m − i ) represent the number of correct (incorrect) answers given by the i-th student. Likewise, difficulties were drawn from B(n + j , n − j ), where n + j (n − j ) represent the number of correct (incorrect) answers given to the j-th question. For both models, discriminations were drawn from N (1, 1).
In the experiments, we ran 30 hold-out schemes with 90% of the dataset kept for training and 10% for testing. For a training set to be valid, every student and question must occur in it at least once. Therefore, we sample the training and test sets with stratification based on the students and then we check which questions are absent, sampling 90% of their answers for training and 10% for testing. Table 1 shows the log-loss for all 33 courses (full details of these courses can be found in the supplementary material). Best results were marked in bold, in case they were statistically significant according to a paired Wilcoxon signed-rank test, with significance level 0.001. The results show that β 3 -IRT outperformed 2PL-ND in all cases. We posit that this can be explained by the versatility of the model, which is able to find non-logistic ICCs when discriminations are taken from (−1, 1). Fig 3 shows that roughly 46% of all questions from the 33 datasets are estimated to have dis- criminations in this interval, supporting this conclusion. As shown in Fig 2c, non-logistic ICCs are better at discriminating lower and higher ability values than logistic ICCs, which focus more on ability values around the corresponding question difficulty, and β 3 -IRT is able to model both cases. Additionally, approximately 10% of all questions had negative discriminations. One possible explanation is the presence of noise in these datasets, as mentioned earlier in this section. We will return to the relationship between negative discrimination and noise in Section 5.
β 3 -IRT FOR CLASSIFIERS
We now apply β 3 -IRT to supervised machine learning. Here, each 'respondent' is a different classifier and items are instances from a classification dataset 1 . The responses are the probabilities of the correct class assigned by the classifiers to each instance. Specifically, the observed response is given by p ij = k I(y j = k)p ijk , where I(·) is the indicator function, y j is the label of item j, k is the index of each class, and p ijk is the predicted probability of item j from class k given by classifier i. The application of β 3 -IRT in classification tasks aims to answer the following:
1. Can item parameters be used to characterise instances in terms of: (i) how difficult it is to estimate class probabilities for each instance; and (ii) how useful each instance is to discriminate between good and bad probability estimators? 2. Does respondent ability serve as a new measure of performance that can be used to complement classifier evaluation?
The following steps are adopted to obtain the responses from M classifiers in a dataset: 1. Train all M classifiers on a training set; 2. Use all trained classifiers to predict the probability of each class for each data instance of a test set, which gives p ijk ; 3. Compute p ij from p ijk . Inference is then performed in the β 3 -IRT model using the responses of the M classifiers to N test instances.
Experimental setup
We first applied the β 3 -IRT model on two synthetic binary classification datasets, MOONS and CLUSTERS, chosen because they are convenient for visualisation. Both datasets are available in scikit-learn [Pedregosa et al., 2011] . Each dataset is divided into training and test sets, each with 400 instances. We also tested the model on classes 3 vs 5 from the MNIST dataset [LeCun et al., 2010] , chosen as they are similar and contain difficult instances. For the MNIST dataset, the training and test sets have 1000 instances. The classes are balanced in each dataset. We inject noise in the test set by flipping the label y j for 20% of randomly chosen data instances. The hyperparameter of discrimination σ 0 is set to 1 across all tests unless specified explicitly.
We tested 12 classifiers in this experiment: (i) Naive Bayes; three are taken from scikit-learn [Pedregosa et al., 2011] using default configuration unless specified explicitly.
Exploring item parameters
Figs 4a and 4b show the posterior distributions of difficulty and discrimination in the CLUSTERS and MOONS datasets. Instances near the true decision boundary have higher difficulties and lower discriminations for both datasets, whereas instances far away from the decision boundary have lower difficulties and higher discriminations. Fig 6 illustrates ICCs for different combinations of difficulty, discrimination and ability. Our model provides more flexibility than logistic-shape ICC.
There are some items inferred to have negative discrimination: these are mostly items with incorrect labels, as shown in Fig 7a. The negative discrimination fits the case when a low-valued response (correctness) is given by a classifier with high ability to an item with low difficulty. Figs 7a and 7b shows that negative discrimination flips high difficulty to low difficulty in comparison with the results where the discrimination is fixed. Figs 7c and 7d show that when there are no noisy items, no negative discriminations are inferred by the model. However, unlike the common setting of label noise detection [Frénay and Verleysen, 2014] , using negative discrimination to identify noisy labels requires that the training set can only include very few noisy examples. The reason is that noise in the training set introduces noise to all classifiers' abilities, and hence the noise in test set is hard to be identified. The experiment results of such cases are compared in Fig 5. This is a common issue in ensemble-based approaches for noise detection, which has been addressed for instance in [Sluban and Lavrač, 2015] . Our model can be trained on a small noise-free training set and then updated incrementally with identified non-noisy items, which is still practical in real applications. In contrast, in students answer experiments, there is no separate training set to build students' abilities before getting their answers for questions because the students are assumed to be trained by formal education already. However, most classifiers are in the non-linear part, with ability between 0.7 and 0.8 and avg. response around 0.72, and the highest ability does not correspond to the highest avg response. This is caused by the element-wise difference which we will discuss below. Table 2 shows the comparison between abilities and several popular classifier evaluation metrics on the MNIST dataset, while Table 3 gives the Spearman's rank correlation between these metrics. The experiment results of CLUSTERS are provided in the supplementary materials. We can see that ability behaves differently from the other metrics since it is not only estimated using aggregates of predicted probabilities, but also by the difficulties and discriminations of corresponding items. This can be seen from the equation below:
Assessing the ability of classifiers
Wherep ij is the expected response of item j given by clas- (3). For example, a lowp ij for a difficult instance will not give high penalty to the ability θ i because the difficulty δ j is high and the discrimination a j is often close to zero for difficult items as we observed in Fig 4, whereas log-loss will generate high penalty as long as the correctness is low and Brier score will only consider the correctness as well. The ability learned by our model provides a new scaled measurement for classifiers, which evaluates the performance of probability estimation in a sense of weighted instance-wise basis.
Another advantage of ability as a measurement of classifiers is that it is robust to noisy test data. Fig 8 demonstrates that the inferred abilities of the classifiers stay nearly constant as the noise fraction in the test set is increased until half of the test points are incorrectly labelled.
CONCLUSIONS
This paper proposed β 3 -IRT, a new IRT model solves the limitations of a previous continuous IRT approach [Noel and Dauvier, 2007] , by adopting a new formulation which allows the model to produce a new family of Item Characteristic Curves including sigmoidal and antisigmoidal curves. Therefore, our β 3 -IRT model is more versatile than previous IRT models, being able to model a significantly more expressive class of response patterns. Additionally, our new formulation assumes bounded support for abilities and difficulties in the [0, 1] range which produces more natural and interpretable results than previous IRT models.
We evaluated β 3 -IRT in two experimental scenarios. First, β 3 -IRT was applied to the psychometric task of student performance estimation, β 3 -IRT outperformed 2PL-ND in all 33 datasets, showing the importance of the versatility of the ICCs that are produced by our approach. We then applied β 3 -IRT in a binary classification scenario. The results showed that item parameters inferred by the β 3 -IRT model can provide useful insights for difficult or noisy instances, and the inferred latent ability variable serves to evaluate classifiers on an instance-wise basis in terms of probability estimation. To the best of our knowledge, this was the first time that an IRT model was used for these tasks.
Future work includes using the model as a tool for model selection or ensembling. Another use is to design datasets for benchmarking, based on estimated difficulties and dis- criminations. Another extension would be to replace the Beta with a Dirichlet distribution to cope with multi-class scenarios.
