Abstract. We consider exact learning monotone CNF formulas in which each variable appears at most some constant k times ("read-k" monotone CNF). Let f : {0, 1} n → {0, 1} be expressible as a read-k monotone CNF formula for some natural number k. We give an incremental output polynomial time algorithm for exact learning both the read-k CNF and (not necessarily read restricted) DNF descriptions of f . The algorithm's only method of obtaining information about f is through membership queries, i.e., by inquiring about the value f (x) for points x ∈ {0, 1} n . The algorithm yields an incremental polynomial output time solution to the (read-k) monotone CNF/DNF dualization problem. The unrestricted versions remain open problems of importance.
Introduction
We begin by defining the basic problems addressed and then follow with some motivation and application to other areas. We consider Boolean functions that map points in the ndimensional Boolean hypercube {0, 1} n onto {0, 1}. More specifically, we are interested in monotone Boolean functions. We say that y = y 1 y 2 , . . . y n is above x = x 1 x 2 , . . . x n in the Boolean hypercube iff for each i, y i ≥ x i . Then a monotone Boolean function is one which satisfies the following property: if f (x) = 1, then f (y) = 1 for each y above x. Monotone Boolean functions are known to have unique reduced CNF (Conjunctive Normal Form) and DNF (Disjunctive Normal Form) expressions. This paper investigates two related problems. To facilitate their descriptions, we introduce the notion of a membership query oracle for f which is an oracle that on query "x" returns the value f (x).
Monotone CNF conversion: Given a monotone CNF formula, find its equivalent reduced DNF formula. monotone CNF, one can efficiently find both its CNF and DNF expressions. (Henceforth, we will refer to this problem as the read-k-CNF/DNF identification problem.) query is some smaller subset of the constraints in the query. A minimal failing subquery of a conjunctive query is just a minimal subset of the conjunctive constraints of a failing query to a database that also results in failure. It has recently been shown that the general problem of enumerating all such minimal failing subqueries is NP-hard (even when there are only polynomially many minimal failing subqueries) (Godfrey, 1997) when the database consists of more than a constant number of relations.
1 It is also shown how to enumerate failing subqueries in order of increasing size with time increasing exponentially in the size k of the subqueries. In comparison, the result in this paper implies that if every attribute appears in at most k minimal failing subqueries then there is an output polynomial time algorithm for enumeration.
Graph-theory applications. The conversion problem is well motivated in graph theory as it is exactly the hypergraph independent set problem. A hypergraph H is a collection of subsets (edges) E of a finite set of vertices V . An independent set of a hypergraph is a subset of vertices, V ⊆ V , such that no edge in E is contained in V . An independent set I is maximal if no superset I of I is also an independent set. Given a hypergraph H , the hypergraph independent set problem is that of enumerating all maximal independent sets of H . Note that while finding the maximum cardinality independent set is NP-hard (Garey & Johnson, 1979) , finding a maximal independent set I is easy: iteratively add vertices to I while maintaining the property that I is an independent set. We consider here the problem of enumerating all maximal independent sets.
Another equivalent graph theoretic formulation is: Given a hypergraph H , enumerate all minimal vertex covers of H . A vertex cover (or hitting set) is a subset of vertices V ⊆ V that intersects each edge of the hypergraph. The minimal vertex covers are precisely the complements of the maximal independent sets. In the literature, generating all minimal vertex covers of a hypergraph is also referred to as the hypergraph transversal problem (Eiter & Gottlob, 1995) . The read restriction we consider here in the CNF/DNF setting is equivalent to the natural restriction of limiting the degree of each vertex in the hypergraph in both the hypergraph transversal and independent set problems. Our result complements output polynomial time algorithms for versions of these hypergraph problems restricted by constant edge-size (Eiter & Gottlob, 1995) .
Reasoning and knowledge representation. Another example of the utility of the conversion problem arises in the context of reasoning. Given a knowledge base that can be represented as a conjunction of propositional Horn clauses with empty consequents, an efficient solution to the conversion problem could be used to efficiently generate a collection of characteristic models (Kautz, Kearns, & Selman, 1993; Khardon & Roth, 1994) to use in various reasoning tasks (for example, determining whether a query is entailed by a knowledge base) (Khardon, 1995; Khardon, Mannila, & Roth, 1999) .
The conversion problem is also related to the problem of determining if a version space has converged. For a concept class C the version space (Mitchell, 1982) induced by positive example set P and negative example set N is the set of concepts in C consistent with P and N . A version space V has converged if |V | = 1. An efficient solution to the CNF/DNF conversion problem could be used to efficiently determine if a version space has converged for the class of monotone functions (Hirsh, Mishra, & Pitt, 1997) .
The term knowledge compilation is used to denote methods by which one type of representation of knowledge is translated into another, so as to make it easier to use that knowledge. One example discussed in (Selman & Kautz, 1991) considers compiling an arbitrary (non-monotone) CNF formula C into a pair of Horn formulas-one more general (say, g), and one more specific (say, f ), than the formula being "compiled". While the problem of determining whether a CNF C entails a clause α is NP-hard, the problem of determining whether a Horn formula f or g entails α has a polynomial-time solution. If we are lucky enough that g entails α, or if f fails to entail α, then C must entail (respectively, fail to entail) α. The CNF/DNF conversion problem is also a form of compilation since we are given a CNF (or DNF) and wish to compile that information into a DNF (respectively, CNF).
A desirable property of our polynomial time solution to the read-k identification problem is it does not depend on the representation of the function provided to us (e.g., it could be an arbitrary Boolean formula). As long as that representation is polynomially evaluable and corresponds to a monotone read-k CNF we can efficiently compile the representation into both its DNF and CNF form.
Computational learning theory. The identification problem is also closely related to the concept learning problem studied in computational learning theory. The general concept learning problem is to learn to discriminate between objects that satisfy some unknown rule, or "concept", and those that do not. Let X be the space of possible examples (e.g., X = {0, 1, } n ). An unknown concept f classifies each point x ∈ X either "+" or "−" indicating that x is a positive or negative (respectively) example of f . The unknown concept f is referred to as the target concept, and is often assumed to come from some known class of candidate concepts.
Typically, a learning algorithm obtains examples of f either randomly from nature, or from a teacher, and is told which examples are positive and which are negative. Sometimes the learning algorithm is allowed to pose a membership query which is an example x of its own choice, in response to which a teacher classifies x as either a positive or negative example. Sometimes the algorithm is allowed to both obtain examples and pose membership queries.
The learnability of monotone Boolean functions has been widely studied under a variety of learning models. For example, an efficient algorithm exists for learning the class of monotone DNF formulas when both examples and membership queries are available (Angluin, 1988) (sketched in the appendix). Our result implies an efficient algorithm for learning monotone read-k CNF formulas (and their corresponding DNF representations) using membership queries alone.
A more thorough review of applications of both the monotone CNF/DNF conversion problem and the monotone function identification problem can be found in (Eiter & Gottlob, 1995) .
Overview
The remainder of this paper is organized as follows. Section 2 reviews standard definitions, special terminology, complexity issues, and some related results on learning with membership queries. In Section 3, we give an output polynomial time algorithm for the read-k-CNF conversion problem (finding a DNF expression equivalent to a given monotone read-k CNF expression).
In Section 4, we solve in incremental polynomial time the apparently more difficult read-k-CNF/DNF identification problem (finding both the read-k-CNF expression, and the DNF expression, of a monotone Boolean function f given only membership queries of f ).
While this problem appears to be more difficult than the read-k-CNF conversion problem, the results of Bioch and Ibaraki (1995) imply that the problems are in fact equivalent.
Preliminaries

Boolean formulas, etc.
Monotone functions. Let V = {v 1 , . . . , v n } be a collection of Boolean variables. A vector v is any assignment of the variables in V to 0 or 1, i.e., v ∈ {0, 1} n . We use the terms vector and assignment interchangeably.
n → {0, 1}. A monotone Boolean function f has the property that if f (x) = 1 then for all y ≥ x, f (y) = 1, where "≥" is defined by the partial order induced by the n-dimensional Boolean hypercube {0, 1}
n . Equivalently, y ≥ x means that each bit of the vector y is at least as large as the corresponding bit of x. The class of Boolean formula F over variable set V = {v 1 , . . . , v n } is defined inductively as follows: (1) each of the symbols {0, 1, v 1 , . . . , v n } is a Boolean formula over V ; (2) if F 1 and F 2 are Boolean formulas over V then so are (F 1 ∨ F 2 ), (F 1 ∧ F 2 ); and (3) if F 1 is a Boolean formula over V then so is F 1 . The class of monotone Boolean formulas F is defined inductively in the same way, but using only rules (1) and (2). Thus, a monotone Boolean formula is one which contains no negation symbols. We use the terms formula and expression interchangeably. Each Boolean formula over V describes a Boolean function of n Boolean variables in the usual way, with the standard interpretation of the logical connectives ∨ (OR), ∧ (AND) and ¬ (NOT).
A monotone Boolean function f can be described by its minimally positive assignments. A minimally positive assignment of f is a positive assignment with only negative assignments below it, i.e., a vector v ∈ {0, 1} n such that f (v) = 1 and for all u < v f (u) = 0. A monotone Boolean function can also be described dually by its maximally negative assignments, i.e., the vectors u such that f (u) = 0 and for all v > u, f (v) = 1.
A term t is the function represented by a conjunction (AND) A monotone DNF expression is a disjunction (OR) of monotone terms t 1 ∨ t 2 ∨ · · · ∨ t a , and evaluates to 1 iff at least one of the terms has value 1. If T = {t 1 , . . . , t a } is a set of terms, then ∨T is the DNF expression t 1 ∨ t 2 ∨ · · · ∨ t a . Similarly, a monotone CNF expression is a conjunction of monotone clauses c 1 ∧ c 2 ∧ · · · ∧ c b , and evaluates to 1 iff each of the clauses has value 1. If C = {c 1 , . . . , c b } is a set of clauses then ∧C is the CNF expression c 1 ∧ c 2 ∧ · · · ∧ c b .
A term t implies a function f iff for any Boolean assignment v to the variables of V , (t ( v) = 1) → ( f ( v) = 1). Any such term is called an implicant. A prime implicant, or minterm, of f , is an implicant t such that no implicant of f can be formed by removing one or more variables from the conjunction t. A clause c is implied by a function f iff for any Boolean assignment v to the variables of V , ( f ( v) = 1) → (c( v) = 1). Any such clause is called an implicand. A prime implicand, or maxterm, of f , is an implicand c such that no implicand of f can be formed by removing one or more variables from the disjunction c.
It is easily shown and well-known that every monotone Boolean function has a unique monotone DNF expression, formed by the disjunction of all of its minterms. We call such a DNF expression reduced. Likewise, every monotone Boolean function has a unique reduced monotone CNF expression, formed by the conjunction of all of its maxterms.
For a monotone function f , let cnf( f ) and dnf( f ) be its corresponding (unique reduced) CNF and DNF expressions, respectively. Let |cnf( f )| denote the number of maxterms of cnf( f ) (similarly for the DNF representation). The length of the representation of cnf( f ) is at most n · |cnf( f )|. For a CNF formula C, we denote by |C| the number of maxterms of C (similarly for a DNF formula D).
It turns out that each minimally positive assignment corresponds naturally to a minterm in the DNF expression. Likewise, each maximally negative point corresponds naturally to a maxterm in the CNF expression. For example, consider the following monotone Boolean function. The minimally positive assignments of f are 110 and 001, and the DNF expression for f is (x 1 ∧ x 2 ) ∨ x 3 . Note that a minterm contains a variable x i whenever its corresponding minimally positive assignment contains a 1 in bit position i. The maximally negative assignments of f are 010 and 100, and the CNF expression for f is (
Note that a maxterm contains a variable x i wherever its corresponding maximally negative assignment contains a 0 in bit position i.
Duality.
Recall that if f is any Boolean formula, then the dual of f (denoted dual(f)) is obtained by replacing each "∨" with "∧", and vice-versa. (And, if f contains the constants "0" or "1", each "0" is replaced with "1", and vice-versa.) Thus, the dual of a CNF is a DNF, and the dual of a DNF is a CNF. Moreover, the dual of a read-k-CNF is a read-k-DNF, and vice-versa. By the duality law (e.g., Tremblay & Manohar, 1961) , any identity or theorem about formulas remains true when the formulas are replaced by their duals.
Because of this duality, it is easily seen that an algorithm that solves the monotone CNF conversion problem can be modified in a straightforward way to solve the monotone DNF conversion problem. In particular, suppose A is an algorithm for the monotone CNF conversion problem, and let A(C) denote the DNF formula output by A which is equivalent to an input CNF formula C. Suppose D is a DNF formula we wish to "convert" to CNF. Then dual(D) is a CNF, and
Consequently, to find a CNF equivalent to D using algorithm A, we simply compute dual(A(dual(D))). The running time increases only by an additive linear term.
Read-k.
A Boolean formula is read-k if each variable appears at most k times. Note that the property of being read-k is a property of a formula, and not of the underlying function. We'll say that a function is read-k if it can be represented by some read-k formula. Similarly, a function is a read-k CNF (respectively, DNF) if it can be represented as a read-k CNF (respectively, DNF) formula. For a fixed k not all Boolean functions are representable as a read-k CNF formula. Note that every read-k CNF formula has total length at most k · n.
Projections. Let f be a Boolean function of n variables {x 1 , . . . , x n }. We define f x i ←b as the projection of the Boolean function f when variable x i is set to value b ∈ {0, 1}.
. . , v n , and define f x i ←b as the function such that for any v,
, whose values are defined on the subspace {0, 1}
i−1 × {b} × {0, 1} n−i .) Similarly, for a set of variables A ⊆ {x 1 , . . . , x n }, we define f A←b to be the projection of function f when all the variables from set A are set to value b ∈ {0, 1}. We will make use of such projections in the technical sections to follow.
Complexity issues
The standard definition of a polynomial-time algorithm is one that runs in time polynomial in the size of its input. No such algorithm exists for the conversion problem since the output may be exponentially larger than the input. The following CNF formula of size 2n over the set {x 1 , . . . , x n , y 1 , . . . , y n } of 2n variables exemplifies this behavior.
It is possible to show that the corresponding reduced DNF has size 2 n :
Clearly there is no algorithm that can output a formula of size 2 n in time polynomial in n. This statement also applies to the class of read restricted CNF expressions since the formula in (1) is read-once.
Given that the output may be significantly larger than the input, a more reasonable measure of complexity allows an algorithm to run in time polynomial in both its input and output sizes. Such an algorithm is called a total (or output) polynomial time algorithm (Johnson, Papadimitriou, & Yannakakis, 1988; Eiter & Gottlob, 1995) .
A stronger definition of a total polynomial time algorithm is an incremental polynomial time algorithm (Johnson, Papadimitriou, & Yannakakis, 1988; Bioch & Ibaraki, 1995; Eiter & Gottlob, 1995) . In between all consecutive outputs an incremental polynomial time algorithm spends time polynomial in the input size n and what it has output so far. Thus, if the algorithm outputs o 1 , o 2 , . . . , o j , where o j is the final output, then the time it takes to output o i for any i ≤ j is polynomial in n, the input size, and the sum of the sizes of o 1 , o 2 , . . . , o i−1 . Clearly an algorithm that runs in incremental polynomial time also runs in total polynomial time. The converse does not necessarily hold.
In this paper, we first give a total polynomial time algorithm for the read-k-CNF conversion problem (Section 3) and then show (in Section 4) how this may be used to obtain an incremental polynomial time algorithm for the read-k-CNF/DNF identification problem. In Section 4 we also provide a second method for solving the read-k-CNF/DNF identification problem that is motivated by an analysis of some structural properties of read-k CNF formulas.
Membership queries
In the read-k-CNF/DNF identification problem we consider the problem of finding both the CNF and DNF expressions with membership queries. One may well wonder if it is possible to efficiently learn just one of the expressions, say the DNF, with membership queries.
In fact, results of Angluin (1988) show that no algorithm exists for learning the class of CNF formulas with membership queries in time polynomial in the size of the DNF formula. Her result implies also that there are information theoretic barriers to learning the class of read-k DNF formulas with membership queries (in time polynomial in the size of the read-k DNF). The result also holds for CNF.
Furthermore, it is known that any algorithm that learns the class of monotone functions with membership queries must pose (max{|cnf( f )|, |dnf( f )|}) queries (where f is the monotone function to be compiled) (Korobkov, 1965; Bshouty et al., 1996) . The result also applies to the class of monotone functions representable as read-k CNF formulas when k ≥ 2.
Finally, we note that while there is currently no known time-efficient algorithm for learning the class of monotone functions with membership queries, the information-theoretic complexity of the problem is understood better. Gainanov (1984) has given a timeinefficient (but query-efficient) algorithm that identifies every monotone function f with
The conversion problem
Throughout the rest of this paper we will be manipulating DNF and CNF expressions. We assume that any such expression is monotone and that it has been put into reduced (minimal) form.
We give an algorithm for finding a DNF expression equivalent to a given monotone read-k CNF expression. Note that the fact that the CNF expression is monotone implies that its corresponding DNF expression is also monotone. However, the fact that the CNF expression is read restricted does not necessarily imply that the DNF expression is read-restricted. The formula (1) is a read-once CNF with no equivalent read-k DNF for k < 2 n−1 .
A first stab
We first give a simple but inefficient algorithm for the general conversion problem that motivates the efficient solution to the read-k case. The techniques we use are based on an inductive characterization of the problem: When can the DNF corresponding to a subset C of the clauses of a monotone CNF formula C be used to compute the DNF of C? We demonstrate that a possible source of inefficiency of the algorithm is that the size of the DNF for C may be significantly (exponentially) larger than the size of the DNF for C. However, if we impose an order on the clauses of C by considering those induced by larger and larger subsets of the variables, we can (in Section 3.2) show that the method yields an efficient algorithm for finding a monotone DNF representation of a given monotone read-k CNF formula. 
The above is not quite in DNF form since each disjunct is not necessarily a term. Each disjunct can be translated to a collection of terms by a simple application of the distributive property. We define the function "term-and-clause" that takes a term t and a clause c = (y 1 ∨ · · · ∨ y m ) as input and returns their conjunction as follows:
term-and-clause(t, c) = t if t and c share a variable
It is easy to see that the function term-and-clause returns the conjunction of its arguments. Independent of whether t and c share a variable, their conjunction is (t ∧ y 1 ) ∨ · · · ∨(t ∧ y m ) by the distributive property. If t and c share a variable then t → c and the conjunction t ∧ c is equivalent to t.
We also find useful the function "dnf-and-clause" that simply takes a (reduced) DNF formula and a clause as input and returns the result of calling term-and-clause with each term of the DNF. Thus, dnf-and-clause(D, c) = t∈D term-and-clause(t, c).
Note that term-and-clause(t, c) runs in time O(|t| · |c|). Since |D| calls are made to termand-clause on a term and clause with at most n variables, dnf-and-clause requires time O(|D| · n 2 ) We also define the function "reduce" that given a DNF formula, D, (not necessarily reduced) and its corresponding CNF formula, C, reduces D in time linear in |C| and |D|. For a term t in D, note that t is an implicant of D. Also t is an implicant of C since C is equivalent to D. So by definition for any Boolean assignment x, (t (x) = 1) → (C(x) = 1). We wish to determine if t is a prime implicant of D (or C). By definition, t is a prime implicant iff C(u) = 1, where u is the minimally positive assignment corresponding to (t − {v}). In summary, reduce does the following.
Since O(n|C|) time is needed per term of the DNF formula D, the running time of reduce(D, C) is O(|D| · n|C|). Since the CNF formulas considered in this paper are read-k, the running time of reduce is O(|D| · n 2 ). We now have an algorithm to construct a DNF formula equivalent to the CNF formula c 1 ∧ · · · ∧ c i+1 given a DNF formula t 1 ∨ · · · ∨ t s for c 1 ∧ · · · ∧ c i . We simply call dnfand-clause on the input (t 1 ∨ · · · ∨ t s , c i+1 ) and reduce the resulting formula. Doing the above iteratively for each i yields our "first stab" algorithm for translating a CNF formula to a DNF formula. But, first-stab is not necessarily efficient. Let
Suppose the order in which the clauses are considered is (x i ∨ y i ), i = 1, . . . , n followed by the remaining clauses (in any order). Then, after the first n clauses, the DNF formula D obtained by first-stab is exactly:
There are 2 n terms in D, yet the DNF formula equivalent to C has only 2 terms, namely,
In summary first-stab works correctly regardless of the ordering of clauses, but it is not guaranteed to do so in total polynomial time because the DNFs for intermediate CNFs constructed using a subset of the clauses of C can be large.
The bounded degree case
We now show how in some circumstances we can impose an order on the clauses so that the sizes of the intermediate DNFs remain small. The result implies a polynomial-time algorithm for the bounded degree hypergraph transversal (and independent set) problem.
Let C be a monotone CNF formula 2 over variables {x 1 , . . . , x n }. For each i between 0 and n define
Thus, C i is just C with all variables indexed greater than i "hardwired", or projected, to 1. Note that C 0 is the constant 1 function, represented by the empty set of clauses, and that C n = C. It is readily apparent that the CNF C i is obtained from C by removing any clause containing a variable in {x i+1 , . . . , By a safe stage of first-stab we mean a stage where the terms that have been passed to dnf-and-clause so far correspond to a projection of C. As long as we can ensure that the time spent by the algorithm in between these safe stages is small, we can guarantee that there is not enough opportunity for the algorithm to construct a DNF that is too much larger than the actual DNF D.
We can employ these observations to our advantage in the case of read-k CNF formulas. We order the clauses in such a way so that after at most every kth clause passed to dnf-andclause, the intermediate formula C corresponds to some projection C i of C, i.e., is a safe stage. In between safe stages the intermediate formula does not have a chance to grow by a factor of more than O(n k ). Algorithm read-k-cnf-to-dnf begins with the projection C 0 that sets all variables to 1. The algorithm then iteratively "unprojects" each variable x i such that at most k clauses of C that had been projected away because of x i , now "reappear".
read-k-cnf-to-dnf( f ):
We show that Algorithm read-k-cnf-to-dnf works correctly in total polynomial time.
Theorem 2. Let C be a read-k monotone CNF formula over n variables. Then read-kcnf-to-dnf(C) outputs the DNF formula D equivalent to C in time O(|D| · n k+3 ).
Proof: We first argue that the algorithm halts with the correct output and then discuss the algorithm's efficiency. Let P i be the set of clauses of C i that are not contained in C i−1 .
Step 3 is executed by read-k-cnf-to-dnf for each value of i between 1 and n. During such a step, for each clause c in P i , the statement G ← dnf-and-clause(G, c) is executed. (Note that reducing the DNF G affects the representation of the formula but not the function itself.) Since the clauses of C are exactly the disjoint union P 1 ∪ P 2 ∪ · · · ∪ P n , it follows from the discussion in Section 3.1 and the correctness of first-stab that the algorithm processes all clauses, and outputs the DNF equivalent to C. To see that the algorithm runs within the stated time bound, first note that for each k, 1 ≤ k ≤ n, after the iteration of the for loop of step 2 with i = k, the algorithm is at a safe stage, because the DNF returned is the projection D i . We need to show that the formula does not grow too large in between safe stages. Since C (hence C i ) is read-k there are at most k clauses in P i (those that contain x i ). So during any execution of the for loop in step 3 dnf-and-clause is called at most k times. Note that after each call of dnf-and-clause in step 4, the growth of the intermediate DNF G is bounded by a factor of n. The reason is that G is multiplied by a clause of size at most n. Consequently after calling dnf-and-clause at most k times (i.e., until the next safe stage is reached) the size of each intermediate formula G between safe stages can grow to at most |D| · n k . Once the next safe stage is reached, the size of G is guaranteed again to be at most |D| since the formula D is reduced. Note that there are n iterations of the loop in step 2. For each of these n iterations, at most k calls are made to dnf-and-clause, and to reduce, on a DNF formula of size at most |D| · n k . Each of dnf-and-clause require O(|DNF| · n 2 ) time, so the overall running time is
Observe that a dual statement can be made for read-k DNF formulas: There is a total polynomial time algorithm that converts read-k DNF formulas into their corresponding CNF formulas. The statement follows from the duality law given in Section 2.1.
The identification problem
In this section, we construct an algorithm that improves the result given in the previous section in three ways: (1) The algorithm finds both the CNF and DNF of a function instead of finding the DNF given the CNF (2) The algorithm uses membership queries only rather than relying on representational information inherent in the CNF and (3) The algorithm runs in incremental polynomial time rather than total polynomial time.
The equivalence problem
We first introduce a third problem which is simply that of determining if a given monotone CNF is equivalent to a given monotone DNF expression.
Monotone CNF and DNF equivalence: Let C be a monotone CNF formula and let D be a monotone DNF formula. Given C and D, determine whether or not they are equivalent.
For our purposes we will be interested in the read-restricted version of this problem which we introduce below. The following has been proven for the general problem (restated in our terminology):
Theorem 3 (Bioch and Ibaraki). There is a polynomial-time algorithm for the monotone CNF and DNF equivalence problem if and only if there is an incremental polynomial time algorithm for the monotone function identification problem.
The proof appears in the appendix because an understanding of why the following corollary holds requires understanding Bioch and Ibaraki's proof.
The restriction of the equivalence problem to the read-k case is as follows:
Read-k Monotone CNF and DNF equivalence: Let C be a monotone read-k CNF formula, and let D be a monotone (not necessarily read-k) DNF formula. Given C and D, determine whether or not they are equivalent.
While in general the proof of Theorem 3 does not apply to the read-restricted case, we show in the appendix that the proof can be appropriately modified.
Corollary 4. There is a polynomial-time algorithm for the read-k monotone CNF and DNF equivalence problem if and only if there is an incremental polynomial time algorithm for the read-k-CNF/DNF identification problem.
By Corollary 4, to obtain an incremental output polynomial time algorithm for the readk-CNF/DNF identification problem we need only give a polynomial time algorithm for the read-k monotone CNF and DNF equivalence problem.
Two algorithms for equivalence testing
For several reasons, we include two polynomial-time algorithms for the read-k monotone CNF and DNF equivalence problem. The first method follows easily via a reduction from the read-k-CNF conversion problem (Section 3). It demonstrates that the conversion problem is equivalent to the equivalence testing problem. This method will perhaps be most appreciated by those interested in the conversion problem or any of the equivalent formulations or related problems mentioned in the introduction. The second algorithm directly attacks the read-k monotone CNF and DNF equivalence problem, and gives insight into some structural properties of read-k CNF (and DNF) formulas. It should further be noted that as the unrestricted versions of the conversion, identification, and equivalence problems remain open, we find it useful to provide a variety of possible methods for further attack.
By reduction.
The proof of Theorem 2 gives a total polynomial time algorithm for the read-k-CNF conversion problem. We now show that this implies a polynomial time algorithm for the read-k monotone CNF and DNF equivalence problem. Consequently, by Corollary 4, this gives an incremental polynomial time algorithm for the read-k-CNF/DNF identification problem.
Theorem 5. There is a polynomial time algorithm for the read-k monotone CNF and DNF equivalence problem if and only if there is a total polynomial time algorithm for the read-k-CNF conversion problem.
Proof: ← Let T be an algorithm for the read-k-CNF conversion problem that runs in time p(|cnf( f )|, |dnf( f )|, n) where p is some polynomial. To determine if the CNF formula C and the DNF formula D input to the equivalence problem are in fact equivalent, we run T with input C for p(|C|, |D|, n) time steps.
Suppose D was in fact the DNF representation of C. Then, since T is assumed to produce the correct (minimized) output, it will halt with output D in p(|C|, |D|, n) steps. The reason is that since f is the function represented by C, |C| = |cnf( f )| and in fact |D| = |dnf( f )|. If D is not the DNF representation of C then one of two things may happen. T may halt with incorrect output or T may not finish running in p(|C|, |D|, n) steps. Thus D is equivalent to C iff T halts in p(|C|, |D|, n) steps and its output is equivalent to D. If T halts with a DNF formula D then output "yes" or "no" depending on whether D and D are equivalent. If T does not halt then output "no" since obviously C and D are not equivalent.
→ By Corollary 4, an algorithm for the equivalence problem implies an incremental polynomial time algorithm for the read-k-CNF/DNF identification problem. Clearly an incremental polynomial time algorithm for the read-k-CNF/DNF identification problem implies a total polynomial time algorithm for the read-k-CNF conversion problem. P
Directly.
Here we give a more direct method for testing the equivalence of a read-k monotone CNF formula C and an arbitrary monotone DNF D. The algorithm runs in time polynomial in the sum of the sizes of C and D.
Before giving the main theorem of this section, we need the following definition and results adapted from the ones in (Hancock & Mansour, 1991) .
Definition 2. Let f be a monotone function over variable set {x 1 , . . . , x n }. We say that A ⊆ {x 1 , . . . , x n } − {x i } is a blocking set for x i in f if f A←1 does not depend on variable x i . A blocking set A for x i is minimal if no proper subset of A is also a blocking set for x i . When the variable x i is clear from context, we simply refer to A as a blocking set.
We explain intuitively what it means for a set of variables to block a formula D (instead of a function). A set of variables A blocks x i in D if projecting the variables of
. Note that projecting x 2 to 1 causes D to be equivalent to x 3 . In other words, x 1 is not needed when x 2 is set to 1 in D. Thus we say that A = {x 2 } blocks x 1 in D.
The idea behind our algorithm is that if we verify that the blocking sets for each variable x i of a CNF formula C are also blocking sets for x i in D, then we will have checked enough projections to verify that C = D. Further, since C is a read-k CNF formula, the number of such projections is not too large.
To test whether a given (monotone) read-k CNF formula C is equivalent to a given DNF formula D, it is sufficient to test whether D → C, and, assuming D → C, test whether C → D. Checking whether D → C is immediate: it is sufficient to test for each minterm of D whether the corresponding minimal positive assignment satisfies C. To test whether C → D, we will use the following lemma: P Thus, to test whether or not C implies D, assuming 3 that D implies C, we need only obtain for each variable x i the set of all blocking sets for x i in C, and test whether they are also blocking sets for x i in D. In fact, we need only check that every minimal blocking set for x i in C is a blocking set for x i in D, since any superset of a blocking set for x i is also a blocking set for x i . What remains then, is a method to (1) efficiently list all minimal blocking sets for C, and (2) efficiently test whether each is a blocking set for D.
(1) Obtaining the blocking sets: Suppose that C = c 1 ∧ · · · ∧ c s is a nonempty read-k monotone CNF. We will show how to obtain the set of all minimal blocking sets for x 1 in C. The blocking sets for the rest of the variables x i are obtained similarly. First, we rewrite C as C = (x 1 ∨ C 1 ) ∧ C 2 where C 1 is the conjunction of the clauses of C that contain x 1 with variable x 1 factored out, and C 2 contains the rest of the clauses of C. Notice that if all the clauses in C contain x 1 , then C 2 is the identically 1 function. We claim that the minterms of C 1 are exactly the minimal blocking sets for x 1 in C. (That is, for each minterm t of C 1 , the set of variables appearing in t is a minimal blocking set for x 1 , and if A is a minimal blocking set for x 1 , then the term formed by the conjunction of the variables in A is a minterm of C 1 .) To prove the claim, we'll show that every implicant of C 1 is a blocking set for x 1 in C, and that every blocking set for x 1 in C is an implicant of C 1 . That the minterms (minimal implicants) correspond to the minimal blocking sets follows trivially.
Suppose first that t is an implicant of C 1 . Let p be any assignment satisfying t (hence C 1 ) with x 1 set to 0. If p satisfies C 2 , then C( p) = 1 and C( p x 1 ←1 ) = 1. If p doesn't satisfy C 2 , then neither does p x 1 ←1 , since no clause of C 2 contains x 1 . Thus, both C( p) and C( p x 1 ←1 ) = 0. In other words, in any assignment with each variable of t set to 1, flipping x 1 does not change the value of C. Equivalently, C t←1 does not depend on x 1 , so t is a blocking set for x 1 in C.
Conversely, suppose that A is a blocking set for x 1 in C. Suppose by way of contradiction that (the term whose variables are those in) A is not an implicant of C 1 . Then there must be some clause α of C 1 whose variable set is disjoint from A, since otherwise each clause in C 1 would be satisfied when the variables of A were set to 1, and A would be an implicant. Now let assignment p set each variable in α ∪ {x 1 } to 0, and all other variables to 1. Note that each variable in A is set to 1 by p, since A contains neither x 1 nor any variable in α. Now, p must satisfy C 2 , because otherwise, there would be a clause β ∈ C 2 such that β ⊆ α ∪ {x 1 }, contradicting the choice of C as reduced. Observe that C( p) = 0, since p satisfies neither C 1 (because of α) nor x 1 . But C( p x 1 ←1 ) = 1, since p satisfies C 2 . This contradicts the assumption that A was a blocking set for x 1 in C. We conclude that A must in fact be an implicant of C 1 , and that the set of minterms of C 1 are exactly the set of minimal blocking sets for x 1 in C.
To find the minterms (hence minimal blocking sets) of C 1 , observe that by the read-k property of C, C 1 is a k-clause CNF formula and each minterm therefore has size at most k. We can enumerate all O(n k ) terms of size at most k, and for each, test in linear time whether it is a prime implicant of C 1 . Note that our blocking set approach does not work for arbitrary (not read-restricted) C since in general we cannot bound the number of minterms of C 1 .
(2) Testing if each blocking set is a blocking set for D: To test whether a minimal blocking set A for a variable x i in C is also a blocking set for x i in D, we simply set each variable of A to 1 in the formula D, and simplify to obtain D A←1 . We then reduce D A←1 by removing any subsumed terms. Since D A←1 is now reduced, it will depend on x i if and only if x i appears in at least one term.
We now can state the following theorem:
Theorem 7. There is a polynomial time algorithm to determine given a monotone read-k CNF C and a monotone DNF D whether or not C and D are equivalent.
Proof: We observed above that testing whether D → C is trivial. By Lemma 6, to determine whether C → D, it is sufficient to check if every minimal blocking set for each variable in C is also a blocking set for the same variable in D. Above, we showed how to (1) obtain all minimal blocking sets for C, and (2) determine whether each was also a blocking set for D. The running time of all steps was polynomial in |C|, |D|, and n. P be a subclass of the class of all Boolean formulas. The goal of the learner is to output a hypothesis h that is logically equivalent to f by getting information about f via queries. There are two kinds of queries that have been commonly used in the learning literature and that we consider here: membership and equivalence queries. The input of a membership query is a Boolean assignment x ∈ {0, 1} n and the answer is the value f (x). An equivalence query takes as input a hypothesis h and returns "yes" if h is equivalent to f and otherwise an arbitrary counterexample y ∈ {0, 1} n such that h(y) = f (y) is returned. One of the early positive results in this model is due to Angluin (1988) (see also Valiant, 1984) and states that the class of monotone DNF formulas is exactly learnable using membership and equivalence queries. The time and number of queries is polynomial in the number of terms of the DNF D to be learned. It will be helpful to have a basic understanding of this learning algorithm.
Let D be a monotone DNF over n variables and m terms. The algorithm works by iteratively and greedily collecting all the terms of D. It starts with the empty formula representing the identically 0 function. The algorithm maintains a hypothesis that implies D. In fact, each hypothesis h will consist of a subset of the terms of D. (Hence, h implies D.) The algorithm uses an equivalence query to generate a new counterexample to h, which by the above comment, must be an assignment y such that h(y) = 0 and D(y) = 1. Because this positive example y of D is not above any minterm of h, an assignment y ≤ y (in the Boolean hypercube) can be found using at most n (the number of variables) membership queries, such that h(y ) = 0 and D(y ) = 1, and such that no y < y has this property. It is easily seen that y corresponds to a minterm of D that is not yet in h. Consequently, the algorithm adds that minterm to h and iterates the above process with another equivalence query. After m iterations of this process, h = D. We will denote this algorithm by A.
It is easy to observe that algorithm A can be "inverted" to obtain a dual algorithm A δ that exactly learns any monotone CNF formula C. In this case, the algorithm starts with the set of empty clauses, representing the identically 1 function. It maintains a hypothesis that is always implied by C. Each equivalence query is used to obtain a negative example. With membership queries this negative example will allow A δ to obtain a maximum negative example from which a clause is constructed. This clause is added to the current hypothesis. The algorithm will use as many iterations as clauses in C. Now suppose that we have an algorithm Equiv for testing the equivalence of a monotone DNF, h, and CNF, h δ , formula in time q(|h|, |h δ |, n) where q is some polynomial. We show how to use Equiv to solve the identification problem in incremental polynomial time. Let f be the function to be "identified". We assume we have an oracle for f that returns the value f (x) on query x. To find both its DNF and CNF representations, we will run both A and A δ in parallel, using the oracle for f to answer membership queries, until both of them stop and ask an equivalence query. Let h be the hypothesis output by A and let h δ be the hypothesis output by A δ . By the properties of these algorithms just mentioned, h implies f , f implies h δ and thus, h implies h δ . Now we run Equiv with h and h δ as inputs. If the answer of Equiv is "yes", then h and h δ are logically equivalent, and since h ⇒ f ⇒ h δ we conclude that we have obtained both the DNF and CNF expressions for f . Otherwise, if Equiv answers "no", then we use an algorithm Ctrx (described below) to obtain a counterexample x such that h(x) = h δ (x). We use a membership query with input x to determine which hypothesis is misclassifying x and pass x as a counterexample to the algorithm that delivered that hypothesis. That algorithm will resume its computation and at some point it will output a new hypothesis. We then proceed in the same fashion.
In other words, we can combine both algorithms to avoid asking equivalence queries by using algorithms Equiv and Ctrx. However, now the number of membership queries will be polynomial in the sum of the sizes of the monotone DNF and monotone CNF formulas for f . How can we implement algorithm Ctrx? We describe here how algorithm Ctrx can be easily constructed using algorithm Equiv. First, we choose one variable, say x 1 , and we run Equiv twice with inputs h x 1 ←0 and h δ x 1 ←0 in one case and inputs h x 1 ←1 and h δ x 1 ←1 in the other. Note that the formulas corresponding to h x 1 ←0 and h x 1 ←1 can be obtained by simply projecting x 1 to 1 and 0 (respectively) whenever the variable x 1 appears in the formula. Also note that after projecting x 1 , the formulas h x 1 ←0 and h x 1 ←1 are monotone DNF formulas. Similar remarks apply to the CNF representations of h δ x 1 ←0 and h δ x 1 ←1 . Since we already know that h and h δ are not equivalent, at least one of the answers of the two runs is "no". Suppose that Equiv(h x 1 ←1 , h δ x 1 ←1 ) returns "no". Then we know that there is a counterexample where the first bit is set to 1. To obtain the next bit of a counterexample, we call Equiv twice with inputs h x 1 ←1,x 2 ←1 , h δ x 1 ←1,x 2 ←1 and h x 1 ←1,x 2 ←0 , h δ x 1 ←1,x 2 ←0 . Again, at least one of these calls to Equiv must return "no". The run that fails provides information about the second bit of the counterexample. We can repeat the above procedure with further projected formulas so that after at most 2n calls we will have obtained a complete counterexample.
To analyze the time complexity, note that obtaining a counterexample x requires time O(n · q(|h|, |h δ |, n)) since 2n calls to Equiv are made on formulas of size at most |h| and |h δ |. Determining which hypothesis misclassifies x requires one membership query to obtain its true classification plus time linear in |h| and |h δ | to determine which hypothesis h or h δ needs to be modified. Thus the time needed to produce the next output (minterm or maxterm) is 2n · q(|h|, |h δ |, n) + |h| + |h δ |. Since |h| + |h δ | is the size of what the algorithm has output so far, and the algorithm requires time polynomial in |h| + |h δ | to produce the next output, the algorithm runs in incremental polynomial time. P
Proof of Corollary 4:
In general Theorem 3 does not immediately apply to an arbitrary subset of CNF formulas. In the case of read-k-CNF formulas any hypotheses posed by the combined A and A δ algorithm will also be a read-k monotone CNF. The reason is that any hypothesis of this algorithm is a subset of the clauses of the read-k monotone CNF to be learned. The remainder of the proof is unchanged. P
