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SUBOPTIMAL FEEDBACK CONTROL OF PDES BY SOLVING
HJB EQUATIONS ON ADAPTIVE SPARSE GRIDS
JOCHEN GARCKE AND AXEL KRÖNER
Abstract. An approach to solve ﬁnite time horizon sub-optimal feedback
control problems for partial diﬀerential equations is proposed by solving dy-
namic programming equations on adaptive sparse grids. The approach is illus-
trated for the wave equation and an extension to equations of Schrödinger type
is indicated. A semi-discrete optimal control problem is introduced and the
feedback control is derived from the corresponding value function. The value
function can be characterized as the solution of an evolutionary Hamilton-
Jacobi Bellman (HJB) equation which is deﬁned over a state space whose
dimension is equal to the dimension of the underlying semi-discrete system.
Besides a low dimensional semi-discretization it is important to solve the HJB
equation eﬃciently to address the curse of dimensionality. We propose to ap-
ply a semi-Lagrangian scheme using spatially adaptive sparse grids. Sparse
grids allow the discretization of the value functions in (higher) space dimen-
sions since the curse of dimensionality of full grid methods arises to a much
smaller extent. For additional eﬃciency an adaptive grid reﬁnement proce-
dure is explored. We present several numerical examples studying the eﬀect
the parameters characterizing the sparse grid have on the accuracy of the value
function and the optimal trajectory.
1. Introduction
In this paper we present a framework for ﬁnite horizon closed-loop suboptimal
control of evolutionary partial diﬀerential equations (PDEs) based on a dynamic
programming approach on adaptive sparse grids. We consider control problems
for systems which arise from a semi-discretization (in space) of a PDE and solve
the corresponding dynamic programming equations with adaptive semi-Lagrangian
schemes on sparse grids. More precisely, we consider optimal control problems of
the following type
(1.1)

min
u∈Uad
J(u) =
∫ T
0
l(y(t), u(t))dt,
yt(t) = f(y(t), u(t)),
y(0) = y0,
with dynamics f : Rd×Rm → R, d,m ∈ N, which arise from the semi-discretization
of a PDE, running cost l : Rd × Rm → R, the initial state y0 ∈ Rd, the set of
admissible controls Uad, and time horizon 0 < T < ∞. The presented approach
is numerically analyzed for the wave equation. Additionally we show how the
approach can be transferred to equations of Schrödinger type and present numerical
examples for a simpliﬁed bilinear setting in 2D. Although other approaches may
Key words and phrases. sub-optimal feedback control of PDEs, Hamilton-Jacobi Bellman equa-
tion, sparse grids, curse of dimensionality.
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be considered to control the solution of the corresponding semi-discrete systems 
without using Hamilton-Jacobi Bellman equations  the presented approach aims
to give a general framework which is applicable on a wider class of problems.
To set up a feedback law we characterize the value function of problem (1.1) as
the viscosity solution of an instationary Hamilton-Jacobi Bellman (HJB) equation,
from which we derive a control in feedback form. However, to solve the equation
numerically we have to solve a non-linear partial diﬀerential equation, which is
by the curse of dimensionality very challenging in higher dimension. To reduce
the dimensionality of the problem there exists diﬀerent possibilities. On the one
hand the dimension of the dynamical system can be reduced by using model order
reduction techniques for the discretization of the underlying PDE. An eﬃcient re-
duction method is, e.g., proper orthogonal decomposition (POD) for certain classes
of nonlinear equations, see, e.g., [39, 41]. Furthermore one can use discretizations
of the PDE which represent the dynamics of interest (e.g. the lower modes) and
use a discretization based on spectral elements, cf. [37]. On the other hand eﬃcient
numerical methods are crucial for solving the HJB equation. There exists a wide
range of methods including (higher order) ﬁnite diﬀerence [47], semi-Lagrangian
[13, 15], discontinuous Galerkin methods [30], sparse grids [9], or low rank tensor
approximation for linear HJB equations [29].
In this paper we use spectral elements for the discretization of the underlying
PDE following [37] (i.e. the aim is to control the lower modes) and we solve the
corresponding HJB equation by an adaptive semi-Lagrangian scheme on sparse grids
based on [9]. While the HJB equation is deﬁned on the full space, for the numerical
approximation a ﬁnite computational domain and an artiﬁcial boundary condition
has to be chosen carefully. The use of regular sparse grids implies a reduction of the
degrees of freedom. For a suﬃciently smooth function f the number of grid points
on discretization level n, with one-dimensional mesh size hn = 2
−n, reduces from
O(h−dn ) to O(h
−1
n (log h
−1
n )
d−1), whereas the asymptotic accuracy with respect to
L2- or L∞-norm decreases only from O(h2n) to O(h
2
n(log h
−1
n )
d−1). The approach
requires H2mix regularity of the value function. Sparse grids go back to the work by
Smolyak [49] and in particular Zenger [52], Griebel [24], and Griebel and Bungartz
[11]. In case of nonsmoothness of the solution an adaptive sparse grid scheme
may allow to improve the accuracy of the approximation, we refer to [17, 48] for
references on adaptive sparse grids. Note that since the interpolation on sparse grids
is not monotone [9, 48] the scheme is not monotone, and a convergence theorem
follows not directly from Barles & Souganidis [4].
In this paper we consider control problems for the wave and the bilinear Schrö-
dinger equation. In contrast to [9] we consider diﬀerent underlying systems and
allow more general controls than bang-bang controls. We study numerically the
error in the approximating value function (for d = 2) and the optimal trajectory
and control (2 ≤ d ≤ 8). Since for normal sparse grids the nodes on the boundary
become dominant in the complexity in higher dimensions, it is crucial to solve the
equation by using only inner nodes and to use a fast approach to determine the
Hamiltonian minimizing control.
To put the results in a general context we give an overview about some refer-
ences. For optimal feedback control problems by solving HJB equations for reduced
systems using proper orthogonal decomposition we refer to [1, 2, 23, 28, 39, 41], for
spectral elements to [37], and for balanced truncation to [33]. Regarding estimates
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for the error between the value functions of the continuous and semi-discrete opti-
mal control problem in case of linear dynamics we refer to [16]. For publications
on sparse grids we refer, e.g., to [11, 20, 24, 26, 48, 52]. For sparse approximation
of PDEs in high dimensions, see, e.g., [14] and for sparse grids methods for solving
Schrödinger equations we refer to [21, 25]. Higher order semi-Lagrangian schemes
on sparse grids for second order HJB equations are considered in [51]. Furthermore,
in [50] several two dimensional numerical examples for semi-Lagrangian schemes on
sparse grids for ﬁrst order HJB equation are considered. For optimal control of
the wave equation, see, e.g., [22, 27, 35, 36, 38, 40] and for optimal control of the
Schrödinger equation, see, e.g., [5, 6, 10, 19, 32, 44, 45].
The paper is organized as follows. In Section 3 we formulate the closed-loop
optimal control problems arising from control of the wave and Schrödinger equation,
in Section 4 we recall the basic ideas of sparse grids, in Section 5 we formulate the
semi-Lagrangian scheme, and in Section 6 we present several numerical examples
illustrating our approach.
2. Notation
Throughout the paper we use for given interval (resp. bounded domain) Ω ⊂ K
with K ∈ {R,C} the usual notation for the real-valued (resp. complex-valued)
Lebesgue spaces L2(Ω,K) (resp. L¯2(Ω,K)), and analogue for Sobolev spacesHm(Ω) =
Hm(Ω,R) (resp. H¯m(Ω) = Hm(Ω,C)), m ∈ N. We set H = L2(Ω,R) and
H¯ = L2(Ω,C). Furthermore, we introduce for Hilbert space W the Bochner and
Hölder spaces by L2(0, T ;W ) and Ck(0, T ;W ), k = 0, 1, omitting the index for
k = 0. For the Euclidean and maximum norm in Rn, n ∈ N, we use the usual
notation ‖·‖2 and ‖·‖∞. For a set Ω = [a, b]d with a, b ∈ Rd and d ∈ N, we deﬁne
length(Ω) = maxi=1,.,,,d |ai − bi|.
3. Optimal control problem and its approximation
In this section we introduce an optimal control problem for the wave and Schrödinger
equation and the corresponding semi-discrete (in space) problems.
3.1. Optimal control problem. Let 0 < T < ∞, L > 0, c > 0. We deﬁne the
set of admissible controls Uad = L
2(0, T ;Um) with
Um := {u ∈ Rm| ua ≤ u ≤ ub}(3.1)
for ua, ub ∈ Rm and m ∈ N. Further we set Uw := Um, and Us := U1. For controls
u ∈ L2(0, T ;Uw) and Ω ⊂ (0, T ) we formulate the wave equation given by
(3.2)

yˆtt − c∆yˆ = Bu in (0, T )×Ω,
yˆ(0) = yˆ0, yˆt(0) = yˆ1 in Ω,
yˆ = 0 on (0, T )× ∂Ω
for initial state and velocity yˆ0 ∈ H1(Ω) and yˆ1 ∈ L2(Ω), and control operator
B := (sin(pix), . . . , sin(mpiy)).(3.3)
We remark that the presented approach can be easily extended to more general
control operators B. Equation (3.2) has a unique solution in C(0, T ;H1(Ω)) ∩
C1(0, T ;L2(Ω)), see [42, pp. 275, 288].
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For controls u ∈ L2(0, T ;Us) and Ω ⊂ C bounded domain we formulate the
Schrödinger equation given by
(3.4)

iyˆt + c∆yˆ − uBˆyˆ = 0 in (0, T )×Ω,
yˆ(0) = yˆ0 in Ω,
yˆ = 0 on (0, T )× ∂Ω,
for initial state yˆ0 ∈ H¯1(Ω), and control operator B ∈ L(L2(Ω)). Equation (3.4)
has a unique solution in C(0, T ; H¯1(Ω)) ∩ C1(0, T ; H¯−1(Ω)), see [42]. There holds
the property that ‖y(t)‖H¯ = ‖y0‖H¯ for all t ∈ [0, T ].
Let the cost functional be given by
J(u, yˆ) :=
∫ T
0
(
α1 ‖yˆ(t)− yd‖2H + α ‖u(t)‖2U
)
dt(3.5)
with H = H, U = Uw for the wave equation (resp. H = H¯, U = Us for the
Schrödinger equation), yd ∈ H (resp. yd ∈ H¯), as well as α1 > 0 and α > 0. We
denote the control-to-state operator for the wave and Schrödinger equation by yˆ[·].
The optimal control problem is given by
minF (u) := J(u, yˆ[u]), u ∈ L2(0, T ;U).(3.6)
For existence of a solution of the control problem (3.6) for the wave equation, see,
e.g., [43]. The existence of an optimal control for the Schrödinger equation can
be shown using classical arguments: for bounded sequences in the control space
we can choose weakly*-converging subsequences for which the corresponding states
converge strongly in L2(0, T ; H¯) and weakly in C(0, T ; H¯). Then the existence can
be deduced using the weak lower semi-continuity of the cost functional. We remark
that the optimal control for the control problem with the wave equation is unique.
To derive a feedback law we consider a semi-discrete formulation of the control
problem, in particular we apply the methods of lines. For a given basis
b := (ϕ1, . . . , ϕd), d ∈ N,(3.7)
with ϕ : Ω → R we deﬁne
(3.8)
A := ((∇ϕi(x),∇ϕj(x))i,j=1,...,d) (stiﬀness matrix),
M := ((ϕi(x), ϕj(x))i,j=1,...,d) (mass matrix).
In the numerical examples we will choose
ϕi(x) := sin(ipix), i = 1, . . . , d,(3.9)
and obtain, cf. [37],
(3.10) A = diag((1/2(ipi)2)i=1,...,d), M = diag((1/2)i=1,...,d).
For the approximation of the wave equation we consider a ﬁrst order system in
time given by
y˙(t) = f(y(t), u(t)), t > 0, y(0) = y0(3.11)
with dynamics
fw : R
2d ×Rm → R, f(x, u) = fw(x, u) := Ax+ Bu(3.12)
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and
A :=
(
0 Id
−cM−1A 0
)
, B :=
(
0
b
)
, b ∈ Rm×d, y0 ∈ R2d.(3.13)
For the approximation of the Schrödinger equation we write the equation as a
real-valued system and consider
fs : R
2d ×R→ R, fs(x, u) := Ax+ uBy(3.14)
with
A :=
(
0 cM−1A
−cM−1A 0
)
, B :=M−1Bˆ, M :=
(
M 0
0 M
)
, Bˆ ∈ R2d×2d.
(3.15)
The discrete cost functional is given by
J(u, y) :=
∫ T
0
l(y(t), u(t))dt(3.16)
with running cost l = lw (wave equation) and l = ls (Schrödinger equation)
lw(x, u) := βxx
T
1 Mx1 + βuu
Tu, ls(x, u) := βxx
TMx+ βuuTu,(3.17)
where x = (x1, x2) ∈ R2d, u ∈ U . Making the dependence on the initial time
explicit we introduce the value function
v(x, t) := inf
u∈U
∫ T
t
l(y(s), u(s))ds, s.t.(3.18)
y˙(s) =f(y(s), u(s)), y(t) = x, s > t,(3.19)
for t ∈ [0, T ] and x ∈ R2d. The value function satisﬁes the dynamic programming
principle
(3.20) v(x, t) = inf
u∈U
(∫ τ
t
l(y(s), u(s))ds+ v(y(τ), τ)
)
in R2d × [0, T ],
for all τ ∈ [t, T ] and can be characterized as the unique viscosity solution of
(3.21)
{−vt(x, t) +H(x,∇v) = 0 in R2d × [0, T ],
v(x, T ) = 0 in R2d,
with Hamiltonian
H(x, p) := sup
u∈U
(−f(x, u)T p− l(x, u))(3.22)
for x ∈ R2d and p ∈ R2d, see [3, 31].
Now, to derive a feedback control law from the value function we introduce the
set-valued map (following the notation in [18]) given by
g∗(x, t) := argminu∈U{−f(x, u)T∇xv(x, t)− l(x, u)}.(3.23)
For Qˆ = R2d × (t, T ) we call u : Qˆ → U a feedback control, and if for u(s) :=
u(y(s), s) there holds u(s) ∈ U for s ∈ (t, T ) we call u∗ admissible. Let u∗ be an
admissible feedback control with
u∗(x, s) ∈ g∗(x, s)(3.24)
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for all (x, s) ∈ Qˆ and admissible for the initial condition (x, t), then we call u∗ an
optimal feedback control and with the corresponding solution y∗ we have
u∗(s) = u∗(y∗(s), s).(3.25)
We call the corresponding trajectory for given initial state (x, t) optimal.
Proposition 3.1. The value function is diﬀerentiable in (x, t) if and only if (x, t)
is a regular point, i.e. there exists a unique optimal trajectory y∗(·) starting in x at
time t with y∗(t) = x.
For a proof we refer to [18, p. 42, Thm. 10.2].
Note that in a regular point the optimal feedback control is given by
u∗(y∗(s), s) = PU
(
− 1
α
BT∇xv(y∗(s), s)
)
(wave equation),(3.26)
u∗(y∗(s), s) = PU
(
− 1
α
y∗(s)TBT∇xv(y∗(s), s)
)
(Schrödinger equation),(3.27)
where PU denotes the projection on the set of admissible controls.
3.2. Curse of dimensionality. Optimal control problems of type (3.18)  (3.19)
allow to derive controls in feedback form from the corresponding value function
given as the unique viscosity solution of an instationary HJB equation (3.21). How-
ever, when the problem arises from a semi-discrete optimal control problem gov-
erned from a PDE, it usually leads to a high dimensional state space and, because
of the curse of dimensionality, the numerical approximation becomes very challeng-
ing. To make the problem numerically feasible and to reduce the computational
eﬀort two diﬀerent aspects are crucial. On the one hand reduction of the dimension
of the underlying system and on the other hand eﬃcient schemes for solving the
HJB equation (3.21). In this paper we focus on the latter and analyze the approx-
imation by adaptive semi-Lagrangian schemes on sparse grids. Nevertheless, a low
dimensional approximation is necessary such that the problem is numerically feasi-
ble. Here, following the approach presented in [37], we consider semi-discretizations
based on spectral elements and the aim is to control the lower modes (neglecting
the behaviour of the higher modes). However, the presented framework could also
be applied to optimal control problems of parabolic equations for which model or-
der reduction techniques like proper orthogonal decomposition are very eﬃcient (cf.
the cited references in the introduction).
4. Sparse grids
For the numerical approximation of the value function we use a semi-Lagrangian
scheme on adaptive sparse grids. In the following we recall the main ideas be-
hind (adaptive) sparse grids. Let here, for simplicity, Q = [0, 1]d, d ∈ N. For a
multiindex l = (l1, . . . , ld) ∈ Nd we introduce a mesh Ql with mesh parameters
hl = (hl1 , . . . , hld) which are constant hli := 2
−li in each direction but may diﬀer
with respect to the dimensions. The grid points are denoted by
xl,j = (xl1,j1 , . . . , xld,jd), xlt,jt = jt · hlt , t = 1, . . . , d.(4.1)
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W4,1 W4,2 W4,3 W4,4
W3,1 W3,2 W3,3 W3,4
W2,1 W2,2 W2,3 W2,4
W1,1 W1,2 W1,3 W1,4
Figure 1. Hierarchical spaces for V(4,4)
Here, l denotes the level which characterizes the resolution of the discretization and
j deﬁnes the position of the mesh point. Let
Vl := span
{
ϕl,j | jt = 0, . . . , 2lt , t = 1, . . . , d
}
(4.2)
be the space of all d-dimensional piecewise d-linear hat functions. The hierarchical
diﬀerence space is given by
Wl := Vl \
d⊕
t=1
Vl−et ,(4.3)
with t-th unit vector et. Thus we deﬁne
Vl =
⊕
k≤l
Wk,(4.4)
cf. Figure 1. With Vn = V(n,...,n) every f ∈ Vn can be characterized as
f(x) =
∑
|l|∞≤n
∑
j∈Bl
αl,j · ϕl,j(x),(4.5)
with so-called hierarchical coeﬃcients αl,j ∈ R and for
(4.6) Bl :=
{
j ∈ Nd
∣∣∣∣ jt = 1, . . . , 2lt − 1, jt odd, t = 1, . . . , d, if lt > 1,jt = 0, 1, 2, t = 1, . . . , d, if lt = 1
}
.
In nodal or hierarchical basis a function f ∈ Vn is characterized by (2n+1)d points.
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Further we introduce the H2mix norm and semi-norm given by
‖f‖2H2
mix
(Q) =
∑
0≤k≤2
|∂|k|1
x
k1
1 ...x
kd
d
f |22, and |f |H2
mix
(Q) =
∥∥∥∂2dx21...x2df∥∥∥2 ,(4.7)
respectively, and we deﬁne H2mix(Q) =
{
f ∈ H ∣∣ ‖f‖H2
mix
≤ C for C > 0
}
which
satisﬁes the relation H4(Q) ⊂ H2mix(Q) ⊂ H2(Q), see [26]. For f ∈ H2mix(Q) there
holds ∥∥fl∥∥2 ≤ C(d) · 2−2|l|1 |f |H2mix(Q)(4.8)
with constant C(d) > 0 depending on the dimension d and
fl :=
∑
j∈Bl
αl,jφl,j(x) ∈Wl.
The hierarchical mesh becomes a sparse mesh when taking out those basis func-
tion which have a small contribution to the representation of the function, i.e. those
with a small support, see estimate (4.8). Following Griebel [24] and Zenger [52],
we replace ‖l‖∞ ≤ n by the rule
‖l‖1 ≤ n+ d− 1.(4.9)
For the dimension of the sparse grid space it holds dimV sn = O(2n · nd−1), in
comparison to regular grids where we have dimO(2nd). For functions f ∈ H2mix(Q)
there holds the error estimate
‖f − fsn‖2 = O(h2n(log h−1n )d−1))(4.10)
in comparison to the approximation on regular grids, where we have
‖f − fsn‖2 = O(h2n).(4.11)
This fact leads to a strong reduction of the computational storage consumption in
comparison to a full mesh approach. If the required Hsmix-regularity is given, the
points in the sparse grid are optimal in a cost-beneﬁt analysis [11].
4.1. Adaptive sparse grids. For a further reduction of the number of nodes we
use an adaptive reﬁnement strategy as in [9], where the values of the hierarchical
coeﬃcients are employed as error indicators [17, 48].
We now collect the indices (l, j) of the employed adaptive sparse grid functions in
an index set I, denote the resulting discretization mesh as QI and start with some
suitable initialization I = {(l, j)|ϕl,j ∈ V sn } for a small n. In the iterative adaptive
procedure to build the reﬁned index set I, an index (l, j) ∈ I is then marked for
reﬁnement if there holds, for given parameter ε > 0,
|al,j |
∥∥∥φl,j∥∥∥ > ε(4.12)
for the hierarchical coeﬃcient al,j in the function representation (4.5). In such a
case the 2d children, left and right in each dimension, are added to I, where for
consistency one might need to add fathers in other dimensions of these newly added
sparse grid points. The spatially adaptive reﬁnement algorithm to build an adaptive
sparse grid for given function F , initial I, and ε is presented in Algorithm 1 and is
based on [9] and described in more detail therein.
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Algorithm 1: Spatially adaptive reﬁnement
Data: initial I, reﬁnement threshold ε and function evaluation F
Result: reﬁned I, adaptive sparse grid approximation of F in VI
for all indices (l, j) ∈ I do
compute F (xl,j) . evaluate F on initial grid
compute hierarchical values αl,j for all indices;
while indices are added to I do
for (l, j) ∈ I do . look at all indices
if |αl,j | · ‖φl,j‖ > ε then
for t = 1, . . . , d do . surplus is large
if (˜l, j˜) /∈ I for l˜ = l + et and j˜ ∈ {j + jt et ± 1} then
I = I ∪ (˜l, j˜) . add children not in I
check ∀(l, j) ∈ I: (˜l, j˜) ∈ I for l˜ ≤ l and supp(φl˜,j˜) ∩ supp(φl,j) 6= ∅ ;
for all added indices (l, j) ∈ I do
compute F (xl,j) . evaluate F at new grid points
compute hierarchical values αl,j for newly added indices
Additionally, we also use coarsening of the spatially adaptive sparse grid, i.e. for
given parameter η > 0 we remove an index (l, j) from I if
|al,j |
∥∥∥φl,j∥∥∥ < η,(4.13)
and no children of (l, j) are in I, see Algorithm 2. This is to avoid unnecessary
function evaluations on sparse grid points whose basis function only have little
contribution, again see [9] for more details. A typical choice is η = ε/10, which we
will use in our experiments in Section 6.
Algorithm 2: Spatially Adaptive Coarsening
Data: index set I, coarsening threshold η, and αl,j ∀(l, j) ∈ I
Result: coarsened index set I
while indices are removed from I do
for (l, j) ∈ I do . look at all indices
if |αl,j | · ‖φl,j‖ < η then . surplus is small
if ∀t = 1, . . . , d: (˜l, j˜) /∈ I for l˜ = l + et and j˜ ∈ {j + jt et ± 1}
then
I = I\(l, j) . remove if no children in I
Note that several norms are possible in (4.12) and (4.13), e.g. L∞(Q), L2(Q),
L1(Q), H1(Q) or mixtures thereof. In the numerical experiments we use ‖ · ‖L∞(Q)
which is one for the employed basis functions.
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φ1,0 φ1,2φ1,1
φ2,1 φ2,3
φ3,1 φ3,3 φ3,5 φ3,7
(a) normal basis
φ˜1,1
φ˜2,1 φ˜2,3
φ˜3,1 φ3,3 φ3,5 φ˜3,7
(b) fold-out basis
φ2,3
x2,3 1
φ˜2,3
x2,3 1
φ˜2,3
x2,3 1
(c) last basis before the boundary gets folded up and linearly extrapolated across the boundary
Figure 2. Normal and fold out basis functions
5. The semi-Lagrangian scheme
To compute the value function numerically we apply a semi-Lagrangian scheme,
cf., e.g., [15]. For a bounded domain Q ⊂ R2d we apply for its discretization QI ,
where I is either the index set of a regular or adaptive sparse grid, the procedure
(5.1)
 v
k(x) = min
u∈U
(
∆tl(x, u) + I[vk+1](yx(∆t
)
),
vk(x) = 0
for all x ∈ QI , time step ∆t > 0, k = K, . . . , 0, and K = T/∆t. The interpolation
operator I is deﬁned on the grid points of QI by I[v](x) = v(x) for all x ∈ QI and
yx(∆t) denotes the state obtained by a time discretization scheme when going from
x one step forward in time.
5.1. Computational domain and boundary treatment. When using sparse
grids, the number of points on the boundary increases, in comparison to inner
points, strongly with respect to the reﬁnement level and the dimension, see, e.g.,
[48]. To avoid this behaviour we use so-called fold out ansatz functions which are
deﬁned with inner nodes only and extrapolate them to and over the boundary
following ideas developed in [9, 48], see Figure 2(a-b).
Besides this, we have to prescribe some boundary condition for solving the dy-
namic programming equation on the extended domain. We set the second derivative
equal to zero, which corresponds to a linear extension of the values on inner nodes
over the boundary. With the fold out basis functions we have this extrapolation out-
side of the domain naturally, see Figure 2(c). For the normal basis function we set
the value of v for an evaluation point outside of the domain, i.e. (x˜, y) = (x± h, y)
with (x, y) ∈ ∂Ql and h > 0 the distance from x˜ to Ql, as
v(x˜, y) = v(x± h, y) := 2 · v(x, y)∓ v(x∓ h, y),(5.2)
CLOSED-LOOP SUBOPTIMAL CONTROL ON SPARSE GRIDS 11
taking either the backward or forward diﬀerence quotient depending on which part
of the boundary we are. If the evaluation point is outside of the domain in more
than one dimension we treat all aﬀected dimensions in this way.
5.2. Computational aspects of the minimization in the Hamiltonian and
the feedback law. In general the determination of the minimum in the right
hand side of (5.1) over the set of admissible controls on sparse grids is a non-
trivial task; already on regular grids this questions has to be addressed carefully,
for a discussion of ﬁrst-order and second-order algorithms see [34]. For global
minimization algorithms on sparse grids see, e.g., [46]. In the following we discuss
two diﬀerent methods to determine the minimizing control which can be used within
the SL-scheme as well as for computing optimal trajectories.
5.2.1. Feedback law based on minimization by comparison. In this approach a ﬁnite
subset Uσ ⊂ U can be chosen over which the minimizer is determined by comparison
over its elements, i.e. we choose
u∗(x, s) ∈ argminu∈U
(
vk(x+∆t · f(x, u), s) +∆t · l(x, u)) , x ∈ QI ,(5.3)
see, e.g., [3, 15]. This approach is easy to implement and allows to consider also non-
smooth cost functionals, however it is very time consuming in higher dimensions in
particular if the control has several components.
5.2.2. Feedback law based on the gradient of the value function. In case of diﬀer-
entiability of the value function a projection formula for the minimization using
the gradient of the value function can be used, see (3.26) and (3.27). Within the
semi-Lagrangian scheme, the value function of the previous time step is used to
evaluate the right hand side in the feedback law. A suitable approximation of the
gradient has to be chosen. A ﬁnite diﬀerence approximation using the interpolation
on sparse grids can be used given by
un(x, s) = PU
(
BT∇hvn+1(x, s))(5.4)
for the wave equation and
un(x, s) = PU
(−xTBT∇hvn+1(x, s))(5.5)
for the Schrödinger equation, respectively, with
∇hv(x, s)i := v
n+1
i (x+ hi, s)− vn+1(x− hi, s)
2h
(5.6)
for hi = (0, . . . , h, 0, . . . 0) ∈ R2d and h > 0. However, the choice of h > 0 in the
diﬀerence quotient approximation is not naturally given on sparse grids as it is the
case for regular grids.
In Section 6 we will compare numerically both approaches for determining the
minimizing control.
5.3. Evaluation of the right hand side in (5.1). For the computation of yx(∆t)
we use the second order Heun scheme
yx(∆t) :=
1
2
(x+ x˜+∆t · f(x˜, u)) ,(5.7)
where x˜ is computed with the Euler scheme
yx(∆t) := x+∆tf(x, u).(5.8)
12 JOCHEN GARCKE AND AXEL KRÖNER
For the evaluation of the right hand side of (5.1) in the n-dimensional space
given by
Fk(x) = min
u∈U
(
vk(yx(∆t)) +∆tl(x, u)
)
, k = K, ..., 0,(5.9)
we interpolate the expression on sparse grids as presented in Algorithm 3.
Algorithm 3: Adaptive SL-SG scheme
Data: suitable initial index set I, reﬁnement constant ε and coarsening
constant η
Result: sequence of adaptive sparse grid solutions vk ∈ VI(k) for k = K, ..., 0
Alg. 1 with I, ε, and Fk(x) = 0 . interpolate ϕ by v0 ∈ VI(0)
Alg. 2 with I(0), η, and v0 . coarsen v0
for k = K − 1, . . . , 0 do . iterate in time with ∆t = T/K
Alg. 1 with I(k), ε and Fk(x)
. compute vk−1 ∈ VI(k−1)
Alg. 2 with I(k − 1), η and vk−1 . coarsen vk−1 ∈ VI(k−1)
5.4. Computation of the trajectory. For the computation of optimal trajecto-
ries we solve the dynamical system (3.19) with the control given by the feedback
laws using comparison after (5.3) or using the gradient of the value function after
(5.4) and (5.5), respectively. The dynamical system is solved by the Heun time-
stepping scheme. The stepsize h for computing (5.6) is chosen diﬀerently from the
choice within the semi-Lagrangian scheme, but has to be chosen carefully since nu-
merically we observe a strong sensitivity with respect to the size of h. In particular
for small mesh sizes errors in the evaluation are scaled and may cause large errors.
The computational domain is chosen (by 'testing' and 'checking') in such a way
that the trajectory does not reach the boundary to avoid numerical artefacts.
6. Numerical examples
In this section we present several numerical examples in which we study for
optimal control problems of type (3.18)  (3.19) the accuracy of the discrete value
function (for d = 2) and optimal trajectories (for 2 ≤ d ≤ 8) when solving the
corresponding HJB equation by the SL-SG-scheme described in Section 5. For
the study of convergence of the SL-SG-scheme we focus on the discretization error
in space while using a time resolution which is good enough. Since we only
have an ineﬃcient proof-of-concept sparse grid implementation available, we abstain
from giving computation times. Using eﬃcient sparse grid implementations [12, 48]
would signiﬁcantly (an order of magnitude or more) change the needed runtime.
While on regular grids various error estimates for semi-Lagrangian schemes are
known, see, e.g., [3, Appendix A] and [4], on sparse grids very little results are
available in the literature, see, e.g., [51] where under a certain assumptions an
estimate is derived.
6.1. Reference solutions. To analyze the accuracy of our computed discrete value
function we compare it with a reference solution vref computed with a higher order
ﬁnite diﬀerence code on a uniform mesh based on [8, 47]. We compute a reference
solution vref by an ENO scheme as a variant of a Lax-Friedrichs scheme
vk−1ref (xI) = v
k
ref(xI)−∆tHLF (xI , D+vkref(xI), D−vkref(xI)),(6.1)
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where HLF is the numerical Hamiltonian, D±vkref(xI) are higher order approxima-
tions of the gradient in grid point xI , I ∈ Z, k is the time step, ∆t the temporal
mesh parameter, and coupled with a Runge-Kutta time discretization scheme of
second order, for details see [37]. For the numerical realization of the scheme we
use the software library ROC-HJ (see [7]).
To quantify the error in the optimal trajectories for the control problem for the
semi-discrete wave equation we compute reference trajectories yr in state space and
ur in control space using a Riccati approach, i.e. we solve backward in time
(6.2)
{
−Pt(t) = AP (t)− P (t)A+ PT (t)BTRBPy(t) = 0, t > 0
P (T ) = 0
and set the feedback operator as u(x, t) = −R−1BTP (t)x with R = α.
We estimate the error in the value function by computing the vector diﬀerence
to the reference solution on its discretization grid, and denote it by
ev2 := ‖v − v∗‖L2(Q) ≈
‖v − vr‖2√
Nr
,(6.3)
ev∞ := ‖v − v∗‖L∞(Q) ≈ ‖v − vr‖∞.(6.4)
For the errors in the state and control we use the following notation:
ey2 := ‖y − y∗‖L2(0,T ;R2d), ey∞ := ‖y − y∗‖L∞(0,T ;R2d),(6.5)
eu2 := ‖u− u∗‖L2(0,T ;Rm), eu∞ := ‖u− u∗‖L∞(0,T ;Rm),(6.6)
and approximate the L∞-error by maxk=1,...,T/∆t |yk − ykr | and the L2-error by
1√
T/∆t
T/∆t∑
k=1
|yk − ykr |2.
Furthermore, we give convergence rates for the diﬀerent discretization errors ei as
ρe(i) = log2
(
ei−1
ei
)
,(6.7)
where ei denotes the error on level i or the error for ε = 0.1 · 1/2i, respectively, and
e is any one of the above errors.
In the following experiments, we use for the feedback law by comparison a dis-
cretization of the control space with 40 equidistantly spaced controls in one dimen-
sion, while for the feedback law by using the gradient we use the stepsize ∆x = 140 .
6.2. Control of the Harmonic oscillator. As a ﬁrst example we consider a
simpliﬁcation of the semi-discrete wave equation, namely the Harmonic oscillator,
i.e. we consider dynamics of type (3.12) with
βx = 2, βu = 0.1, T = 1, ∆t = 0.01, A =
(
0 1
−1 0
)
, B =
(
0
1
)
,(6.8)
initial data x ∈ R2, computational domain Q = [−1, 1]2, Uw = [−3.5, 3.5]. We
solve the corresponding HJB equation (3.21) and compare diﬀerent variants of our
semi-Lagrangian scheme on sparse grids. The reference value function is computed
as described in Section 6.1 on the domain [−1, 1]2 with ∆x = 1/200 · length(Q) and
∆t = T/1000.
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Figure 3. Error in the approximating value function comparing the
scheme based on sparse grids using normal hat and fold out basis func-
tions and feedback laws from (5.2.1) and (5.2.2) (2D).
6.2.1. Error in the value function. To show the overall behaviour of the four diﬀer-
ent variants of our approach (namely using normal or fold out basis functions and
uniform or adaptive reﬁnement, respectively) we present in Figure 3 combined con-
vergence plots for the error in the value function at the initial time in comparison
to the reference solution.
We also show two exemplary convergence tables with more detailed numbers.
In Table 1 we give the error on regular sparse grids using the scheme presented in
Algorithm 3 which includes nodes on the boundary, as well as fold out basis func-
tions following Section 5.1; while in Table 2 we compare the error on the adaptive
sparse grids with normal hat functions for decreasing reﬁnement thresholds at the
initial time zero by using either the gradient or comparison of all actions to realize
the minimization on the sparse grid.
From Table 1 and Figure 3(a) we can see that the diﬀerent variants show the
similar convergence of the error in regard to the level. Since a regular sparse grid
with the fold-out basis functions uses less points, it is the preferred choice in this
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normal fold out
level ev2 e
v
∞ nodes (end) e
v
2 e
v
∞ nodes (end)
2 7.91·10−2 1.09·10−1 21 1.09·10−1 2.68·10−1 5
3 3.81·10−2 5.29·10−2 49 2.82·10−2 4.02·10−2 17
4 1.80·10−2 2.66·10−2 113 1.80·10−2 4.19·10−2 49
5 8.50·10−3 1.44·10−2 257 8.89·10−3 3.07·10−2 129
6 3.98·10−3 8.72·10−3 577 4.53·10−3 2.42·10−2 321
7 2.00·10−3 5.93·10−3 1,281 2.62·10−3 2.04·10−2 769
8 1.37·10−3 5.75·10−3 2,817 2.15·10−3 2.06·10−2 1,793
9 1.15·10−3 3.84·10−3 6,145 1.90·10−3 1.89·10−2 4,097
10 1.10·10−3 3.45·10−3 13,313 1.51·10−3 1.25·10−2 9,217
Table 1. Error in the value function with regular sparse grids using
both kinds of basis functions and the gradient approach (2D).
gradient compare
ε ev2 e
v
∞ nodes (end) e
v
2 e
v
∞ nodes (end)
5.00−2 5.86·10−2 7.54·10−2 29 5.69·10−2 7.45·10−2 29
2.50−2 5.20·10−2 6.44·10−2 29 5.05·10−2 6.31·10−2 29
1.25−2 4.96·10−2 6.18·10−2 37 4.81·10−2 5.95·10−2 37
6.25−3 3.79·10−2 5.13·10−2 49 3.69·10−2 4.95·10−2 49
3.13−3 2.53·10−2 3.73·10−2 95 2.56·10−2 3.86·10−2 87
1.56−3 1.70·10−2 2.51·10−2 123 1.71·10−2 2.53·10−2 123
7.81−4 1.01·10−2 1.63·10−2 227 1.00·10−2 1.60·10−2 225
3.91−4 6.84·10−3 1.03·10−2 253 6.97·10−3 1.04·10−2 251
1.95−4 4.11·10−3 6.40·10−3 491 4.16·10−3 6.46·10−3 495
9.77−5 2.83·10−3 4.51·10−3 613 2.94·10−3 4.61·10−3 601
4.88−5 1.88·10−3 3.45·10−3 1,143 1.95·10−3 3.92·10−3 1,179
2.44−5 1.56·10−3 5.31·10−3 1,357 1.66·10−3 5.60·10−3 1,607
Table 2. Error in the value function for adaptively reﬁned sparse
grids using compare and gradient approaches with the normal basis func-
tions (2D).
setting. To study the inﬂuence of the artiﬁcial boundary condition on the error, we
also computed regular sparse grid solutions on the enlarged domain [−2, 2]2, but
evaluated the error only on Q = [−1, 1]2. In this case we observe overall similar
convergence behaviour to before, but essentially identical errors for the normal and
fold out basis functions, which is due to the fact that the treatment of the boundary
of the enlarged domain has little eﬀect on the value function in Q.
From Table 2 and Figure 3(b) we also see no big diﬀerence between the com-
pare and gradient variants. We observe that the normal hat functions show slightly
better performance when looking at the decrease of the error in comparison to ε.
When taking the eﬀort into account by counting the number of points in the adap-
tive sparse grids at the end of the computation, we see a stronger increase in the
number of points for the fold-out basis function than for the normal ones, while for
coarser ε the fold-out use less basis functions, see Figure 3(c). When comparing the
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level ey2 ρey2 e
y
∞ ρey∞ e
u
2 ρeu2 e
u
∞ ρeu∞
2 4.17·10−1  3.60·101  7.31·10−1  1.68·100 
3 7.64·10−2 2.45 6.53·100 2.46 1.33·10−1 2.46 2.74·10−1 2.61
4 3.64·10−2 1.07 3.10·100 1.07 6.09·10−2 1.12 1.18·10−1 1.21
5 1.90·10−2 0.93 1.62·100 0.93 3.18·10−2 0.94 5.97·10−2 0.99
6 1.03·10−2 0.89 8.77·10−1 0.89 1.72·10−2 0.89 3.20·10−2 0.90
7 5.88·10−3 0.80 5.04·10−1 0.80 9.91·10−3 0.79 2.02·10−2 0.66
8 3.60·10−3 0.71 3.09·10−1 0.70 6.09·10−3 0.70 1.24·10−2 0.70
9 4.47·10−3 −0.31 3.80·10−1 −0.30 7.39·10−3 −0.28 1.21·10−2 0.03
10 4.08·10−3 0.13 3.49·10−1 0.13 6.80·10−3 0.12 1.25·10−2 −0.04
Table 3. Error in the trajectory and control with regular sparse grids
using the gradient approach and fold out basis functions (2D).
ε ey2 ρey2 e
y
∞ ρey∞ e
u
2 ρeu2 e
u
∞ ρeu∞
5.00−2 4.17·10−1  3.60·101  7.31·10−1  1.68·100 
2.50−2 3.99·10−1 0.07 3.43·101 0.07 6.89·10−1 0.09 1.34·100 0.33
1.25−2 1.92·10−1 1.05 1.63·101 1.07 3.15·10−1 1.13 5.11·10−1 1.39
6.25−3 7.40·10−2 1.38 6.10·100 1.42 1.24·10−1 1.34 2.02·10−1 1.34
3.13−3 3.24·10−2 1.19 2.79·100 1.13 6.01·10−2 1.04 1.49·10−1 0.44
1.56−3 5.99·10−2 −0.89 5.17·100 −0.89 1.09·10−1 −0.86 2.36·10−1 −0.66
7.81−4 2.34·10−2 1.35 2.03·100 1.35 4.53·10−2 1.27 9.95·10−2 1.25
3.91−4 3.32·10−2 −0.50 2.86·100 −0.50 5.94·10−2 −0.39 1.24·10−1 −0.32
1.95−4 1.29·10−2 1.36 1.08·100 1.41 2.16·10−2 1.46 3.69·10−2 1.75
9.77−5 1.73·10−2 −0.42 1.48·100 −0.46 2.94·10−2 −0.45 6.11·10−2 −0.73
4.88−5 8.43·10−3 1.03 7.22·10−1 1.04 1.42·10−2 1.06 2.64·10−2 1.21
2.44−5 1.02·10−2 −0.27 8.72·10−1 −0.27 1.71·10−2 −0.27 3.28·10−2 −0.31
Table 4. Error in the trajectory and control with adaptive grids using
the gradient approach and fold out basis functions (2D).
error reduction with increasing number of nodes for adaptive versus regular grids,
we see in Figure 3(d), that for normal hat functions there is no real diﬀerence, while
for fold out hat functions the regular approach performs better and more stable.
6.2.2. Error in the trajectory and control. Next we study for given initial point
x = (0.4,−0.2)T the accuracy of the corresponding trajectory and control when
using regular/adaptive sparse grids, the gradient/comparison approach, and nor-
mal/fold out basis functions. Overall, the behaviour is very similar over the dif-
ferent measured errors, in particular when comparing the diﬀerent basis functions
and feedback laws on regular sparse grids. However, on adaptive sparse grids we
observe for the fold out basis functions oscillating convergence behaviour.
In Table 3 we see the error in the state and control with respect to the L2- and
L∞-norm and the corresponding rates of convergence on regular sparse grids with
the gradient approach and fold out basis functions. The rate of convergence shows
a similar behaviour in all three variables with values from 0.5 to values around 1.
For adaptive and regular sparse grids using the gradient approach and normal
basis functions we observe a similar behaviour, see Figure 4. When using fold
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Figure 4. Comparing the scheme on regular sparse grids using nor-
mal hat and fold out basis functions (2D).
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Figure 5. Comparing the scheme on adaptive sparse grids using nor-
mal hat and fold out basis functions (2D).
out hat functions in comparison to normal ones we observe a slight reduction of
the convergence rate for the feedback law by comparison and the amplitude of the
oscillations increases when using the feedback law based on the gradient on adaptive
sparse grids, see Figure 5 and Table 4. In Figure 6 the behaviour on regular and
adaptive sparse grids with respect to the number of nodes is shown. We again
observe an oscillatory behaviour when using fold out basis functions on adaptive
sparse grids. The corresponding adaptive sparse mesh at initial time with normal
and fold out basis functions is shown in Figure 7.
Since we have numerically conﬁrmed that the compare and gradient approaches
behave essentially the same, we only investigate the gradient approach for the
following examples to avoid the more costly comparison approach in the higher
dimensional control spaces.
18 JOCHEN GARCKE AND AXEL KRÖNER
101 102 103 104
10−1
100
101
102
−0.6
−0.62
nodes
‖y
−
y
∗ ‖
L
∞
normal hat (level)
fold out hat (level)
normal hat (eps)
fold out hat (eps)
(a) error in the trajectory vs. nodes
101 102 103 104
10−3
10−2
10−1
100
101
−0.63
−0.62
nodes
‖u
−
u
∗ ‖
L
∞
normal hat (level)
fold out hat (level)
normal hat (eps)
fold out hat (eps)
(b) error in the control vs. nodes
Figure 6. Comparing the scheme using the gradient approach (5.2.2)
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Figure 7. Adaptive sparse grid for ε = 1.95 · 10−4 (2D).
6.3. Control of the semi-discrete wave equation (4D). In this example we
consider the optimal control problem (3.18)(3.19) for the semi-discrete wave equa-
tion (3.12) in dimension four, that means we discretize the state and velocity by
two modes using (3.9). We choose the parameters as
βx = 2, βu = 0.1, T = 4, ∆t = 0.01, c = 0.05.(6.9)
Since a full grid approach is very costly in four dimensions, we consider directly
the error in the state and control along an optimal trajectory for a given initial
point to study the convergence. For the initial point x = (0.4, 0.6, 0, 0)T we see in
Table 5 and Table 6 the behaviour of the error for d = 2 and m = 2 using fold out
basis functions on regular and adaptive sparse grids. Note that when using normal
basis functions on an adaptive sparse grid we observe a similar performance. In
Figure 8(a) we see the error on adaptive sparse grids. As before the error with
respect to the threshold ε behaves similarly for normal and fold out basis function,
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level ey∞ ρey∞ e
u
∞ ρeu∞ nodes (end)
2 6.93·10−1  2.87·100  9
3 6.27·10−1 0.14 1.79·100 0.68 49
4 4.40·10−1 0.51 1.36·100 0.40 209
5 2.61·10−1 0.75 5.72·10−1 1.24 769
6 1.45·10−1 0.85 2.95·10−1 0.96 2,561
7 9.00·10−2 0.68 1.95·10−1 0.59 7,937
8 4.53·10−2 0.99 9.47·10−2 1.05 23,297
9 1.42·10−2 1.68 3.28·10−2 1.53 65,537
10 6.01·10−3 1.24 1.43·10−2 1.19 1.78 · 105
Table 5. Error in the trajectory and control with regular sparse grids
using the gradient approach and fold out basis functions (4D).
ε ey∞ ρey∞ e
u
∞ ρeu∞ nodes (end)
5.00−2 3.67·10−1  3.05·100  389
2.50−2 2.52·10−1 0.54 1.28·100 1.25 567
1.25−2 1.38·10−1 0.87 1.07·100 0.27 655
6.25−3 1.35·10−1 0.03 3.46·10−1 1.62 889
3.13−3 1.39·10−1 −0.04 3.29·10−1 0.07 1,051
1.56−3 1.41·10−1 −0.02 4.50·10−1 −0.45 1,231
7.81−4 8.73·10−2 0.70 1.42·10−1 1.67 1,671
3.91−4 6.33·10−2 0.46 7.37·10−2 0.94 2,207
1.95−4 4.53·10−2 0.48 5.23·10−2 0.49 3,581
9.77−5 3.09·10−2 0.55 3.59·10−2 0.54 5,133
4.88−5 1.94·10−2 0.67 3.04·10−2 0.24 9,829
2.44−5 1.27·10−2 0.61 1.84·10−2 0.73 13,249
Table 6. Error in the trajectory and control with adaptive grids using
the gradient approach and fold out basis functions (4D).
here not only in the convergence rate, but also in absolute values. In this four
dimensional example the fold out basis functions use less basis functions for the
same ε, therefore when considering the error with respect to the number of nodes
we observe in Figure 8(b) that the fold out basis functions perform better than the
normal ones. Furthermore, when comparing adaptive against regular sparse grids,
we see from the ﬁgure and Table 5 and Table 6 that the adaptive scheme needs an
order of magnitude less points for the same accuracy. Since the absolute value of
the entries in the stiﬀness matrix increase in higher dimension and require a ﬁner
discretization, the behaviour of the error can therefore be interpreted in the way
that the adaptive algorithm automatically leads to adaptivity with respect to the
diﬀerent dimensions leading to anisotropic sparse grids.
In Figure 9 we conﬁrm that the feedback control we derive from the value function
leads to a trajectory which coincide (up to a small error depending on the mesh
parameter) with a reference trajectory derived from a Riccati equation.
6.4. Control of the semi-discrete wave equation (6D). Next, we consider
problem (3.18)(3.19) for the semi-discrete wave equation (3.12) in six dimensions
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Figure 8. Error in the control comparing the scheme based on sparse
grids using normal hat and fold out basis functions, regular and adaptive
sparse grids (4D).
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Figure 9. Components of the optimal state y and corresponding op-
timal control u resulting from the SL-SG approach on a sparse grid
with threshold ε = 2.44 · 10−4. As a reference solution the correspond-
ing components of a solution generated by a Riccati approach are pre-
sented (4D).
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ε ey∞ ρey∞ e
u
∞ ρeu∞ nodes (end)
5.00−2 5.75·10−1  1.69·100  43
2.50−2 5.78·10−1 −0.01 1.70·100 −0.01 69
1.25−2 1.51·10−1 1.94 2.33·100 −0.45 1,015
6.25−3 1.18·10−1 0.36 1.77·100 0.40 919
3.13−3 1.11·10−1 0.09 3.07·10−1 2.52 1,549
1.56−3 1.14·10−1 −0.04 4.15·10−1 −0.44 1,779
7.81−4 1.06·10−1 0.10 3.13·10−1 0.41 2,053
3.91−4 7.73·10−2 0.46 2.12·10−1 0.56 2,851
1.95−4 4.80·10−2 0.69 1.03·10−1 1.04 3,657
9.77−5 2.98·10−2 0.69 5.35·10−2 0.95 5,415
4.88−5 2.35·10−2 0.34 3.68·10−2 0.54 9,691
2.44−5 1.59·10−2 0.57 2.59·10−2 0.51 12,507
Table 7. Error in the trajectory and control with adaptive grids using
the gradient approach and fold out basis functions (6D).
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Figure 10. The adaptive sparse grids scheme using fold out basis
functions (6D).
with data as given in (6.9) and initial point x = (0.4, 0.6, 0.2, 0, 0, 0)T . Note that we
have to decrease the size of the time step to ∆t = 0.0025 when increasing the entries
in the stiﬀness matrix. We remark that larger entries in the stiﬀness matrix lead
to an increase of the derivative |Hp(x, p)|, which requires in the context of ﬁnite
diﬀerence schemes a smaller time step because of the CFL-condition. As before
we use the gradient approach to derive the feedback and now employ only fold out
basis function to keep the computational cost low. In Table 7 and Figure 10 the
behaviour in the state along an optimal trajectory is shown, overall similar to the
4D case, although a certain resolution needs to be there for the convergence to
kick in. The number of mesh points on the ﬁnest reﬁnement level is still moderate,
however the computational cost is relatively high.
6.5. Control of the semi-discrete wave equation (8D). Next, we consider
problem (3.18)(3.19) for the semi-discrete wave equation (3.12) in eight dimension
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ε ey∞ ρey∞ e
u
∞ ρeu∞ nodes (end)
5.00−2 5.64·10−1  1.63·100  49
2.50−2 5.74·10−1 −0.03 1.68·100 −0.04 63
1.25−2 5.77·10−1 −0.01 3.32·100 −0.98 241
6.25−3 1.40·10−1 2.04 2.51·100 0.40 1,391
3.13−3 1.17·10−1 0.26 1.78·100 0.50 1,455
1.56−3 1.15·10−1 0.03 3.57·10−1 2.32 2,169
7.81−4 1.08·10−1 0.09 3.56·10−1 0.00 2,759
3.91−4 1.01·10−1 0.11 3.81·10−1 −0.10 3,283
1.95−4 7.26·10−2 0.47 2.18·10−1 0.81 5,011
9.77−5 3.89·10−2 0.90 6.92·10−2 1.65 7,113
4.88−5 2.90·10−2 0.43 4.98·10−2 0.47 9,059
Table 8. Error in the trajectory and control with adaptive grids using
the gradient approach and fold out basis functions (8D).
with data as given in (6.9) and initial point x = (0.4, 0.6, 0.2, 0.1, 0, 0, 0, 0)T . Again,
we needed to decrease the time step, now to ∆t = 0.00125. In Figure 11 we see
the error with respect to the threshold ε. Again, the approach needs a certain
resolution for a stable convergence behaviour, which now starts for a smaller ε than
in the 6D case.
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Figure 11. The adaptive sparse grids scheme using fold out basis
functions (8D).
6.6. Control of a bilinear system (2D). In this last example we consider a
dynamics arising from a bilinear dynamical system which is of Schrödinger type.
Because of the nonlinear coupling of state and control the Riccati approach is here
not directly applicable.
We consider two settings; while in the ﬁrst one we observe numerically a smooth
value function, in the second one a non-diﬀerentiability appears.
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Figure 12. Bilinear equation (6.10): Error in the value function com-
paring the scheme based on sparse grids using normal and fold out basis
functions, adaptive sparse grid (2D).
Example 1. Let T = 1, ∆t = 1/200, βx = 2, βu = 0.1,
A =
(
0 0.1
−0.1 0
)
, B =
(
0 −0.1
0.1 0
)
, M =
(
1 0
0 1
)
,(6.10)
and control bounds inactive, i.e. we choose Us = [−10, 10] big enough for the
comparison approach. For computing a reference value function as described in
Section 6.1 we choose ∆x and ∆t as given in Section 6.2. In Figure 12 we see
the error when using comparison and the gradient. Using normal/fold out basis
functions and a comparison/gradient based approach lead to a similar behaviour of
the error in the value function with respect to the threshold ε.
Example 2. Let
A =
(
0 0.5
−0.5 0
)
, B =
(
0 −0.5
0.5 0
)
,(6.11)
and, besides ∆t = 1/500, the other parameters as in Example 1, and let the control
space be given by U = [−4, 4]. In Figure 13 we see the behaviour of the error
when using the comparison approach and normal and fold out basis functions,
respectively. In Figure 14 the meshes for ε = 1.95 · 10−4 and ε = 7.78 · 10−4 are
shown. We observe a strong reﬁnement of the mesh along the non-diﬀerentiability.
In both example we observe a similar convergence behaviour as for the wave equa-
tion. Furthermore, in this two dimensional setting again the diﬀerent approaches
lead to quite the same results.
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Figure 13. Bilinear equation (6.11): Error in the value function com-
paring the scheme based on sparse grids using normal and fold out basis
functions, adaptive sparse grid (2D).
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Figure 14. Bilinear equation: Sparse grid (2D).
7. Outlook
The presented approach allows to include further aspects to increase the accuracy
and to reduce the computational costs. A higher order interpolation could be
used within the semi-Lagrangian scheme (cf. also [51]). Additionally an eﬃcient
numerical algorithm to determine the minimum within the Hamiltonian in the semi-
Lagrangian scheme could be developed which is also suitable for a more general
class of cost functionals. Finally information on the basis function could be used
to introduce a priori an adaptivity with respect to the dimensions.
Note that the computational bottleneck is the evaluation of the sparse grid func-
tion in the scheme (5.1). Our current proof-of-concept implementation is essentially
unoptimized for this aspect. The more evolved and sophisticated SG++-library [48]
already would most likely show a much reduced computational time. Furthermore,
there are recent results for more eﬃcient and suitable data structures for sparse
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grids which take machine constraints into consideration [12], which have the poten-
tial to gain a factor of two to three in serial runtime against the mature SG++,
while allowing for multicore parallelism. In conclusion, although the runtime for
the eight dimensional problem is in our implementation in the order of days, it
is fully justiﬁed to assume it can be reduced to hours, if not less, on multicore
architectures.
Besides an eﬃcient implementation of the sparse grid function evaluation, two
other aspects warrant further investigation. One is the interplay between spatial
and time resolution. While in this work we concentrated on the spatial resolution,
it is well known that these discretizations should be analyzed jointly. Here, the
non-local nature of the sparse grid basis function pose additional diﬃculties in the
analysis. The other is the spatial adaptivity, here we concentrated on using the
hierarchical coeﬃcients, but these reﬁne in all dimensions, which results in the
examples in overreﬁnement in some dimensions due to anisotropic nature of the
problem. Only through the coarsening these grid points will be removed again, but
of course it would be much more eﬃcient, if the adaptive procedure only reﬁnes in
some dimensions.
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