Abstract-The state of the art in computer vision has rapidly advanced over the past decade largely aided by shared image datasets. However, most of these datasets tend to consist of assorted collections of images from the web that do not include 3D information or pose information. Furthermore, they target the problem of object category recognition-whereas solving the problem of object instance recognition might be sufficient for many robotic tasks. To address these issues, we present a highquality, large-scale dataset of 3D object instances, with accurate calibration information for every image. We anticipate that "solving" this dataset will effectively remove many perceptionrelated problems for mobile, sensing-based robots.
I. INTRODUCTION AND RELATED WORK
Object recognition, the task of identifying a given object in an image, remains an unsolved problem in computer vision. Researchers typically dichotomize object recognition into (1) category-level recognition, where various concrete objects are assigned a single label (e.g. "Pepsi can" and "Coke can" are both assigned the label "soda can") and (2) instancerecognition, where each concrete object is assigned a separate label (e.g. "Pepsi can" and "Coke can" are given separate labels). The computer vision and robotics approaches to the recognition problem differ fundamentally in that (1) robots in fixed environments typically need to interact with on the order of a few hundred objects and (2) robotic perception algorithms need to successfully localize and detect 3D object poses in addition to identifying the correct object. We believe that instance recognition suits many robotic tasks well, as joint object detection and pose estimation are the primary components of the instance recognition problem.
Though the advent of commodity RGB-D sensors, such as the Microsoft Kinect, aid in addressing 3D pose detection and localization by providing a depth channel in addition to a color channel, instance recognition systems still cannot reliably detect hundreds of objects [1] , [2] , [3] . We believe that the primary issue currently hampering progress towards reliable and robust instance recognition is the lack of a largescale dataset containing high-quality 3D object data; this Department of Electrical Engineering and Computer Science, University of California, Berkeley, Berkeley, CA 94709 Fig. 1 . Our data-collection system. We place the object near the center of the turntable, and our software takes care of the rest. Note the chessboard on the turntable to merge clouds as the turntable moves. Sample objects from the dataset can be seen sitting on top of the Ortery Photobench.
is because collecting such a dataset requires constructing a reliable and high-quality 3D scanning system, which is a significant undertaking.
A. Datasets
The last decade has witnessed rapid advances in computer vision largely due to fundamental image datasets, such as MNIST, Caltech-101, PASCAL, Labeled Faces in the Wild, PASCAL, and most recently, ImageNet [4] , [5] , [6] , [7] , [8] , [9] . Unfortunately, the solution to most current 2D vision datasets would not constitute a solution to instance recognition as they currently target image retrieval tasks from arbitrary images drawn from the web. In particular, while some of these tasks emphasize detection, they do not directly address the problem of pose estimation, a component crucial to attaining high performance in instance recognition and robotic tasks. While there exist several 3D vision datasets, most datasets either (1) have few objects, (2) have lowquality objects, (3) provide only single views of objects or scenes, (4) don't contain calibration and pose information, or (5) provide low-resolution RGB data [10] , [11] , [12] , [13] , [14] , [15] . While addressing all five aspects would improve the quality of instance recognition systems, aspect (5) would also provide a venue to explore synergies and comparisons between Kinect-style and multi-view stereo approaches to 3D model construction [16] , [17] , [18] .
Furthermore, although most recent instance recognition systems work with RGB-D data, there exist high-quality instance recognition systems that use only RGB images, such as MOPED, presented by Collet et al. [19] . However, these generally work with higher-quality RGB images than those provided by RGB-D sensors. Unfortunately, this makes it quite difficult to compare RGB-D instance recognition systems with RGB-only systems, as simply applying the RGB-only systems to the images from RGB-D datasets would yield unrepresentative results. Because we provide high-quality RGB images in addition to the RGB-D data, we can enable meaningful comparison of these systems.
The closest work to ours is that of Kasper et al. [20] . They have a similar setup in which a laser scanner collects 3D data and a stereo pair collects data from 360 points from the viewing hemisphere. They also provide object meshes and calibrated RGB data. However, their 3D data collection setup is only semi-automated and their image collection setup takes an additional 20 minutes. Although they provide a relatively large number of objects (roughly 130 at the time of writing), scaling up to thousands may be infeasible at that speed. Our approach is fully automated after placing the object in the system, and data collection takes less than 5 minutes per object.
B. Data Collection
The chief obstacle to collecting a high-quality large-scale object dataset involves constructing a reliable 3D scanning system that can provide both high-quality depth and color information. Most commercial 3D scanners either provide only range sensor and low-resolution color information and/or are very expensive. Recent work demonstrates that KinectFusion variants can provide high-quality 3D reconstructions [21] , [22] , [23] , [24] . However, some of these approaches don't provide calibrated RGB images, which are required by many instance recognition platforms, and those that do only provide low-resolution RGB images from the Kinect sensor. Further, the data collection process requires a human to slowly move a Kinect around the full object; even with an automated turntable, a single Kinect attached to an arm cannot image non-convex objects and translucent/transparent objects due to the inherent limitations of Kinect-style RGB-D sensors.
Using multiple Kinects and high-resolution DSLR cameras along with an automated turntable constitutes one possible approach to jointly reducing human effort while improving RGB-D mesh quality. The presence of multiple types of sensors determines highly accurate intrinsics for each sensor as well as relative transformations between pairs of sensors. Researchers have extensively studied this problem for both single and multiple 2D cameras and have recently explored it for single and multiple RGB-D sensors [25] , [26] , [27] , [28] , [29] , [30] , [31] . Typical approaches involve first calibrating each sensor individually to compute its intrinsics, computing stereo pairs between sensors to estimate each sensor's extrinsics, and then running a joint optimization procedure to refine each sensor's intrinsics and extrinsics. For calibrating RGB-D sensors, many approaches require additional hardware and/or setup from what is required for 2D cameras. For example, Herrera et al. [25] present a method that requires affixing a chessboard to a large, flat plane, whereas typical 2D approaches simply require a chessboard alone. Our method requires a source of infrared light, but no additional hardware setup.
Additionally, interference between IR patterns complicates constructing a data-collection system with multiple RGB-D sensors. Butler et al. [32] propose an approach for mitigating interference from multiple depth sensors. However, their approach requires affixing a vibrating motor to each device, which makes a static calibration procedure impossible and also introduces more complexity into the system. We employ time-multiplexing, another common approach, which involves turning off each camera when it is not taking a picture. Concretely, rather than turning off the depth stream, we turn off the infrared emitter, which is roughly two times faster.
C. Contributions
To address the issues described above, we present the following contributions: 1) A dataset which addresses the various shortcomings of existing 2D and 3D datasets by providing the following data per object: (1) 600 Kinect-style RGB-D images, (2) 600 high-resolution images, (3) accurate calibration information for every image, (4) segmented objects per image, and (5) full-object meshes. We obtain 600 images by taking shots from 5 polar angles and 120 azimuthal angles, the latter equally spaced by 3
• . 2) A method for jointly calibrating multiple RGB-D sensors and cameras. 3) Details of our data collection system, which can collect all required data for a single object in under 6 minutes, where the only human effort required involves placing an object on the turntable and running a single command. 4) Multiple software components, including software for calibrating a single depth sensor, software for jointly calibrating multiple sensors (RGB-D and 2D RGB), and tools to simplify the data collection process. In addition to helping to solve the instance recognition problem, we believe that our dataset removes many obstacles associated with large-scale 3D data and serves as a unified dataset that bridges problems in graphics, computer vision, and robotics. Our dataset can be used for benchmarks in multiple areas, such as 3D mesh reconstruction (with and without RGB-D), instance recognition, and object categorization. We intend to continually add to our dataset, inviting others to request and/or send us objects for which we have not yet collected data. Test scenes and results will be made available as well.
All data and code are available and regularly updated at the following URL: http://rll.eecs.berkeley.edu/ bigbird. Available code includes a robust checkerboard detector, calibration software for a single RGB-D sensor, multi-sensor calibration, and various utilities for working with depth sensors and point clouds in Python.
II. SYSTEM OVERVIEW
The sensors in our system comprise of 5 high resolution (12.2 MP) Canon Rebel T3 cameras and five PrimeSense Carmine 1.08 depth sensors. We mount each Carmine to one of the T3s using a mount designed by RGBDToolkit [33] , as shown in Figure 2 . Each T3 is then mounted to the Ortery MultiArm 3D 3000.
We place each object on the turntable in the Ortery Photobench 260. The Photobench contains a glass turntable, which can be rotated in units of 0.5 degrees. It also has four lights, consisting of 4000 LEDs, located at the bottom, the back wall, the front corners, and the back corners. Using a reverse-engineered driver, we can programmatically control the lighting and rotation of the turntable.
To obtain calibrated data, we place a chessboard on the turntable; the chessboard is always fully visible in at least one of the cameras, specifically the Canon and Carmine directly above the turntable (see 3). We refer to Carmine as the reference camera. After calibrating all of the cameras to find the transformations from each camera to the reference camera, we can provide a good estimate of the pose for every image.
For each object, we capture images with each camera at each turntable position. We rotate the turntable in increments of 3 degrees, yielding a total of 600 point clouds from the Carmines and 600 high-resolution RGB images from the Canon T3s. We then estimate poses for each camera, segment each cloud and generate segmentation masks for each of the 600 views, and produce a merged cloud and mesh model.
Automation and speed are crucial to enabling large-scale data collection; a significant amount of engineering is required to make the process as fast as possible.
Our system runs the following steps when collecting data for a single object: 1) Start the depth and color stream for each Carmine. Turn off the infrared emitter for each Carmine. 2) Repeat for each turntable orientation (every 3 degrees, 120 total orientations): a) Start a thread for each Canon T3 that captures an image. b) Start a thread for each Carmine that captures a color image. c) Start a single thread that loops through each Carmine, turning on the infrared emitter, capturing a depth map, and turning off the infrared emitter in sequence. d) Once all of the above threads are done executing in parallel, rotate the turntable by 3 degrees. Using all Carmines simultaneously causes the projected infrared patterns to interfere, leading to severe degradations in data quality. One option involves stopping the depth stream for each device not taking a depth image, and restarting the depth stream immediately before taking an image. However, stopping and starting a depth stream takes roughly 0.5s, imposing a 5 minute minimum bound on collecting 120 images with each of the 5 cameras. Rather than stopping the entire stream, we modified the OpenNI2 library to allow turning off the infrared emitter while keeping the depth stream open, which takes 0.25s. We present detailed timing breakdowns in Table I .
We now discuss how we jointly calibrate the sensors.
III. CALIBRATION The 10 sensors are situated in a quarter-circular arc, with each Carmine mounted to a Canon T3, and each Canon T3 mounted to the arm. One of the overhead cameras, referred to as the reference camera, can always see the chessboard affixed to the turntable; specifically, we use the overhead Carmine. In order to recover the pose of all of the other sensors, we must estimate the transformation from each sensor to the reference camera.
Kinect-style RGB-D sensor calibration involves estimating the intrinsic matrix for the infrared (IR) camera, the intrinsic matrix for the RGB camera, and the extrinsic rigid transform from the RGB camera to the infrared camera. Highly accurate calibration is crucial to achieving strong depth-to-color registration. In our system, we not only need to calibrate the intrinsics of each individual RGB-D sensor, but also the extrinsics which yield the relative transformations between each of the 10 sensors, both RGB-D and RGB.
Accurate calibration also enables registering depth maps to different RGB images, including the higher-resolution 1280x1024 image provided by the Carmine (hardware registration only works when the color stream is at the same resolution as the 640x480 depth stream). Although this is a relatively well-studied problem [30] , [25] , obtaining strong results is still nontrivial due to multiple details about the Carmines that are not well documented.
Our method requires an external infrared light and a calibration chessboard. At a high level, we take pictures of the chessboard with the high-resolution RGB camera and the RGB-D sensor's infrared camera and RGB cameras 1 , as well as a depth map. We then detect the chessboard corners in all of the images. Note that we turn off the infrared emitter before collecting infrared images, and turn it back on before collecting depth maps.
After collecting data, we first initialize the intrinsic matrices transformations for all fifteen cameras (five Canon T3s, five Carmines with an RGB camera and IR camera each) using OpenCV's camera calibration routines, based on the simple calibration method proposed by Zhang [28] . We also initialize the relative transformations between cameras using OpenCV's solvePnP. We then construct an optimization problem to jointly optimize the intrinsic parameters and extrinsic parameters for all sensors.
A. Joint Optimization
We use an approach similar to that given by Le and Ng [29] . Their approach requires that all sensors be grouped into 3D systems. A stereo pair of cameras (RGB or IR) yields one kind of 3D system (a stereo system), and a RGB-D sensor's infrared camera and projector yield the other (a RGBD system). Each 3D system has intrinsic parameters, used to produce 3D points, and extrinsic parameters, used to transform 3D points into another system's coordinate frame. We construct and solve the optimization problem using Ceres Solver [34] .
The calibrator optimizes the intrinsic and extrinsic parameters such that 1) each 3D system produces 3D points that match the physical characteristics of the chessboard (e.g. the points are all planar, the points on a given chessboard row are linear, and the distance between generated 3D points match up with the true distance on the chessboard) and 2) all 3D systems agree with each other on the locations of the chessboard corners.
The intrinsic parameters of a RGBD 3D system consist of the intrinsic matrix K and distortion parameters of the sensor's IR camera. The intrinsic parameters of a stereo 3D system consist of the intrinsic matrices and distortion parameters of each camera, along with the rotation and translation from one camera to the other.
The loss function is given by
where I denotes the intrinsic cost, E denotes the extrinsic cost, S denotes the set of all 3D systems and U denotes the calibration data (i.e. the chessboard corners).
Let Q(s, u i ) be a function that produces a 3D point for the corner u i using the intrinsic parameters of system s. For a stereo system, this entails triangulation, and for an RGBD system, this is simply converting image coordinates to world coordinates using the depth value provided by the sensor.
For a 3D system, the intrinsic cost is given by
where d ij is the ground-truth 3D distance between points i and j on the chessboard, L is the set of lines that corner u i belongs to, p is the plane that corner u i belongs to, and d(Q(s, u i ), p) measures the distance from the generated 3D point to the plane.
The extrinsic cost is given by
where R 12 and t 12 represent the rotation and translation needed to transform a point from the coordinate frame of 3D system s 2 to s 1 . The major difference between our approach and that of Le and Ng is that we add one additional term to the cost function for stereo pairs; specifically, we enforce that epipolar constraints are satisfied by adding an additional term to the stereo intrinsic cost function:
where F is the fundamental matrix implied by the current values of the stereo pair's intrinsic parameters, u 1 are the homogeneous coordinates of the calibration datum in the first camera, and u 2 are the homogeneous coordinates of the calibration datum in the second camera. We obtain the depth intrinsic matrix K Depth from the infrared intrinsic matrix by subtracting off the offset between the depth image and infrared image due to the convolution window used by the internal algorithm. We found the values suggested by Konolige and Mihelich [35] of -4.8 and -3.9 pixels the x and y directions, respectively, worked well. Figure 4 shows the results of registering the depth map to the RGB image using our calibration and also using hardware registration. Fig. 4 . Comparison of hardware and software registration. The left image shows a hardware-registered point cloud. Note the bleeding of the cardboard in the background onto the Pringles can and the low resolution of the color data. The right image shows a software-registered point cloud using our calibration. Most of the bleeding of the cardboard onto the can has been fixed, and we can use higher-resolution color data.
IV. 3D MODEL GENERATION
After calibrating each camera to the reference camera, we proceed with model generation. At a high level, we: 1) Collect data from each Carmine and Canon as the turntable rotates through 120 3 • increments. 2) Filter each Carmine depth map to remove depth discontinuities (Section IV-A). 3) Generate point clouds for each Carmine view using calibration intrinsics. 4) Merge the 5 point clouds for each of the 120 scenes using calibration extrinsics. 5) Segment the object from the merged cloud (Section IV-C). 6) Improve the object cloud quality for each of the 120 scenes through plane equalization (Section IV-B). 7) Merge the 120 scenes together to form a single cloud using calibration extrinsics. 8) Create a mesh via Poisson Reconstruction [36] , [37] . Fig. 5 . Applying depth discontinuity filtering. Pixels marked in red are considered unreliable due to either a discontinuity or neighboring pixels that were not measured by the Carmine depth sensor. Before proceeding, we discard depth measurements associated with the red pixels.
A. Depth Discontinuity Filtering
After collecting data from each Carmine and Canon sensor, we run a depth discontinuity filtering step as suggested by Whelan et al. [38] , since depth map discontinuities tend to yield imprecise depth and color measurements. To do so, we associate each 3 × 3 patch p in the depth image with a value max{(max p − p mid ), (min p − p mid )} where p mid refers to the center pixel's depth. We keep all pixels whose associated patch has a value lesser than some threshold. See Figure 5 for an example of the pixels eliminated by depth discontinuity filtering.
B. Plane Equalization
After obtaining a preliminary 3D mesh, we produce a cleaner cloud through a procedure called plane equalization.
As we collect point clouds, recall that we compute the transform from the turntable chessboard to the reference camera via OpenCV's solvePnP. Experimentally, we notice slight depth ambiguities when computing these transforms, evidenced by the non-aligned plane normals and inconsistent depths presented in Figure 6 . Since we know that the turntable chessboard revolves about a circle roughly horizontal to the ground, we refine each transform's rotational component and translational component by (1) computing a new vector normal to be shared across all chessboards and (2) enforcing the centers of each chessboard to lie on a circle.
Concretely, given a set T = {(R 1 , t 1 ), . . . , (R n , t n )} of chessboard poses, we produce a refined set T = { (R 1 , t 1 ) , . . . , (R n , t n )} of chessboard poses. Note that an R i operates on a plane with unit normalk yielding a plane with unit normal R i [3] , the third column of R i . Ultimately, we would like all plane normals to match; to do this, we compute a unit vectorû so as to minimize
2 . We solve forû exactly by setting it to be the least eigenvector of the covariance of all the R i [3] s. We then compute each R i by multiplying each R i by the transform that takes R i [3] toû via rotation about the axis R i [3] ×û. We next compute each t i by projecting each t i onto the least squares circle determined by {t 1 , · · · , t n }; this problem can be solved quickly by projecting {t 1 , · · · , t n } onto a plane, computing the least squares circle in the plane's basis, and projecting each point onto the resulting circle. In practice, plane equalization runs in negligible time (< 0.1 s) for n = 120 and yields higher quality point clouds (see Figure 7) . Fig. 7 . Constructed point clouds for one object. On the left, the cloud is constructed using the raw solvePnP poses; the cloud has multiple shifted copies of the object due to misalignment. On the right, the cloud is constructed with the output of the plane equalization procedure; the cloud is much cleaner and well-aligned.
C. Object segmentation
As discussed above, for a given turntable angle, we merge the 5 Carmine point clouds into a single cloud using calibration extrinsics. To segment the object from this cloud, we first discard all points outside of the Ortery PhotoBench. We then discard all points below the turntable plane (which was identified in the previous step), and lastly conduct agglomerative clustering to remove tiny clusters of points.
D. Accuracy
Although we use a naive approach for building 3D models, their accuracy is better than the models used by Xie et al. [1] to obtain state-of-the-art RGBD instance recognition results. In Figure 8 , we give a rough idea of the accuracy of our 3D models by projecting a representative mesh onto an image from one of the Canon cameras (which is not used to build the mesh), showing that the system is well calibrated and produces reasonable meshes. We expect that more sophisticated algorithms can produce higher-fidelity 3D models. 
E. Limitations
Our approach relies solely on point cloud data from the Carmines when building the 3D mesh models. However, Kinect-style RGB-D sensors are known to perform poorly for certain objects, including transparent and highly-reflective objects, such as the bottle shown in Figure 9 . For these objects, the 3D models may be missing or of poor quality. However, by incorporating methods that also use RGB data, we anticipate being able to provide high-quality 3D models for many of these objects in the future. V. DATASET USAGE We anticipate our dataset to be used for multiple related computer vision problems, including object instance recognition, object category recognition, and 3D object model generation. The dataset, and all code used to generate it, can be obtained at our website (http://rll.eecs.berkeley.edu/bigbird).
A. Obtaining the Dataset B. Instance Recognition
A set of test scenes using the objects from the dataset will be made available on the website. As we collect more objects, we will collect more test scenes. In order to facilitate meaningful comparison of similar algorithms, we plan to collect and record results of different methods on the same subset of the test data on the website.
C. 3D Model Generation
Although we have used a very naive approach to generating 3D models (i.e. concatenating all point clouds and running Poisson reconstruction), the data is well-suited for evaluating algorithms for generating 3D models of objects from RGB and RGB-D sources. The current release of the data does not contain ground-truth object models; however, we plan to obtain 3D-printed models and provide data for them. As more sophisticated algorithms are used on our data, we plan to provide better 3D models as well.
VI. CONCLUSIONS
We believe this dataset will significantly accelerate progress in robotic perception, especially the instance recognition problem. We also believe it can lead to benchmarks for a variety of areas from computer graphics, computer vision, and robotics, including 3d object reconstruction, recognition, and grasping.
All of our code and data, including calibration data, object instance data, and test scenes are available at the following URL: http://rll.eecs.berkeley.edu/bigbird. We plan to continue adding to our dataset; we invite others to request and/or send us objects which we have not yet scanned. Please contact us regarding such requests.
