Discretizations of continuous-time diffusion processes, using gradient and Hessian information, is a popular technique for sampling. For example, the Euler-Maruyama discretization of the Langevin diffusion process, called as Langevin Monte Carlo (LMC), is a canonical algorithm for sampling from strongly log-concave densities. In this work, we make several theoretical contributions to the literature on such sampling techniques. Specifically, we first provide a Randomized Coordinate wise LMC algorithm suitable for large-scale sampling problem and provide a theoretical analysis. We next consider the case of zeroth-order or black-box sampling where one only obtains evaluates of the density. Based on Gaussian Stein's identities we then estimate the gradient and Hessian information and leverage it in the context of black-box sampling. We then provide a theoretical analysis of gradient and Hessian based discretizations of Langevin and kinetic Langevin diffusion process for sampling, quantifying the non-asymptotic accuracy. We also consider high-dimensional black-box sampling under the assumption that the density depends only on a small subset of the entire coordinates. We propose a variable selection technique based on zeroth-order gradient estimates and establish its theoretical guarantees. Our theoretical contribution extend the practical applicability of sampling algorithms to the large-scale, black-box and high-dimensional settings.
Introduction
Sampling and optimization are the computational backbones of Bayesian and Frequentist statistics respectively. Motivated by the need to speed-up Bayesian inference for large scale datasets, there has recently been an increased interest on developing faster algorithms for sampling with strong theoretical guarantees. Such techniques are invariably based on techniques from optimization. Indeed there is a strong interplay between the problems of sampling and optimization. Let f (θ) : R d → R be a function and let π(θ) be a density function defined as follows:
The problem of sampling involves generating a random vector that is distributed according to the above target density. The closely related optimization problem involves finding a minimum point θ * of the function f (θ), i.e.,
Define the function f τ (θ) = f (θ)/τ , for some τ > 0 and note that θ * is also the minimum point of f τ (θ). Note that if we define π τ (θ) ∝ e −fτ (θ) , then as τ goes to zero: (i) The expectation θ τ = R d θπ τ (θ) dθ, converges to the minimum θ * and (ii) The distribution π τ (dθ) converges to the Dirac measure centered at θ * . As a straightforward example, let d = 1 and consider f (θ) = (θ−a) 2 , for some constant a > 0. Then clearly θ * = a. If we construct the density π τ (θ) ∝ e
, which is a Gaussian density, then the expectation clearly is a. As the variance term τ → 0, π τ (θ) converges to a Dirac measure centered at a. This highlights the interplay between sampling and optimization.
First generation sampling algorithms, for example, Metropolis-Hastings algorithm are oblivious to the geometry of the target density as a result of which they suffer from slower rate of convergence. But they are often easy to implement and are just based on function evaluations -hence they could be referred to as zeroth-order sampling algorithms. See [3, 21, 24, 25, 26] , for more details about such algorithms. Motivated by statistical physics principles, various researchers developed faster sampling algorithms that leverage the geometric information regarding the target density [29, 36, 37, 40, 41] . Such algorithms, for example Langevin and Hamiltonian Monte Carlo, are based on first-order discretization of a continuous-time diffusion process and could be referred to as first-order sampling algorithms as they leverage gradient information about the target density. Although such algorithms were developed over a decade ago, recently strong theoretical guarantees have been established for sampling in the works of [9, 10, 11, 12, 14, 15, 17] and several others. Such algorithms achieve significantly faster rates of convergence compared to the zeroth-order sampling techniques. Furthermore, a close connection could be established between the above non-asymptotic results and the corresponding results from the first-order optimization literature, as described in [12] . In this work, we further explore the connections between optimization with various oracle information and sampling based on various discretizations of continuous-time diffusion process.
Preliminaries
Consider the continuous-time Langevin diffusion process {L T : T ∈ R + } given by the following stochastic differential equation,
where T ∈ R + and {W T : T ∈ R + } is a d-dimensional Brownian motion and ∇f (θ) ∈ R d denotes the gradient of f (θ). The Euler-Maruyama discretization of the above process is given by the following Markov chain:
x t+1,h = x t,h − h t+1 ∇f (x t,h ) + 2h t+1 ε t+1 (4) for the discrete time index t = 0, 1, 2 . . .. Here ε t ∈ R d is a standard Gaussian noise vector, h > 0 denotes the step-size and an initial point x 0,h is assumed to be given. The above discretization is called as the Langevin Monte Carlo (LMC) sampling algorithm. Note that the update step of the LMC sampling algorithm shares similarity with the standard gradient descent algorithm from the optimization literature. Denote the distribution of the random vector x t,h by ̟ t . To evaluate the performance the sampling algorithm, the 2-Wasserstein distance between ̟ t and the target density π(θ) is considered. For measures, p and q defined on (R d , B(R d )), the 2-Wasserstein distance is defined as:
where ̺(p, q) is the set of joint distribution that has p and q as its marginals. The performance of the LMC updates is measured by the above 2-Wasserstein distance between the distribution ̟ t and the target density π, i.e., W 2 (̟ t , π). In order to obtain theoretical guarantees, a common assumption made in the literature on LMC is that the function f is smooth and strongly convex. 2. A2: is strongly convex i.e., f (θ) − f (θ ′ ) − ∇f (θ ′ ) ⊤ (θ − θ ′ ) ≥ m 2 θ − θ ′ 2 , for m > 0. Assuming access to inaccurate gradients [12] provided theoretical guarantees for sampling under Assumption 1.1. Specifically, instead of the true gradient ∇f (x t,h ) in each step, it was assumed that we observe g t,h = g(x t,h ) = ∇f (x t,h ) + ζ t , for a sequence of random noise vectors ζ t that satisfies certain bias and variance assumption. Then, the noisy LMC updates corresponds to the case of the updates in Equation 4 , with ∇f (x t,h ) replaced by g t,h . For such an update, [12] have the following non-asymptotic result. respectively, for some α, β > 0, the conclusion turns into W 2 (̟ t , π) ≤ (1 − mh) t W 2 (̟ 0 , π) + 1.65M (hd) 1/2 m + δd α/2 m + σ 2 hd β 1.65M (hd) 1/2 + δd α/2 + σ(mh) 1/2 d β/2 .
Furthermore, in the case that β > max{1, α}, the last term is dominated by d β/2 .
Remark 2 [12]
One could also recover the optimization corresponding to the standard gradient descent algorithm for minimizing strongly-convex function from Theorem 1.2. In order to see that, consider the function f τ (θ) = f (θ)/τ as before. Note that f τ also satisfies Assumption 1.1 with m τ = m/τ and M τ = M/τ . With the true gradient, (i.e., δ = σ = 0), we then have from Theorem 1.2 that
As we let τ → 0, we have the LMC updates converging to the standard gradient descent updates and the above bound becomes
Our Contributions
Despite the impressive set of theoretical results in [9, 10, 11, 12, 13, 14, 15, 16, 17, 33] , there are several avenues for improvement to develop practical sampling algorithms with strong guarantees.
Motivated by oracle models in optimization, in this work, we make a distinction between the availability of information regarding f (θ) for sampling. Specifically, in a zeroth-order (or blackbox) sampling setting, we only observe (potentially) noisy evaluations of the function f . Similarly in the first-and second-order setting, we observe (potentially noisy) evaluations of the gradient and Hessian of f (θ) respectively. In this work, we make the following contributions to the literature on sampling.
1. We first consider the first-order LMC sampling and propose and analyze a Randomized Coordinate Descent based LMC (RCD-LMC) update rule for large-scale sampling where updating the entire gradient in each iteration might be computationally demanding. We establish its rate of convergence, from which the corresponding results in the optimization literature for Randomized Coordinate Descent optimization algorithm could be recovered.
2. We next consider the zeroth-order or black-box LMC sampling. Although studied as early as [8] and [28] , recently, it has attracted much attention motivated by several statistical machine learning models [23, 34] . In such models, one could obtain (potentially noisy) evaluations of the function f but no analytical expression is known for the function f . Using the idea of Gaussian-smoothing based zeroth-order optimization [1, 19, 3. Next, we consider the case of high-dimensional zeroth-order sampling. Here, we specifically assume the unobserved function f is sparse in the sense that it depends only on s of the d coordinates. We provide a variable selection method based on the estimated gradient, which in conjunction with the Zeroth-Order LMC algorithms reduces the rates of convergence to be only poly-logarithmically dependent on the dimensionality d thereby enabling highdimensional sampling.
4. We next consider Ozaki-discretized LMC updates which involves the Hessian of the function f (θ). Note that [12] proposed theoretical guarantees for sampling with Ozaki-discretization, from which the corresponding results of the Newton method for optimization could be recovered. But [12] assumed the availability of exact gradients and Hessians. In this work, we first consider the case of inexact gradients and Hessians and extend the results of [12] to this setting. We then consider the case of Zeroth-Order Ozaki discretized LMC (ZOO-LMC) for the case of black-box sampling. Our method is based on a novel technique of estimating the Hessian of a function from just function queries, based on Gaussian Stein's identity proposed recently in [1] . For this case, we also develop corresponding theoretical results and discuss its consequences.
5. Finally, we consider kinetic Langevin diffusions and their first-order and second-order discretization considered in [9, 13] and establish theoretical guarantees with inaccurate gradient and Hessian information. Similar to the previous results, we also establish zeroth-order extensions of the above discretizations and establish the corresponding theoretical properties.
Our results are summarized in Table 1 . A list of notations used in the paper is provided in Section A. All proofs are relegated to the appendix Sections B -G.
Randomized Coordinate Descent LMC Sampling
In this section, we propose and analyze coordinate descent based Langevin Monte Carlo sampling algorithm. In modern large-scale problems, the cost of computing and updating the entire gradient in each update step of LMC algorithm might be prohibitive. Hence, a practical remedy is the update only one coordinate (or a batch of coordinates) at a time. Indeed, such coordinate descent algorithms are popular in the optimization literature to deal with large-scale problems when the function f has special structures [44] . We specifically analyze randomized coordinate descent updates in the context of sampling and provide rates of convergence in 2-Wasserstein distance. For a vector a ∈ R d , denote by a i , the i-th coordinate. Then the Randomize Coordinate Descent LMC (RCD-LMC) is defined by the following update step:
In each time step t, we randomly pick a coordinate and compute and update the gradient only corresponding to that coordinate. Clearly, this is much faster than computing the full gradient in each step. The choice of distribution over the coordinate based on which the updates are done is typically fixed to be uniform distribution in practice. We also make the following coordinate wise Lipschitz assumption on the function f , as is commonly done in the analysis of coordinate descent algorithms in the optimization setting [30, 44] .
Assumption 2.1 In this section, we assume that ∇f is coordinate Lipschitiz with constants M i , i.e., 
where the expectation is taken with respect to the choice of coordinates sampled.
We now provide several remarks about the above result.
Remark 3
One can compare the above result with the corresponding bound for the full-gradient based LMC algorithm. Recall that, M ≤ dM max . Hence, we get comparable result in the worst case of M = dM max . But in the typical case of 1 ≤ M ≪ dM max , we see the effect of using updating only one-coordinate of the gradient at a time compared to the true full-gradient. Mmax respectively, and if we let τ → 0, we obtain the following result:
This result recovers the corresponding result from the optimization literature for randomized coordinate descent [30, 44] , which reads as
Remark 5 Recall that for the exact first-order based LMC algorithm, by the right choice of tuning
Thus, with the appropriate choice of tuning parameters, ZO-LMC matches the performance of LMC which requires gradient information.
Variable Selection for High-dimensional Black-box Sampling
Note that in a practical black-box setting, due to the non-availability of the analytical form of f (θ), one might potentially over-parametrize f (θ), in terms of number of features selected to model the sampling problem. Hence, the problem of variable selection, in a zeroth-order setting becomes crucial. To address this issue, in this section, we study variable selection under certain sparsity assumptions on the objective function f , to facilitate sampling in high-dimensions. Specifically, we make the following assumption on the structure of f . Assumption 4.1 We assume that f (θ) : R d → R is s sparse, i.e., the function f depends only on (the same) s of the d coordinates, for all θ, where s ≪ d. We denote the true support set as S * . Note that this implies that for any θ ∈ R d , we have ∇f (θ) 0 ≤ s, i.e., the gradient is s-sparse. Furthermore, define ∇f ν (θ) = E u [∇f (θ + νu)] for a standard gaussian random vector u and note that the gradient sparsity assumption also implies that ∇f ν (θ) 0 ≤ s for all θ ∈ R d . Furthermore, we assume that the gradient lies in the following set that characterizes the minimal signal strength in the relevant coordinates of the gradient vector:
As a consequence, we also have that ∇f ν (θ) ∈ G a,s . The above assumption makes a homogenous sparsity assumption on the sparsity and the minimum signal strength of the gradient. Roughly speaking, a represents the minimum signal strength in the gradient so that efficient estimation of the support S * is possible in the sample setting. Note that the above sparsity model on the function f , converts the problem to variable selection in a non-Gaussian sequence model setting:
Hence, ζ j are zero-mean random variables as [g ν,n ] j is an unbiased estimator of [∇f ν (θ)] j . We refer the reader to [7] for recent results on variable selection consistency in Gaussian sequence model setting. We also make the following assumption on the query point selected to estimate the gradient.
Assumption 4.2
The query point θ ∈ R d selected is such that ∇f (θ) 2 ≤ R.
Our algorithm for high-dimensional black-box sampling with variable selection is as follows:
• Pick a point θ (which is assumed to satisfy Assumption 4.2) and estimate the gradient g ν,n at that point and compute the estimatorŜ of S * asŜ = {j :
• Run ZO-LMC (or ZO-KLMC from Section 6.1) on the selected set of coordinatesŜ of f (θ).
Note that for the first step, we need to select n, τ and ν. We separate the set of relevant variables by thresholding |[g ν,n ] j | at τ . We now provide our result on the probability of erroneous selection. 
where C, C 2 are constants. Then we have Pr{Ŝ = S * } ≤ ǫ.
Remark 6
Note that number of queries n to the function f depends only logarithmically on the dimension d and is a (low-degree) polynomial in the sparsity level s. Combining this fact with the result in Theorem 3.1 we see that the total number of queries to the function f (for the sampling error measured in 2-Wasserstein distance) is only poly-logarithmic in the true dimension d and is a low-degree polynomial in the sparsity level s. Thus when s ≪ d, we see the advantage of variable selection in black-box sampling using the two-step approach. The above results assumes that the sparsity level s and signal strength is known. It would be interesting to construct adaptive estimators similar to those for Gaussian sequence model in [7] .
Ozaki-Discretized Langevin Monte Carlo
We now consider the case of Ozaki-discretized LMC. Recall that discrete time LMC updates displayed in Equation 4 , corresponds to the Euler-Maruyama discretization of continuous time diffusion equation and it leverages the first-order gradient information regarding the target density π(θ). One could also potentially leverage higher-order derivative information regarding the target density. Specifically, the discretization proposed by Ozaki [12, 32, 38] corresponds to the discrete time dynamics in Equation 10 , that is based on the Hessian of f (θ) (and consequently the Hessian of π(θ)). Let H(·) def = ∇ 2 f (·) ∈ R d×d be the true Hessian of the function f . We use the notation,
) to denote the Hessian evaluated at point D t,0 where D t,0 ∼ ̟ t , the distribution of x t , the t th step of the algorithm. Similarly, we denote by S(·) ∈ R d×d the "inexact" Hessian of the function f and S t def = S(D t,0 ). Furthermore, we follow the above conventions for the gradient as well: ∇f (·) ∈ R d and g(·) ∈ R d denotes the true and "inexact" gradient respectively. Then, we
OLMC with Inaccurate Gradients and Hessians
With the above conventions, the Ozaki-discretized LMC corresponds to the following updates:
where
t . The update steps of the Ozakidiscretized LMC (OLMC) algorithm with true Hessian and gradient information was analyzed in [12] and it was shown to have superior rates of convergence compared to the gradient based LMC algorithm (specifically,
Furthermore, relationships to the local-quadratic rates of the Newton method for optimization was also established. In this section, we assume that the true Hessian and the gradients are unavailable. Instead we observe a random gradient g(·) and random Hessian matrix S(·). Based on this, the OLMC with inexact information becomes
where, we haveM t
. In the rest of this subsection, we assume that S t is invertible. The non-invertible case could potentially be handled
We do not pursue a detailed study of this case in this paper. We emphasize that when S t is invertible, it still could be positive definite or not -we make a distinction between these two situations below.
We now make the following assumption of the function f and the quality of the approximation of the inexact gradients and Hessians.
Assumption 5.1
The hessian of the function f (θ) has Lipschitz smooth Hessian, i.e.,
Furthermore, note that gradient smoothness assumption in Assumption 1.1 implies boundedness of the second derivative, i.e., H(θ) M I d , ∀θ ∈ R d . Note that Assumption 5.1 and Assumption 1.1 ensure that the true hessian H(θ) is positive definite and hence is invertible. In addition to the above assumption, we also make the following assumption on the quality of approximation of the inexact gradients and Hessians.
Assumption 5.2
We assume that the inexact gradient g t and symmetric inexact Hessian S t satisfies:
• S t , g t , L 0,0 are conditionally independent given D t,0 , where L 0,0 is defined as in the proof of Theorem 5.3.
• For all t ∈ N, T ∈ [0, h], we have
are constants satisfying the following inequalities.
-In the case where S t 0,
-In the case where S t 0 does not hold in general,
The second part of the above assumption is important as it defines the approximation quantity of the OLMC algorithm with inexact derivatives. A specific instantiation of the above quantities will be calculated for the zeroth-order algorithm presented in section 5.3. We now state our result.
Theorem 5.3 For the OLMC with inexact gradient and Hessian information, under Assumption 1.1 (A1), 5.1 and 5.2, we have the following guarantees:
Approximated Ozaki-discretized LMC
While the Ozaki-discretized LMC is interesting from a theoretical perspective, from a practical perspective, it suffers from several computational drawbacks. Specifically, we need to compute the inverse of a matrix and matrix exponentials [27], both of which are computationally demanding. Indeed a more practical discretization is obtained by approximating the matrix exponential in Equation 10 by series expansion. Specifically, we consider the following Approximate Ozakidiscretized LMC updates considered also in [12]:
With inexact gradients and Hessian information, we then have
Theorem 5.4 For the Approximate OLMC updates, under Assumption 1.1, 5.1 and 5.2, we have the following guarantees:
ZOO-LMC: Zeroth-Order OLMC for Black-box Sampling
As discussed in Section 3, in the setting of black-box sampling, access to the function f (θ) is only through function evaluations. In this section, we extend the Ozaki-Discretized sampling algorithm to the black-box setting, thereby extending their applicability. While, the gradient estimation technique from function queries in Section 3 was based on first-order Gaussian Stein's identity, here we leverage the second-order Gaussian Stein's identity to estimate the Hessian from function queries, as proposed in [1] . Second-order Stein's identity states that for a standard Gaussian vector u, we have E[(uu
, for all functions g with well-defined Hessians. Similar to first-order Stein's identity, this naturally relates function queries to Hessians. In order to leverage this, similar to the previous case, we let f ν (θ) = f (θ + νu) and note that we have
This provides a way of approximately estimating the Hessian of the function f ν by approximating the expectation on the left hand side using Gaussian samples. Hence, we can leverage this estimate of Hessian of the smoothed function to get an approximate estimate of Hessian of f . Specifically, we now have the following estimates of the Hessian, as in [1] :
Hence, ZOO-LMC and approximate ZOO-LMC corresponds to Equation 10 and 12 respectively, with the derivatives estimated based on Stein's identity. Note that while f (θ) is strongly convex and so the true Hessian is invertible, there is not guarantee that the above sample Hessian is invertible. Note that for the zeroth-order version of Ozaki discretization to be well-defined the sample Hessian must be invertible. The question is when the above estimator is invertible is a rather delicate question and requires tools from random matrix theory tools (for example, [42]) to be understood. But note that the approximated Ozaki discretization, which does not involve such inevitability issues also achieves the same performance as the Ozaki discretization. Hence, we postpone a detailed study of inevitability of the zeroth-order Hessian for future work. In order to proceed, we note that a consequence of the Hessian smoothness assumption is the following equivalent assumption on the function f (θ).
Assumption 5.5
The function f is assumed to be twice differentiable and satisfy the following smoothness condition: for all points θ,
Lemma 5.1 Let the Hessian estimator be defined in (14) and Assumption 5.5 hold. Then, we have
Lemma 5.2 Under Assumption 5.5, we have
Based on the above result and Theorem 5.3, we have the following guarantees for the ZOO-LMC updates.
Theorem 5.6 Let Assumption 1.1 (A1) and 5.1 hold. Then 1. For the ZOO-LMC we have the following guarantees:
2. For the Approximate ZOO-LMC updates, we have:
where subscripts g, H are used to distinguish parameters of gradient and Hessian estimators respectively.
Note that depending on the value of ǫ desired, we get improved rates over ZO-LMC algorithm. It is extremely interesting to obtain better dependence on d under further structural assumptions on the Hessian of f (θ), for example, when f is a finite-sum as in [22] .
Kinetic Langevin Monte Carlo Discretizations
In the previous section, we consider several discretizations of the continuous-time diffusion process in Equation 3 based on gradient and Hessian information. We now consider gradient and Hessian based discretizations of Kinetic Langevin diffusion process given below:
We refer the reader to [9, 13, 18] for more details about the above diffusion process and related theoretical results. Specifically, it was shown in [9, 13] that first-order discretizations of the kinetic diffusion process (refered to as KLMC and proposed first in [9] ) in Equation 20 have better rates of convergence compared to similar first-order discretizations of the continous-process in Equation 3. Specifically, recall that for the right choice of tuning parameters, vanilla LMC (i.e., first-order discretizations of
provides a much sharper result compared to [9] ). We emphasize that the above result does not immediately imply that KLMC might be the algorithm to use always (in comparison to LMC); indeed when considering also the dependence of the bound on the strongconvexity and smoothness parameters ( through the condition number of the sampling density defined as M/m), [13] precisely characterize when KLMC might be preferred over the vanilla LMC. The bottom line of their analysis is none of the method is uniformly better over the other method. More interestingly, [13] also proposed a second-order discretization of the kinetic diffusion process in Equation 20, denoted as KLMC2, that requires only 
ZO-KLMC for Black-box Sampling
We first consider the first-order discretization of the SDE in Equation 20, first proposed by [9] and also analyzed in [13] . This KLMC discretization is given by the following updates:
where (ǫ t+1 , ǫ t+1 ) ∈ R 2d is a a sequence of i.i.d standard Normal vectors, independent of (x 0 , x 0 ) and ψ 0 (t) = e −γt and ψ t+1 = T 0 ψ t (s)ds. Based on this, we now consider the following two related update steps, the inaccurate KLMC and ZO-KLMC respectively.
where g() is any random gradient assumed to satisfy Assumptions 5.2 and g ν,n is the zeroth-order gradient estimator as in Equation 7 .
2. For the ZO-KLMC, we have, for
ZO-KLMC2 for Black-box Sampling
We now consider the second-order discretization of the SDE in Equation 20, called as KLMC2 proposed in [13]:
where (ǫ t+1 ,ǫ t+1 ,ǫ t+1 ,ǫ t+1 ) ∈ R 4d is a a sequence of i.i.d standard Normal vectors, independent of (x 0 , x 0 ) and ψ 0 (t) = e −γt and ψ t+1 = T 0 ψ t (s)ds. Following the notations, introduced in Section 5, we now introduce the KLMC2 updates with inacurate gradient and Hessian and Zeroth-order KLMC2 (ZO-KLMC2) updates respectively, below:
where g() and S t are any random gradient and Hessian, assumed to satisfy Assumptions 5.2 and g ν,n is the zeroth-order gradient estimator as in Equation 7 andĤ t is the zeroth-order Hessian estimator as in Equation 15. 
, we have the following results:
1. For the KLMC2 with inaccurate gradient and Hessians, we have
2. For the ZO-KLMC2, we have, for
Discussion
Recall that our gradient and Hessian estimators were based on Gaussian Stein's identity and could be used only for the case when f is defined on the entire Euclidean space R d . In several situation, for example, in sampling from densities with compact support [5, 6] and in computing volume of convex body [4] , one needs to compute the gradient of the function (and density) supported on M ⊂ R d . For these situations, one can use a version of Stein's identity based on score functions to compute the gradient and Hessian. To explain more, we first recall some definitions. The score function S p : M → R d associated to density p(u) defined over M is defined as
Note that in the above definition, the derivative is taken with respect to the argument u and not the parameters of the density p(u). Based on the above definition, we have the following versions of Stein's identity; see, for example, [20] .
Proposition 7.1 Let U be a M-valued random vector with density p(u). Assume that p : M → R is differentiable. In addition, let g : M → R be a continuous function such that E U [∇g(U )] exists and the following is true: u∈M ∇ u (g(u)p(u)) du = 0. Then it holds that
where S(u) = −∇p(u)/p(u) is the score function of p(u).
In order to leverage the above identities to estimate the gradient of a given function f (θ) : M → R, consider g(U ) = f (θ + U ) where U ∼ p(u) is a M-valued random variable and appeal to the above Stein's identity above, as done in Section 3 for with Gaussian random variables. Similar techniques for Hessian estimation could also be used. We postpone a rigorous analysis of the estimation and approximation rates in this case for future work.
[12] Arnak S Dalalyan and Avetik G Karagulyan. User-friendly guarantees for the langevin monte carlo with inaccurate gradient. arXiv preprint arXiv:1710.00095, 2017.
[13] Arnak S Dalalyan and Lionel Riou-Durand. On sampling from a log-concave density using kinetic langevin diffusions. arXiv preprint arXiv:1807.09382, 2018.
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A Notations
We use a ∧ b and a ∨ b to denote the minimum and maximum of a and b respectively. The L 2 norm of a random vector X :
The L p norms of a random matrix M : Ω → R d×d are defined as follows.
where · 2 is the spectral norm, and · F is the Frobenius norm. For simplicity, we write · = · 2 and · Lp = · Lp,• when there is no ambiguity. Furthermore, we omit the subscript h in x t,h in places where is no confusion for simplicity.
B Proofs for Section 2
We first state and prove the following Lemma, used in the proof of Theorem 2.2.
Lemma B.1 If f is Lipschitz continuous with component Lipschitz constant
Proof. The proof of part (a) results from the proof of Lemma 4 in [12] . In fact, we can consider f as a function of the i-th component only, and apply the lemma in 1-dimensional case. Part (b) follows, as
Proof. [Proof of Theorem 2.2] Let L 0,0 ∼ π be the random variable that attains the Wasserstein distance W 2 (̟ 0 , π) = L 0,0 − x 0 L 2 . Define a family of random processes inductively by
, where the initial data is L t,0,i = L i−1,h,i t−1 , and W t,T is a Brownian motion satisfying W t,h = √ hε t+1 , the noise term in the LMC algorithm. By Fokker-Planck equation, π is the stationary distribution of L t,T,i for each i = 1, 2, . . . , d, which implies L t,T,i ∼ π. Moreover, define ∆ t,i = L t−1,h,i − x t . For simplicity, we drop the last subscript i when it coincides with i t . Then
Letting i = i t , and taking expectation w.r.t. i t , we have
In the above calculation, the first inequality follows from Lemma 2 in [12] , that ∆ t − hU ≤ (1 − mh) ∆ t provided h < 2 m+M , and from Lemma B.1 below. Taking expectation w.r.t. i 0 , i 1 , . . . , i t−1 , the expected error satisfies the following inequality.
Applying it iteratively leads to
where we note that 1 −
Finally, by definition of Wasserstein distance, we reach the results as desired.
C Proofs for Section 3
Proof. [Proof of Theorem 3.1] The proof follows by first calculating the bias and variance of the inaccurate gradient in our zeroth-order setting, where the error term ζ t = g ν,n (x t ) − ∇f (x t ). First note that by Stein's identity, E[g ν,1 (x, u)] = E[∇f (x + νu)] = ∇f ν (x), where we denote f ν (x) = E[f (x + νu)]. Under Assumption 1.1 on smoothness of f , in the case where n = 1, we have the following calculation for the bias.
In order to obtain the variance, we split the centered error term into three parts.
Also, we have the following observation.
Combining with the fact that C is deterministic and Lemma 3 from [31], the variance is bounded by
Next, for n ≥ 1 in general, g ν,n (x) = 1 n n k=1 g ν,1 (x, u k ), the bias and variance could be calculated as follows. Specifically, for the bias, we have
For the variance, by independence of Gaussian sample u i 's, we have the following observation.
Next, we follow a similar framework to the proof of Theorem 4 in [12], but with modifications to adapt to the variance that is not uniformly bounded. Recall that
Here we use the fact that
, the above inequality leads to
Therefore, we obtain the bound in Wasserstein distance.
Note in particular, in the case where n = 1, we have the following non-asymptotic results.
D Proofs for Section 4
Proof. [Proof of Theorem 4.3] First note that we have,
Next we utilize concentration inequalities to give a bound for the tail of approximation error ζ j . Denote
where . Note that u ∼ N (0, I d ) can be replaced by k∈S * u k e k ∼ N (0, I s ) due to Assumption 4.1. Moreover, we have the following estimate.
We now state the following concentration inequality proved in [2] .
. . , n be n independent copies of random variables X and Y . Let X be a sub-Gaussian random variable with X ψ 2 ≤ Υ 1 , and Y be a sub-exponential random variable with Y ψ 1 ≤ Υ 2 for some constants Υ 1 and Υ 2 . Then for any t ≥ K · max{Υ 3 1 ,
we have
, where K, K 1 and K 2 are absolute constants.
, we have:
, where C = C 1 C 2 = 8 3 log 2(1−log 2) , K 1 , K 2 are absolute constants. Therefore, by setting the threshold τ = a ′ /2, the probability of error is bounded by
. Given a pre-specified error rate ǫ > 0, it suffices to have ν ≤
E Proofs for Section 5.1
Proof. [Proof of Theorem 5.3] Define random processes D t,T , L t,T recursively as follows for t ∈ N, T ∈ [0, h]. First, take D 0,0 = x 0 to be deterministic, and L 0,0 ∼ π such that (D 0,0 , L 0,0 ) is the optimal coupling that attains the Wasserstein distance
The Ornstein-Uhlenbeck process can be solved explicitly as
Here we require the common term of noise W k,T to be independent of S t and g t conditionally on D t,0 for k ∈ N, T ∈ [0, h], and moreover, W t,T is independent of D t,0 and L t,0 for T ∈ [0, h]. To ease the notation, we drop the first subscript when considering the current time step
By Gronwall lemma (see Lemma 5 in [12]), we have
We now consider the two cases of S t separately. Case 1: S t 0. By calculations similar to that in proof of Theorem 6 in [12] , under the independence assumptions, we have the following bounds for each of the above terms.
Hence we have, for h ≤ m/M 2 ,
where 
, and in particular, equality holds for t = 0 by our choice of L 0,0 , we obatin the bound in Wasserstein distance. Note that it can be reduced to the case of exact oracles, i.e., Equation (17) in Theorem 6 of [12].
Case 2: S t 0 does not hold in general. Now we have a different estimate for the following bounds.
Hence, for h ≤ m/M 2 , we have
where the calculation is similar to case 1. Again application of Lemma 9 in [12] finally leads to
Note that in this case, the bound is slightly more conservative in the second term by a factor of constant.
F Proof for section 5.2
Proof.
[Proof of Theorem 5.4] Consider the same settings as in the proof of Theorem 5.3, except that D t,T is now defined by
From the representation
we know that
, which is the distribution of x t+1 . On the other hand, D t,T satisfies the following SDE, and can be further written as
By Gronwall lemma, X T is solved as
where the first term coincides with X T in Theorem 5.3, and the extra terms can be viewed as errors resulting from approximation. Case 1: S t 0.
By the independence assumptions, we have the following estimate for the extra terms E T and F T .
Proceeding as before, for h ≤ 3m/(4MM ) ∧ 3m/(4M 2 ), we have
where we use the inequality 
Case 2: S t 0 does not hold in general. ForM defined in the corresponding case, now the bounds for E T and F T are
The following calculation goes, for
Therefore, we end up with
G Proofs for section 5.3
[Proof of Lemma 5.1] Under Assumption 5.1 that f has Lipschitz smooth Hessian, we have
Proof. [Proof of Lemma 5.2] Taking θ ′ = θ + νu in Equation (16),
Note also that uu
To apply (27), we split the error into two terms,
For the sample mean estimatorĤ fν ,n , we have the following observation.
Applying previous lemmas leads to 
Indeed, if we set
and moreover,
Finally, we focus on estimating the bound C 5 (d).
HereH is the expectation ofĤ fν after change of variable, replacing u by P n u, such that
Note thatĤ fν (P n u) is not a Hessian estimator of the form (14). However, the bound for Ĥ fν (P n u) L 2 ,F can still be given in a similar fashion.
To write outH explicitly,
Then the second term in (28) can be estimated by
Assuming that
, combining the above results gives rise to
is not bounded by a global constant, Theorem 5.3 and 5.4 does not apply directly. Therefore, we need to modify the proofs specifically. For the ZOOLMC,
where C ′ 1 (d) = . The Wasserstein bound is obtained as Further note that
Thus, for the Approximate ZOOLMC,
Continuing the calculation, we have H Proof for Section 6.1
Proof. Let (V t,T , L t,T ), T ∈ [0, h] be a stationary kinetic Langevin process for each t ∈ N, i.e., 2γ −1 e t and Ṽ t,0 −V t,0 L 2 ≤ e t . Define a different kinetic Langevin process (V t,T ,L t,T ) with initial conditionV t,0 =Ṽ t,0 ,L t,0 =L t,0 . Then
= e −mT /γ e t .
On the other hand,
Thus we have
where we use the fact that V t,u L 2 ≤ V t,u L 2 + V t,u − V t,u L 2 ≤ √ d + e t . Combining the above results, we have
L t,T −L t,T = I 2d − ψ 1 (t)P −1 RP − P −1 E ′ P P −1 V t,0 −Ṽ t,0 L t,0 −L t,0 + P −1 φ 2 (t)(S(L t,0 ) − S(L t,0 ))V t,0 φ 3 (t)(S(L t,0 ) − S(L t,0 ))V t,0
